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Preface

The 1st International Conference on Advanced Machine Learning Technologies
and Applications (AMLTA 2012) was held on the campus of Ain Sham University
in Cairo, Egypt during 8–10 December 2012. Authors of 58 accepted scientific
papers, chosen from among 103 submissions, had many fruitful discussions and
exchanges that contributed to the success of the conference. Participants from
18 countries made the conference truly international in scope. The AMLTA 2012
proceedings contain 8 parts as follows: Rough Sets and Applications, Machine
Learning in Pattern Recognition and Image Processing, Machine Learning in
Multimedia Computing, Bioinformatics and Cheminformatics: Trends and Ap-
plications, Data Classification and Clustering: Theory and Applications, Cloud
Computing and Recommender Systems, Case-Based Reasoning and Data Pro-
cessing, Authentication, Digital Forensics and Plagiarism Detection.

There were three plenary lectures covering the different areas of the con-
ference. The first talk, by Prof. Dipankar Dasgupta, Director of the Center for
Information Assurance, and Professor of Computer Science at the University of
Memphis, Tennessee, was entitled Genetic Learning Algorithms in Developing
a Framework for Cloud Security Insurance. The second talk, by Prof. Guoyin
Wang, College of Computer Science and Technology, Chongqing University of
Posts and Telecommunications, and Institute of Electronic Information Tech-
nology, Chongqing Institute of Green and Intelligent Technology, was entitled
Cloud Model – A Bidirection Cognition Model between Concept Extension and
Intension. The final talk, by Prof. Shampa Chakraverty, Netaji Subhas Institute
of Technology, Delhi University, New Delhi, was entitled A Fuzzy Cuckoo-Search
Approach for Multiprocessor Embedded Systems Design.

There were three tutorials. The first was by Dr. Mohamed Medhat Gaber,
Senior Lecturer at the University of Portsmouth, UK; Dr. Joao Gama, Associate
Professor at the University of Porto and researcher at LIAAD-Inesc Tec.; and Dr
Pedro Pereira Rodrigues, Invited Assistant Professor at the Health Information
and Decision Sciences Department of the Faculty of Medicine of the Univer-
sity of Porto, Portugal. The tutorial focused on Machine Learning from Data
Streams: Techniques and Applications. The second tutorial, by Dr. Waheedah
Al Mayyan, Software Technology Research Laboratory (STRL), UK, was on
Tutorial Multimodal Biometrics: Aspects and Challenges. The last tutorial, by
Prof. Hussein Zedan, Software Technology Research Laboratory (STRL), UK,
focused on Logic-Based Approaches for the Development of Dependable Com-
puting Systems. We are thankful to all those who held these tutorials, for their
support and cooperation.

There were also 10 special sessions focusing on the following subjects: Re-
configurable Computing Systems, Complex Adaptive Systems, Computational
Intelligence and Wireless Sensor Networks, Machine Learning for Data Streams



VI Preface

Applications, Engineering Ubiquitous Systems, Soft Computing Techniques for
Multimedia Applications, Machine Learning for Biometrics, Cloud Computing:
A Security Perspective, Machine Learning in Information Security Applications,
and Cloud Technologies and Applications. We thank all special session chairs for
their hard work before and during the conference.

The editors would like to acknowledge the work of the members of the PC
in reviewing and discussing the papers.The EasyChair conference system proved
very helpful during the submission, review, and editing phases. We are thankful
to Alfred Hofmann and the excellent CCIS team at Springer for their support
and cooperation in publishing the proceedings as a volume of the Communica-
tions in Computer and Information Science series. Special thanks to the SERSC
center for their technical support and the SERSC team for their support and
cooperation.

October 2012 Aboul Ell Hassanien
Abdel-Badeeh M. Salem

Rabie Ramadan
Tai-hoon Kim
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Urszula Stańczyk, Poland

Vaclav Snasel, Czech Republic
Vadrevu Sree Hari Rao, India
Vijay Raghavan, India
William Zhu, China
Xiaodong Liu, China
Xun GONG, USA
Yan Yang, China
Bartosz Krawczyk, Poland
Yan Yang, China
Yiyu Yao, Canada
Yudith Cardinale, Venezuela
Nagwa Bader, Egypt
Zbigniew Suraj, Poland
Zbigniew W. Ras, USA
Wei-Chiang Hong, Taiwan



Table of Contents

Part I: Rough Sets and Applications

Rough Sets-Based Machine Learning over Non-deterministic Data:
A Brief Survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Hiroshi Sakai, Mao Wu, Michinori Nakata, and Dominik Śl ↪ezak
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Part I  

Rough Sets and Applications 
 



Rough Sets-Based Machine Learning
over Non-deterministic Data: A Brief Survey�

Hiroshi Sakai1, Mao Wu1, Michinori Nakata2, and Dominik Ślęzak3,4

1 Faculty of Engineering, Kyushu Institute of Technology
Tobata, Kitakyushu 804, Japan

sakai@mns.kyutech.ac.jp, wumogaku@yahoo.co.jp
2 Faculty of Management and Information Science

Josai International University
Gumyo, Togane, Chiba 283, Japan

nakatam@ieee.org
3 Institute of Mathematics, University of Warsaw

Banacha 2, 02-097 Warsaw, Poland
4 Infobright Inc.

Krzywickiego 34 pok. 219, 02-078 Warsaw, Poland
slezak@{mimuw.edu.pl,infobright.com}

Abstract. Rough Non-deterministic Information Analysis (RNIA) is a
rough sets-based framework for handling tables with exact and inexact
data. Under this framework, we investigated possible equivalence rela-
tions, data dependencies, rule generation, rule stability, question-answer-
ing systems, as well as missing and interval values as special cases of
non-deterministic values. In this paper, we briefly survey RNIA, and
report the state of its underlying software implementation. We also dis-
cuss to what extent RNIA can be seen as an example of a new emerging
paradigm in machine learning.

Keywords: Machine learning, Rough sets, Data dependencies, Rule
generation, Question-answering systems, Missing values, Interval values.

1 Introduction

Rough set theory offers a mathematical approach to vagueness [8]. It has many
applications related to the areas of classification, feature reduction, rule gen-
eration, machine learning, data mining, knowledge discovery and others [9, 10].
Rough set theory is usually employed to deal with data tables with deterministic
information, which we call Deterministic Information Systems (DISs). However,
somewhat in parallel to the main stream of applications, rough set approaches
to incomplete data systems have been investigated as well [2, 3].
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Table 1. An exemplary NIS Φ for the suitcase data set. The values of attributes
color, size, weight, price are as follows: V (color) = {red, blue, green}, V (size) =
{small,medium, large}, V (weight) = {light, heavy}, V (price) = {high, low}.

object color size weight price

1 {red,blue,green} {small} {light,heavy} {low}
2 {red} {small,medium} {light,heavy} {high}
3 {red,blue} {small,medium} {light} {high}
4 {red} {medium} {heavy} {low,high}
5 {red} {small,medium,large} {heavy} {high}
6 {blue,green} {large} {heavy} {low,high}

Fig. 1. An exemplary NIS Φ and 2304 derived DISs

In this paper, we focus on Non-deterministic Information Systems (NISs)
and Incomplete Information Systems (IISs), which have been proposed for
handling information incompleteness in DISs [4, 6]. NISs have been recog-
nized as an important framework for handling information incompleteness in
tables, and several theoretical works have been reported [2–7]. We followed this
framework by developing algorithms and software tools, which can handle rough
sets-based concepts in NISs. We call this direction of our research as Rough
Non-deterministic Information Analysis (RNIA).

2 Issues in RNIA and an Exemplary NIS

In a standard table, each attribute value is fixed. In the case of a NIS Φ, each
attribute value is given as a set. We may then assume that there is an actual
value in each value set but we do not know which one it is. Let us consider a
case when each set of attribute values is finite. We might then replace each set
in Φ with an element in a set. In such a way, we would obtain a standard table.
We call such tables as derived DISs. For Φ in Table 1, there are 2304 (28 × 32)
derived DISs ψi (1 ≤ i ≤ 2304).

Generally, as illustrated by Figure 1, the number of derived DISs may increase
exponentially. For large data sets with relatively high level of non-determinism
understood as cardinalities of value sets, creation of scalable methods of data
analysis requires finding a way to handle Φ directly, with no need to considering
all particular derived DISs. In the case of rule generation, we have solved this
problem by using rough sets-based framework.
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In our research, we have coped with the following challenges described in more
detail in the subsequent sections:
A Management of possible equivalence relations [15];
B The minimum and the maximum degrees of data dependency [12];
C Certain and possible rules, and rule generation [13];
D Stability factor of rules and calculation [17];
E Management of missing values [13, 16];
F Management of an actual value by intervals [16];
G Management of numerical patterns and figures [14];
H Direct question-answering [17].

3 Management of Possible Equivalence Relations

In rough sets, we make use of equivalence relations and classes in a DIS. How-
ever in NISs, there may be several derived DISs, for example in Φ there are
2304 derived DISs. Namely in Φ, there are less than 2304 kinds of equivalence
relations. We named such relations and classes possible equivalence relations (pe-
relation) and possible equivalence classes (pe-class) in Φ, respectively. We may
see each pe-class as a possible granule from a NIS.

In LERS system [2] by Grzymała-Busse, equivalence classes defined by de-
scriptors [attribute, value] are called blocks. We follow Grzymała-Busse’s frame-
work, and propose the following inf and sup blocks in NISs.

Inf and Sup Blocks of Descriptors
(1) For a descriptor [A, ζ],

inf([A, ζ])={x : object | attribute value of A is {ζ}},
sup([A, ζ])={x : object | attribute value of A includes ζ}.

(2) For a conjunction of descriptors ∧i[Ai, ζi],
inf(∧i[Ai, ζi])=∩iinf([Ai, ζi]), sup(∧i[Ai, ζi])=∩isup([Ai, ζi]).

By using inf and sup, we can define pe-class pe([A, ζ]) as follows.
pe([A, ζ])=inf([A, ζ]) ∪ M (M ⊆ (sup([A, ζ] \ inf([A, ζ]))).

In Φ, inf([color, red])={2, 4, 5} and sup([color, red])={1, 2, 3, 4, 5} hold, and we
have the following.

pe([color, red])={2, 4, 5} ∪ M1 (M1 ⊆ {1, 3}),
pe([color, blue])=M2 (M2 ⊆ {1, 3, 6}), pe([color, green])=M3 (M3 ⊆ {1, 6}),

By fixing M1, M2 and M3 satisfying M1 ∪ M2 ∪ M3={1, 3, 6}, we can obtain a
pe-relation on color. We defined this issue as a constraint satisfaction problem,
and implemented a program. Furthermore, we have implemented a program to
merge pe-relations [15]. Namely, we first generate pe-relations for each attribute,
then we merge them for generating pe-relations for a set of attribute. Like this,
we have reduced the computational complexity. [12]

4 Minimum/Maximum Degrees of Data Dependencies

In a DIS, the degree of dependency for condition attributes CON to decision
attributes DEC is a ratio
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deg(CON, DEC)=|{x ∈ OB| x is consistent [8] for CON and DEC }|/|OB|.
OB : object set, |OB| : the number of objects.

In a NIS, this degree depends upon each derived DIS, therefore we need to con-
sider the minimum and the maximum degrees. The actual degree of dependency
is between the minimum and the maximum degrees. If the difference between
two degrees is small, the actual degree may not be influenced by the information
incompleteness in a NIS.

By merging program, we obtain pe-relations on CON={color, size, weight},
and we obtained 20 different pe-relations. Since there are 4 pe-relations on
DEC={price}, we can calculate each degree of dependency for 2304 derived
DISs by considering 80 (=20×4) combinations. We have the following.

––- Dependency Check ––––––––––––
CRITERION 1(Num_of_Consistent_DISs/Num_of_All_DISs)

Number of Derived DISs: 2304
Number of Derived Consistent DISs: 1364
Degree of Consistent DISs: 0.592

CRITERION 2(Total_Min_and_Max_Degrees)
Minimum Degree of Dependency: 0.167
Maximum Degree of Dependency: 1.000

EXEC_TIME=0.000(sec)

5 Certain and Possible Rules, and Rule Generation

This section considers rules at first, then we show NIS-apriori algorithm [13].
There may be some definitions of rules in DISs, and we employ a rule is an
implication τ (defined by object x) satisfying appropriate constraint. A familiar
constraint is defined by two values in the following:

support(τ)= |[x]CON ∩ [x]DEC |/|OB|,
accuracy(τ)=|[x]CON ∩[x]DEC |/|[x]CON |,
[x]CON , [x]DEC : equivalence classes on CON and DEC.

Similar to the previous sections, these values also depend upon derived DISs.
Therefore, we defined the following two types of implications.

(Certain rule). support(τ) ≥ α and accuracy(τ) ≥ β hold in each derived
DISs.
(Possible rule). support(τ) ≥ α and accuracy(τ) ≥ β hold in a derived DIS.

Generally, the number of derived DISs increases exponentially, because the num-
ber of derived DISs is a product of possible cases in each set. If we employ an
explicit method, namely we sequentially examine the constraint in each derived
DIS, we have a problem on the exponential order. Even in Φ, there are 2304
derived DISs (28×32). However, we could characterize the following by employ-
ing inf and sup blocks. (In reality there are three cases of τ , and the following
is the simplest case.)
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Fig. 2. A distribution of pairs (support, accuracy) for τ . There exists ψmin which makes
both support(τ ) and accuracy(τ ) the minimum. There exists ψmax which makes both
support(τ ) and accuracy(τ ) the maximum.

(1) minsupp(τ)=Minψ{support(τ)}=|inf([CON, ζ]) ∩ inf([DEC, η])|/|OB|,
(2) maxsupp(τ)=Maxψ{support(τ)}= |inf([CON,ζ])∩inf([DEC,η])|

|inf([CON,ζ])|+|OUT | ,
(3) minacc(τ)=Minψ{accuracy(τ)}=|sup([CON, ζ]) ∩ sup([DEC, η])|/|OB|,
(4) maxacc(τ)=Maxψ{accuracy(τ)}= |inf([CON,ζ])∩sup([DEC,η])|+|IN |

|inf([CON,ζ])|+|IN | ,
OUT=[sup([CON, ζ]) \ inf([CON, ζ])] \ inf([DEC, η]),
IN=[sup([CON, ζ]) \ inf([CON, ζ])] ∩ sup([DEC, η]).

Furthermore, we have proved minsupp(τ) and minacc(τ) occur in the same
derived DIS ψmin. Similarly, maxsupp(τ) and maxacc(τ) occur in the same
derived DIS ψmax. Like this, we obtained the following chart.

According to Figure 2, we can consider the following tasks for rule generation.

(Certain rule generation task)
Find τ satisfying minsupp(τ) ≥ α and minacc(τ) ≥ β hold.
(Possible rule generation task)
Find τ satisfying maxsupp(τ) ≥ α and maxacc(τ) ≥ β hold.

We applied the above results to Apriori algorithm [1], and proposed NIS-apriori
algorithm [13]. Since minsupp(τ), · · · , maxacc(τ) do not depend upon the num-
ber of derived DISs, the computational complexity of NIS-apriori is almost the
same as the original Apriori. The following is real execution log for Φ (decision
attribute: price).

File=[tcase5|pl] Support=0.3, Accuracy=0.8
***** 1st STEP *************************************************
===== Lower System ==========================================
(Lower System Terminated)
===== Upper System ==========================================

: : :
[5] [color,green]==>[price,low] (0.333,1.0)
[10] [size,medium]==>[price,high] (0.667,1.0)
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[12] [size,large]==>[price,high] (0.333,1.0)
: : :

The Rest Candidates: [[[1,1],[4,1]],[[2,1],[4,2]],[[3,2],[4,1]]]
(Next Candidates are Remained)
EXEC_TIME=0.0(sec)
***** 2nd STEP *************************************************
===== Lower System ==========================================
(Lower System Terminated)
===== Upper System ==========================================
[2] [color,red]&[size,small]==>[price,high] (0.5,1.0)
[4] [size,small]&[weight,heavy]==>[price,high] (0.333,1.0)
The Rest Candidates: [[[1,1],[3,2],[4,1]]]
(Upper System Terminated)
EXEC_TIME=0.0(sec)

In the above execution, there is no implication satisfying certain rule constraint.
However, we have some possible rules.

6 Stability Factor of Rules and Its Calculation

As for possible rules, we added the degree of derived DISs supporting τ . We
named this degree stability factor SF (τ, Φ) [17]. For example in Φ, let us con-
sider rules 10 and 12 in the 1st step. The following is real execution of stability
factors.

?-sf([[size,medium]],[price,high]).
SF=0.456=(20/44)
EXEC_TIME=1.0(sec)
?-sf([[size,large]],[price,high]).
SF=0.25=(2/8)
EXEC_TIME=0.0(sec)

The above shows that there are 44 derived (restricted) DISs related to rule 10.
(As for attributes {size, price}, there are 48 (=24 × 3) derived DISs, and rule
10 does not occur in 4 derived DISs. ) Rule 10 satisfies constraints in 20 derived
(restricted) DISs, which is about 45% of DISs. On the other hand, rule 12 is
supported by 25% of DISs. Even though both rule 10 and rule 12 are possible,
rule 10 is more reliable according to stability factor.

For the calculation of rule 10, we use pe([size, medium]) and pe([price, high]).
Since pe([A, ζ])=inf([A, ζ]) ∪ M (M ⊆ (sup([A, ζ] \ inf([A, ζ]))) holds,

pe([size, medium])={4}∪ M1 (M1 ⊆ {2, 3, 5}),
pe([price, high])={2, 3, 5}∪ M2 (M2 ⊆ {4, 6}).

There are 32 combinations for the calculation, which depends upon 2|sup−inf |.
The calculation of stability factor takes much time.
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7 Management of Missing Values

There are several important directions of research on DISs with missing val-
ues or Incomplete Information Systems. For example, LERS system [2] by
Grzymała-Busse and a framework of reduction based rule generation [3] by
Kryszkiewicz are well known. In both cases, some interpretations are assumed
for missing values, and rule extraction methods are investigated.

In [11], we are showing the execution logs on some data sets. In Mammographic
data set in [18], there are 960 objects and 6 attributes (assessment, age, shape,
margin, density and severity). The decision attribute is severity, and its at-
tribute values are benign (0) and malignant (1). There are 2, 5, 31, 48 and 67
missing values (? is employed to denote them) on 5 remaining attributes, respec-
tively. Since each set of attribute values is discrete and finite, we can convert this
data set to a NIS by replacing each ? with a set of attribute values. The number
of derived DISs is more than 10 power 90, but NIS-Apriori could handle such
data sets easily [11].

Generally, a NIS-Apriori rule generator is also applicable to DISs with
missing values. In most of tables with categorical data, each domain of attribute
values is a finite set. Since any missing value is an element of this finite domain,
we replace each missing value with this domain. Then, we can apply our rule gen-
erator to such an adjusted NIS. In our framework, the interpretation of missing
values seems clear, but instead we needed to face the problem of exponential
order of the number of derived DISs. We have solved this exponential order
problem successfully in the NIS-Apriori algorithm.

8 Management of an Actual Value by Using Intervals

We see an interval [lower, upper] takes the role of non-deterministic information
in numerical values. Namely, we see an actual value valactual satisfies lower ≤
valactual ≤ upper. By using this consideration, we can handle the information
incompleteness in numerical values.

However, we have a problem for handling numerical attribute values. Namely,
the concept defined in Fig. 1 is vague. A set of real numbers is infinite and
uncountable. It is necessary to control the figure in a numerical value. We intro-
duced the concept of resolution γ (>0) into numerical attributes. An interval
[lower, upper] is definite, if (upper − lower) ≤ γ. Otherwise, we may have infi-
nite number of derived interval [lower′, upper′] (lower ≥ lower′, upper′ ≤ upper
and (upper′ − lower)=γ. By using resolutions, we can have a chart similar to
Fig 1 for numerical values [16], but we have another problem. For each dis-
crete set of attribute values V ALA, we can naturally define a descriptor [A, val]
(val ∈ V ALA). In a set of numerical attribute values, the definition of descrip-
tors is vague. Even though we are currently specifying descriptors for numerical
values, we need to consider what is the proper descriptors in a set of numerical
attribute values.
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In [11], we are showing an execution log for an exemplary data set, which
consists of non-deterministic information and intervals.

9 Management of Numerical Patterns and Figures

Now, we consider information incompleteness for numerical values, again. Infor-
mation incompleteness is a relative concept. For example, let us consider num-
ber π. The value 3.14 will be enough for students, but it will be too simple
for researcher. This example will also be related to granularity and granular
computing.

We introduced two symbols @ and #, which represent numeric from 0 to 9. A
numerical pattern is a sequence of @ and #, for example @@@, @@#, @##,
@@.@ and @#.#. Here, ‘.’ denotes a decimal point, and @ does not occur after
#. We see @@@, @@#, @## and ### have the same type ???. Three patterns
@@.@, @@.# @#.# have the same type ??.?, too. Here, @ denotes a significant
figure and # denotes a figure, which we do not care.

For example, students are seeing π by a numerical pattern @.@@##· · ·, and
researchers must be seeing π by a numerical pattern @.@@@@· · ·. Furthermore
in baseball games, we often see a season batting average higher than .300 is
considered to be excellent player. In this case, we are seeing .300 by a numer-
ical pattern .@##. If we see two players’ averages 0.309 and 0.310 by .@##,
these two players belong to the same equivalence class. However, if we employ
a numerical pattern .@@#, the two players belong to the different equivalence
class.

If we employ a fine numerical pattern (with much @ symbols), we obtain
the large number of equivalence classes. On the other hand, if we employ a
coarse numerical pattern (with less @ symbols), we obtain the small number of
equivalence classes. Namely, numerical patterns control the size of equivalence
classes, support and accuracy values. In [14], we coped with numerical patterns,
and implemented a software tool.

10 Direct Question-Answering

If the condition ∧i[Ai, vali] matches with the condition part of an obtained cer-
tain or possible rule ∧i[Ai, vali] ⇒ [DEC, valj ], we have a decision [DEC, valj ]
with certainty or possibility.

However, if the condition ∧i[Ai, vali] does not match with the condition part
of any obtained rules, we may not have decision from the data set, because
∧i[Ai, vali] may not conclude unique decision attribute value. In such case, we
apply direct question-answering, and we know all [DEC, valj ] with minsupp(τj),
minacc(τj), maxsupp(τj) and maxacc(τj) which characterize the validity of valj .
Direct question-answering can provide all information for decision making in such
case. The following is the real execution handling Table 1.
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?-qa([[color,red]]).
––––- Direct Question/Answering Mode –––––––-
[1] [color,red]==>[price,low]
MINSUPP=0.000,MINACC=0.000,MAXSUPP=0.333,MAXACC=0.500
[2] [color,red]==>[price,high]
MINSUPP=0.333,MINACC=0.500,MAXSUPP=0.667,MAXACC=1.000
EXEC_TIME=0.0(sec)
yes
?-qa([[size,medium],[weight,heavy]]).
––––- Direct Question/Answering Mode –––––––-
[1] [size,medium]&[weight,heavy]==>[price,low]
MINSUPP=0.000,MINACC=0.000,MAXSUPP=0.167,MAXACC=1.000
[2] [size,medium]&[weight,heavy]==>[price,high]
MINSUPP=0.000,MINACC=0.000,MAXSUPP=0.500,MAXACC=1.000
EXEC_TIME=0.0(sec)
yes

The actual value of support is between minsupp and maxsupp, and the actual
value of accuracy is between minacc and maxacc. The support and accuracy
values give us the validity for deciding decision attribute value. In the first case,
we will select [price, high] instead of [price, low]. Similarly in the second case,
we know that there is no definite information, but the possibility of [price, high]
is much high for the condition [size, medium]&[weight, heavy].

11 Concluding Remarks

This paper surveyed our framework for rough sets-based machine learning over
non-deterministic data. In our approach, as illustrated by Figure 1, we need to
cope with complexity of possible settings of actual values. We do it by employing
the notions of the certainty and the possibility. Specifically, we employ a kind
of granular computing method based on the inf and sup blocks. In particular,
in the case of rule generation, our NIS-Apriori algorithm escaped from the
exponential order problem.

Each of challenges described in this paper is just an entrance of more detailed
research. In the next steps, among other requirements, we shall introduce inexact
types of data into NISs. We also need to categorize algorithmic aspects of
learning a DIS from a NIS.
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Abstract. We investigate the rough-set-based framework for feature se-
lection in decision tables with numeric attributes. We compare functions
evaluating subsets of attributes with respect to their potential in deter-
mining the distinguished decision attribute by means of two alternative
methods: discernibility-based functions over discretized numeric data, as
well as distance-based functions often used in the fuzzy-rough approaches
to feature selection. In both cases, the idea is to compare objects be-
longing to different decision classes, by verifying whether they can be
distinguished from each other by using discretized attributes or mea-
suring distances between their values over original numeric attributes.
We draw a correspondence between functions evaluating subsets of nu-
meric attributes according to both methodologies. For a subset of nu-
meric attributes, we consider a function measuring the amount of pairs
of objects belonging to different decision classes that are not discerned
by discretized attributes, averaged over all possible choices of binary dis-
cretization cuts over the attribute ranges. We prove that such a function
can be rewritten by means of distances between the original numeric
attributes. Namely, it is equal to the average fuzzy indiscernibility func-
tion computed by using the product t-norm combining indiscernibility
degrees obtained over particular attributes.

Keywords: Feature selection, Rough sets, Discernibility, Numeric data.

1 Introduction

Decision support systems are based on models, which represent knowledge in a
possibly compact form. The process of deriving decision models from data is often
referred to as the knowledge discovery in databases (KDD). It consists of steps
such as selection of the most representative features, analysis of dependencies
between them, as well as extraction, evaluation and interpretation of the most
meaningful patterns [5,6]. The data mining approaches utilized in KDD can be
divided into symbolic and non-symbolic methods. Symbolic methods focus on
finding relationships within data, often reported in a form of rules in a feature-
value language. Non-symbolic methods are focused on classification properties of
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data rather than data patterns or if-then dependencies. Non-symbolic methods
may achieve high accuracy but they are hard to understand by decision-makers.
Symbolic methods may be easier to modify by involving domain knowledge.
Therefore, many researchers attempt to combine advantages of both approaches
within various types of hybrid decision models [13,29].

Depending on a problem’s nature, the decision model can take various forms
imposed by the applied methods. Prediction, segmentation and relationship dis-
covering are the typical data mining tasks reflecting the users’ needs. However,
according to the principles of the KDD process, the prior step should always be
related to feature selection [8,27], which leads to an increase of interpretability
and usefulness of decision systems regardless of the choice of a specific data min-
ing methodology. Even the most complicated methods yield clearer outcomes
when applied to data with significantly less features. Sometimes it is even worth
working with a number of less accurate sub-models learnt from far smaller feature
subsets, in order to expose different aspects of the problem and the underlying
data. It is worth doing even given an additional requirement of fusion of such
sub-models into the final decision model [1,28].

We concentrate on feature selection techniques arising from the theory of
rough sets [20,21], which were successfully applied within various hybrid deci-
sion systems [10,18]. The rough-set-based feature selection methodology is based
on decision reducts – irreducible subsets of attributes, which determine specified
decision classes. Subsets of attributes providing exactly the same degree of de-
termination as the original set are often referred to as crisp decision reducts, in
opposite to so called approximate decision reducts [17,24], where some controlled
decrease of determination is allowed. It is often claimed that rough sets are not
suitable for non-categorical data types because of a specific way of evaluating
attributes. However, as clearly visible also in this paper, rough set methods of
feature selection and decision model construction have been successfully applied
to numeric data and some other types of data as well [7,26].

It is worth noting that during the decision model design phase one can choose
which of the data mining techniques will be later applied in the model. Therefore,
one may attempt to adjust the feature selection criteria to specific data mining
algorithms to be used later. In the case of rough sets, the most typical optimiza-
tion function refers to the feature subsets’ cardinality, while the constraints of
feature elimination often refer to the ability to discern pairs of objects belonging
to different decision classes by the remaining attributes. However, the way of
understanding discernibility between objects may vary with respect to the type
of the data and the type of a decision algorithm. For instance, if one considers
construction of a decision tree or forest for a numeric data set [9,19], then the
feature selection criterion may relate to a function evaluating ability to discern
objects by subsets of discretized attributes. We will refer to this approach as to
the crisp discernibility. As another example, if a decision model is supposed to
rely on distances or similarities defined over numeric feature domains, then the
notion of discernibility utilized in rough-set-based feature selection might take a
softer form based on, e.g., fuzzy indiscernibility relations [4,12].
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In this paper, we compare the feature evaluation criteria based on crisp and
fuzzy discernibility. We prove an interesting fact illustrating that criteria for
determining decision classes basing on original discernibility over discretized at-
tributes and fuzzy distance-based discernibility over original numeric attributes
are not so far away. This shows that discernibility-based feature selection crite-
ria provide a truly rich foundation for a mixture of symbolic and non-symbolic
methods that can be used to discover knowledge from numeric data sets.

The paper is organized as follows. Section 2 outlines the basics of rough set
approach to feature selection, focusing on the notions based on discernibility and
fuzzy indiscernibility. Section 3 reports some already-known discernibility-based
evaluation functions and related results developed within the theory of rough
sets for single numeric features. Section 4 reports the above-mentioned math-
ematical link between crisp and fuzzy discernibility feature selection criteria,
which generalizes the previous investigations onto the case of arbitrary subsets
of numeric attributes and provides a common framework for handling categorical
and numeric decision features. Section 5 concludes the paper.

2 Rough Sets and Feature Selection

Feature subsets can be searched using various approaches, following filter, wrap-
per, or embedded paradigms [8,16]. In the filter approach, the feature subset(s)
are selected as a preprocessing step. Selected features or feature subsets are then
used by a learning algorithm to construct a decision model. Feature subset eval-
uation is a part of the selection process and it does not depend on the learning
algorithm. The phase of learning a decision model based on the previously found
feature subset(s) may have nothing in common with the criteria and algorithms
employed in the phase of feature selection.

The rough-set-based feature selection methods are usually regarded as an
example of the filter approach, although sometimes they are interpreted as an
embedded approach as well, especially if the derived subsets of attributes are
utilized to construct rule-based classifiers. There are numerous rough-set-based
algorithms aimed at searching for decision reducts, which are irreducible subsets
of features that satisfy predefined criteria of (approximate) determination of
decision features [21,28]. Those criteria are verified on the training data and can
encode more or less directly the risk of misclassification by if-then rules with
their left sides referring to the values of investigated feature subsets and their
right sides referring to decisions. Discovered decision reducts can be followed by
arbitrary learning algorithms [10,18]. The general focus on the space of feature
subsets rather than on single features has resulted in a number of intelligent
search techniques documented in rough set literature [2,30].

Let us use the standard notation of information systems to represent the
data [20,21]. By an information system we mean a tuple A = (U, A), where U
is a set of objects and A is a set of attributes. We treat attributes a ∈ A as
functions a : U → Va, Va denoting a’s domain. By a decision table we mean
A = (U, A ∪ {d}), where d /∈ A is a distinguished decision attribute. The values
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vd ∈ Vd usually correspond to decision classes that we want to describe using
the values of A. However, one may consider the situations where decision values
are numeric and the task is to approximate rather than classify them.

We say that subset B ⊆ A discerns objects u, u′ ∈ U , if and only if there
exists b ∈ B such that b(u) �= b(u′). We say that B ⊆ A is a decision reduct
for A = (U, A ∪ {d}), if and only if it is an irreducible subset of attributes such
that for each pair of objects u, u′ ∈ U satisfying inequality d(u) �= d(u′), if they
are discerned by A, then they must be also discerned by B. Surely, in the case
of large real-world data sets there may be some weakened versions of the notion
of a decision reduct considered. According to one of them, we may be interested
in searching for irreducible subsets of attributes B ⊆ A, which discern almost
all pairs of objects with different decision values that are discerned by A. As
another example, we can consider decision tables with numeric attributes a ∈ A,
where the whole notion of discernibility needs to be reconsidered, as operating
with inequalities of the form a(u) �= a(u′) does not make sense in practice.

Out of many approaches that extend the standard discernibility-based formu-
lation of a decision reducts onto the case of numeric attributes, let us focus for
a while on utilization of fuzzy indiscernibility relations [4,12], where the basic
idea is to avoid pairs of objects from different decision classes with high degree
of indiscernibility or fuzzy similarity. In other words, a given subset of attributes
should be penalized for any of such pairs. Mathematically, we can express such a
penalty measure as a kind of aggregation of the similarity quantities of the form

RB(u, u′) = Tb∈B(Rb(u, u′)) (1)

over all pairs of objects u, u′ ∈ U such that d(u) �= d(u′), where T denotes a
fuzzy T-norm and the quantities of Rb(u, u′) are computed directly from the
data as normalized similarities between the numeric values b(u) and b(u′).

In the same way, in the case of numeric or fuzzy decision, we should avoid
objects with low degree of indiscernibility with respect to decisions and high
degree of indiscernibility with respect to an evaluated subset of attributes. For
the sake of clarity, let us denote a numeric decision attribute as d∗ and assume
that there is given a fuzzy similarity measure of the form Rd∗(u, u′). Then, while
searching for subsets of attributes that are able to approximate decision values
we should pay attention to the quantities of the following form:

T (1 − Rd∗(u, u′), RB(u, u′)) (2)

The notion of an approximate decision reduct can be then reformulated as a
minimal subset of attributes B ⊆ A that keeps an aggregate value of the above
quantities as not significantly higher than in the case of using the whole A.

The feature selection mechanisms based on the above fuzzy indiscernibility
criteria seem to be especially useful in combination with the classification tech-
niques relying on similarities between objects [1,11]. On the other hand, one may
argue that operating with T-norms calculated for the pairs of objects may be
not feasible for decision tables with large universes. Thus, let us also consider
an alternative approach popular in the rough set literature – discretization of
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numeric attributes, i.e., their translation to symbolic features that are further
utilized to build decision models [2,19].

For discretized data the above penalty functions simply refer to counting how
many pairs belonging to different decision classes are not discerned by particular
subsets of attributes. More precisely, let A = (U, A∪{d}) be a decision table, B ⊆
A be a subset of numeric attributes, and cutB = {(b, cutb) : b ∈ B, cutb ∈ (b, b)}
be a set of cuts over the domains of attributes b ∈ B, where b = minu∈Ub(u)
and b = maxu∈Ub(u). For the sake of simplicity, we write cut instead of cutB.

We say that two objects u, u′ ∈ U are discerned by cut over B, which we denote
as B(u) �cut B(u′), if there is at least one b ∈ B such that min(b(u), b(u′)) <
cutb < max(b(u), b(u′)). Analogously, by B(u) �cut B(u′) we denote the fact that
objects u, u′ ∈ U are not discerned by cut over B. For such a kind of binary
discretization, the above penalty function takes the following form:

Ind(d/cut) = |{(u, u′) : d(u) �= d(u′), B(u) �cut B(u′)}|. (3)

Although such a function is formulated over the pairs of objects as before, its
computation depends on only cardinalities of indiscernibility classes defined by
decision values and the cuts over numeric attributes. The question is, however,
how to choose the cuts. In the literature, we can find a number of approaches
spanning from intelligent heuristics to fully random cut generation. We can also
find attempts to measure numeric attributes subsets quality via evaluating clas-
sifiers based on dynamic discretization of those attributes [14,22].

Let us also discuss how the discretization-based approach could be adapted
to the case of numeric decision d∗. Consider the following function:

Ind(cut∗/cut) = |{(u, u′) : d∗(u) �cut∗ d∗(u′), B(u) �cut B(u′)}|, (4)

where by d∗(u) �cut d∗(u′) we mean that the numeric values d∗(u) and d∗(u′) are
separated by cut∗ ∈ (d∗, d∗)}, where d∗ = minu∈Ud∗(u) and d∗ = maxu∈Ud∗(u).
Consider a simple approach where we create an ensemble of classifiers learnt over
attributes and decisions discretized in various random ways and then combine
their outcomes by means of intersecting the decision ranges defined by intervals
(d∗, cut∗) and (cut∗, d∗) obtained from each of such classifiers. In this paper
we investigate mathematical relationships between the expected quality of such
classifiers and the measures of fuzzy indiscernibility of the form (1) and (2).

3 Discernibility Functions for Feature Evaluation

Naturally, discretization is more often used as a preprocessing step in the case of
symbolic methods, than in the case of similarity-based methods mentioned in the
previous section. What might be useful to perform before discretization is feature
selection, that is choosing most promising attributes in the sense of ability to
determine decision after their discretization - but de facto without performing
any discretization, that is without any modification of attributes domain before
their selection. In this section we remind some measures of quality for single
numeric attribute, which try to release this idea.
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Direct approach to rank attribute in the context of its further discretization
is to estimate average attribute quality for randomly chosen cuts. We define this
crisp discernibility measure for some given attribute a as follows:

Disc(d/a) =
1

a − a

∫ a

a

Disc(d/cut)dcut, (5)

where Disc(d/cut) is the following natural measure of quality of the cut:

Disc(d/cut) = |{(u, u′) : d(u) �= d(u′), {a}(u) �cut {a}(u′)}|. (6)

It can be noticed, that in formula (5) there is one hidden assumption - random
cuts are uniformly distributed over the range of attribute a. This is because of the
fact that we do not assume any a priori knowledge about the placement of these
cuts. Of course more general setting can be considered, where the distribution
is modifiable according to user preferences. It turns out, that this measure is
strongly correlated with the following fuzzy discernibility one:

Dist(d/a) =
∑

u,u′:d(u) �=d(u′)

|a(u) − a(u′)|
a − a

. (7)

Measure Dist(d/.) is high for such attribute, that pairs of objects from different
decision classes are far away according to value of this attribute. The interesting
property is that Disc and Dist are equivalent, that is for every a ∈ A:

Dist(d/a) = Disc(d/a). (8)

This fact was first informally mentioned in [25], where it was utilized to design
appropriate optimization functions for the task of searching for linear combina-
tions of the original numeric features that would be the best in order to build
a k-NN classifier [1,11]. The complete proof of the above fact was published a
couple of years later in the PhD thesis of the first author [23]. This fact has a
practical meaning - instead of calculating measure according to integral formula
(5) we can perform equivalent and efficient calculation using formula (7).

In the next section we will consider more general forms of the following mea-
sures, which are in fact reversed versions of Dist and Disc respectively:

Sim(d/a) =
∑

u,u′:d(u) �=d(u′)

(
1 − |a(u) − a(u′)|

a − a

)
, (9)

Ind(d/a) =
1

a − a

∫ a

a

Ind(d/cut)dcut, (10)

where Ind(d/cut) is like in (3) when putting B = {a}.
It is easy to see that property (8) is equivalent to the following one:

Sim(d/a) = Ind(d/a), (11)
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because Dist(d/a) + Sim(d/a) = |{(u, u′) : d(u) �= d(u′)}| and Disc(d/a) +
Ind(d/a) = |{(u, u′) : d(u) �= d(u′)}|.

All these measures and property (11) are only for single attribute, while ana-
logical result for measures ranking arbitrary subsets of numeric features has been
missing. This generalization is the topic of the next section. Obviously, ability
of evaluating the subsets of features with respect to their joint discernibility
potential is crucial for feature selection.

4 The Main Result

Let us recall that an (approximate) decision reduct is an irreducible subset of
attributes that provide (almost) the same level of information about decision
as the whole initial set of attributes. The level of information is usually de-
scribed by a measure that estimates an ability to train an accurate classifier
basing on the attributes in a given subset. In the previous sections, we men-
tioned that the rough set criteria for evaluating attribute subsets may borrow
some analogies from other areas of data analysis. We also provided some mea-
sures for evaluation of single numeric attributes. Now, we are going to consider
the discernibility-based feature subset evaluation functions that can be utilized
to search for approximate decision reducts over numeric attributes.

Let IB = ×b∈B[b, b]. Let us define the following two measures:

Sim(d/B) =
∑

u,u′:d(u) �=d(u′)

∏
b∈B

(
1 − |b(u) − b(u′)|

b − b

)
, (12)

Ind(d/B) =
∏
b∈B

1
b − b

∫
IB

Ind(d/cut)dcut, (13)

where Ind(d/cut) takes the form of (3).
The fuzzy indiscernibility measure (12) is consistent with the general form

presented in first section, each element of the sum is a special case of (1) for
product T-norm and Rb(u, u′) = 1− |b(u)− b(u′)|/(b− b), which is very popular
in the literature [4,12]. As in the previous section, we assume uniform distribution
of cuts. Our main result in this paper is as follows:

Theorem 1. Sim(d/B) = Ind(d/B).

Proof. After simple reformulation, we need to prove that:
∫
IB

Ind(d/cut)dcut =
∑

u,u′:d(u) �=d(u′)

∏
b∈B

(
(b − b) − |b(u) − b(u′)|

)
. (14)

∫
IB

Ind(d/cut)dcut is equal to
∫
IB

∑
u,u′:d(u) �=d(u′) χ{cut:B(u)�cutB(u′)}dcut and

then to
∑

u,u′:d(u) �=d(u′)

∫
IB

χ{cut:B(u)�cutB(u′)}dcut, where χ{cut:B(u)�cutB(u′)} de-
notes a characteristic function of the set of all combinations of cuts over B, for
which objects u and u′ are not discerned.
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It is now sufficient to show that for every u, u′ ∈ U the following holds:∫
IB

χ{cut:B(u)�cutB(u′)}dcut =
∏
b∈B

(
(b − b) − |b(u) − b(u′)|

)
. (15)

Denote by Lb(u)�b(u′) = [b, min(b(u), b(u′))] ∪ [max(b(u), b(u′)), b] the union of
intervals, for which cutb ∈ (b, b) does not discern u and u′ over b ∈ B. Further,
let us put LB(u)�B(u′) = ×b∈BLb(u)�b(u′). As both sides of the above equality (15)
can be equivalently rewritten as

∫
LB(u)�B(u′)

1dcut, the proof is finished.�

The above result can be also rephrased for the sake of the equality between the
following measures that do not take into account the decision attribute:

Sim(B) =
∑
u,u′

∏
b∈B

(
1 − |b(u) − b(u′)|

b − b

)
, (16)

Ind(B) =
∏
b∈B

1
b − b

∫
IB

Ind(cut)dcut, (17)

where Ind(cut) = |{(u, u′) : B(u) �cut B(u′)}|. Indeed, the proof of Sim(B) =
Ind(B) is analogous – it is enough to remove d(u) �= d(u′) when applicable.

Furthermore, we can consider an analogous version of the above theorem for
the case of numeric decision. For the sake of clarity, let us denote the numeric
decision attribute by d∗ in order to distinguish it from the symbolic decision
attribute d. The question is how the classification problem specified for d could
be translated to the approximation problem for d∗. The related question is how
to define the measures of Sim(d∗/B) and Ind(d∗/B). In the first case, the idea is
to focus particularly on the pairs of objects which have relatively distant decision
values and relatively similar attribute values. The following measure is a special
case of aggregation of quantities of the form (2) considered in Section 2:

Sim(d∗/B) =
∑
u,u′

|d∗(u) − d∗(u′)|
d∗ − d∗

∏
b∈B

(
1 − |b(u) − b(u′)|

b − b

)
. (18)

In the second case, let us put

Ind(d∗/B) =
1

d∗ − d∗
∏
b∈B

1
b − b

∫
IB

∫ d∗

d∗
Ind(cut∗/cut)dcut∗dcut, (19)

where Ind(cut∗/cut) takes the form of (4) and where, as before, we assume a
uniform distribution over the binary cuts of the decision attribute domain.

The following result shows the relationship analogous to Theorem 1. Actu-
ally, let us note that both in the case of Sim(d∗/B) and Sim(d/B), as well as
Ind(d∗/B) and Ind(d/B), we deal with two versions of a more general attribute
dependency formula defined for symbolic and numeric decisions, respectively.

Theorem 2. Sim(d∗/B) = Ind(d∗/B).

Proof. It is enough to note that Sim(d∗/B) = Sim(B) − Sim(B ∪ {d∗}) and
Ind(d∗/B) = Ind(B) − Ind(B ∪ {d∗}).�
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5 Conclusions

In this work we have considered two types of indiscernibility measures, together
with their variations and generalizations. First type are fuzzy indiscernibility
measures, where we refer directly to original values of numerical attributes. The
second type are crisp indiscernibility measures, where evaluation is based on
discretization. We have shown the equivalence of both types.

This result is important not only from a purely mathematical perspective. It
also provides new intuition with regard to algorithms developed for searching for
optimal feature subsets and interpretation of classifiers that are based on such
subsets obtained using various criteria for determining decisions.

Thanks to the above equivalence, we have a free choice which measure to
use for calculation. Fuzzy criteria can be efficiently utilized to perform attribute
selection for relatively small data sets, while for larger data we can speed up
both types of calculations by using, e.g., random cut generation.

This part of our future research is closely related to the topic of scalability
of rough-set-based algorithms, which is particularly challenging with respect to
fast heuristic evaluation of subsets of numeric attributes [14,15].

Another interesting aspect relates to the tasks involving numeric decision
attributes – a special case of complex decision problems, where standard decision
classes may be replaced by other some types of structures [3,7].
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Abstract. Rough Non-deterministic Information Analysis (RNIA) is a
rough sets-based framework for handling tables with exact and inexact
data. In this framework, we have mainly investigated rough sets-based
concepts in a table with non-deterministic information and some algo-
rithms. This paper considers perspective on a new issue that how we esti-
mate a table with actual information from a table with non-deterministic
information by adding some constraint. This issue in RNIA slightly seems
analogous to backpropagation in Neural Networks.
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Data dependency, Rules.

1 Introduction

Rough set theory offers a mathematical approach to vagueness [7]. It has many
applications related to the areas of classification, feature reduction, rule gen-
eration, machine learning, data mining, knowledge discovery and others [8, 9].
Rough set theory is usually employed to deal with data tables with deterministic
information, which we call Deterministic Information Systems (DISs). Non-
deterministic Information systems (NISs) [5, 6] and Incomplete Information
systems [3, 4] have also been investigated in order to handle information in-
completeness.

We have been interested in NISs, and investigated possible equivalence rela-
tions, data dependencies, rule generation, rule stability, question-answering sys-
tems, as well as missing and interval values in NISs [10–16]. In each aspect,
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modal concepts are employed, and each aspect is extended to two modes, namely
the certainty and the possibility, or the minimum value and the maximum value.

In this paper, we describe perspective on new issue in RNIA. Namely, we
consider methods that we estimate a table with actual information from a table
with non-deterministic information by adding some constraint. This paper is or-
ganized as follows: Section 2 recalls the foundations of RNIA. Section 3 proposes
to estimate a DIS from a NIS by consistency, dependency and rules. Section 4
concludes this paper.

2 Foundations of RNIA

A Non-deterministic Information System (NIS) Φ is a quadruplet [5–7].

Φ = (OB, AT, {V ALA|A ∈ AT }, g),
OB : finite set whose elements are called objects,
AT : a finite set whose elements are called attributes,
V ALA : a finite set whose elements are called attribute values,
g : OB × AT → P (∪A∈ATV ALA)(a power set of ∪A∈AT V ALA).

Every set g(x, A) is interpreted as that there is an actual value in this set but
this value is not known [5–7]. Especially if the real value is not known at all,
g(x, A) is equal to V ALA. This is called the null value interpretation or missing
value [3, 4]. We usually consider a table instead of this quadruplet Φ. Table 1 is
an exemplary NIS Φ1.

Table 1. An exemplary NIS Φ1 for the suitcase data sets. Here, V ALColor=
{red, blue, green}, V ALSize={small,medium, large}, V ALWeight={light, heavy},
V ALPrice={high, low}. In Φ1, g(x1, Color)=V ALColor, and this means there is no
information about this attribute value.

Object Color Size Weight Price

x1 {red, blue, green} {small} {light, heavy} {low}
x2 {red} {small,medium} {light, heavy} {high}
x3 {red, blue} {small,medium} {light} {high}
x4 {red} {medium} {heavy} {low, high}
x5 {red} {small,medium, large} {heavy} {high}
x6 {blue, green} {large} {heavy} {low, high}

Now, we introduce a derived DIS from a NIS, and show the basic chart
in RNIA. Since each V ALA (A ∈ AT ) is finite, we can generate a DIS by
replacing each non-deterministic information g(x, A) with an element in g(x, A).
We named such a DIS a derived DIS from a NIS, and define the following.
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DD(Φ) = {ψ | ψ is a derived DIS from a NIS Φ}.

In Φ1, there are 2304 (=32 × 28) derived DISs. The following DIS ψ1 is an
element of DD(Φ1), namely ψ1 ∈ DD(Φ1) holds.

Table 2. A derived DIS ψ1 from Φ1

Object Color Size Weight Price

x1 red small light low
x2 red small light high
x3 red small light high
x4 red medium heavy low
x5 red small heavy high
x6 blue large heavy low

Due to the interpretation of non-deterministic information, we see an actual
DIS ψactual exists in this 2304 derived DISs. Like this, we usually consider a
set DD(Φ) of derived DISs and the basic chart in Fig.1. We also coped with
next modality.

(Certainty). If a formula α holds in every ψ ∈ DD(Φ), α also holds in ψactual.
In this case, we say α certainly holds in ψactual.
(Possibility). If a formula α holds in some ψ ∈ DD(Φ), there exists such a pos-
sibility that α holds in ψactual. In this case, we say α possibly holds in ψactual.

Fig. 1. An basic chart for Φ and a set DD(Φ) of derived DISs

Even if there exists the information incompleteness in Φ, we have the following
decision making.

(1) If a formula α certainly holds, we think α holds under the uncertainty.
(2) If a formula α possibly holds, we think α may hold under the uncertainty.
(3) Otherwise, we think α does not hold under the uncertainty.
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3 Learning a DIS from a NIS by Constraint

This section considers to estimate an actual DIS from a NIS.

3.1 A New Issue in RNIA

In the basic chart in Fig. 1, we considered DD(Φ) and defined the certainty and
the possibility. We have already proposed some algorithms for handling them,
and each algorithm is implicitly supposing some derived DISs for concluding
two modalities. Namely, our previous work in RNIA took the following input
and output.

(Previous Issue in RNIA)
Input: A NIS,
Output: Certain and possible conclusions with a set of supposed derived DISs.

In this paper, we consider the converse in output. Namely, we give constraint,
and we estimate a set of supposed derived DISs.

(New Issue in RNIA)
Input: A NIS,
Output: A set of supposed derived DISs for concluding given constraint.

In each constraint, we have a set Mγ (γ: constraint) of derived DISs, and we will
estimate an actual DIS as an element of ∩γMγ . In the following subsections, we
enumerate constraint, and intuitively explain each manipulation by using Φ1.

3.2 Constraint 1: An Equivalence Class

A possible equivalence class X in ATR ⊂ AT is a set of objects whose attribute
values in each A ∈ ATR are the same in a DIS ψ ∈ DD(Φ). Therefore, we are
implicitly obtaining ψ for generating X . We take the converse, namely we define
constraint γ (an equivalence class X), and then we have a set Mγ .

Example 1. In Table 3, if constraint γ is X{Color}={x2, x3, x4, x5}, the attribute
value red (underlined in Table 3) is fixed in x3. If constraint γ is that x4 and x6

do not belong to the same equivalence class in Price, we conclude either x4 : low
and x6 : high or x4 : high and x6 : low.

3.3 Constraint 2: Data Dependency

Data recovery by data dependency is known well. Functional dependency and
data dependency are often employed for recovering missing values. We fix each
attribute value which makes the degree of dependency [7] to take the maximum
value.
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Table 3. A part of Φ1

Object Color Price

x1 {red, blue, green} {low}
x2 {red} {high}
x3 {red, blue} {high}
x4 {red} {low, high}
x5 {red} {high}
x6 {blue, green} {low, high}

Example 2. In Table 4, if constraint γ is that there is data dependency from
Size ⇒ Price. In this case, if we fix the following attribute values (underlined
in Table 4),

x2 : [medium, high], x3 : [medium, high], x4 : [medium, high],
x5 : [{medium, large}, high],

there are three candidates of DISs according to the values of x5 and x6. Namely,
we fix the following in ψ′ ∈ DD(Φ1),

x5 : [medium, high], x6 : [large, {low, high}].

The other candidate of a DIS ψ′ ∈ DD(Φ1) is the following,

x5 : [large, high], x6 : [large, high].

In any case, the degree of dependency is 1.0 (=6/6). Like this in Φ1, we can
estimate three candidates of DISs with actual information.

Table 4. A part of Φ1

Object Size Price

x1 {small} {low}
x2 {small,medium} {high}
x3 {small,medium} {high}
x4 {medium} {low, high}
x5 {small,medium, large} {high}
x6 {large} {low, high}

In Example 2, this data set is very simple, and we could easily obtain the
maximum degree of dependency from Size ⇒ Price. At first, we employed
definite information in x1 : [small, low], then we fixed other attribute values.
Namely, this procedure depends upon the validity of x1 : [small, low]. However,
this procedure may not be proper generally. In other cases, the ignorance of some
definite information may make the degree maximum.
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Generally, this calculation is translated to a combinatorial optimization prob-
lem, and the computational complexity is NP-hard [2]. Therefore, the calculation
of the maximum degree for large data sets is not easy, and the estimation of at-
tribute values may not be easy for large data sets, either.

3.4 Constraint 3: An Association Rule with Maximum Likelihood
Estimation

In RNIA, we have proposed the following criteria for defining a rule τ .

(1) minsupp(τ)=Minψ∈DD(Φ){support(τ)},
(2) maxsupp(τ)=Maxψ∈DD(Φ){support(τ)},
(3) minacc(τ)=Minψ∈DD(Φ){accuracy(τ)},
(4) maxacc(τ)=Maxψ∈DD(Φ){accuracy(τ)}.

Each criteria depends upon DD(Φ), and generally the number of DD(Φ) in-
creases exponentially. Therefore, it will be difficult to calculate each criteria by
enumerating each ψ ∈ DD(Φ). However, we have solved this problem by using
two blocks inf and sup for each descriptor [13]. Furthermore, we have proved
minsupp(τ) and minacc(τ) occur in the same derived DIS ψmin. Similarly,
maxsupp(τ) and maxacc(τ) occur in the same derived DIS ψmax. Like this, we
obtained the following chart [16].

Fig. 2. A distribution of pairs (support,accuracy) for τ . There exists ψmin which makes
both support(τ ) and accuracy(τ ) the minimum. There exists ψmax which makes both
support(τ ) and accuracy(τ ) the maximum.

We also proposed NIS-Apriori algorithm by using inf and sup. NIS-Apriori
algorithm implicitly handles ψ ∈ DD(Φ) for calculating four criterion values. We
take the converse in NIS-Apriori algorithm, namely we give an association rule
as a constraint and we estimate a set of ψmax ∈ DD(Φ). We fix attribute values
according to ψmax, and this is the application of maximum likelihood estimation
with constraint by an association rule.
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Example 3. In Table 5, if constraint γ is that an association rule [Color, red] ⇒
[Price, high] holds. Then, we fix attribute values for satisfying γ according to
the maximum likelihood estimation, i.e.,

x1 : [{blue, green}, low], x3 : [red, high], x4 : [red, high],
x6 : [{blue, green}, {low, high}].

Furthermore, if the next constraint γ′ is that an association rule [Color, green] ⇒
[Price, low] does not hold. Then, we can reduce the attribute values to the fol-
lowing.

x1 : [blue, low], x3 : [red, high], x4 : [red, high],
x6 : [blue, {low, high}] or [green, high].

Table 5. A part of Φ1

Object Color Price

x1 {red, blue, green} {low}
x2 {red} {high}
x3 {red, blue} {high}
x4 {red} {low, high}
x5 {red} {high}
x6 {blue, green} {low, high}

Since a specified association rule is valid in Φ1, the procedure in Example 3 is al-
ways proper. Therefore, this constraint on an association rule is more convenient
than the constraint on data dependency.

3.5 Constraint 4: Consistency

We have shown a set of constraint, and we have an intersection of ∩γMγ . If
|∩γMγ | ≥ 2, we employ a strategy to keep consistency as much as possible, which
we name maximum consistency strategy. It is possible to show an example to
fix an attribute value. However, we are now considering the details of algorithms
for this strategy.

3.6 An Example of Learning a DIS from a NIS

Now, we consider an exemplary NIS Φ2 in Table 6.

Example 4. In Φ2, we consider the first constraint
γ1 : an association rule [Temperature, very_high] ⇒ [Flu, yes],

and we employ maximum likelihood estimation. Then, we have the following
attribute values are reduced.

x2 : [very_high, yes, {yes, no}, yes], x3 : [very_high, yes, yes, yes],
x8 : [very_high, yes, {yes, no}, yes].
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Table 6. An exemplary NIS Φ2 for flu data sets. Here, V ALTemperature={normal,
high, very_high}, V ALHeadache={yes, no}, V ALNausea={yes, no}, V ALF lu={yes,
no}.

Object T emperature Headache Nausea F lu

x1 {high} {yes, no} {no} {no}
x2 {high, very_high} {yes} {yes, no} {yes}
x3 {normal, high, very_high} {yes} {yes} {yes, no}
x4 {high} {yes} {yes, no} {yes, no}
x5 {high} {yes, no} {yes} {yes}
x6 {normal} {yes} {yes, no} {yes, no}
x7 {normal} {no} {no} {no}
x8 {normal, high, very_high} {yes} {yes, no} {yes}

Table 7. An learned DIS ψ2 from Φ2

Object T emperature Headache Nausea F lu

x1 high no no no
x2 very_high yes yes yes
x3 very_high yes yes yes
x4 high yes yes yes
x5 high yes yes yes
x6 normal yes yes yes
x7 normal no no no
x8 very_high yes yes yes

We add the next constraint
γ2 : data dependency Headache ⇒ Nausea,

then we have the following attribute values are reduced.
x1 : [high, no, no, no], x2 : [very_high, yes, yes, yes],
x4 : [high, yes, yes, {yes, no}], x5 : [high, yes, yes, yes],
x6 : [normal, yes, yes, {yes, no}], x8 : [very_high, yes, yes, yes].

Finally, we add the third constraint
γ3 : an association rule [Headache, yes]∧ [Nausea, yes] ⇒ [Flu, yes].

Then, each attribute values in Φ2 is uniquely fixed, and we have a DIS ψ2 in
Table 7 from Φ2.

4 Concluding Remarks

This paper described how we estimate a DIS with actual information from a
NIS. In RNIA, we tried to conclude the certainty and the possibility from a
NIS, and implicitly we obtained a set of DISs supporting the conclusion. We
take the converse of this framework, namely we estimated a set Mγ of DISs by
constraint γ.
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We have just started this work, and we are now investigating the manipulation
for each constraint and the manipulation to estimate ψactual ∈ ∩γMγ . Such
manipulation seems analogous to backpropagation [17] in neural networks.
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Abstract. The aim of this paper is to provide a new class of Petri
nets called parameterised fuzzy Petri nets. The new class extends the
generalised fuzzy Petri nets by introducing two parameterised families of
sums and products, which are supposed to function as substitute for the
t-norms and s-norms. The power and the usefulness of this model on the
base of parameterised fuzzy Petri nets application in the domain of train
traffic control are presented. The new model is more flexible than the
generalised one as in the former class the user has the chance to define
the parameterised input/output operators. The proposed model can be
used for knowledge representation and approximate reasoning in decision
support systems.

Keywords: parameterised fuzzy Petri nets, knowledge representation,
approximate reasoning, decision support systems.

1 Introduction

Petri nets serve as a graphical and mathematical modelling tool applicable to
many systems. The concept of a Petri net has its origin in C.A. Petri’s dis-
sertation [14]. In literature several extensions of Petri nets have been proposed
[6],[10]. Currently, Petri nets are gaining a growing interest among people both
in Artificial Intelligence due to its adequacy to represent the approximate rea-
soning process as a dynamic discrete event system [1]-[4],[9],[11]-[13],[15]-[17] as
well as in Molecular Biology as a modeling tool to describe complex processes
in developmental biology [5],[7].

In the paper [15], "Generalised Fuzzy P etri Nets (GFPNs)" for knowledge
representation and approximate reasoning have been proposed. This model is a
natural extension of fuzzy Petri nets introduced by C.G. Looney [9]. What is the
main modification of this approach is that t-norms and s-norms are introduced
to the model as substitutes of min and max operators. The latter ones generalise
naturally AND and OR logical operators with the Boolean values 0 and 1.

The aim of this paper is to further improve the generalised fuzzy Petri net
model. We propose a new class of Petri nets called "Parameterised Fuzzy P etri
Nets (PFPNs)". The main difference between GFPN model and the model
proposed here is that PFPN model accepts two parameterised families of sums
and products, which are supposed to function as substitute for the t-norms and
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s-norms. The new model is more flexible than the GFPN one as in the former
class the user has the chance to define the parameterised input/output operators.
There has been intensive research in the field of logical operators carried out for
the last three decades, which involves the development of parameterised families
of sums and products [8]. The preliminary results of real-life data experiments
using the proposed model are promising. In order to demonstrate the power and
the usefulness of this model, an application of parameterised fuzzy Petri nets in
the domain of train traffic control is presented.

The structure of this paper is as follows. Sect. 2 gives a brief introduction to
generalised fuzzy Petri nets. In Sect. 3 parameterised fuzzy Petri nets formalism
is presented. Sect. 4 describes an application of PFPN model in the domain of
train traffic control. In Sect. 5 conclusions are made.

2 Preliminaries

In this section, a definition of generalised fuzzy Petri nets [15] and basic notions
related to them are recalled.

Let [0, 1] be the closed interval of all real numbers from 0 to 1 (0 and 1 are
included).

A t-norm is defined as t : [0, 1]×[0, 1] → [0, 1] such that, for each a, b, c ∈ [0, 1]:
(1) it has 1 as the unit element, i.e., t(a, 1) = a; (2) it is monotone, i.e., if
a ≤ b then t(a, c) ≤ t(b, c); (3) it is commutative, i.e., t(a, b) = t(b, a); (4) it is
associative, i.e., t(t(a, b), c) = t(a, t(b, c)).

More relevant examples of t-norms are: the minimum t(a, b) = min(a, b) which
is the most widely used, the algebraic product t(a, b) = a ∗ b, the Łukasiewicz
t-norm t(a, b) = max(0, a + b − 1).

An s-norm (or a t-conorm) is defined as s : [0, 1] × [0, 1] → [0, 1] such that,
for each a, b, c ∈ [0, 1]: (1) it has 0 as the unit element, i.e., s(a, 0) = a, (2)
it is monotone, i.e., if a ≤ b then s(a, c) ≤ s(b, c), (3) it is commutative, i.e.,
s(a, b) = s(b, a), and (4) it is associative, i.e., s(s(a, b), c) = s(a, s(b, c)).

More relevant examples of s-norms are: the maximum s(a, b) = max(a, b)
which is the most widely used, the probabilistic sum s(a, b) = a + b − a ∗ b, the
Łukasiewicz s-norm s(a, b) = min(a + b, 1).

Definition 1. A generalised fuzzy Petri net (GFP-net) is a tuple N = (P, T, S,
I, O, α, β, γ, Op, δ, M0), where: (1) P = {p1, p2, . . . , pn} is a finite set of places,
n > 0; (2) T = {t1, t2, . . . , tm} is a finite set of transitions, m > 0; (3) S =
{s1, s2, . . . , sn} is a finite set of statements; the sets P , T , S are pairwise disjoint,
i.e., P ∩ T = P ∩ S = T ∩ S = ∅ and card(P ) = card(S); (4) I : T → 2P is
the input function; (5) O : T → 2P is the output function; (6) α : P → S is
the statement binding function; (7) β : T → [0, 1] is the truth degree function;
(8) γ : T → [0, 1] is the threshold function; (9) Op is a finite set of t-norms and
s-norms called the set of operators; (10) δ : T → Op × Op × Op is the operator
binding function; (11) M0 : P → [0, 1] is the initial marking, and 2P denotes a
family of all subsets of the set P .
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As for the graphical interpretation, places are denoted by circles and transitions
by rectangles. The places are the nodes describing states (a place is a partial
state) and the transitions depict the state changes. The function I describes the
oriented arcs connecting places with transitions. It represents, for each transition
t, fragments of the state in which the system has to be, before the state change
corresponding to t can occur. The function O describes the oriented arcs con-
necting transitions with places. It represents, for each transition t, the fragments
of the state in which the system will be after the occurrence of the state change
corresponding to t. If I(t) = {p} then a place p is called an input place of a
transition t. Moreover, if O(t) = {p′}, then a place p′ is called an output place of
t. The initial marking M0 is an initial distribution of tokens in the places. It can
be represented by a vector of dimension n of real numbers from [0, 1]. For p ∈ P ,
M0(p) is the token load of place p and represents a partial state of the system
described by a generalised fuzzy Petri net. This value can be interpreted as a
truth value of a statement s bound with a given place p by means of the binding
function α, i.e., α(p) = s. Pictorially, the tokens are represented by means of
the suitable real numbers placed inside the circles corresponding to appropriate
places. We assume that if a truth value of a statement attached to a given place
is equal to 0 then the token does not exist in the place. The number β(t) is
placed in a net picture over a transition t. Usually, this number is interpreted as
a truth degree of an implication corresponding to a given transition t [2],[3]. The
meaning of the threshold function γ is explained below. The operator binding
function δ connects transitions with triples of operators (opIn, opOut1, opOut2).
The first operator appearing in this triple is called the input operator, and two
remaining ones are called the output operators. The input operator opIn be-
longs to one of the classes: t-norms or s-norms. It concerns the way in which all
input places are connected to a given transition t (more precisely, statements
corresponding to those places). Moreover, the output operator: opOut1 belongs
to the class of t-norms and opOut2 belongs to the class of s-norms. Both of them
concern the way in which the marking is computed after firing the transition t.
This issue is explained more precisely below.

The generalised fuzzy Petri net dynamics defines how new markings are com-
puted from the current marking when transitions are fired (the corresponding
state change occurs). It describes the state changes of the decision support sys-
tem modelled by the generalised fuzzy Petri net.

Let N be a GFP -net. A marking of N is a function M : P → [0, 1].
Let N = (P, T, S, I, O, α, β, γ, Op, δ, M0) be a GFP -net, t ∈ T , I(t) =

{pi1, pi2, . . . , pik} be a set of input places for a transition t, β(t) be a value
of the truth degree function β corresponding to t and β(t) ∈ (0, 1] (0 is not
included), γ(t) be a value of threshold function γ corresponding to t, and M be
a marking of N . Moreover, let opIn be an input operator and opOut1, opOut2 be
output operators for the transition t.

A transition t ∈ T is enabled for marking M , if the value of input operator
opIn for the transition t is positive and greater than or equal to the value of
threshold function γ corresponding to t, i.e.,
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opIn(M(pi1), M(pi2), . . . , M(pik)) ≥ γ(t) > 0 for pij ∈ I(t), j = 1, . . . , k.

(Mode 1 ) If M is a marking of N enabling the transition t and M ′ the marking
derived from M by firing t, then for each p ∈ P :

M ′(p) =

⎧⎪⎨
⎪⎩

0 if p ∈ I(t),
opOut2(opOut1(opIn(M(pi1), M(pi2), . . . , M(pik)), β(t)), M(p))
if p ∈ O(t),
M(p) otherwise.

In this mode, a procedure for computing the marking M ′ is as follows: (1) Tokens
from all input places of the transition t are removed (the first condition from M ′

definition). (2) Tokens in all output places of t are modified in the following way:
at first the value of input operator opIn for all input places of t is computed,
then the value of output operator opOut1 for the value of input operator opIn
and the value of truth degree function β(t) is determined, and finally, a value
corresponding to M ′(p) for each p ∈ O(p) is obtained as a result of output
operator opOut2 for the value of output operator opOut1 and the current marking
M(p) (the second condition from M ′ definition). (3) Tokens in the remaining
places of net N are not changed (the third condition from M ′ definition).
(Mode 2 ) If M is a marking of N enabling the transition t and M ′ the marking
derived from M by firing t, then for each p ∈ P :

M ′(p) =

⎧⎨
⎩

opOut2(opOut1(opIn(M(pi1), M(pi2), . . . , M(pik)), β(t)), M(p)),
if p ∈ O(t),
M(p) otherwise.

The main difference in the definition of the marking M ′ presented above (Mode
2 ) concerns input places of the fired transition t. In Mode 1 tokens from all input
places of the fired transition t are removed (cf. the first definition condition of
Mode 1 ), whereas in Mode 2 all tokens from input places of the fired transition
t are copied (the second definition condition of Mode 2 ).

Example 1. Consider a generalised fuzzy Petri net in Figure 1. For the net we
have: the set of places P = {p1, p2, p3, p4, p5}, the set of transitions T = {t1, t2},
the set of statements S = {s1, s2, s3, s4, s5}, the input function I and the out-
put function O in the form: I(t1) = {p1, p2}, I(t2) = {p2, p3}, O(t1) = {p4},
O(t2) = {p5}. Moreover, there are: the statement binding function α : α(p1) =
s1, α(p2) = s2, α(p3) = s3, α(p4) = s4, α(p5) = s5, the truth degree function β:
β(t1) = 0.7, β(t2) = 0.8, the threshold function γ: γ(t1) = 0.4, γ(t2) = 0.3,
the set of operators Op = {max, min, ∗}, the operator binding function δ:
δ(t1) = (max, ∗, max), δ(t2) = (min, ∗, max), and the initial marking M0 =
(0.6, 0.4, 0.7, 0, 0).

Transitions t1 and t2 are enabled by the initial marking M0. Firing transition
t1 by the marking M0 according to Mode 1 transforms M0 to the marking M

′
=

(0, 0, 0.7, 0.42, 0) (Figure 2(a)), and firing transition t2 by the initial marking M0
according to Mode 2 results in the marking M” = (0.6, 0.4, 0.7, 0, 0.32) (Figure
2(b)).
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Fig. 1. A generalised fuzzy Petri net with the initial marking before firing the enabled
transitions t1 and t2

(a) (b)

Fig. 2. An illustration of a firing rule: (a) the marking after firing t1, where t2 is
disabled (Mode 1 ), (b) the marking after firing t2, where t1 and t2 are enabled (Mode
2 )

For more detailed information about GFPNs the reader is referred to [15] and
[16].

3 Parameterised Fuzzy Petri Nets

Now we are ready to define a new class of Petri net model called parameterised
fuzzy Petri nets. This model combines positive features of generalised fuzzy Petri
nets and additional possibilities of parameterised families of sums and products
[8]. This section presents the main contribution to the paper.

In Table 1 an exemplary list of parameterised families of sums and products
is presented. For more details one shall refer to [8].

It is easy to observe that the first pair of parameterised families of sums
S(a, b, v) and products T (a, b, v) from Table 1 for the parameter v = 1 correspond
to the probabilistic sum s(a, b) = a+ b−a∗ b and the algebraic product t(a, b) =
a ∗ b, respectively.
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Table 1. An exemplary list of parameterised families of sums and products

Sum S(a,b,v) Product T(a,b,v) Range v
a+b−(2−v)∗a∗b
1−(1−v)∗a∗b

a∗b
v+(1−v)∗(a+b−a∗b)

(0,∞)

1 − [max(0, (1 − a)−v + (1 − b)−v − 1)]
−1
v [max(0, a−v + b−v − 1)]

−1
v (−∞,∞)

a+b−a∗b−min(a,b,1−v)
max(1−a,1−b,v)

a∗b
max(a,b,v)

(0, 1)

1 − logv[1 + (v1−a−1)(v1−b−1)
v−1

logv[1 + (va−1)(vb−1)
v−1

(0,∞)

min[1, (av + bv)
1
v 1 −min[1, ((1 − a)v + (1 − b)v)

1
v ] (0,∞)

1

1+[( 1
a
−1)−v+( 1

b
−1)−v ]

−1
v

1

1+[( 1
a
−1)v+( 1

b
−1)v ]

1
v

(0,∞)

Definition 2. A parameterised fuzzy Petri net (PFP-net) is a tuple N ′ = (P, T ,
S, I, O, α, β, γ, Op, δ, M0), where (1) P, T, S, I, O, α, β, γ, δ, M0 have the same
meaning as in Definition 1, and (2) Op is a finite set of parameterised families
of sums and products called the set of parameterised operators.

The behaviour of parameterised fuzzy Petri nets is defined in an analogous way
as for the case of generalised fuzzy Petri nets. The main difference between these
two models is that for a parameterised fuzzy Petri net instead of a concrete t-
norm and s-norm we take a suitable pair of parameterised families of sums and
products.

Let N ′ be a PFP -net. A marking of N ′ is a function M : P → [0, 1].
Let N ′ = (P, T, S, I, O, α, β, γ, Op, δ, M0) be a PFP -net, t ∈ T , I(t) =

{pi1, pi2, . . . , pik} be a set of input places for a transition t, β(t) be a value
of the truth degree function β corresponding to t and β(t) ∈ (0, 1], γ(t) be a
value of threshold function γ corresponding to t, M be a marking of N ′, and v
be a parameter value for a parameterised family of sums and products. More-
over, let opvIn be an input parameterised operator and opvOut1, opvOut2 be output
parameterised operators with a parameter value v corresponding to t.

A transition t ∈ T is enabled for marking M and a parameter value v, if the
value of input parameterised operator opvIn for the transition t is positive and
greater than or equal to the value of threshold function γ corresponding to t and
the parameter value v, i.e.,

opvIn(M(pi1), M(pi2), . . . , M(pik)) ≥ γ(t) > 0 for pij ∈ I(t), j = 1, . . . , k.

(Mode 1 ) If M with a parameter value v is a marking of N ′ enabling a transition
t and M

′
v the marking derived from M with v by firing t, then for each p ∈ P :

M
′
v(p) =

⎧⎪⎨
⎪⎩

0 if p ∈ I(t),
opvOut2(opvOut1(opvIn(M(pi1), M(pi2), . . . , M(pik)), β(t)), M(p))
if p ∈ O(t),
M(p) otherwise.

In this mode, a procedure for computing the marking M
′
v is similar to appropriate

procedure corresponding to generalised fuzzy Petri nets and Mode 1 presented
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above. The difference is that present procedure needs to set a parameter value
v at first. Remaining stages of the procedure are analogous to the previous
procedure concerning Mode 1.
(Mode 2 ) If M with a parameter value v is a marking of N ′ enabling transition
t and M

′
v the marking derived from M with v by firing t, then for each p ∈ P :

M
′
v(p) =

⎧⎨
⎩

opvOut2(opvOut1(opvIn(M(pi1), M(pi2), . . . , M(pik)), β(t)), M(p))
if p ∈ O(t),
M(p) otherwise.

The difference in the definitions of the marking M
′
v presented above (Mode 2 )

and Mode 1 is analogous to the case of generalised fuzzy Petri nets.
Example 2. Consider a parameterised fuzzy Petri net in Figure 3(a). For the
net we have: the set of places P , the set of transitions T , the input function
I, the output function O, the set of statements S, the binding function α, the
truth degree function β, the threshold function γ and the initial marking M0
described analogously to Example 1. Moreover, there are: the set of operators
Op = {S(.), T (.)} and the operator binding function δ defined as follows: δ(t1)
= (S(.), T (.), S(.)), δ(t2) = (T (.), T (.), S(.)) with a relevant parameter value v.

(a) (b)

Fig. 3. (a) A parameterised fuzzy Petri net with the initial marking before firing the
enabled transitions t1 and t2. (b) An illustration of a firing rule: the marking after
firing t1, where t2 is disabled (Mode 1 ).

If we take, for instance, the first pair of parameterised families of sums S(a, b, v)
and products T (a, b, v) from Table 1 and a parameter value v = 1, then S(a, b, 1) =
a+b−a∗b and T (a, b, 1) = a∗b. For the transition t1 we have S(0.6, 0.4, 1) = 0.6+
0.4−0.24 = 0.76 and T (0.76, 0.7, 1) = 0.76∗0.7 = 0.532 by the initial marking M0
and v = 1. Because the global value for all input places of t1 and v = 1 equals 0.76,
hence it is positive and greater than γ(t1) = 0.4. Thus, the transition t1 is enabled
by M0 and v = 1. Firing transition t1 by the marking M0 and v = 1 according to
Mode 1 transforms M0 to the marking M

′
1 = (0, 0, 0.7, 0.53, 0) (Figure 3(b)). It

is easy to check that by the initial marking M0 and v = 1 the transition t2 is not
enabled.
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4 Illustrating Example

In this section we present an application of PFPN in the domain of train traffic
control [15].

The considered example is based on a simplified version of the real-life prob-
lem. We assume the following situation: a train B waits at a certain station for
a train A to arrive in order to allow some passengers to change train A to train
B. Now a conflict arises when the train A is late. In this situation, the following
alternatives can be taken into consideration:

– Train B waits for train A to arrive. In this case, train B will depart with
delay.

– Train B departs in time. In this case, passengers disembarking train A have
to wait for a later train.

– Train B departs in time, and an additional train is employed for late train
A′s passengers.

(a) (b)

Fig. 4. (a) An example of PFPN model of train traffic control. (b) An illustration of
a firing rule: the marking after firing a sequence of transitions t1t2 (Mode 1 )

To make a decision, several inner conditions have to be taken into account, for
example: the delay period, the number of passengers changing trains, etc. The
discussion regarding an optimal solution to the problem of divergent aims such
as: minimization of delays throughout the traffic network, warranty of connec-
tions for the customer satisfaction, efficient use of expensive resources, etc. is
disregarded at this point.
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In order to describe the traffic conflict, we propose to consider the following
three rules: (1) IF s2 OR s3 THEN s6; (2) IF s1 AND s4 AND s6 THEN s7; (3)
IF s4 AND s5 THEN s8, where s1: ’Train B is the last train in this direction
today’; s2: ’The delay of train A is huge’; s3: ’There is an urgent need for the
track of train B’; s4: ’Many passengers would like to change for train B’; s5:
’The delay of train A is short’; s6: ’(Let) train B depart according to schedule’;
s7: ’Employ an additional train C (in the same direction as train B)’; s8: ’Let
train B wait for train A’.

In Figure 4(a) the PFPN model corresponding to these rules, where the log-
ical operators OR, AND are interpreted as the probabilistic sum S(·) and the
algebraic product T (·), respectively, is shown. Note that the places p1, p2, p3

and p4 include the fuzzy values 0.9, 0.4, 0.7 and 0.8 corresponding to the state-
ments s1, s2, s3 and s4, respectively. In this example, the statement s5 attached
to the place p5 is the only crisp and its value is equal to 1. By means of eval-
uation of the statements attached to the places from p1 up to p5, we observe
that the transitions t1 and t3 can be fired. Firing these transitions according to
the firing rules for the PFPN model allows the computation of the support for
the alternatives in question. In this way, the possible alternatives are ordered
with regard to the preference they achieve from the knowledge base. This order
forms the basis for further examinations and simulations and, in the end, for
the dispatching proposal. If one chooses a sequence of transitions t1t2 then they
obtain the final value, corresponding to the statement s7, equal to 0.33 (Figure
4(b)). In the second possible case (i.e., for the transition t3 only), the final value,
corresponding now to the statement s8, equals 0.72.

5 Conclusions

In the paper a PFPN model has been proposed. This model combines the posi-
tive features of generalised fuzzy Petri nets and the additional possibilities of pa-
rameterised families of sums and products. Moreover, a PFPN formalism allows
to handle complex and parameterised fuzzy rule bases. Using a simple real-life
example suitability and usefulness of the proposed approach for the design and
implementation of decision support systems have been shown. Success of the
elaborated approach looks promising with regard to alike application problems
that could be solved similarly.

One of the most important considerations in designing practical systems is the
time representation, particularly in time-critical systems. Various approaches re-
lated to time within the context of Petri nets have been developed [1],[6],[10],[17].
In our further research we would like to consider a time factor together with the
proposed net model and elaborate timed Petri net analysis methods.

Acknowledgment. The author is grateful to the anonymous referees for their
critical comments and suggestions on the paper.
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Abstract. We present a new method for extracting rules from incomplete In-
formation Systems (IS) which are generalizations of information systems intro-
duced by Pawlak [8],[9]. In this paper, a new extracting rule algorithm from 
more complete information system is proposed. First, we produce a covering on 
a domain according to attribute value of the objects, and then reducts are made 
on this covering. Second, we utilize rough sets model based on covering to pre-
dict some unknown values, so that an incomplete information system can be 
transformed to a more complete information system. From such system we ex-
tract all certain and possible rules. This algorithm was initially tested on child-
ren flat feet database, and the results are very promising. 

Keywords: Covering, Rough sets, Incomplete information system, Rules. 

1 Introduction 

Each new database acquired for the purpose of data mining is a source of recurring 
problems with data. Some attributes are not clearly understood, some others can be 
understood in a specifically way, some of their values can be even missing 
[2],[3],[5],[6]. The users should treat such problems carefully, as serious misconcep-
tions or misunderstandings will result when they understand attributes and their val-
ues differently from providers. Some of the knowledge extracted from such data may 
be misleading or even lost. 

In many fields, such as banking, educational, medical or  military similar databas-
es are kept at many sites. Each database stores information about local treatments and 
uses attributes suitable for locally collected information. Since the local situations can 
be similar, the majority of attributes are compatible among databases [4],[10],[12]. 
Values of attributes are codes, such as disease or treatment code, patient category. 
They are nominal attributes with large numbers of values hiding plenty of informa-
tion. An attribute may be missing in one database, while it occurs in many others. For 
instance, different but equivalent tests that measure a common medical condition may 
be applied in different hospitals. A doctor who researches effectiveness of a particular 
treatment may find it difficult to compare it in several hospitals, because they use 
different tests and because one test replaces another over the course of time. But if the 
relations between values of different tests can be discovered from data, many 
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attributes acquire a shared meaning and many datasets can be used together. Moreo-
ver, when we ask how values of attributes can be encoded, we find their definitions in 
terms of attributes which are more conductive to data analysis and KD process. With 
the use of its definition, one coded attribute can be replaced by several others, each 
with a small numbers of values and clear meaning. For instance, a code for broken 
bone indicates broken bone, the location, the type of fracture, etc. 

There have been a lot of methods to extract rules from complete information sys-
tem in the literature, while it is much more difficult to extract rules from incomplete 
information system. Chmielewski at al [1] proposed that incomplete data sets may be 
transformed into complete data sets before learning programs begin by removing 
objects with unknown values from data sets. Kryszkiewicz [7] used the indiscernibiity 
relations to characterize incomplete data.  

The main purpose of this paper is to present a new method to extract rules from in-
complete information system. The key point of the new algorithm is to form reducts 
on a domain according to the attribute value of an arbitrary object. We can estimate 
the unknown attribute value through the minimal description of objects after reducing 
the reduct. Then rules are extracted by transforming incomplete information system to 
more complete information system.  

2 Basic Assumptions 

In this section we recall definitions of an information system, incomplete information 
system, and distributed information system [8].  

2.1 Information System 

By an Information System we mean a triple ),,( VAXS =  where X  is a nonemp-

ty, finite set of objects, A is a nonempty, finite set of attributes,  }:{ AaVV a ∈=  

is a set of values of attributes, where 
aV  is a set of values of attribute a, for any 

Aa ∈ . 
We also assume, that   

∅=∩ ba VV  for any Aba ∈,  such that ba ≠ , 

aVXa →:  is a function for every Aa ∈ . 

Information systems can be seen as generalizations of decision tables. In any decision 
table together with the set of attributes a partition of that set into conditions and deci-
sions is given.  

2.2 Incomplete Information System 

By an Incomplete Information System [3],[11] we mean ),,( VAXS = , as defined 

in Section 2.1. Additionally we assume that for each attribute Aa ∈  and Xx ∈ ,  
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}])[(:{()( )()( nullaorVaJiJiaxa aixaxai =∈∈∀∧∈=  

Null value assigned to an object is interpreted as all possible values of an attribute 
with equal confidence assigned to all of them.  

2.3 Distributed Information System 

By a distributed information system [10] we mean a pair ),}({ LSDS Iii ∈=  where: 

),,( iiii VAXS =  is an information system for Ii ∈  and  }:{ iiai AaVV ∈=  

L  is a symmetric, binary relation on the set I, I   is a set of sites. 

Let ),,( iiii VAXS =  for any Ii ∈ . From now on we use A to denote the set 

of all attributes in DS,  }:{ IiAA i ∈= . Similarly,  }:{ IiVV i ∈= . Distri-

buted information system ),}({ LSDS Iii ∈=  is object-consistent if the following 

condition holds: 

))()()(( jiji AAaXXxji ∩∈∀∩∈∀∀∀  

))]()(())()([( ][][][][ xaxaorxaxa
ijji SSSS ⊆⊆ , 

where Sa  denotes that a is an attribute in S.  

We also assume that: 

),,( jjjj VAXS =  and  }:{ jajj AaVV ∈= , for any Ij ∈ . The inclusion 

))()(( ][][ xaxa
ji SS ⊆ means that the system iS  has more precise information 

about the attribute a in object x than system jS .  

Objects-consistency means that information about objects in one of the systems is 
either the same or more general than in the other. Saying other words, two consistent 
systems cannot have conflicting information about any object x which is stored in 
both of them. System in which the above condition does not hold is called objects-
inconsistent.  

2.4 Covering Reducts 

Let us assume that ),,( VAXS =  is an information system and 

 }:{ AaVV a ∈= . With every subset of attributes  AB ⊆ , we associate an 

equivalence relation ER(B), defined as follows: 

)}()(,:),{()( yaxaBaXXyxBER =∈∀×∈= . 
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Assuming that both 21, BB  are subsets of A. We say that 1B  depends on 2B  if 

)()( 12 BERBER ⊆ . Also we say that 1B  is a covering of 2B  if 2B  depends on 

1B  and 1B  is minimal. By a reduct of A in S we mean any covering of A denoted by 

cov(a). 
For any attribute Aa ∈ , each object Xx ∈  is represented as a tuple ),( vx , 

where v is a binary number 0 or 1. If the object xi  has a certain value iav  for 

Aa ∈  then )1,( ix  is put in the equivalence class, otherwise, )0,( ix  is put in each 

equivalence class. The object sets formed in this way are called incomplete equiva-
lence classes. 

3 New Algorithm 

In this section we will present the idea of new method for finding decision rules, on 
the base of reducts.  

First we collect all elements in the incomplete equivalence classes generated by all 
the condition attributes together. The set formed by above elements is a covering of 
domain X. For any object Xx ∈ , )(xER  can be obtained from the covering rough 

sets model. It follows from the condition attribute value that )(xER  is an undistin-

guished minimal object set. If no more conditions other than the given condition 
attribute value exist, then the condition attribute value of all the objects in )(xER  

are identical. 
In the incomplete information system, another important condition should be taken 

into consideration, which is the value of decision attribute. If the decision attribute 
value can be determined, the unknown value of classification attribute can be esti-
mated in the following way:  

If )(, kji xERxx ∈  and ),(),( dxdx ji =  for decision attribute d, then all the 

condition attribute values of ix  and jx can be transformed to the known value. If 

)(, kji xERxx ∈  and there exist decision attribute d such that ),(),( dxdx ji ≠ , 

then we assume ji xx ,  can be distinguished if there exists an estimate of the un-

known attribute value, so that the classification attribute value is not identical. When 
an unknown attribute value of some object is estimated, the corresponding value 0 or 
1 is displaced by it. Then the object with the new attribute value is compared with 
other objects in the common )(xER . If the object can be distinguished with others, 

then it should be removed from )(xER . We repeat the same steps up to the fixed 

point. In such way we can obtain the decision rules according to the objects and their 
decision attribute value.  
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Example  
Let us assume incomplete information system given below.  

Table 1. An incomplete information system 

Objects 
Attributes 

a b d 

x1 N H - 

x2 H L - 

x3 N H + 

x4 L L 0 

x5 L H + 

x6 L N + 

x7 L  0 

x8  H - 

x9  N - 

 
Attributes a and b are classification attributes, and attribute d is a decision attribute. 

Classification attributes can be numerical or symbolical, decision attribute classifies 
objects into one from three classes. The algorithm consists of five main steps. 

Step 1: Denote incomplete equivalence classes of all the  

)}0,(),0,(),1,(),1,{(

)},0,(),0,(),1,(),1,(),1,(),1,{()},0,(),0,(),1,{{(}/{

9831

987654982

xxxx

xxxxxxxxxaX =

 

)}1,(),0,(),1,{(

)},0,(),1,(),1,{()},1,(),0,(),1,(),1,(),1,{{(}/{

976

74287531

xxx

xxxxxxxxbX =
 

Step 2: Put all elements of each classification attribute of incomplete equivalence 
classes together. 

)}}1,(),0,(),1,{()},0,(),1,(),1,{(

)},1,(),0,(),1,(),1,(),1,{()},0,(),0,(),1,(),1,{(

)},0,(),0,(),1,(),1,(),1,(),1,{()},0,(),0,(),1,{{(

976742

875319831

987654982

xxxxxx

xxxxxxxxx

xxxxxxxxx

 

The )( ixER  is as follows: 

)}0,(,,{)( 8311 xxxxER =   }{)( 22 xxER =  

)}0,(,,{)( 8313 xxxxER =   )}0,(,{)( 744 xxxER =  

)}0,(),0,(,{)( 8755 xxxxER =  )}0,(),0,(,{)( 9766 xxxxER =  

)}0,{()( 77 xxER =    )}0,{()( 99 xxER =  
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Step 3: Simplify sets )( ixER . Note that )(xER  is the minimal set of undistinguisha-

ble object according to the condition attribute value. In general, if )()( ij xERxER ⊆ , 

then we delete )( jxER . For our example, the simplified )( ixER  is as follows: 

)}0,(,,{)( 8311 xxxxER =   }{)( 22 xxER =  

)}0,(,{)( 744 xxxER =   )}0,(),0,(,{)( 8755 xxxxER =  

)}0,(),0,(,{)( 9766 xxxxER =  

Step 4: Evaluate the possible value of the unknown attribute according to the corres-

ponding extracted rule. Since the decision attribute value of the object 4x  is consis-

tent with that of the object 7x , we can evaluate that value of attribute b can be L. It is 

good to notice that the default attribute value of the object 7x  has been evaluated, 

and )},0,(),0,(,{)( 9766 xxxxER = then it follows that )0,( 7x  in 

)}0,(),0,(,{ 875 xxx   is distinct from the other objects in )(xER , then )0,( 7x  

can be deleted. Similarly, in )}0,(,,{)( 8313 xxxxER =  objects 1x and 8x have the 

same attribute values, thus we can evaluate possible value of attribute a in 8x  as N. 

In such case the value )0,( 8x  in )}0,(,{()( 855 xxxER =  is deleted. In 

)}0,(,{)( 966 xxxER = , objects 6x  and 9x  have different decision attribute, so 

the value of attribute a for object 9x  is still unknown. It means that for object 9x  

we can have three values of attribute a with equal weights 1/3: 
)3/1),,((),3/1),,((),3/1),,(( HaNaLa . The Table 1 changed into Table 2, and is 

shown below. 

Table 2. More complete information system 

Objects 
Attributes 

a b d 

x1 N H - 

x2 H L - 

x3 N H + 

x4 L L 0 

x5 L H + 

x6 L N + 

x7 L L 0 

x8 N H - 

x9  N - 

)( 5xER =
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Step 5: Extract and simplify the rules. For extracting rules from such information 
system we use algorithm ERID [11], which is similar to LERS [5]. For the above 
example, the certain rules can be extracted as follows: 

),(),(*),( −→ dNbNa   ),(),(*),( −→ dLbHa  

),(),(*),( −→ dNbHa   ),(),(*),( +→ dHbLa  

)0,(),(*),( dLbLa →  

We can also obtain in a similar way all possible rules, and using given support and 
confidence we can evaluate all interesting possible rules as well. 

4 Implementation and Testing 

Our main goal is initial data analysis and data processing to explore different combi-
nations of important factors leading to a significant recovery, and their relationships 
to different category of children flat foot problem. The human foot is a complex sys-
tem which determines the interaction between the lower limbs and the ground during 
locomotion. Flat foot is the most common foot deformity known in children. In fact, 
20% of children have flat foot [13]. Flat foot is a foot that does not have an arch when 
standing. In the medical world, flat feet are associated with pronated feet. Excessive 
pronation can lead to other medical problems such as: heel, knee, hip, or back pain, 
bunions, hammertoes, etc. Lack of an appropriate treatment may trigger additional 
complications including joint deformity, and gait instability. The one important cha-
racteristics of flat-foot is medial longitudinal arch, which describes the characteristic 
of body dynamic. The most important aspect of flat feet treatment is determining the 
exact type or underlying cause of flat feet, which is not always so obvious. There are 
many different treatment options [13]. Children may be treated with some type of 
support, whether it is molded insoles, special shoes, or braces. Without support to 
hold the foot in the correct position, the bones can develop abnormally, leading to 
future problems. The main goal of our work is how to predict which parameters such 
as age, body mass, gender, place of living, foot orthotics wedging, and playing sport, 
the arch height correction due to flat-foot can be essential and which of them and how 
can be changed. We analyzed the difference in arch height in 100 typical children (50 
active children and 50 inactive children) aged from 9 to 10 years old.  Records are 
grouped by similar foot orthotics wedging (in months) in the last two years, where 
these information of each patient is discretize into durations first, anchored from its 
initial treatment data. To reduce the number of values for numerical attributes in the 
database we used  classical method based either on entropy or Gini index resulting in 
a hierarchical discretization. We explored the feasibility of predicting arch height 
correction. Our first results demonstrated that the arch height correction as age in-
creased from 9 to 17 years. We also checked that flat feet children in age 7-15 years 
still need a correction. A significant difference was observed between the cities and 
countries populations. We observed that the arch height in girls from countries 
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(54.4%) was much higher than in boys (4.9%), and even more: it increased in active 
boys (38.8%) from countries and in active girls (36.1%) from cities. However, in 
active girls from counties the arch height decreased by 2.6%. This results suggests 
that in active flat feet children the arch height correction is higher than in inactive flat 
feet children.  

The model suggests that the arch height correction is increased by increasing age 
and children activity. The arch height will increase by about 10% in boys and girls as 
the time of foot orthotics wedging increased from 0 to 22 months.  

5 Conclusions 

This paper put forward a new algorithm to extract rules from incomplete information 
system based on the reducts of rough sets models. The presented algorithm estimates 
some unknown condition attribute values and extract rules from the new, more com-
plete information system. Presented method is simple for implementation and gives 
promising results during its testing on flat feet database. 

Acknowledgment. This paper is supported by Bialystok University of Technology 
(S/WM/2/2008). 
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Abstract. The risk of hepatitis-C virus is considered as a challenge in
the field of medicine. Applying feature reduction technique and generat-
ing rules based on the selected features were considered as an important
step in data mining. It is needed by medical experts to analyze the gen-
erated rules to find out if these rules are important in real life cases.
This paper presents an application of a rough set analysis to discover
the dependency between the attributes, and to generate a set of reducts
consisting of a minimal number of attributes. The experimental results
obtained, show that the overall accuracy offered by the rough sets is high.

Keywords: rough sets, rough reduct, rule generation, HCV.

1 Introduction

Medical informatics or Bioinformatics deals with the resources, devices, and
methods required optimizing the acquisition, storage, retrieval, and use of in-
formation in health and biomedicine. Medical informatics tools include not only
computers but also clinical guidelines, formal medical terminologies, and in-
formation and communication systems. It is applied to the areas of nursing,
clinical care, dentistry, pharmacy, public health and (bio) medical research. As
more data is gathered, medical doctors cannot use the tools for their own data
analysis individually. User-centered universal tools should be applied for medi-
cal researchers to analyze their own data. An example of these researchers is the
study in [1] has been started to discover the differences in the temporal patterns
of hepatitis B (HBV) and C (HCV) which has not been clearly defined, and
more importantly, to examine whether the methods applied can work well and
be applied to other fields. Hepatitis is swelling and inflammation of the liver.
It is not a condition, but is often used to refer to a viral infection of the liver.
Hepatitis can be caused by: Immune cells in the body attacking the liver and
causing autoimmune hepatitis Infections from viruses (such as hepatitis A, B,
or C), bacteria, or parasites Liver damage from alcohol, poisonous mushrooms,
� Scientific Research Group in Egypt (SRGE).
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or other poisons, medications, such as an overdose of acetaminophen, which can
be deadly. Liver disease can also be caused by inherited disorders such as cystic
fibrosis or hemochromatosis, a condition that involves having too much iron in
your body (the excess iron deposits in the liver). The World Health organization
(WHO) estimates that 170 million people, i.e. 3% of the world’s population,
are currently infected with the hepatitis-C virus (HCV) [2]. In majority of such
cases, Symptoms are not appeared in the infected people for many years thus
leaving them totally unaware of their condition. Liver damage is not caused by
the virus itself but by the immune reaction of the body to the attack. This dam-
age can be extremely serious, therefore resulting in liver failure and death of the
patient. The indications of this type of hepatitis are normally less critical than
hepatitis B. Hepatitis C spreads through contaminated blood or blood products,
Sexual contact, contaminated intravenous needles. With some cases of Hepatitis
C, no approach of transmission can be recognized. The current treatment for
HCV, according to the United Kingdom’s clinical guidelines, is with a combina-
tion therapy of two drugs: Interferon-alpha and Ribavirin [3]. A chief factor in
prescribing combination therapy is that both drugs generate side effects in most
inhabitants. The cost of combination therapy is between Ł3000 and Ł12,000 per
patient per year. It is a general thinking that treating patients from pricey drugs
with potentially severe side effects may be unsuitable unless there is a clear evi-
dent that patient has been infected from the virus. A liver biopsy is presently the
only technique available to assess HCV activity. The biopsy involves removing
a small core of tissue, which is approximately 15 mm in length and 2-3 mm
in Diameter. This core is then goes on in paraffin wax, cut into pieces along
its length and stained. At this level, a trained histopathology’s will investigate
the Samples under a light microscope and use his/her practice, Combined with
a comprehensive definition, to evaluate the level of damage. The damage can
usually be classified into two types and it is general to assign a numerical score
relative to the level of damage for each type. One of the most widely used scor-
ing methods is the Ishak system [4], which can be summarized as: Inflammation:
assigned a necroinflammatory2 (activity) score from 0 to 18.

The rest of this paper is organized as follows: Section 2 gives an overview of
the rough set theory and its techniques. Section 3 describe the proposed rule
generation approach. Section 4 describes the experimental results and analysis,
while the conclusion is presented in Section 5.

2 Rough Sets: A Brief Overview

Due to space limitations we provide only a brief explanation of the basic frame-
work of rough set theory, along with some of the key definitions. A more com-
prehensive review can be found in sources such as [11,12,13].

Rough sets theory provides a novel approach to knowledge description and
to approximation of sets. Rough theory was introduced by Pawlak during the
early eighties [11] and is based on an approximation space-based approach to
classifying sets of objects. In rough sets theory, feature values of sample objects
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are collected in what are known as information tables. Rows of a such a table
correspond to objects and columns correspond to object features.

Let O,F denote a set of sample objects and a set of functions representing
object features, respectively. Assume that B ⊆ F , x ∈ O. Further, let x∼B denote

x/∼B
= {y ∈ O | ∀φ ∈ B, φ(x) = φ(y)} ,

i.e., x/∼B
(description of x matches the description of y). Rough sets theory de-

fines three regions based on the equivalent classes induced by the feature values:
lower approximation BX , upper approximation BX and boundary BNDB(X).
A lower approximation of a set X contains all equivalence classes x/∼B

that
are proper subsets of X , and upper approximation BX contains all equiva-
lence classes x/∼B

that have objects in common with X , while the boundary
BNDB(X) is the set BX \ BX , i.e., the set of all objects in BX that are
not contained in BX . Any set X with a non-empty boundary is roughly known
relative, i.e., X is an example of a rough set.

The indiscernibility relation ∼B (also written as IndB) is a mainstay of rough
set theory. Informally, ∼B is a set of all classes of objects that have matching
descriptions. Based on the selection of B (i.e., set of functions representing object
features), ∼B is an equivalence relation that partitions a set of objects O into
classes (also called elementary sets [11]). The set of all classes in a partition is
denoted by O/∼B

(also by O/IndB). The set O/IndB is called the quotient set.
Affinities between objects of interest in the set X ⊆ O and classes in a partition
can be discovered by identifying those classes that have objects in common with
X . Approximation of the set X begins by determining which elementary sets
x/∼B

∈ O/∼B
are subsets of X .

3 Rule Generation Approach on Hepatitis C Virus Data
Sets

With increasing sizes of the amount of data stored in medical databases, effi-
cient and effective techniques for medical data mining are highly sought after.
Applications of Rough sets [5,6,7]in this domain include inducing propositional
rules from databases using Rough sets prior to using these rules in an expert
system. Tsumoto [8] presented a knowledge discovery system based on rough
sets and feature-oriented generalization and its application to medicine. Diag-
nostic rules and information on features are extracted from clinical databases on
diseases of congenital anomaly. Experimental Results showed that the proposed
method extracts expert knowledge correctly and also discovers that symptoms
observed play important roles in differential diagnosis. Hassanien el al. [9] pre-
sented a rough set approach to feature reduction and generation of classification
rules from a set of medical datasets. They introduced a rough set reduction
technique to find all redacts of the data that contain the minimal subset of fea-
tures associated with a class label for classification. To evaluate the validity of
the rules based on the approximation quality of the features, a statistical test
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to evaluate the significance of the rules was introduced. Rough sets rule-based
classifier performed with a significantly better level of accuracy than the other
classifiers. Therefore, the use of reducts concept in combination with rule-based
classification offers an improved solution for data set recognition. The medical
diagnosis process can be interpreted as a decision-making process, during which
the physician induces the diagnosis of a new and unknown case from an available
set of clinical data and from clinical experience. This process can be computer-
ized in order to present medical diagnostic procedures in a rational, objective,
Accurate and fast way. In fact, during the last two or three decades, diagnostic
decision support systems have become a well-established component of medical
technology. Podraza et. al [10] presented an idea of complex data analysis and
decision support System for medical staff based on rough set theory. The main
aim of their system is to provide an easy to use, commonly available tool for
efficiently diagnosing Diseases, suggesting possible further treatment and deriv-
ing unknown dependencies between different data coming from various patients’
examinations. A blueprint of a possible architecture of such a system is pre-
sented including some example algorithms and suggested solutions, which may
be applied during implementation. The unique feature of the system relies on
removing some data through rough set decisions to enhance the quality of the
generated rules. Usually such data is discarded, because it does not contribute
to the knowledge acquisition task or even hinder it. In their approach, improper
data (excluded from the data used for drawing Conclusions) is carefully taken
into considerations. This methodology can be very important in medical appli-
cations as a case not fitting to the general classification cannot be neglected, but
should be examined with special care.

One way to construct a simple model computed from data, easier to under-
stand and with more predictive power, is to create a set of minimal number of
rules. Some condition values may be unnecessary in a decision rule produced
directly from the database. Such values can then be eliminated to create a more
comprehensible minimal rule preserving essential information. The presented
rough set approach for rule generation contains two phases (a) Discretization
and (b) rule Generation. More details within the following subsections.

Discretization Based on RSBR. A real world data set, like medical data
sets, contains mixed types of data including continuous and discrete valued data
sets. The discretization process divides the attribute’s value into intervals [11].
The discretization based on RS and Boolean Reasoning (RSBR) shows the best
results in the case of heart disease data set. In the discretization of a decision
table S = (U , A

⋂
{d}), where U is a non-empty finite set of objects and A is a

non-empty finite set of attributes. And Va = [xa, xa) is an interval of real values
xa, wa in attribute a. The required is to a partition Pa of Va for any a ∈ A. Any
partition of Va is defined by a sequence of the so-called cuts x1 < x2 < .. < xk
from Va. The main steps of the RSBR discretization algorithm are provided in
algorithm 1.
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Algorithm 1. RSBR discretization algorithm
Input: Information system table (S) with real valued attributes Aij and n is
the number of intervals for each attribute.
Output: Information table (ST ) with discretized real valued at-
tribute.
1: for Aij ∈ S do
2: Define a set of boolean variables as follows:

B = {
n∑
i=1

Cai,
n∑
i=1

Cbi

n∑
i=1

Cci, ...,
n∑
i=1

Cni} (1)

3: end for
Where

∑n
i=1 Cai correspond to a set of intervals defined on the variables of

attributes a
4: Create a new information table Snew by using the set of intervals Cai
5: Find the minimal subset of Cai that discerns all the objects in the decision

class D using the following formula:

Υu = ∧{Φ(i, j) : d(xi �= d(xj)} (2)

Where Φ(i, j) is the number of minimal cuts that must be used to discern
two different instances xi and xj in the information table.

3.1 Rule Generating and Analysis Phase

Unseen instances are considered in the discovery process, and the uncertainty
of a rule, including its ability to predict possible instances, can be explicitly
represented in the strength of the rule [11]. The quality of rules is related to the
corresponding reduct(s). We are especially interested in generating rules which
cover largest parts of the universe U . Covering U with more general rules implies
smaller size of a rule set. The main steps of the rule generation algorithm are
provided in algorithm 2.

4 Experimental Works and Discussions

The data available at UCI machine [13] learning data repository Contains 19
fields with one output field. The output shows whether patients with hepatitis
are alive or dead. The intention of the dataset is to forecast the presence or
absence of hepatitis virus. Given the results of various medical tests carried
out on a patient. The Hepatitis dataset contains 155 samples belonging to two
different target classes. There are 19 features, 13 binary and 6 features with
6-8 discrete values. Out of total 155 cases, the class variable contains 32 cases
that died due to hepatitis. In this section, an dataset table has been chosen
and hybridization scheme that combines the advantages of PCA,and rough sets
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Algorithm 2. Rule generation and classification
Input: reduct sets Rfinal = {r1 ∪ r2 ∪ .... ∪ rn}
Output: Set of rules
1: for each reduct r do
2: for each correspondence object x do
3: Contract the decision rule (c1 = v1 ∧ c2 = v2 ∧ ....∧ cn = vn) −→ d = u
4: Scan the reduct r over an object x
5: Construct (ci, 1 ≤ i ≤ n)
6: for every c ∈ C do
7: Assign the value v to the correspondence attribute a
8: end for
9: Construct a decision attribute d

10: Assign the value u to the correspondence decision attribute d
11: end for
12: end for

in conjunction with statistical feature extraction techniques, have been applied
to see their ability and accuracy to detect and classify the dataset into two
outcomes: die or live.

Fig. 1. Data mining services to the medical area

The architecture of the proposed rough sets approache is illustrated in figure
1. It is comprised of four fundamental building phases: In the first phase of the
investigation, a preprocessing algorithm based on Normalizing data processing is
presented. It is adopted to improve the quality of the data and to make the fea-
ture reducts phase more reliable. The set of features relevant to region of interest
is extracted, and represented in a database as vector values. The third phase is
rough set analysis. It is done by computing the minimal number of necessary
attributes, together with their significance, and generating the sets of rules. Fi-
nally, a rough is designed to discriminate different regions of interest in order
to separate them into die and live cases. These four phases are described in de-
tail in the following section along with the steps involved and the characteristics
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Table 1. The architecture of the proposed rough sets approache

Matches Conditions Class
86 (B=(-Inf,1.65)), (AP=(-Inf,131.5)) 2

(P=(50.5,Inf))
77 (SP=(1.45,Inf)), (AP =(-Inf,131.5)) 2

(P=(50.5,Inf))
52 (S=(58.5,Inf)), (P=(50.5,Inf)) 2
46 (SP=(1.45,Inf)), (B=(-Inf,1.65)) 2

(AP=(-Inf,131.5)), (S=(-Inf,58.5))
33 (AGE=(29.0,37.5)), (P=(50.5,Inf)) 2
25 (AGE=(47.5,Inf)), (B=(-Inf,1.65)) 2

(P=(50.5,Inf))
25 (AGE=(-Inf,29.0)) 2
23 (AGE=(37.5,47.5)), (SP=(1.45,Inf)) 2

(B =(-Inf,1.65)), (AP =(-Inf,131.5))
21 (AGE=(47.5,Inf)), (B=(-Inf,1.65)) 2

(S=(-Inf,58.5))
19 (AGE=(47.5,Inf)), (SP=(1.45,Inf)) 2

(P=(50.5,Inf))

feature for each phase. The features used are {Age, Sex, Steroid, Antivirals,
Fatigue, Malaise, Anorexia, Liver Big, Liver Firm, Spleen Palpable, Spiders,
Ascites, Varices, Bilirubin, Alk Phosphate, Sgot, Albumin, Protime, Histology}.
The generated set of reducts are: {Age [A], Spiders [SP], Bilirubin [B], "Alk
Phosphate" [AP], Sgot [S], Protime [P]}. The extracted rules from this data set,
to successfully classify the input data in 100% accuracy of classification are 51
rules. Table (1) shows only the first 10 rules of the highest matches.

5 Conclusions and Future Works

In the steps of classification, discretization is one of the important steps in med-
ical analysis. It partition the attribute value according to the classification prob-
lem. These cuts itself represents an importance in the medical field. It shows
at which cut in the values the medical experts shows start to worry about the
patient and what is the range of values that is considered as an alarm range.
According to results after applying the reducts from the rough set theory and
determining the rules, the classification accuracy resulted were 100. This implies
that the generated rules are sufficient to classify the patient as If these rules are
analyzed by experts in the field of medicine. It provides that the patients is in
danger and the percentage of death is high. The future work here is to show this
percentage in an accurate methodology.
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Abstract. The mammography is the most effective procedure for an early  
diagnosis of the breast cancer. Mammographic screening has been shown to be 
effective in reducing mortality rates by 30%–70%. In the analysis of Mammo-
graphy images using Computer-Aided Diagnosis, Segmentation stage is one of 
the most Significant step, since it affects the accuracy of the Feature Extraction 
& Classification. In this paper, Rough k-means approach is used for segmenta-
tion of tumor from breast parenchyma. Pixel objects which definitely belong to 
the tumor region are classified under lower approximation, where as objects 
which possibly belong to the same are categorized as upper approximation. The 
difference of upper and lower approximation will result with objects in the 
rough boundaries. The segmentation algorithm has been verified on Mammo-
grams from Mias database and the CICRI database. (Central India Cancer  
Research Institute, Nagpur, India). Geometrical and Textural features were cal-
culated for segmented region. Once the features were computed for each region 
of interest (ROI), they are used as inputs to Artificial Neural Network (ANN) 
for classification as Benign or Malignant. Results of Rough k-means segmenta-
tion were compared with Otsu method of segmentation using ANN. Results in-
dicate that Rough k-means method performs better than Otsu method in terms 
of classification accuracy up to 95% and can also reduces the number of biop-
sies required in the diagnostic process. 

Keywords: Breast Cancer, Mammography, Rough k-means, Feature selection, 
Artificial Neural Network. 

1 Introduction 

Breast cancer is the leading cause of death in women. Currently the effective method 
for early detection and screening of breast cancers is Mammography [1]. Image 
processing techniques are used to assist radiologist for detecting tumors in Mammo-
graphy. There is no doubt that evaluation and decisions of experts based on the data 
taken from patients are the most important factors in diagnosis, but objective, timely, 
detailed and precise computer-aided diagnosis(CAD) system, minimizing the possible 
errors caused by fatigued and inexperienced experts, also provide a great deal of help. 
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were also considered for experimental purpose. The dataset consists of 84 cases, of 
which 32 are malignant and 52 are benign masses. All the diagnosis results of the 
cases were confirmed by biopsy. 

2.2 Preprocessing 

There are two steps involved in pre-processing the mammogram images and they are 
Noise reduction and Image enhancement. Noise may be accumulated during image 
acquisition. All the test images are subjected to median filtering. Many images have 
existing artifacts like written labels that need to be eliminate and this can done by 
cropping the images. In addition, the image enhancement step improves the quality of 
the image [5]. This is done by Histogram Equalization. It improves the distinct fea-
tures in an image, by increasing the contrast range.  

3 Segmentation Methods 

A significant step in CAD algorithms is the segmentation of the mammographic im-
age. The objective of this step is to extract one or more regions of interest (ROIs) 
from the background. This is not a trivial task, due to the vague borders, which make 
difficult their discrimination from the parenchyma’s structures [6]. The accuracy of 
this process will affect strongly the following classification step. Segmentation me-
thods can be divided into two main categories: edge-based methods and region-based. 
In edge-based methods, the local discontinuities are detected first and then connected 
to form longer, hopefully complete, boundaries. In region-based methods, areas of an 
image with homogeneous properties are found, which in turn give the boundaries. The 
threshold operation is regarded as the partitioning of the pixels of an image in two 
clusters. 

3.1 Otsu Thresholding  

This method is based on discriminant analysis. Let σσσ 222
,

TBW
and  be the within-class 

variance, between-class variance, and the total variance, respectively. (1)  (2) 
be the means of class C0 & C1. The threshold operation is regarded as the partitioning 
of the pixels of an image into two classes C0 & C1. (e.g., objects and background). 
Threshold is set so as to try to make each cluster as tight as possible, thus minimizing 
their overlap [7, 8].Thus optimum threshold t maximizes the between-class variance, 
which is equivalent to minimizing the within-class variance, since the total variance is 
constant for different partitions .Within-class variance is defined as the weighted sum 
of the variances of each cluster.  

 ( ) = ( ) ( ) ( ) ( )                                  (1) 

Difference between the total variance and within-class variance is the between-class 
variance and is given by 
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 ( ) = ( ) = ( ) ( ) ( ) ( )   (2) 

Thus the between-class variance is the weighted variance of the cluster means them-
selves around the overall mean. Fig 2 shows the results of Mammogram segmentation 
using Otsu thresholding. 

3.2 Segmentation Using Rough k-Means 

 Clustering is an unsupervised classification of data patterns into homogeneous groups 
or clusters. Mostly used clustering algorithms used for image segmentation include k-
means, Fuzzy C Means and Fuzzy Possibilstic c-means [9]. 

3.2.1 k-means Clustering 
k-means is an iterative centre based algorithm to minimize the sum of point-to-
centroid distances, summed over all k clusters. The objective is to assign n objects to 
k clusters [10]. k means algorithm proposed by Macqueen (1967) can be summarized 
as follows: 

1. Choose initial centroid Ci for k cluster. 
2. Assign objects lx  with minimum distance d( lx ,Ci) to one of the clusters. 
3. New updated centroid was obtained using the relation as  

 
|| i

il
l

C
Cx x

Ci
 ∈=                                                         (3) 

where 1 < i < k ,1 < l < n and | | is the cardinality of cluster. 
4. Repeat step 2 and 3 until the updated centroid becomes stable. 

The challenges of k-means clustering are vague and imprecise boundaries. Such con-
ditions of overlapping can be handled by fuzzy or rough based techniques [11].  
 

    

Fig. 2. Otsu segmentation (a) Original Image (mdb120) (b)Segmented Image (c) Original Im-
age (cicri database) (d) Segmented Image 

In many cases, the fuzzy degree of membership may be too descriptive for inter-
preting clustering results. Rough-set-based clustering gives a solution that is less re-
strictive than conventional clustering and less descriptive than fuzzy clustering. 
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3.2.2 Rough k-Means Segmentation 
A rough set X is characterized by its lower and upper approximations XR  and XR  

respectively. In rough context [12, 13] an object lx  can be a member of at most one 

lower approximation. If XRxl ∈  of cluster X, then concurrently XRxl ∈ of the same 

cluster. Whereas it will never belong to other clusters. If lx  is not a member of any 

lower approximation, then it will belong to two or more upper approximations. The 
following equation is used to calculate the centroids of clusters that need to be mod-
ified to include the effects of lower as well as upper bounds. The modified centroid 
calculations of cluster Ci are then given by [14] 

•   

   (4) 

•   

  (5) 

     
where wlow+wbnd=1 and 1<i<k. The parameters wlow and wbnd correspond to the rela-
tive importance of lower and upper bounds. wlow <wbnd , )(CiR signifies number of 

members in lower approximation of cluster Ci whereas )(CiBnd  signifies number of 

members present in rough boundary within two approximations. The next step is to 
design criteria to determine whether an pixel or object belongs to the upper and lower 
bound of a cluster. 

• Algorithm  

Rough k-means algorithm was applied to the leukocyte segmentation in microscopic 
images [11]. In Mammography images, rough k-means was applied to obtain region 
of interest from the ill defined borders of the tumor, as many boundary pixels display 
characteristics of ROI and parenchyma structures.[14] 

1. Assign initial centroids Ci for the k clusters. 
2. For each data object nlxl <<1, , ),( Cixd l  the distance between itself and the centro-

id of cluster Ci is calculated. 

3.  If the threshold
Cixd

Cjxd

l

l ≤
),(

),(  where kji ≤≤ ,1  and ),(),( 1 jlkjil CxdnmiCxd ≤≤=  then 

)()( CjRxandCiRx ll ∈∈  lxand  cannot be member of any lower approximation. 

4. )( il CRxElse ∈  such that Euclidean distance ),( Cixd l  is minimum over the k clusters. 

5. Compute new updated centroid for each cluster Ci using equation (4 or 5). 
6. Iterate till there are no more data members in the rough boundary.  

The rough k-mean algorithm depends upon wlow, wbnd and threshold (T). These para-
meters have to be suitably tuned for proper segmentation.  

|)(||)(|
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•  Practical Implementation 

Rough k-means algorithm was applied to mammograms obtained from mias & cicri 
database. The original image was resized to 220 x 220. For every pixel, gray level 
feature was recorded and feature data set X of size 48400 x 1 was prepared. Redun-
dancy among data pattern was discarded. This reduced form of X with size Nx1 
serves as an input for rough k-means. Three gray values were selected from X as ini-
tial clusters centers. Distance ),( Cixd l  between lx  and each cluster center Ci (1<i<k) 

was measured. Depending on the ratio of distances and threshold each pixel gray 
value was assigned to lower or upper approximation of corresponding clusters. This 
process was repeated till the upper approximation becomes empty. After remapping 
results are shown in Fig.3. 

The values of wlow,=0.8 & wbnd=0.2. Threshold was varied between 0.5 to 4. As 
threshold increases, number of object or pixels in rough boundary increase. Through 
rigorous experimentation for the threshold in the range of 0.8 to 1.8, the mammogra-
phy images were classified with good accuracy as benign and malignant. 

4 Feature Extraction  

A key stage in tumor classification is the feature extraction. The feature specifies 
some quantifiable property of an object or an image. Due to the diversity of normal 
tissues and the variety of abnormalities the feature space could be very large and 
complex [15]. Some features give geometrical information, other ones provides shape 
parameters & texture [5]. All of them are not suitable for lesion classification. From 
both ROIs, 15 features [16] extracted were mean, std_deviation, area, perimeter, 
compactness, uniformity, correlation, kurtosis, skewness, entropy, smoothness, 
mean_global, contrast, homogeneity, and energy. Table.1 shows the features extracted 
from Rough k-means segmented lesion. 
 

 

 

Fig. 3. Rough k-means Segmentation. From top to bottom are the cases of mdb120 and cicri 
database respectively.(a)Original image(b)Segmentation with T≤1.8 (c)T≤2.4(d ) T≤3.2. 
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Table 3. Rough ROI classification using BPNN 

N/W 

Architecture  

(I-[H]-O) 

TPR 

(%) 

TNR 

(%) 

FPR 

(%) 

FNR 

(%) 

Learning 

rate, 

Epochs 

Accuracy 

(%) 

15-45-1 93.56 95.65 4.35 6.44 0.01,265  95 

15-25-1 68.81 79.45 20.55 31.19 0.01,367  74 

6 Results, Conclusion and Future Work 

An efficient way to compare the two techniques would be to measure the efficiency of 
methods in detecting malignant and benign cases. Malignant cases are the ones that can 
prove fatal to the patients and hence need immediate attention. Thus, to evaluate the 
performance, specificity and sensitivity of detection have been considered. Sensitivity 
and specificity are terms that show the significance of a method related to the presence 
or absence of the malignant cancer. Performance comparison is shown in Table 4. 

MATLAB software package version 10 was used to implement the Otsu Segmen-
tation, Rough k-means Segmentation & BP Neural Network. Otsu Segmentation 
technique has been proven to provide fast and easy way to perform the intensity seg-
mentation on digital mammograms .The obtained accuracy of BPNN for Otsu ROI 
was 72% only whereas sensitivity & specificity was found out to be 79.15% and 
64.31%respectively .While rough k-means gives accuracy upto 95% with sensitivity 
and specificity of 93.56% and 95.65% respectively at the cost of processing time. 
Thus the rough k-means is valuable to improve the accuracy of the diagnosis of breast 
cancer at low false positive rates and reduces the number of unnecessary biopsies. 

 

           Table 4.  Performance Comparison  

Method  Sensitivity  Specificity Accuracy 

Otsu  79.15 % 64.31 % 72 % 

Rough 

k-means 

93.56 % 95.65 % 95 % 

  
Sensitivity = TPR/ (TPR + FNR),  
Specificity= TNR/ (TNR + FPR)  

Accuracy=(TPR+TNR)/(TPR+TNR+FNR+FPR)  

             

                                                                                          Fig. 4. Mean Square Error Plot 

Furthermore, the detection results for some type of lesions which are characterized 
by texture may be improved if rough k-means clustering algorithm considers texture 
values in addition with gray value. Rough cluster quality index can be used to obtain 
optimum threshold for objects to be in lower bound or upper bound.  
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Abstract. Superpixel and invariant methods for color images are becoming 
increasingly popular in many applications of computer vision and image analysis. 
This paper presents an automatic segmentation based on illumination invariant 
and superpixelization methods. We develop an automatic superpixel generation 
method by automatically modifying the quick-shift parameters based on invariant 
images. The proposed method segments a color image into homogeneous regions 
by applying quick-shift method with initial parameters, and then automatically get 
the final segmented image by calculating the best similarity between the output 
image and the invariant image by changing the quick-shift parameters values. To 
reduce the number of colors in image that will be used in comparison, a 
quantization process is applied to the original invariant image. Changing 
parameters values in iterations instead of using a specific value made the proposed 
algorithm flexible and robust against different image characteristics. The 
effectiveness of the proposed method for a variety of images including different 
objects of metals and dielectrics are examined in experiments. 

Keywords: Superpixel, invariant feature, color image, image representation, 
image segmentation. 

1 Introduction 

Illumination factors such as shading, shadow, and specular highlight, observed from 
object surfaces in a natural scene, affect seriously the appearance and analysis of the 
images. Therefore, image representation invariant to these factors was proposed for 
color and spectral images in several ways [1-2, 19-20]. These invariant 
representations play an important role in many applications such as feature detection, 
such as edge and corner detection, object recognition, and image retrieval. Ibrahim et 
al. [2] presents an invariant method that is independent of the geometric parameters 
and is invariant to highlights and shading. This representation is available for all 
material surfaces including dielectric and metal, observed under a general 
illumination environment including colored light source. 

Image segmentation refers to the process of partitioning an image into 
homogeneous and connected regions or segments (sets of pixels, also known as 
superpixels). The goal is subdividing an image into its constituent regions or objects 
that have similar features according to a set of predefined criteria. It is also typically 
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used to locate objects and boundaries such as lines, curves, etc. Superpixel is 
commonly known as a perceptually uniform region in the image, so removing shadow 
and highlight make image features more adequate. The major advantage of using 
superpixels is computational efficiency. A superpixel representation greatly reduces 
the number of image primitives compared to the pixel representation. Moreover, 
superpixel segmentation provides the spatial support for computing region based 
features and change the representation of an image into another that is more 
meaningful and easier to analyze.  

This paper uses quickshift [3] to extract superpixels from the illumination-invariant 
images. Unlike superpixelization schemes based on normalized cuts (e.g. [21]), the 
superpixels produced by quickshift are not fixed in approximate size or number. A 
complex image with many fine scale image structures may have many more 
superpixels than a simple one, and there is no parameter which puts a penalty on the 
boundary, leading to superpixels which are quite varied in size and shape. This 
produces segmentations consist of many small regions that preserve most of the 
boundaries in the original image.  

The superpixels extracted via quickshift are controlled by three parameters of ratio, 
tradeoff between spatial consistency and color consistency, KernelSize, the standard 
deviation of the parzen window density estimator, and MaxDist, the maximum 
distance between nodes in the quickshift tree which used to cut links in the tree to 
form the segmentation. Fulkerson et al. [10] use the same parameters for all of their 
experiments where these values were determined by segmenting a few training 
images by hand until they found a set which preserved nearly all of the object 
boundaries and had the largest possible average segment size. In practice, the 
algorithm is sensitive to the choice of parameters, so a quick tuning by hand is not 
sufficient. 

This paper presents an automatic color image segmentation based on illumination 
invariant representation [2] and superpixelization [3] methods. We develop an 
automatic superpixel generation method by automatically modifying the quick-shift 
parameters based on invariant images. The invariant method reduces shading, 
shadow, and specular highlight which affect seriously the appearance and analysis of 
the color images. The proposed method segments images into homogeneous regions 
by extract superpixels via quick-shift method through looking for the parameter set 
which achieve best similarity. To reduce the number of colors in image that will be 
used in comparison, a quantization process is applied to the original invariant image. 
Changing parameters values in iterations instead of using a specific value made the 
proposed algorithm flexible and robust against different image characteristics. The 
effectiveness of the proposed method for a variety of images including different 
objects of metals and dielectrics are examined in experiments. 

The reminder of this paper is organized as follow: Section 2 briefly reviews the 
existing superpixel segmentation methods. In Section 3, the proposed automatic 
segmentation method is presented in details. Section 4 tests the proposed method for 
various images and shows the quickshift parameter values for best similarity with 
CPU time for the tested images. This paper ends with conclusions in Section 5. 
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2 Superpixel Segmentation Methods 

We briefly review existing image segmentation methods and focus on their suitability 
for producing superpixels. Mainly according to [4,18], algorithms for generating 
superpixels can be broadly categorized as either graph-based or gradient-ascent-based 
methods. 

2.1 Graph-Based Methods 

NC05 – The Normalized cuts algorithm [5] recursively partitions a graph of all pixels 
in the image using contour and texture cues, globally minimizing a cost function 
defined on the edges at the partition boundaries. It produces very regular, visually 
pleasing superpixels. However, the boundary adherence of NC05 is relatively poor 
and it is the slowest among the methods (particularly for large images), although 
attempts to speed up the algorithm exist [6]. NC05 has a complexity of O (N^ (3/2)) 
[7], where N is the number of pixels. 

SL08 – Moore et al. propose a method to generate superpixels that conform to a grid 
by finding optimal paths, or seams, that split the image into smaller vertical or 
horizontal regions [8]. Optimal paths are found using a graph cuts method similar to 
Seam Carving [9]. While the complexity of SL08 is O (N^3/2 log N) according to the 
authors, this does not account for the pre-computed boundary maps, which strongly 
influence the quality and speed of the output. 

2.2 Gradient-Ascent-Based Methods 

QS08 – Quick shift [3] also uses a mode-seeking segmentation scheme. It initializes 
the segmentation using a medoid shift procedure. It then moves each point in the 
feature space to the nearest neighbor that increases the Parson Density estimate. It has 
relatively good boundary adherence and the superpixels produced by QS08 are not 
fixed in approximate size or number. Previous works have used QS08 for object 
localization [10] and motion segmentation [11] where the parameters were manually 
determined by segmenting a few training images. 

TP09 – Turbopixel method progressively dilates a set of seed locations using level-set 
based geometric flow [12]. The geometric flow relies on local image gradients, 
aiming to regularly distribute superpixels on the image plane. TP09 superpixels are 
constrained to have uniform size, compactness, and boundary adherence. TP09 relies 
on algorithms of varying complexity, but in practice, as the authors claim, has 
approximately O(N) behavior [12]. However, it is among the slowest algorithms 
examined and exhibits relatively poor boundary adherence. 

SLIC10 – Simple linear iterative clustering (SLIC) is an adaptation of k-means for 
superpixel generation. Authors in [13] generates superpixels by clustering pixels 
based on their color similarity and proximity in the image plane. SLIC is similar to 
the approach used as a reprocessing step for depth estimation described in [14], which 
was not fully explored in the context of superpixel generation. 
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Fig. 1. Block diagram showing the proposed automatic segmentation method 

gSLIC11 – gSLIC [22] is a parallel implementation of the Simple Linear Iterative 
Clustering (SLIC) superpixel segmentation by using GPU and the NVIDIA CUDA 
framework. Using a single graphic card, this implementation achieves speedups of 
10x to 20x from the sequential implementation. This allow to use the superpixel 
segmentation method in real-time performance. The software is now online and is 
open source. 

3 Proposed Automatic Segmentation Method 

The proposed method block diagram is shown in Figure 1. The method aims to 
segment the input RBG images into homogenous regions by applying an automatic 
superpixels generation to be suitable for object detection and recognition. First, we 
eliminating the factors that may affect image acquisition such as shadow and 
highlight by applying an illumination invariant method [2]. Let 

T(R) (G) (B)
S S S S= C C C  C  be a 3D column vector representing the red, green, and 

blue sensor responses of a color imaging system observing the object. The invariant 
equation is given as 
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This representation is available for all material surfaces including dielectric and 
metal, observed under a general illumination environment including colored light 
source. 
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             (a) Original Image                       (b) Quantized Image 

Fig. 2. Image Quantization [23] 

Second, we reduce the number of colors of the invariant image that will be used in 
comparison as a reference image by quantization process [23]. Quantization involves 
reducing the number of colors in an image by dividing the RGB color cube into a 
number of smaller boxes, and then mapping all colors that fall within each box to the 
color value at the center of that box. Uniform quantization and minimum variance 
quantization are types of quantization and differ in the approach used to divide up the 
RGB color cube. With uniform quantization, the color cube is cut up into equal-sized 
boxes (smaller cubes) and with minimum variance quantization, the color cube is cut 
up into boxes (not necessarily cubes) of different sizes; the sizes of the boxes depend 
on how the colors are distributed in the image. 

In minimum variance quantization, the method specify the maximum number of 
colors in the output image's color map. The number specified determines the number 
of boxes into which the RGB color cube is divided. Figure 2 shows an example of the 
importance of the quantization. Minimum variance quantization works by associating 
pixels into groups based on the variance between their pixel values. For example, a 
set of blue pixels might be grouped together because they have a small variance from 
the center pixel of the group. Kim et al. [24] presents a scene-adaptive color 
quantization method which eases this constraint by determining the number of 
representative colors automatically. 

Then, we apply the quickshift [3] to extract superpixels from the invariant images 
to be compared with quantized invariant images. Quickshift exploits kernel methods 
to extend both mean-shift and the improved medoid-shift to a large family of 
distances, with complexity bounded by the effective rank of the resulting kernel 
matrix, and with explicit regularization constraints. Quick shift explicitly trades off 
under- and over fragmentation and operates in non-Euclidean spaces in a 
straightforward manner.  

The superpixels are controlled in the proposed automatic method by three 
parameters of ratio, KernelSize, and MaxDist. Initial parameters values are set, then 
the similarity between segmented image and quantized invariant image is calculated. 
We repeat the previous steps several times automatically with changing the 
parameters values till reaching the highest similarity (Max S) as shown in Fig.1. The 
accuracy of the segmentation results between the segmented image and the quantized 
invariant images is numerically demonstrated by the similarity measure with a 
suitable window size for labeled images [25]. Figure 3 shown the overall algorithm 
for producing the final segmented image.    



78 M. Salem, A. Ibrahim, and H. Arafat 

1  Initialize: KernelSize, maxDist, Ratio.   /* Parameters  Initialization */ 
2  Determine Ratio range: 0.1 to 0.9 
3  Input an IMAGE 
4  Applying invariant on IMAGE 
5  Quantize invariant-IMAGE          /* Produce reference image*/ 
 
6  Repeat 
7       Segment invariant-IMAGE    /*Automatic assignment */ 
8       Calculate similarity (S) 
9       If New-S > Old-S 
10         Temp=Ratio            /* Store variable value that give best similarity */ 
11       End 
12  Until Ratio=Max-Value         /* Change Variable Value */ 
 
13  Segment invariant-IMAGE by using Ratio=temp 

Fig. 3. Algorithm: automatic image segmentation 

4 Experiments 

We have examined the performance of the proposed segmentation method for color 
images of natural scenes of different objects.  Figure 4 illustrates different stages of 
the proposed method. Figure 4 (a) shown four different color images which 
containing metals and dielectric objects, Img1(409x312), Img2(173x174), 
Img3(173x174), and Img4(276x175). Figure 4(b) presents the illumination-invariant 
representation of such images. The color quantization of the invariant images is 
shown in Fig. 4(c). Figure 4 (d) shows the final segmentation result. 

We note that the final segmented image by the proposed automatic method is better 
than the invariant image and very similar to the quantized invariant image. The edges 
of the proposed segmented images are more sharpen, however, the invariant images 
are look noisy. Note that, for image Img2, our result is the best. 

To get the optimum similarity value, we had to do some experiments on the values 
of quickshift parameters; which are kernel size, maximum distance and ratio. For 
example, after doing some experiments on image Img1, a sample results are shown in 
Table.1. Table 1 shows that the best similarity of 91.25% for image Img1 is produced 
within CPU time of 21.47s and the best parameters values are Ratio=0.2, 
KernelSize=4, and MaxDist=30. Higher similarity value indicates that the final 
segmented image is looks like the quantized invariant image. The experiments are run 
on CPU Intel Core2 Due 2GHz with 2G memory using Matlab. 

The quickshift parameters values, best similarity, and CPU time for the other 
tested images in Fig.4. are shown in Table 2. In our experiments, we note that the 
best values for most of the images are KernelSize=2 and MaxDist =10 but the ratio 
is different from image to another according to the nature of image and objects 
within it.  
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         (a)               (b)                     (c)                     (d)  

Fig. 4. Illustrates different stages of the proposed algorithm; (a) Original image, (b) Invariant 
image, (c) Quantized invariant image, (d) Proposed segmented image 

Table 1. Sample results for image Img1 

Ratio KernelSize MaxDist Similarity CPU-Time (s) 
0.2 2.0 10.0 0.85126 12.00 
0.2 2.0 20.0 0.8865 13.66 
0.2 2.0 30.0 0.9053 18.05 
0.2 4.0 10.0 0.8649 15.37 
0.2 4.0 20.0 0.8955 17.55 
0.2 4.0 30.0 0.9125 21.47 
0.9 2.0 10.0 0.8373 11.29 
0.9 2.0 20.0 0.8811 14.27 
0.9 2.0 30.0 0.9018 17.87 
0.9 4.0 10.0 0.8554 15.18 
0.9 4.0 20.0 0.8920 17.77 
0.9 4.0 30.0 0.9096 21.64 
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Table 2. Quickshift parameters values, best similarity, and CPU time for the tested images in 
Fig.4 

Image Name Ratio KernelSize MaxDist Similarity CPU-Time (s) 
Img1 0.2 4 30 0.9125 21.47 
Img2 0.1 2 10 0.90030 2.71 
Img3 0.1 2 10 0.83832 2.83 
Img4 0.1 2 10 0.84417 4.35 

5 Conclusion 

This paper proposed a flexible and robust method for image segmentation based on 
superpixelization and illumination invariant with considering of an automatic 
modification of quickshift parameters. We developed an automatic superpixel 
generation method by automatically modifying the quick-shift parameters based on 
invariant images. The proposed method segmented color images into homogeneous 
regions by applying quick-shift method with initial parameters, and then automatically 
get the final segmented image by calculating the best similarity between the output 
image and the quantized invariant image. The effectiveness of the proposed method for 
a variety of images including different objects of metals and dielectrics are examined in 
experiments. Overall object detection and recognition are left as future works. 
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Abstract. Activity recognition focuses on inferring current user activ-
ities by leveraging sensory data available on today’s sensor rich environ-
ment. Supervised learning has been applied pervasively for activity
recognition. Typical activity recognition techniques process sensory data
based on point-by-point approaches. In this paper, we propose a novel
Cluster Based Classification for Activity Recognition Systems, CBARS.
The novel approach processes activities as clusters to build a robust classi-
fication framework. CBARS integrates supervised, unsupervised and
active learning and applies hybrid similarity measures technique for
recognising activities. Extensive experimental results using real activity
recognition dataset have evidenced that our new approach shows improved
performance over other existing state-of-the-art learning methods.

Keywords: Activity recognition, Cluster based classification, Hybrid
similarity measure.

1 Introduction

There is a general consensus on the need for effective automatic recognition of
user activities to enhance the ability of a pervasive system to properly recognise
activities and react to circumstances. Recognizing human activities based on
sensory data has recently drawn much research interest from the pervasive com-
puting community. Activity recognition system focuses on inferring the current
activities of users by leveraging the rich sensory environment. Sensor readings
are collected and interpreted to recognise various human activities. Systems that
can recognise human activities from sensory data opened the door to many im-
portant applications in the fields of healthcare, social networks, environmental
monitoring, surveillance, emergency response and military missions.
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Activity recognition (AR) is typically viewed as a classification problem where
many traditional machine learning techniques can be applied [1]. In most existing
supervised learning approaches in AR, the training data is collected, a classifica-
tion model is generated offline from the collected data, and finally the obtained
model is deployed to recognise the activity. A wide range of classification mod-
els has been used for activity recognition such as Decision Trees, Naive Bayes
and Support Vector Machines. A typical activity recognition system builds the
learning model with annotated data to recognise new data and predict human
activity type based on the learning model.

We propose a novel cluster based classification method for robust activity
recognition across users. We coined our technique CBARS, which stands for
Cluster Based Activity Recognition System. CBARS adapts hybrid similarity
measure classification for both accurate activity recognition and active learning
for the new/unlabelled sensory data. Our proposed technique extends the state-
of-the-art in AR by providing the following advantages.

– Adaptability to the nature of activity recognition data: People perform ac-
tivities in a sequential manner (i.e., performing one activity after another).
Therefore, activity recognition data stream typically composites of sequence
of chunks that represents various activities. Different from other activity
recognition systems, CBARS is a cluster based classification that deals with
activities as clusters rather than processing each point. The novel approach
is adapted for activity recognition data nature. Therefore, computation and
processing time are conserved when dealing with the entire cluster instead
of processing each point.

– Hybrid similarity measure: Learning model in CBARS contains clusters
that represent different activities. When new cluster is emerged, hybrid simi-
larity measure is deployed to match up similarities of the new cluster/activity
with the existing ones. These measures are namely distance, density, gravity
and within cluster standard deviation (WICSD). Applying the aforemen-
tioned similarity measures for activity recognition shows superiority over
the use of individual ones, and therefore enhances the system robustness
across users.

– Combination of modelling techniques: The system combines supervised, un-
supervised and active learning all in one data stream model. We initially
build the learning model with supervised learning. When new data received,
unsupervised learning is deployed to cluster activities. Active learning is also
employed in the event of confusion on cluster labels.

– Framework for adapted model and evolving data stream: One of the char-
acteristics of CBARS framework is the flexibility to be updated as the data
evolves. Therefore, the updated model is personalised and adapted to the
most recent changes detected in the user’s activities. In this paper, we present
the framework that allows adaptation over time. However, the implementa-
tion of the adaptation is not in the scope of this paper.

To the best of our knowledge, no other existing activity recognition system ad-
dresses all aforementioned points in a single framework. The rest of the paper
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is organised as follows. Section 2 provides a discussion of the research context.
Explanation of the proposed framework and its details are presented in Section
3. Section 4 reports the experimental results and analysis. Finally, Section 6
concludes the paper with a summary.

2 Research Context

An efficient approach based on data mining has been recently proposed in a
number of research projects considering the activity recognition from the ma-
chine learning perspective. Methods commonly used for activity classification
were reviewed in [1]. Supervised learning has been deployed pervasively for ac-
tivity recognition. One example system is explained in [2]. In this system, three
classification techniques fromWEKA [3] are used to induce models for predicting
the user activities. Some other systems used fuzzy classifiers for activity recogni-
tion as in [4] and [5]. Few studies considered unsupervised learning techniques for
activity recognition and change detection. In [7], the feasibility of applying a spe-
cific type of unsupervised learning to high-dimensional, heterogeneous sensory
input was analysed. The correspondence between clustering output and classifi-
cation input was proposed as well. Typically there is only a small set of labelled
training data available in addition to a substantial amount of unlabelled train-
ing data. Therefore, some studies considered labelling only profitable samples of
data or continue learning while system is running. Longstaff et al. Longstaff et
al. [8] investigated methods of further training classifiers after a user begins to
use them using active and semi-supervised learning.

To the best of our knowledge, none of these techniques has considered combin-
ing supervised, unsupervised and active learning for building a robust activity
recognition system across users. Typical activity recognition stream is formed
from a sequence of data chunks representing activities. Therefore, we propose a
novel approach that treats data input as a stream and uses clustering to avoid
having to respond to each input data point. As the stream evolves, there is a
need to assess old and new clusters and this is handled with a hybrid similarity
measure.

3 CBARS : Cluster Based Classification for Activity
Recognition Systems

CBARS mainly composites of three consecutive phases. Illustration of the dif-
ferent phases is presented in this section.

3.1 Phase 1: Build Learning Model

Initially, supervised learning is applied on labelled data to train and generate
the learning model. The generated model consists of set of clusters. Each cluster
represents one of the labelled activities that applied while training the model.
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CBARS creates k clusters of k activities in the training data. The cluster label
is the majority label among cluster instances. Training examples typically con-
tain outliers and noisy data that might affect the quality of the model directly.
Therefore, we add a filtration step that aims to purify clusters and therefore
build more accurate learning model.

Model Purification: While creating new cluster from training data, cluster is
purified by considering only true-labelled instances inside the cluster and ignor-
ing other mis-clustered examples (instances with different labels). Building on
the purified clusters, characteristics are extracted for each cluster and all raw
points are then dismissed.

CBARS extracts features from each cluster and dismisses all raw data at the
end of this phase. Cluster characteristics are the basic information describes
the cluster. Characteristics of a cluster include basically the cluster centroid,
density, within cluster standard deviation and boundaries. The learning model is
formed from set of clusters/activities that are deployed in training. The extracted
features represent clusters/activities and raw data is dismissed.

3.2 Phase 2: Unsupervised Learning for New Data

This step aims to create clusters of various activities exist in data received. When
unlabelled data emerged, we apply clustering on data to generate clusters of the
performed activities . Various clustering techniques such as k-means, Expecta-
tion Maximisation and DBScan [9] have used and compared to reach the best
performance. Clusters Characteristics are extracted and all raw data is dismissed
similar to the learning model building procedure. The output of this phase is
the set of clusters’/activities’ characteristics ready for the recognition phase.

3.3 Phase 3: New Activity Recognition

As the stream evolves, we assess new and learning model clusters to predict new
clusters’ labels. This is handled with a hybrid similarity measure approach. As
raw data has been dismissed, characteristics of the new cluster are compared to
the existing learning model ones. The predicted label is based on the charac-
teristics of the most similar cluster in the learning model. Clusters are similar
if they match based on the hybrid similarity measure approach. For each new
formed cluster, the algorithm checks how similar it is to other clusters already
exist in the learning model. We apply various measures to test similarities among
clusters. Each measure votes for its own ” candidate” cluster from the measure
respective. The predicted label is the candidate cluster with the majority of votes
among all measures, while the true label of a cluster is the majority label among
cluster instances. There are three cases expected from the voting procedure as
follows.

1. Correct prediction: This case occurs when the majority of votes have
chosen the candidate cluster/activity with the true label.
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2. Active learning: In case of equal votes are assigned to a specific two clus-
ters, user input is required to label the cluster. In this case, equal votes are
assigned for exactly two clusters. The algorithm inquires about the correct
label from user in an active learning mode with either of the labels of the
two nominated clusters.

3. Incorrect prediction: The cluster is incorrectly classified when a total
confusion with lowest confidence among all measures for candidate clusters
or when voting for an incorrect cluster.

Hybrid similarity measure technique implements four measures namely distance,
density, gravitational force and within cluster standard deviation. We concern in
these measures about the distance among the cluster centroids, clusters density,
how strong is the gravitational force among clusters and the cohesion inside the
cluster. Learning model LM consists of n clusters/ activities.

LM = {C1, C2, C3, ....Cn} (3.1)

When new cluster Cnew arrives, the algorithm deploys the various similarity
measures to choose the best candidate cluster Ci from n clusters of LM . The
four measures are:

– Distance: Cluster centroid is an n dimensional array of mean n- dimen-
sional instances inside the cluster. Ci is the candidate cluster from distance
perspective if distance between Cnew and Ci centroids is the shortest among
n clusters in LM .

– Density: Each cluster has its own density that distinguishes it from other
clusters. Cluster density reflects the distribution of data points inside the
cluster. It is described by the Formula 3.2 :

ClusDens =
SizeOfCandidate

AvgDist
(3.2)

AvgDist =

∑m
i=1(Pi − ClusCntr)

m
(3.3)

Where (m) is the number of points in the cluster, (P) is a n- dimensional
data point inside the cluster and (ClusCntr) is the cluster centroid. the
average Distance(avgDis)is the within-cluster sum of the distances between
cluster’s examples and respective cluster centroid divided by the number of
examples within cluster.Two clusters are similar from density perspective if
they have the smallest difference in density. Ci is the candidate cluster if the
difference between Cnew and Ci density is the minimum among n clusters in
LM .

– Gravitational force: Gravitational force has been previously applied in
machine learning such as in [10] , [11], and [12] . There exists a natural
attraction force between any two objects in the universe and this force is
called gravitation force. According to Newton universal law of gravity, the
strength of gravitation between two objects is in direct ratio to the product
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of the masses of the two objects, but in inverse ratio to the square of distance
between them. The law is described in Equation 3.4:

Fg = G
m1m2

r2
(3.4)

Where Fg is the gravitation between two objects (clusters); G is the constant
of universal gravitation; m1 is the mass of object 1 (size of cluster 1); m2

is the mass of object 2 (size of cluster 2); r the distance between the two
objects ( Euclidean distance between clusters’ centroids) .

According to Equation 3.4, each cluster generates its own gravitational
force created from its weight. The bigger the weight of the candidate the
stronger the gravitational force produced around it. Therefore, the probabil-
ity it could attract more data object would be increased. When the gravita-
tional force between Cnew and Ci is bigger than with other clusters existing
in LM , then Ci is the candidate cluster from gravitational force perspective.

– WICSD ( Within Cluster Standard Deviation): This measure con-
siders the cohesion inside each cluster. Standard deviation of n dimensional
points inside the cluster is calculated as the equation 3.5.

WICSD =

√∑m
i=1 EDistance(Pi,ClusCntr)2

m
(3.5)

Where EDistance is the Euclidean Distance, (m) is the number of points
into the cluster, (P) is a n- dimensional data point inside the cluster and
(ClusCntr) is the cluster centroid.

Clusters that have similar standard deviation are more likely to present
the same activity/label. Ci is the candidate cluster form WICSD perspective
if it has the smallest difference in standard deviation measure with Cnew

among n clusters in LM .

4 Experimental Study

This section reports the experiments conducted to study how CBARS performs
in practice. Activity recognition systems deal with high-dimensional, multi-modal
streams of data. In the recently started European research project [13], the OP-
PORTUNITY dataset has been recorded to recognise complex activities. The
dataset has labels for five users across five segments with annotated activities
such as (sitting, walking and running) streaming form accelerometer sensors at-
tached to the user’s body.

Let Fc = total existing class instances correctly classified, Fa = total existing
class instances trigger active learning, Fi = total existing class instances mis-
classified, S = total instances the dataset. We use the following performance
metrics to evaluate our technique. Mc: % of class instances correctly classified =
Fc ∗ 100

S
, Ma: % of class instances requires active learning =

Fa ∗ 100
S

, and ERR:

% of misclassification class instances =
Fi ∗ 100

S
.
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CBARS is tested on the OPPORTUNITY dataset. Part of the data is used
to build the learning model; other new date is applied for testing. Testing data
is a new data that has not used for training the model. Learning and testing
data could be for the same user but different segments or for different users.

4.1 Cluster Purification and Learning Model

Model purification is an essential step for pruning and refining the learning
model. It has a superior advantage of building a robust model that filters out-
liers and wrong-labelled examples. Therefore, purified model represents activity
of majority label with high confidence. Figures 1 and 2 show the effect of model
purification on Mc with different runs N . Different runs are for different combi-
nations of training and testing datasets for same user (N= 1,2) or various users
(N= 3,4,5,6). As shown in figure 1, model purification shows better performance
for most of the runs.

Fig. 1. Cluster Purification and Recognition accuracy

The impact of the purification step on the various measures is shown in Figure
2. Eliminating outliers and wrong-labelled instances affects the position of clus-
ters’ centroids. Therefore, purification boosts measures that rely mainly on the
coordinates of centroids. That include distance, gravity and WICSD as shown in
Figure 2(a)(b)(d). On the other hand, purification might eliminate instances be-
long to low dense clusters that seemed to be outliers. Therefore, density might be
affected badly with purification as showed in Figure 2(c). Although, purification
has not enhanced the performance of all the measures, it has an overall positive
effect on Mc when combining all of these measures as explained in Figure 1.

We evaluate CBARS performance with various clustering techniques deployed
in phase 2. The algorithm implements Weka [3] clustering techniques, namely
k-means, EM and DBScan. Experimentally, clustering accuracy has a direct
influence on the system performance. Therefore, we apply the EM clustering in
all our experiments unless otherwise stated.

4.2 Combining Various Measures

In the recognition phase, we apply a hybrid similarity measure technique for
predicting new cluster’s label. For the four similarity measures implemented in
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(a) Gravity (b) WICSD

(c) Density (d) Distance

Fig. 2. Cluster Purification and Measures accuracy

CBARS, each has its own average accuracy for correct prediction Mc of cluster’s
label. Distance measure has the best average accuracy of 68.48 % followed by the
WICSD measure accuracy of 61.46%. Gravitational force and density measures
come next with average accuracy of 54.17% and 53.13% respectively.

Combining the four measures benefits from the strengths of each one and elim-
inates encountered problems of using an individual measure and therefore helps
enhancing the performance of single similarity measure techniques. Four differ-
ent measure combinations showed the best performance. The four combinations
are as follow. Comb1 is for only the top accurate individual measures (distance,
WICSD). Applying measures in Comb1 attained a metrics ofMc= 79.76%,Ma=
20.24%. The recognition accuracy, Mc increased to 86.84%, while Ma decreased
to 13.16% using Comb2. This combination adds density to the before mentioned
combination (Comb1). Comb3 includes gravity, distance and WICSD. Applying
Comb3 had the performance metrics of Mc= 85.96%, Ma= 10.21%. The highest
correct recognition percentage attained when combining all measures in Comb4.
It has the recognition performance of Mc= 89.36% and Ma= 6.81%. As active
learning percentage becomes higher, more frequent requests are sent to user to
label confusing clusters. Therefore, the large percentage of active learning such
as in Comb1 and Comb2 makes the system inefficient. Although ERR increases
by 3.83% when combining all measures, this increase is not from the correct
recognition rather than active learning percentage.

4.3 CBARS and Other Classification Techniques

Table 1 illustrates the performance of CBARS across various learning and test-
ing datasets in comparison to other iconic classifications techniques. Names of
different datasets indicate the subject number such as S1, S2, S3 followed by
segment no such as ADL1, ADL2, ADL3.

Decision tree and the other classification techniques shows a good accuracy
when the testing and training data are for the same user. However, testing data
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Table 1. CBARS Recognition Performance

Train Test
CBARS

DecisionTree Naive Bayes SVM RFTree
Mc Ma

S1− ADL4 S3− ADL3 94.70% 0.00% 34.78% 60.20% 47.83% 64.59%

S1− ADL4 S1− ADL1 100.00% 0.00% 79.57% 69.88% 82.47% 92.03%

S1− ADL4 S2− ADL3 68.56% 0.00% 37.86% 53.79% 70.70% 74.32%

S1− ADL4 S1− ADL3 100.00% 0.00% 88.17% 86.43% 90.31% 93.50%

S1− ADL4 S2− ADL1 72.92% 0.00% 44.51% 54.13% 58.80% 64.56%

S3− ADL3 S1− ADL4 53.19% 46.81% 42.41% 83.53% 66.42% 59.55%

S3− ADL3 S2− ADL3 68.56% 31.44% 48.36% 82.24% 58.87% 61.24%

S3− ADL3 S2− ADL1 100.00% 0.00% 51.76% 66.82% 56.36% 59.94%

S3− ADL3 S1− ADL1 100.00% 0.00% 39.79% 72.87% 65.09% 76.72%

S1− ADL1 S1− ADL3 59.17% 40.83% 83.90% 89.35% 90.94% 92.66%

S1− ADL1 S2− ADL3 82.31% 0.00% 53.86% 79.45% 72.93% 77.22%

S1− ADL1 S3− ADL3 94.70% 0.00% 40.27% 58.07% 51.70% 58.18%

Average 79.75% 15.64% 53.77% 71.40% 67.70 % 72.88%

across users confuses the decision tree and therefore has a negative impact on the
recognition accuracy. On the other hand, CBARS shows stable high accuracy
in recognising new activities either for the same or across users. The recognition
accuracy (100%) in CBARS means that ”all” new activities/clusters formed in
testing phase have been successfully assigned a correct label. In case of active
learning, CBARS is confused between two clusters labels . Therefore, user input
is required to assign the true activity label. Figure 3 shows the percentage of
incorrect prediction in CBARS and other classification techniques on various
runs. Different runs are for different combinations of training and testing datasets
for same user or across users. As shown in Figure 3, CBARS has the lowest ERR
among all other techniques for all runs.

Fig. 3. Incorrect Recognition for CBARS and other Classification techniques

5 Conclusion

In this paper we present a novel classification framework for activity recognition
(AR) systems, named CBARS. This framework integrates supervised, unsuper-
vised and active learning to build a robust and efficient recognition system. In
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comparison to state-of-art models, CBARS provides high performance results
with the minimum error rate especially when dealing with recognition of activi-
ties across users.
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Abstract. In this paper, we propose a novel face recognition technique based on 
discrete wavelet transform and Local Binary Pattern (LBP) with adapted 
threshold to recognize avatar faces in different virtual worlds. The original LBP 
operator mainly thresholds pixels in a specific predetermined window based on 
the gray value of the central pixel of that window. As a result the LBP operator 
becomes more sensitive to noise especially in near-uniform or flat area regions 
of an image. To deal with this problem we propose a new definition to the 
original LBP operator not based only on the value of the central pixel of a 
certain window, but  based on all pixels values in that window. Experiments 
conducted on two virtual world avatar face image datasets show that our 
technique performs better than original LBP, wavelet LBP, adaptive LBP and 
wavelet adaptive LBP in terms of accuracy. 

Keywords: Avatar, face recognition, LBP, SALBP, wavelet transform. 

1 Introduction 

Face recognition is one of the biometric traits that received a great attention from 
many researchers during the past few decades because of its potential applications in a 
variety of civil and government-regulated domains [1]. Face recognition however is 
not only concerned with recognizing human faces, but also with recognizing faces of 
non-biological entities or avatars. To address the need for a decentralized, affordable, 
automatic, fast, secure, reliable, and accurate means of identity authentication for 
avatars, the concept of Artimetrics has emerged [2, 3]. Artimetrics is a new area of 
study concerned with visual and behavioral recognition and identity verification of 
intelligent software agents, domestic and industrial robots, virtual world avatars and 
other non-biological entities [2, 3].  

Extracting discriminant information from a facial image is one of the key 
components for any face recognition system [1]. There are many different algorithms 
proposed to extract features, such as Principal Component Analysis (PCA) [4], Linear 
Discriminant Analysis (LDA) [5] and Local Binary Pattern (LBP) [6].  

LBP was applied to face recognition for the first time by Ahonen et al. [7]. But the 
original LBP method worked as a local descriptor to capture only local information 
[8]. It thresholds all pixels in the neighborhood based on the gray value of the central 
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pixel. As a result the original LBP becomes more sensitive to noise specially in near 
uniform or flat areas [9]. One solution to this problem is to threshold all the pixels 
automatically based on the available data. 

Most of the work done so far on face recognition has focused on humans. Research 
on recognizing virtual world's avatars has not received due attention. Some methods 
developed LBP further for either recognizing human faces or avatar faces. For 
example, Yang et al. [10] applied LBP for face recognition with Hamming distance 
constraint. Chen et al. [11] used Statistical LBP for face recognition. Mohamed et al. 
[2] applied hierarchical multi-scale LBP with wavelet transform to recognize avatar 
faces. Mohamed et al. [12] applied wavelet transform as well but with adapted local 
binary patterns and direction statistical features to recognize avatar faces.  

In this paper, we propose a novel LBP face recognition technique to recognize 
avatar faces from different virtual worlds. In this approach, we combine the idea of 
discrete wavelet transform with new definition of the original LBP operator, 
Statistical Adapted Local Binary Pattern (SALBP) operator. The efficiency of our 
proposed method is demonstrated by experiments on two different avatar datasets 
from Second Life and Entropia Universe virtual worlds.   

The rest of this paper is organized as follows; Section 2 briefly provides an 
introduction to wavelet decomposition. In Section 3, an overview of the LBP is 
presented. Section 4 presents SALBP operator.  Wavelet Statistical Adapted Local 
Binary Pattern (WSALBP) operator is descripted in section 5. Section 6 reports 
experimental results which followed by conclusions in Section 7.  

2 Discrete Wavelet Transform 

Wavelet Transform (WT) or Discrete Wavelet Transform (DWT) is a popular tool for 
analyzing images in a variety of signal and image processing applications including 
multi-resolution analysis, computer vision and graphics. It provides multi-resolution 
representation of the image which can analyze image variation at different scales.  
 
 
 
 
 
 
 

(a) 
 
 
 
 
 
 
 

(b) 

Fig. 1. (a) Wavelet coefficient structure [14]  (b) Original image, One and two levels wavelet 
decomposition for an image 
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WT was applied in image decomposition for many reasons [13]: it reduces the 
computational complexity of the system, decomposes images into sub-images 
corresponding to different frequency ranges and this can lead to reduction in the 
computational overhead of the system and allows obtaining the local information in 
different domains (space and frequency). Thus it supports both spatial and frequency 
characteristics of an image at the same time. 

WT decomposes facial images into approximate, horizontal, vertical and diagonal 
coefficients. Approximate coefficient of one level is repeatedly decomposed into the 
four coefficients of the next level of decomposition [13]. Decomposing an image with 
the first level of WT provides four sub-bands LL1, HL1, LH1 and HH1 as in Fig. 1.  

3 Local Binary Pattern 

LBP operator, proposed by Ojala et al. [6], is a very simple and efficient local 
descriptor for describing textures. It labels the pixels of an image by thresholding the 
pixels in a certain neighborhood of each pixel with its center value, multiplied by 
powers of two and then added together to form the new value (label) for the center 
pixel [15]. The output value of the LBP operator for a block of 3x3 pixels can be 
defined as follows [15]:                        
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Later new versions of LBP operator have emerged as an extension to the original one. 
They used neighborhoods of different sizes to be able to deal with large scale 
structures that may be the representative features of some types of textures [8, 16]. 
(Fig. 2 gives examples of different LBP operators where P is the neighborhood size 
and R is its radius).  
 

 
 
 
 
 
 
                       (P=8, R=1)            (P= 8, R=1.5)          (P=12, R=1.5) 

Fig. 2. Three different LBP operators [7, 8] 
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4 Statistical Adaptive Local Binary Pattern (SALBP) 

Using the central pixel value of the neighborhood of any pixel as a threshold has a 
negative effect on how the LBP method can deal with noise especially in near uniform 
or flat areas. To obtain good results, we propose a novel LBP operator, SALBP, which 
overcomes the high sensitivity of LBP to noise. The SALBP’s threshold is not fixed but 
is computed automatically from the available image data using simple statistics. To 
minimize the effect of noise, we propose the following equation by which differences 
between the central pixel value of any local patch and its surrounding pixels values can 
be reduced. The reduction resulting from computing the weight for each pixel in a local 
patch by using the following equation and then that weight can be used to redefine a 
new value for each pixel. 
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By deriving both sides of equation 3 with respect to the weight for any pixel p and 
assign the result to zero we get: 
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From equation 4 we can obtain the value of wp using the following equation: 
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where p is any pixel we currently compute its weigh where q is any pixel other than p 
in the surrounding. 

For more explanation about how we can compute wp for different pixels in the 
neighborhood we have to follow the following steps: 

1- Initialization  wp = 1/P  for every p = 1,2,…,P 
2- Use the updated equation 5  

           Repeat 
                For p = 1 :  P 
                  Update wp with the new value and each time when we compute the new             
                   value of wp for any pixel we use this value to compute the wp for the next             
                   pixels.   
                end 
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After applying these steps we would have the weights for all pixels in the 
neighborhood and thus we can define the SALBP operator as following: 
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And so the obtained binary code can be seen as: 
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where stdp is the standard deviation of all pixels values in an image patch and k is a 
scaling factor such that 0 < k ≤ 1.  For more explanation about how this new LBP 
operator works see   Fig. 3 below shows the result of applying the proposed technique  
in a local image area with k = 0.3.   

 
28 29 26  

 

1 1 1  28 29 26  

 

3.5 3.625 2.75  1 1 1 

18 24 42 0  1  18  42  2.25  5.25  0  1 

16 27 10 0 1 0  16 27 10 2 3.375 1.25  0 1 0 
                    LBP                                                                      SALBP 
29 23 23  

 
1 0 0  29 23 23  

 
3.625 2.875 3.875  1 1 1 

18 24 42 0  1  18  42  2.25  5.25  0  1 
16 23 10 0 0 0  16 23 10 2 2.875 1.25  0 1 0 

               Noise: LBP                                                      Noise: SALBP 

Fig. 3. Comparison of LBP and SALBP operators. First row: original encodings. Second row: 
encodings with noise. The bold underlined red pixels are changed with noise. 

5 Wavelet Statistical Adaptive Local Binary Pattern 
(WSALBP) 

The proposed algorithm has three steps: preprocessing, feature extraction and recognition 
or classification: 

5.1 Preprocessing Facial Images 

We followed some of preprocessing operations to improve the efficiency of extracting 
the face features. First, the input images are manually cropped to pure face images by 
removing the background which is not useful in recognition. Second, these pure face 
images have to be normalized and then decomposed using the first level of wavelet 
decomposition to obtain the pure facial expression images. Detailed images resulting 
from applying wavelet decomposition contain changes which represent the difference 
of face images. So considering only the approximation images will enhance the 
common features of the same class of images and at the same time the differences will 
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be reduced. For this reason, we decomposed only the approximation images resulted 
from the first level of wavelet decomposition to obtain the second level of 
decomposition. So, our experiments were concerned only with the approximation 
images resulted from the second level of wavelet decomposition and which we used 
in training and testing to evaluate the performance of the proposed algorithm. 

5.2 Extracting Facial Features Using SALBP 

The choice of the threshold is very important to obtain good results in any face 
recognition system. One of the best ways for choosing the proper threshold is by 
automatically computing this threshold using the local statistics of the available 
images pixels. So, we have used the SALBP operator, defined by equation 6, to 
provide the new value for each pixel of the approximation facial image obtained from 
the second level of decomposition.  
In order to compute the SALBP binary code for each pixel we have to follow: 

- Compute the local weight for each pixel in an image patch by using equation 5 
and then multiply this weight by its pixel to produce a new pixel value.  

- Compute standard deviation of all old pixels values in the image patch including 
the central pixel value. 

- Choose a scaling factor k which has a value between 0 and 1 and multiply k with 
the computed standard deviation to obtain new threshold. (there is no fixed value 
for k but we have to try different values till we obtain  a proper one since its 
value affects the obtained binary code and then affects also the accuracy rate, 
during our experiments we used k = 0.3). 

Use our threshold with the new pixels values to compute the SALBP binary code for 
each pixel (see Fig. 3 as an example of how we can use the SALBP operator).   

5.3 Dissimilarity Measure 

The last stage of our proposed technique is to classify each facial image to its subject. 
To this end we have used chi-square distance to compute the dissimilarity between 
each input image and the training model as in the following equation [8]:                                
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where X is the testing image, Y is the training model and N is the number of bins.  

6 Experimental Results and Analysis 

In this section, we verify the performance of the proposed algorithm on two different 
types of avatar datasets: the first type is the Second Life (SL) dataset and the second 
is the Entropia Universe (ENT) dataset (Fig. 4 gives an example of a subject from 
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each dataset). The proposed method is compared with other single scale techniques 
such as, the original LBP, wavelet LBP (WLBP), adaptive LBP (ALBP) and Wavelet 
ALBP.  

 
(a) 

 
(b) 

Fig. 4. Samples of one subject of facial images from: a) Second Life dataset b) Entropia dataset 

6.1 Experimental Setup 

To evaluate our proposed technique, we have used two facial image datasets.  
The first dataset was acquired from a large collection of SL virtual world avatar 

face dataset [17]. This dataset contains 847 gray scale images with size 1280 x 1024 
each to represent 121 different avatars. Each avatar subject has 7 different images for 
the same avatar with different frontal pose angle (front, far left, mid left, far right, mid 
right, top and bottom) and facial expression. 

The second dataset was collected from ENT virtual world [18]. ENT dataset 
contains 545 gray scale images with size 407 x 549 pixels. These images were 
organized in 109 subjects (avatars). Each subject has different 5 images for the same 
avatar with different frontal angle and facial details (with and without a mask). 

In order to compare the performance of our technique against other techniques we 
added two types of noise to each image in both datasets and then obtain the 
recognition rate after applying each technique. These two types of noise are noise 
Gaussian noise and Salt & Pepper noise. We used the default parameters for each one 
of the two types of noise. 

The facial part of each image in SL and ENT datasets was manually cropped from 
the original images based on the location of the two eyes, mouth and the nose. The 
new size of each facial image in SL dataset is 260 x 260 pixels while in ENT dataset 
each facial image was resized to 180 x 180 pixels. After applying the second level of 
wavelet decomposition the resolution of each facial image was reduced to 65 x 65 
pixels and to 45 x 45 pixels for SL dataset and ENT dataset respectively. 

Each of the two datasets was split in two independent sets. One set is used for 
training and the second set for testing. For training we used four image from each 
subject in the SL dataset and three images from each subject in the ENT dataset. All 
training images were randomly chosen while the rest were used for testing. 

6.2 Experimental Results 

To ensure the efficiency of using our new definition of the LBP operator with noisy 
facial images, we compared WSALBP with the original LBP, ALBP, WLBP and 
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WALBP with several experiments. First we got the performance of WSALBP, LBP, 
ALBP, WLBP and WALBP with different LBP operators applied on Gaussian noisy 
facial images from the two datasets (SL and ENT) and then on Salt & Pepper noisy 
facial images.  

We applied all techniques with R = 1, 2, 3 and P = 8, 16, 24. It is evident in figures 
5 and 6 that changing the LBP operator affects the recognition rate for all techniques. 
Also the recognition rate for the same technique and LBP operator changes from one 
dataset to another.  

In case of Gaussian noise, the performance of the WSALBP technique is better 
than the performance of other techniques with most of all LBP operators and with 
both SL and ENT datasets. In the SL dataset, the WSALBP recognition rate is greater 
than that of its closest competitor, WALBP, by about 3% in average. The highest 
recognition rate obtained (when the LBP operator is (16, 3)) is 92.37%. In the ENT 
dataset, the WSALBP recognition rate is greater than that of its closest competitor, 
WALBP, by more than 4% in average. The highest recognition rate obtained (when 
the LBP operator is (16, 2)) is 81.63%.  

  
 
 
 
 
 
 
 
  

                                   (a)                                                                  (b) 

Fig. 5. Recognition rate for the SL dataset and ENT dataset with Gaussian noise: a) SL dataset  
b) ENT dataset  

 
 
 
 
 
 
 

 

      (a)                                                                  (b) 

Fig. 6. Recognition rate for the SL dataset and ENT dataset with Salt & Pepper noise: a) SL 
dataset  b) ENT dataset 

There was no great difference in performance of the WSALBP technique on the 
Gaussian and the Salt & Pepper noisy images. That is, performance of the WSALBP 
is better if compared to most other techniques. The closest competitor to The 
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WSALBP technique on the Salt & Pepper noisy images is the ALBP technique (in 
case of the SL dataset). The increase in the recognition rate is 3% in average and the 
highest recognition rate is 94.77% obtained when the LBP operator is either (16, 3) or 
(24, 3). In case of the ENT dataset, the closest competitor to the WSALBP technique 
is the WALBP with difference of about 2% in average to the side of the WSALBP 
technique. The highest recognition rate is 81.63% when the LBP operator is either 
(16, 2) or (8, 3) (see table 1 which shows the average recognition rate for all 
techniques where SLG stands for SL dataset with Gaussian noise and SLSP stands for 
SL dataset with Salt & Pepper noise and the same for ENTG and ENTSP).  

Table 1. Average recognition rate for different algorithms  

Dataset 
Techniques 

LBP ALBP WLBP WALBP WSALBP 
SLG 51.14% 62.56% 58.59% 70.73% 73.92% 
SLSP 71.44% 89.29% 72.69% 8920% 92.29% 

ENTG 53.57% 60.70% 61.67% 70.28% 74.77% 
ENTSP 66.68% 75.76% 69.17% 76.97% 78.81% 

7 Conclusion 

In this paper, a novel LBP face recognition approach (WSALBP) is proposed based 
on discrete wavelet transform and a new definition to the original LBP operator 
(SALBP). This proposed approach treats some of the LBP limitations, that is, noise 
sensitivity. The effectiveness of this method is demonstrated on recognizing faces 
from two different virtual worlds, Second Life and Entropia Universe. Our proposed 
technique improved the recognition rate for the SL dataset by about 3% for both 
Gaussian and Salt & Pepper noise when compared to LBP, ALBP, WLBP and 
WALBP and different LBP operators. Also, our technique improved the recognition 
rate for the ENT dataset by about 4% and 2% for Gaussian and Salt & Pepper noise 
respectively. We intend to use our proposed technique to build a complete recognition 
system for avatars in the future. 
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Abstract. Captchas are challenge-response tests used in many online systems
to prevent attacks by automated bots. Avatar Captchas are a recently-proposed
variant in which users are asked to classify between human faces and computer-
generated avatar faces, and have been shown to be secure if bots employ random
guessing. We test a variety of modern object recognition and machine learning
approaches on the problem of avatar versus human face classification. Our results
show that using these techniques, a bot can successfully solve Avatar Captchas
as often as humans can. These experiments suggest that this high performance is
caused more by biases in the facial datasets used by Avatar Captchas and not by
a fundamental flaw in the concept itself, but nevertheless our results highlight the
difficulty in creating Captcha tasks that are immune to automatic solution.

1 Introduction

Online activities play an important role in our daily life, allowing us to carry out a wide
variety of important day-to-day tasks including communication, commerce, banking,
and voting [1, 9]. Unfortunately, these online services are often misused by undesir-
able automated programs, or “bots,” that abuse services by posing as human beings to
(for example) repeatedly vote in a poll, add spam to online message boards, or open
thousands of email accounts for various nefarious purposes. One approach to prevent
such misuse has been the introduction of online security systems called Captchas, or
Completely Automated Public Turing tests to tell Computers and Humans Apart [1].
Captchas are simple challenge-response tests that are generated and graded by comput-
ers, and that are designed to be easily solvable by humans but that are beyond the capa-
bilities of current computer programs [17]. If a correct solution for a test is received, it
is assumed that a human user (and not a bot) is requesting an Internet service.1

1 This paper is an expanded version of a preliminary paper [13] that appeared at the ICMLA
Face Recognition Challenge [19].
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Three main categories of Captchas have been introduced [4]. Text-based Captchas
generate distorted images of text which are very hard to be recognized by state-of-the-
art optical character recognition (OCR) programs but are easily recognizable by most
humans. Sound-based Captchas require the user to solve a speech recognition task,
while others require the user to read out a given sentence to authenticate that he/she is
a human. Finally, image-based Captchas require the user to solve an image recogni-
tion task, such as entering a label to describe an image [9]. Other work has combined
multiple of these categories into multi-modal Captchas [2], which can increase security
while also giving users a choice of the type of Captcha they wish to solve.

The strength of a Captcha system can be measured by how many trials an attacking
bot needs on average before solving it correctly [4]. However, there is a tension between
developing a task that is as difficult as possible for a bot, but is still easily solvable by
human beings. This is complicated by human users who may have sensory or cognitive
handicaps that prevent them from solving certain Captchas. The best Captcha schemes
are thus the ones which are easy for almost any human to solve but that are almost
impossible for an automated program.

Recently, a novel image-based system was proposed called Avatar Captcha [6] in
which users are asked to perform a face classification task. In particular, the system
presents a set of face images, some of which are actual human faces while others are
avatar faces generated by a computer, and the user is required to select the real faces.
The designers of the scheme found that humans were able to solve the puzzle (by cor-
rectly finding all human faces) about 63% of the time, while a bot that randomly guesses
the answers would pass only about 0.02% of the time.

In this paper, we consider how well a bot could perform against this Captcha if, in-
stead of random guessing, it used computer vision algorithms to try to classify between
human and avatar faces. Through experiments conducted on the human and avatar face
images released by the authors of [6], we test a variety of modern learning-based recog-
nition algorithms, finding that this task is surprisingly easy, with some algorithms ac-
tually outperforming humans on this dataset. While these results indicate that Avatar
Captcha is not as secure as the authors had hoped, our results suggest that the problem
may not be in the idea of Avatar Captcha, but instead in the way the avatar facial images
were generated, allowing the recognition algorithms to learn subtle biases in the data.

2 Background and Related Work

As noted above, text-based Captchas are currently the most common systems on the
web, and have been successfully deployed for almost a decade [1]. In order to in-
crease the level of security against increasingly sophisticated OCR algorithms, text-
based Captchas have had to increase the degree of distortion of the letters or numbers
and hence may become so difficult that even humans are unable to recognize all of the
text correctly. To address this problem, Captcha systems using image-based labeling
tasks have been proposed [4, 7, 16]. No distortion is required for many of these tasks
because humans can easily identify thousands of objects in images, while even state-of-
the-art computer vision algorithms cannot perform this task reliably, especially when
the set of possible classes is drawn from very large datasets [6]. While image-based
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Fig. 1. Sample avatar faces (top) and human faces (bottom) from our dataset

Captchas are still never completely secure, they are thought to widen the success rate
gap between humans and non-humans.

Avatar Captcha. The authors of [6] proposed Avatar Captcha as a specific type of
image-based task. In their approach, the system presents 12 images organized into a
two-by-six matrix, with each image either a human face from a face dataset or a syn-
thetic face from a dataset of avatar faces. The relative number of human and avatar faces
and their arrangement is chosen randomly by the system. The user’s task is to select all
(and only) the avatar images among these 12 images by checking a checkbox under
each avatar image. The user is authenticated as a human if he/she correctly completes
the task, and otherwise is considered a bot. Using brute force attack, a bot has a success
rate of 50% for each of the 12 images, since each image is either a human or avatar, so
the probability of correctly classifying all 12 images is just 0.512 = 1/4096. Humans,
on the other hand, were found to complete the task correctly about 63% of the time. In
this paper, we show that a bot can achieve significantly higher performance than random
guessing, and even outperform humans, using object recognition and machine learning.

3 Methods

We apply a variety of learning-based recognition approaches to the task of classifying
between human and avatar faces. For data, we used a publicly-available dataset released
by the authors of [6] as part of the Face Recognition Challenge held in conjunction with
the International Conference on Machine Learning and Applications (ICMLA 2012)
conference [19]. This dataset consists of 200 grayscale photos, split evenly between
humans and avatars. The human dataset consists of frontal grayscale facial images of
50 males and 50 females with variations in lighting and facial expressions. The avatar
dataset consists of 100 frontal grayscale facial images collected from the Entropia Uni-
verse and Second Life virtual worlds. All images were resampled to a uniform resolu-
tion of 50x75. Figure 1 shows sample images from the dataset.

Each of our recognition approaches follows the same basic recipe: we use a particular
choice of visual feature which is used to produce a feature vector from an image, we
learn a 2-class (human vs avatar) classifier using labeled training data, and then apply
the classifier on a disjoint set of test images. We now describe the various visual features
and classifiers that we employed.
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3.1 Naı̈ve Approaches

As baselines, we start with three simple approaches using raw pixel values as features.

Raw Images. These feature vectors are simply the raw grayscale pixel values of the
image, concatenated into a 50× 75 = 3750 dimensional vector.

Summary Statistics. As an even simpler baseline, we use a 1D feature that consists only
of the mean grayscale value of the image. A second baseline represents each image as
a vector of five dimensions, consisting of the maximum pixel value, the minimum pixel
value, the average pixel value, the median pixel value, and the sum of all pixel values.

Grayscale Histograms. This feature consists of a simple histogram of the grayscale
values in the image. We tested different quantizations of the histogram, in particular
testing histograms with 256, 128, 64, 32, 16, 8, 4, and 2 bins.

3.2 Histograms of Oriented Gradients (HOG)

Histograms of Oriented Gradients (HOG) features have become very popular in the
recognition community for a variety of objects including people [5]. Computing these
features consists of 5 stages: (1) global image normalization to reduce effect of changing
illumination, (2) computing the image gradient at each pixel, (3) dividing the image into
small 8x8 pixel cells, and then computing histograms over gradient orientation within
each cell, (4) normalization of the histograms within overlapping blocks of cells, and (5)
creating a feature vector, by concatenating all normalized histograms for all cells into
a single vector. For the images in our dataset, this procedure yields a 2268 dimensional
feature vector.

3.3 GIST

The GIST descriptor [15] was originally developed for scene recognition but has be-
come popular for other recognition problems as well. This feature applies a series of fil-
ters to an image, each of which responds to image characteristics at different scales and
orientations. The image is divided into a 4x4 grid of regions, and the average response
of each filter is calculated within each region. This yields a descriptor that captures the
“gist” of the scene: the orientation and scale properties of major image features at a
coarse resolution, yielding a 960 dimensional vector.

3.4 Quantized Feature Descriptors

Another popular technique in recognition is to detect a sparse set of highly distinctive
feature points in an image, calculate an invariant descriptor for each point, and then
represent an image in terms of a histogram of vector-quantized descriptors. The Scale-
Invariant Feature Transform (SIFT) [14] and Speeded-Up Robust Features (SURF) [3]
are two commonly-used descriptors; we use the latter here. We use SURF to detect
features points and calculate descriptors for each point, and then use k-means to produce
a set of 50 clusters or “visual words.” We then assign each descriptor to the nearest
visual word, and represent each image as a histogram over these visual words, yielding
a 50 dimensional feature vector. Figure 2 illustrates some detected SURF features.
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Fig. 2. Detected SURF features for a human face (left) and avatar face (right)

3.5 Local Binary Pattern-Based Features

Four-Patch Local Binary Pattern (FPLBP). The local binary pattern (LBP) descriptor
examines each pixel in a small neighborhood of a central pixel, and assigns a binary bit
depending on whether the grayscale value is greater than or less than that of the central
pixel. The bits that represent the comparison are then concatenated to form an 8-bit
decimal number, and a histogram of these values is computed. FPLBP is an extension
to the original LBP where for each pixel in the image we consider two rings, an inner
ring of radius r1 and an outer one of radius r2 (we use 4 and 5, respectively), each
centered around a pixel [18]. T patches of size s × s (we use s = 3) are spread out
evenly on each ring. Since we have T patches along each ring then we have T/2 center
symmetric pairs. Two center symmetric patches in the inner ring are compared with two
center symmetric patches in the outer ring, each time setting one bit in each pixels code
based on which of the two pairs are more similar, and then calculate a histogram from
the resulting decimal values.

Local Difference Pattern Descriptor. We also introduce a simple modification to the
above approach which we call Local Difference Pattern. We divide the image into nxn
(3x3) windows and compute a new value for the center of each window based on the
values of its neighbors. We compute the new value as the average of the differences
between the center and all other pixels in the window (instead of computing the binary
window and converting it into its decimal value as in LBP). We tried using both absolute
and signed differences. Figure 3 illustrates this feature. Finally we compute a histogram
for these new values.

original image LBP LDP LDP-absolute difference

Fig. 3. Illustration of LBP and LDP features for a human face
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3.6 Classifiers and Feature Selection Methods

For learning the models from each of the above feature times, we applied two different
types of classifiers: Naı̈ve Bayes [11,12], and LibLinear with L2-regularized logistic re-
gression [8]. We used Correlation-based Feature Selection (CFS) [10] to reduce feature
dimensionality.

4 Results

Table 1 presents the results on the face-versus-avatar classification task for our simplest
features (the Naı̈ve features based on raw pixel values) and our simplest classifier (Naı̈ve
Bayes). All results presented here were evaluated using 10-fold cross-validation. The
best classification rate obtained in this set of experiments is 93%, when raw grayscale
pixel values concatenated into a vector are used as features. Interestingly, even much
simpler techniques give results that are significantly better than random guessing (which
would yield 50% accuracy). The 128-dimensional grayscale histograms achieve 92%

Table 1. Classification results using Naı̈ve features and Naı̈ve Bayes classifiers

Method Accuracy Precision Recall F-measure

Pixel-values 93% 93.2% 93% 93%
Histograms(256-Bins) 89% 89.8% 89% 88.9%
Histograms(128-Bins) 92% 92.3% 92.% 92%
Histograms(64-Bins) 77% 77.3% 77% 76.9%
Histograms(32-Bins) 78% 78.2% 78% 78%
Histograms(16-Bins) 75% 75.1% 75% 75%
Histograms(8-Bins) 77% 77.9% 77% 76.8%
Histograms(4-Bins) 69% 69.1% 69% 69%
Histograms(2-Bins) 52% 52.1% 52% 51.7%
Average-mean-pixel 57% 57.4% 56% 53.8%

Avg Min Max Sum Median 61% 62.9% 61% 59.5%

Table 2. Classification accuracy using different features and classifiers, with feature dimension-
ality in parentheses

Method LibLinear Naı̈ve Bayes Naı̈ve Bayes + FS

Raw pixels 100% (3750f) 93% (3750f) 98% (54f)
Histogram 60% (256f) 89% (256f) 82% (24f)

GIST 84% (960f) 88% (960f) 90% (24f)
HOG 99% (2268f) 94% (2268f) 95% (44f)

FPLBP 94% (240f) 89% (240f) 95% (26f)
SURF codebook 97% (50f) 96% (50f) 94% (22f)

LDP (absolute differences) 94% (256f) 99% (256f) 100% (61f)
LDP (differences) 96% (256f) 98% (256f) 99% (75f)

LBP 98% (256f) 95% (256f) 98% (31f)
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Fig. 4. ROC curves for the human versus avatar classification task. Top left: Naı̈ve Bayes classi-
fiers, Top right: feature selection and Naı̈ve Bayes, Bottom row: LibLinear classifiers.

Mean avatar image Mean human image Top 2000 feat. Top 1000 feat. Top 500 feat. Top 100 feat.

Fig. 5. From left: Mean face images, and positions of top features according to information gain

accuracy, but even 4-dimensional histograms achieve almost 70% accuracy. Our sim-
plest method, which encodes an image as a single dimension corresponding to its mean
pixel value, gives an accuracy of 56%.

The fact that such simple recognition tools yield surprisingly high results suggests
that there may be some unintended biases in the Avatar Captcha dataset that the classi-
fiers may be learning. These biases could probably be removed relatively easily, by for
example applying grayscale intensity and contrast normalization so that the histograms
and summary statistics of human and avatar images would be identical. Figure 5 shows
the most informative locations in the raw grayscale pixel features, and suggests that the
key differences between avatars and humans are in the cheek lines and around the eyes.
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We next tested more sophisticated techniques which may be much more difficult
to guard against. Table 2 shows results for the more sophisticated features and clas-
sifiers that we tested. Each row of the table shows a different feature type, while the
columns show results for classification using LibLinear, Naı̈ve Bayes (NB), and Naı̈ve
Bayes with feature selection (NB+FS). Perfect recognition results (100% accuracy) are
achieved by both the LibLinear classifier using raw pixel values, and the local differ-
ence pattern (LDP) descriptor using Naı̈ve Bayes with feature selection. HOG features
also produced excellent results (99% correct accuracy), while SURF and the local bi-
nary pattern variants all yielded accuracies above 95% for at least one of the classifiers.
GIST and grayscale histogram features performed relatively poorly at around 90%, but
this is still a vast improvement over the random baseline (50%). Figure 4 presents ROC
curves for the different classifiers and features.

5 Discussion and Conclusion

Our experimental results indicate that the current Avatar Captcha system is not very
secure because relatively straightforward image recognition approaches are able to cor-
rectly classify between avatar and human facial images. For example, several of our
classifiers achieve 99% accuracy on classifying a single image, which means that they
would achieve (0.99)12 = 88.6% accuracy on the 12-face classification Captcha pro-
posed in [6]. This results is actually better than the human performance on this task
(63%) reported in [6]. Our classifiers work better than baseline even on surprisingly
simple features, like summary statistics of an image. These results suggest that there
may be substantial bias in the library of face images used in the current system, and that
a new dataset without such biases would yield a much more secure system. Our work
thus highlights the difficulty of creating image-based Captcha systems that do not suffer
from easily-exploitable biases, and how to prevent such biases (and ideally to prove that
they do not exist) is a worthwhile direction for future work.
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Abstract. The study is to compare the performance of different image fusion 
techniques for the enhancement of an urban features and coastal data. The goal 
is to obtain high resolution multispectral image which combines the spectral 
characteristic of low resolution data with high the spectral resolution of the 
panchromatic image. For the data fusion, IHS (Intensity-Hue-Saturation), DWT 
(Discrete Wavelet Transformation),  PCA (Principal Component Analysis),BT 
(Brovey Transform), MT (Multiplicative Transform) and DWT-HIS. Visual and 
statistical analyses prove that the techniques present here is clearly better for 
preserving the spectral properties with improve spatial data. 

Keywords: Data fusion, multi-source, PAN. 

1 Introduction 

Most of the earth observation satellite provides a means for locating, identifying and 
mapping certain coastal zones features and assessing of spatio- temporal changes.  
The Mangalore coastal zone of is a mosaic of complex interacting ecosystems, 
exposed to dramatic changes due to natural and anthropogenic causes.Due to huge 
quantities of satellite image are available from many different earth observation sites, 
moreover thanks to a growing number of satellite sensors, the acquisition frequency 
of a same scene is permanently increasing. Furthermore, the difference in spatial 
resolution between panchromatic and the multispectral mode can be measured by the 
ratio of the ground sampling distance and vary between 1:3 and 1:5. The objective of 
the image fusion is to combine the high spatial and multispectral information to form 
a fused multispectral image that retains the spatial resolution from the high resolution 
panchromatic image and the spectral characteristics of the lower resolution 
multispectral image.   

Image fusion has been applied to digital imagery to achieve a number of 
objectives, such as: image sharpening; improve geometric correction; provide stereo-
viewing capabilities for stereophotogrammetry feature enhancement; Complement 
data sets for improved classification; detect changes using multi-temporal data; 
Substitute missing information (e.g. clouds-VIR, shadows-SAR) in one image with 
signals from another sensor image; and, replace effective data. 
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2 Test Site 

2.1 Data Source 

In this study, for the landuse/landcover change detection in coastal region have a 
practical significance studies, an image of 16 March 2008 and LISS IV image of 20 
March 2008 have been used. The data have four multispectral bands (B1: 0.45-
0.52um, B2: 0.52-0.60um; B3: 0.63-0.69um) and one panchromatic band (Pan: 0.45-
0.9um). The spatial resolution is 2.5m for the panchromatic image, while it is 5.8m 
resolution for the multispectral bands. All images are merged with panchromatic 
image with 1m ground sampling distance (GSD) using image fusion techniques. As 
we calculate the average deviation per pixel measured as digital number (DN) which 
is based on 8-bit or 16-bit range, depending on the resolution of employed imagesAs a 
test site, Mangalore city has been selected. Mangalore city is situated in the south east 
part of Karnataka state. Although the city is extended from the west to the east about 
30km, and from the north to the south about 20 km, the study area is chosen for the 
present study covers a very small portion (it is about 3.15km from the west to the east 
and about 2.15km from the north to the south). Subsets are of a coastal area at 
Mangalore area and include vegetated areas, sandy beach and water. Subsets were 
selected in order to include a variety of land use categories i.e. buildings, roads, sea, 
vegetation, grass and bare soil, delimited by multioriented edges.  

2.2 Co-registration of Images  

In this study, the intensity images of IRS P5/P6 and LISSIV have been used. 
Therefore, there is no need to apply special procedure to extract grayscale images 
from the LISSIV images. Generally, in order to perform accurate data fusion, high 
geometric accuracy between the images is needed. As a first step, the IRSP5 images 
was georeferenced to a map projection using three ground control points (GCPs) 
defined from a field survey. For transformation, a second order transformation and 
nearest neighbour resampling approach were applied and the related root mean square 
error (RMSE) was 1.06 pixels. The errors of less than 1.5m were considered as 
acceptable for further studies. 

3 Image Fusion 

The concept of image is the integration of different digital images in order to create 
new image and obtain more information that can be separately derived from any of 
them.  In this study data fusion has been performed at pixel level and the following 
techniques were applied: Each of these techniques is briefly discussed below: 

Principal Component Analysis: It is a linear orthogonal transformation that projects 
the multivariate data on a subspace spanned by the principal axes. Thus, the principal 
components are obtained by projecting the multispectral image on the principal axes 
(eigenvectors) estimated from the sample covariance matrix. In PCA based 
sharpening, the PAN image replaces the first principal component, before an inverse 
principal component transform is performed.  
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Intensity-Hue-Saturation Method: The HIS system offers the advantage that the 
separate channels outline certain colour properties, namely intensity (I), hue (H), 
Saturation (S). This specific colour space is chosen because the visual cognitive 
system of human beings tends to treat the three components as roughly orthogonal 
perceptual axes. 

Multiplicative Technique (MT): The MT is grouped under the arithmetic method 
which uses the four possible arithmetic methods (addition, subtraction, division and 
multiplication) to incorporate an intensity image into an achromatic image. The MT 
algorithm is based on the following relation  

 DNR (new) = DNR * DN PAN; DNG (new) = DNG * DNPAN; DNB (new) = DNB * DNPAN 

Brovey Transform: This is a simple numerical method used to merge different 
digital data sets. The algorithm based on a brovey transform uses a formula that 
normalises multispectral bands used for a red, green, blue colour display and 
multiplies the result by high resolution data to add the intensity or brightness 
components of the image.   

Wavelet-Based Fusion: The wavelet transform decomposes the signal based 
elementary functions so called the wavelets. By using this, an image is decomposed 
into a set of multi-resolution images with wavelet coefficient. For each level, the 
coefficients contain spatial difference between two successive resolution levels. In 
general, a wavelet based image fusion can be performed by either replacing some 
wavelet coefficients of the low-resolution image with the corresponding coefficients 
of the high-resolution image or by adding high resolution coefficient to the low 
resolution data. 

IHS and Wavelet Integrated Fusion: Combining wavelet with IHS transformation 
makes it easy to preserve the colour information, because the transformation is done 
only in one channel, while generally wavelet transform is done on three channels 
separately. 

The wavelet and IHS fusion process can be performed in the following steps: 
Transform the multi-spectral image into the IHS components (forward IHS 
transform); Apply histogram match between panchromatic image and Intensity 
component (I), and get new panchromatic image (new Pan); Decompose the 
histogram-matched panchromatic image and Intensity component (I) to wavelet 
planes respectively; Partially replace the LLP in the panchromatic decomposition with 
the LLI of the intensity decomposing resulting in LL’, LHP, HHP and HLP; Perform an 
inverse wavelet transform, and generate a new intensity; Transform the new intensity, 
together with the hue and saturation components back into RGB colour space (inverse 
IHS transform). 

4 Quality Assessment 

Quality refers to both the spatial and spectral quality of fused images. This work aims 
at the evaluation of data fusion methods applied to satellite data with pixel level 
image fusion through a set of various indicators. Beside subjective quality assessment 
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employing the human visual system (HSV) model, the successful quality measure is 
the quality assessment using mathematically defined for quantitative evaluation in 
both spatial and spectral content of the fused images. With references to the ground 
truth data discussion on fusion method and evaluation indicators help users to select 
the appropriate data fusion method to enhance the spectral and spatial resolution to 
meet the requirements of the specific application, and examine for the comparative 
evaluation for coastal zone change detection analysis in sharpening the multispectral 
images. 

4.1 Spectral Fidelity 

The basic principal of spectral fidelity is that the low spatial frequency information in 
the high resolution image should not be absorbed to the fusion image, so as to 
preserve the spectral content of original MS image. The indexes which can reflect 
fidelity of fusion image include: 

Standard Deviation: It is an important index to a weight the information of image; it 
reflects the deviation degree of values relative to the mean of image. The greater SD 
is, the more dispersible the distributing of the gray grade is in the statistical theory. 

σ   =(1/1-n Σ(MSi,j – MS mean )
2)1/2                                                   (1)                                        

Where σ is the SD, MS is the multi-spectral data, n is the bands of MS. 

4.2 Spatial Criterion 

Maximization of spatial details in terms of maximizing the correlation coefficient 
between the high frequency component of the fusion product and the original PAN 
image as in eq 
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Where n is the number of pixels, xi, yi are the grey values of homologous pixels in the 
two images (bands under comparison), and x and y are the mean grey values of both 
the images. 

The Relative Difference of Means: Relative Difference of Means between the fused 
product and the original low spatial resolution multispectral image. The value is given 
relative to the mean value of the original image. The ideal value is zero. Let F refers 
to the fused image 
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5 Evaluation Results for Image Fusion Technique 

In this work, objective image quality measures have been examined for the 
comparative evaluation of pixel-based fusion techniques used for coastal zone change 
detection analysis in sharpening the multispectral images. In order to understand the 
performance of image fusion algorithms, multiple criteria and statistical indicators 
regarding different aspects of image quality are presented for objective and 
quantitative evaluation of the fused images. ERDAS IMAGINE 9.1 software and 
algorithms have been used. With references to the ground truth data discussion on 
fusion method and evaluation indicators help users to select the appropriate data 
fusion method to enhance the spectral and spatial resolution to meet the requirements 
of the specific application, and examine for the comparative evaluation. 

     

     

Fig. 1. Results of Image Fusion (a) DWT (b) Multiplicative (c) PCA (d) BT (e) HIS (f) DWT-
IHS 

5.1 Visual Analysis 

In all of these images is possible to differentiate the beach ridges from the 
surrounding areas. Comparing to the color composites these fusion produce images, 
which are more sharpened because in all cases, the multi-spectral images have been 
fused with a high resolution image. From figure1 we can observe that BT, HIS and 
PCA techniques plays much more emphasis on the spatial information than the 
spectral information. They can achieve higher spatial results but preserve less spectral 
fidelity. The HPF and MT methods cause large spectral distortion and achieve lower 
spatial information. Unlike the BT method, the spectral quality of fused images with 
the HPF and MT method if the spectral difference between the panchromatic image 
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and the multispectral image is large. The wavelet transform+IHS method can achieve 
a very close color to the original image. It can control the trade off between the 
spectral information and the spatial structure by adjusting the wavelet decomposition 
level. However it involves complicated and time consuming frequency decomposition 
and reconstructing processing. 

5.2 Statistical Analysis 

The same (0-255) standard stretching method was applied to all these images for the 
display as shown in Table1. The mean bias is the difference between the means of the 
original image and the fused image. It is given in percentage relative to the mean of 
the original image. The idea value is zero for mean bias. The fused image with PCA 
technique shows an equivalent effect as the original image. There is a little of 
difference between them. The HIS, the general wavelet transform and the proposed 
new method produces images with a much closer mean values as the original images. 
Their average intensities are nearly equivalent. However, the brovey, the MT and the 
HPF technique produce images with lower mean value than the original image. These 
images look darker. 

The standard deviation of the difference globally indicates the level of error at any 
pixel. It is given in percentage relative to the mean of the original image. The idea 
value is zero for SDD. The SDD of the proposal new method is the lowest among all 
the fusion methods, and then HPF technique. Other methods have higher SDD, 
especially the HIS method. 

The correlation coefficient of two images is often used to indicate their degree of 
correlation. If the correlation coefficient of two images approaches one, their 
correlation is very strong. The correlation coefficient between the fused image with 
the HPF technique and the original images are the highest. The lowest correlation 
coefficient exist in the BT, the PCA and the HIS techniques. The correlation 
 

Table 1. Statistical Assessment result of different Image fusion methods 

Index Band TM                Method 

BT MT HIS PCA Wavelet DWT+IHS 

 

Mean 
Bias 

R 0.00 39.43 58.60 -1.11 -0.02 -2.20 0.22 

G 0.00 38.12 52.78 -2.40 -.0002 7.74 2.20 

B 0.00 38.92 53.20 -1.84 -0.007 1.77 2.59 

 

Standard 
deviation 

R 0.00 38.10 26.49 46.97 47.97 25.08 17.47 

G 0.00 35.18 21.19 46.61 38.83 21.53 16.89 

B 0.00 37.66 23.86 48.33 43.86 25.27 17.56 

 

CC 

R 1.00 0.47 0.88 0.50 0.30 0.83 0.91 

G 1.00 0.34 0.85 0.40 0.42 0.82 0.88 

B 1.00 0.41 0.87 0.46 0.41 0.81 0.90 
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coefficient reflects the consistency of the change tendency of the corresponding pixel 
DN value in two images. The HPF technique has a good consistency regarding to the 
change tendency. However, its mean bias is much higher. 

6 Conclusion 

To reduce the colour distortion and improve the fusion quality, an simple spectral 
preserve fusion approach based on IHS and wavelet integrated is presented. This 
approach utilizes the HIS transform to fuse high-resolution spatial information into 
the low-resolution multispectral images, and uses the wavelet transform to reduce the 
colour distortion, in the way of generating a new high-resolution panchromatic image 
that highly correlates to the intensity image of the IHS transform. The fusion results 
are compared with this conventional exsisitnig technique by statistical analysis. The 
results demonstrate that the new technique proposed in this paper does significantly 
reduce the colour distortion and gains a higher spatial detail comparing to the 
conventional methods. 

A final validation of fusion techniques shows that there is no superior method. 
Instead the best technique has to be chosen on a case by case. 
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Abstract. In this paper, we introduce an image segmentation framework which 
applies automatic threshoding selection using fuzzy set theory and fuzzy 
density model. With the use of different types of fuzzy membership function, 
the proposed segmentation method in the framework is applicable for images of 
unimodal, bimodal and multimodal histograms. The advantages of the method 
are as follows: (1) the threshoding value is automatically retrieved thus requires 
no prior knowledge of the image; (2) it is not based on the minimization of a 
criterion function therefore is suitable for image intensity values distributed 
gradually, for example, medical images; (3) it overcomes the problem of local 
minima in the conventional methods. The experimental results have 
demonstrated desired performance and effectiveness of the proposed approach. 

 
Keywords: Segmentation, Histogram thresholding, Fuzzy density. 

1 Introduction  

Image segmentation is an indispensable preprocessing task in most image processing, 
recognition and analysis applications. As the most intuitive and least computation-
intensive approach, segmentation methods using global threshoding separate objects 
and background pixels into non-overlapping regions [1]. The key of applying this type 
of method is to find an appropriate threshold. Gray level of the pixels under or higher 
than this value are assigned respectively into two different groups [2]. 

Most previous works on various thresholding techniques are good at particular 
kinds of images. Otsu’s method [3] automatically perform histogram shape-based 
image thresholding. Some previous works are based on information theorem which 
suggests that entropy is a measure of the uncertainty of an event [4], [5]. In these 
methods, rather than maximizing the inter-class variance, the inter-class entropy is 
maximized in order to find the optimal thresholds. 

Fuzzy set theory is suitable to be applied on image thresholding to partition the 
image into meaningful regions. The nature of the fuzziness in image arises from the 
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uncertainty present and provides a new tool for image segmentation [6] – [12]. Fuzzy 
clustering is an important application of the theory and becomes popular in the recent 
decades [14] – [16]. To apply fuzzy set theory on quick image segmentation, several 
researchers have investigated fuzzy based thresholding techniques. Li et al. [6] 
combined the fuzzy set theory and information theorem to develop a criterion of 
maximum fuzzy entropy to obtain the threshold. Chaira and Ray [7] [8] applied four 
types of methods, i.e. fuzzy divergence proposed in [7], linear and quadratic indices 
of fuzziness, fuzzy compactness and fuzzy similarity. This type of method minimizes 
the fuzzy divergence or the separation between the actual and the ideal thresholded 
image. In [9] [10], Tobias et.al introduced a method based on criterion of similarity 
between gray levels instead of using a criterion function to be minimized with the use 
of Zadeh’s S-function. Lopes et.al [11] further developed this method to make it  
fully automatic through a statistical approach with image equalization. Further 
improvement by Prasad et.al [12] uses π－function instead of S-function to produce 
more accurate and reliable results compared to the algorithm proposed in [10], the π function is chosen as one standard deviation of the arithmetic mean to locate the 
intensities of the misclassification regions. Huang et.al [13] further improved Tobias’ 
algorithm by fixing boundary value on medical images.  

In this paper, we propose an automatic image thresholding method based on fuzzy 
set theory, i.e. fuzzy density model. The framework with the use of this method 
applies different types of fuzzy membership function to be suitable for images of 
unimodal, bimodal and multimodal histograms. 

2 Fuzziness and Fuzzy Density in Image 

2.1 Fuzzy Set Theory 

On the basis of the principles of uncertainty, ambiguity and vagueness, Zadeh 
introduced the fuzzy set theory in 1965 [17]. A fuzzy set is a class of objects with a 
continuum of grades of membership.  

Let us assume X be a space of points, this is also called the universe. In X, its 
elements are denoted as x, that is,  = , , … , , 0.0 1.0. A fuzzy 
set A in X is formally defined as  

 = , ( ) ,   , = 1,2 ,       (1) 
 

where (. ) is termed as the characteristic or membership function of the elements in 
the set. 

In a fuzzy set, the membership function functions can be viewed as mappings of 
diverse human choices to an interval [0,1]. Thus, a fuzzy set is a more generalized set 
where the membership values lie between 0 and 1.There are a numerous membership 
functions described in the literature as monotonic and non-monotonic families [18]. 
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2.2 Fuzzy Density Model 

The mass density or density of a material is defined as its mass per unit volume. In 
[19], Wang introduced the neighborhood counting, a general methodology for 
devising similarity functions (NCM) used in the framework of kNN algorithm, to find 
the nearest neighbors. To introduce this concept, here we first consider an example. 
Fig. 1a and Fig. 1b show a 2D data space along with some data points respectively. 
To simplify, let us assume these points are all on average distribution, that is, at a 
same radius of r (we use circle for its boundary here, see Fig. 1a and Fig. 1b), the 
centroids of these points are at the same coordinate but with different distance to its 
centroid. In this case, although these points both have the same centroid, but in fuzzy 
density model we say Fig. 1a has a high density in its fuzzy region. We could describe 
this character with the help of fuzzy membership function, that is, a closer distance to 
the centroid would get a higher fuzzy value so its fuzzy average would also be higher.  
It is intuitively sensible that the higher this value, the more similar these points are. 
When the radius become larger, that is, R > r (see Fig. 1a), there are no effect that we 
assume no more point is at the region between r and R. It is obvious that a small 
region would have a high value of fuzzy density under the same situation. To quantify 
this intuition, we could use the Euclidean distance (see Fig. 1). 

 

Fig. 1. An example of fuzzy density model. (a) has a higher fuzzy density in the same region at 
the radius of r than it in (b).  

 

Fig. 2. S-membership function. a, b, c are the three control points and  is membership value. 

   (a) (b) 
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Using the notion of fuzzy density model, we now state the above intuition 
formally. Let U be a data space, and fdm(r,p) be the function to calculate the fuzzy 
density, where r denotes the region and p is the points within this region of boundary. 
The higher the fdm(r,p), the more similar these points are. When taking image into 
account, in a simple manner, the gray scale is divided into two parts by a selected 
value X. X is the boundary to both parts and we could get two regions at the same 
time, i.e. [Min,X], [X,Max], where Min, Max denotes the minimum and maximum 
gray scale respectively. Pixels under this partition are these points in p. We could use 
gray level to express the distance of pixels. As a whole, we calculate fdm(r,p) at the 
selected value of X to choose a proper threshold. 

Although there are many other membership functions, in this work, we use three 
different types of formula to calculate the membership function according to the 
distance in its fuzzy density region. 

a). Zadeh’s S-membership function [10] 
Such a function is defined as 

( ) = ( , , , ) = 0 ,2 ( )/( ) ,  1 2 ( )/( )  ,1,     (2) 

where a, b, and c, are the three parameters as shown in Fig.2. b denotes the crossover 
point and could be any value between a and c. Here we define b by b = (a+c)/2 with ( ) = 0.5. For a = Xmin, c = Xmax, the membership function plot is shown in 
Fig.2 for a normalized set. 

b). Gamma membership function [7] 
The general formula for the probability density function of the Gamma distribution 

is: f(x) = ( µ )  ( µ )( ) , x µ, γ, β 0  (3) 

where   is the shape parameter,  is the location parameter, is the scale parameter 
and Γ is the Gamma function. 

when 0, = 1, = 1, the Gamma distribution takes the form µ(x) = exp( c · |x µ|)    (4) 

It may be pointed out that in the membership function, the constant ‘c’ has been taken 
to ensure membership value of the gray level feasible in the range [0,1] and would 
explain how to chose in the following section. 

c). Gaussian membership function [18] µ(x) = exp ( ) , m = mean   (5) 

3 Threshold Selection Method 

We introduce the key idea in section 2, that is, by combining fuzzy set theory we 
could use fuzzy density model to calculate the character of image which can is 
illustrated in Fig.3 as below. 
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The histogram consists by two groups of pixels, dark part and light part. The target 
is to split the image histogram into two crisp subsets, namely, object subset O and 
background subset B, ∪ = . Firstly, we get two initial fuzzy subsets, denoted by 
L and R, are associated with initial histogram intervals located at the beginning and 
the end regions of the histogram, i.e. [Xmin,Xl], [Xr,Xmax], and we assume there are 
both enough initial points that the two parts contain. For bright objects   ,

, for dark objects  ,  . The place between [Xl,Xr] is called fuzzy region. 
In order to get a proper threshold value, we continuously choose gray level in [Xl,Xr], 
Xi denotes. Every time we calculate the fuzzy density of [Xl,Xi],[Xi,Xr] respectively, 
then a comparison between them is made as described in Equation (6): ( , ) ( , ) ,   ( , ) ( , ) ,     (6) 

Note that in the proposed framework the fuzzy density model is used, where a fuzzy 
set with a high value of fuzzy density indicates its elements is much closer, or similar. 
And with its region get large, its value would become low normally (see Fig.3). 

 

Fig. 3. Base idea of the fuzzy density model thresholding method. Xmin, Xmax denotes the 
minimum and maximum gray level that has pixels in the histogram of the image respectively. 

Since the key of the proposed classification method is the comparison of fuzzy 
density value, normalization to the L or R region is needed. We take the trivial 
method proposed in [9] by first computing the initial subsets L or R to get a 
normalization factor  according to formula listed below and then normalize the value 
at every round, take L region that needed be normalized as example: = ( )( )     (7) 

A way to calculate the fdm(r,p) is by making a little change to the index of fuzziness 
[18]. The index of fuzziness is defined as: ( ) =  . ( , )     (8) 

where ( , ) denotes the distance between image  and its nearest ordinary image . 
There are two types of indices of fuzziness:(a) linear and (b) quadratic. These are 

defined as: 
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1, If k = 1, d becomes the Hamming distance, the linear index of fuzziness may be 
rewritten as: ( ) =  ∑ | ( ) ( )|        (9) 

 

2, If k =2, d becomes the Euclidean distance, then the quadratic index of fuzziness 
is defined as: 

     ( ) =  ∑ | ( ) ( )|   (10) 

We take the centroid of pixels in each region to be the origin of . So the closer 
points to centroid would get a higher value in each membership function thus making 
more contribution to its fuzzy density value. 

This is the basic idea of the approach. The concept presented above sounds 
attractive but has some limitations concerning the initialization of the seed subsets 
thus it sometimes needs manually operations to select initial boundary. More general, 
it runs not well in low contrast images. The work proposed in [11] overcomes a 
similar problem in [10] by a procedure with statistical parameters P1 and P2. In fact, 
the initial subsets are defined automatically and they are large enough to 
accommodate a minimum number of pixels defined at the beginning of the process. 
The minimum number of pixels of each set i.e. object or background depends on the 
shape of the histogram and it is a function of the number of pixels in the gray level 
intervals [0,127] and [128,255]. 

( ) = ∑ ( ) ( ) ( )   (11) 

where 1 0,1  and ( ) denotes number of occurrences at gray level . If 1 is 
too high, the fuzzy region between the initial intervals will be small and the values are 
gray levels for thresholds are limited, on the other hand if the 1 is too low the initial 
subsets are not representative and the method does not converge. For low contrast 
images, popular histogram equalization is performed to bring minimum number of 
pixels into the region with poor number of pixels. If the number of pixels belonging to 
either side of the histogram from the intensity 128 is smaller than = 2 , 
where 0.1  and M * N are the total number of pixels in the image, then 
histogram equalization is recommended. Finally the 1 and 2 are estimated as 
39.64% with standard deviation 13.37% and 20% with standard deviation 14.30% 
respectively. 

Now the whole approach can be summarized in the following algorithm: 

Let B,W describe individually the Background and Object. 

Assume that Object is the white region. 

Input: An image 

Output: Thresholding Value 

Preliminary Step: 

1, Determine if image needs to equalization through P2 

2, Calculate the initial region boundary Xl,Xr through P1 

3, Get the normalization factor  

Basic Step: 
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for i =  (Xl + 1) 

 compute LEFT =

 compute RIGHT 

 if LEFT *  is

  Set Xi 

 else  

  Set Xi 

 end 

end 
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image is required and not based on the minimization of a criterion function thus good 
at coping some kinds of images with gray level distributed gradually in illumination. 
Comparative experimental results suggest that the proposed method is suitable some 
medical image segmentation tasks. It is also applicable for real-time applications 
owing to the its less computation-intensiveness.  
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Abstract. Subjectivity and sentiment analysis (SSA) has recently gained consid-
erable attention, but most of the resources and systems built so far are tailored to
English and other Indo-European languages. The need for designing systems for
other languages is increasing, especially as blogging and micro-blogging web-
sites become popular throughout the world. This paper surveys different tech-
niques for SSA for Arabic. After a brief synopsis about Arabic, we describe the
main existing techniques and test corpora for Arabic SSA that have been intro-
duced in the literature.

1 Introduction

The web has become a read-write platform where users are no longer strictly consumers
of information but also producers. User-generated content, in the form of unstructured
free text, is becoming an integral part of the web mainly because of the dramatic
increase of social network sites, video sharing sites, online news, online reviews sites,
online forums and blogs. Because of this proliferation of user-generated content, Web
content mining is gaining considerable attention due to its importance for many busi-
nesses, governmental agencies and institutions. Subjectivity and sentiment analysis
(SSA) is an important sub-area of Web content mining.

In natural language, subjectivity refers to aspects of language used to express opin-
ions, feelings, evaluations, and speculations [14], including sentiment. The process of
subjectivity classification refers to the task of classifying texts as either objective (e.g.,
The new iPad was released) or subjective (e.g., The new iPad is cool). Subjective text
can further be classified by its sentiment and polarity. For sentiment classification, the
task consists of identifying whether a subjective text is positive (e.g., Egyptians in-
spired the world with their revolution!), negative (e.g., The bloodbaths in Syria are
horrifying!), neutral (e.g., Obama may sign the bill), or mixed (e.g., The iPad is cool,
but way too expensive). These various types of SSA are gaining increasing attention
because they provide an automated way to summarize vast quanitities of text (including
reviewers, blogs, Twitter feeds, etc.) into the opinions that they express. This data is of
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use to businesses and institutions who want to monitor feelings about their products and
services. Private citizens can also benefit from this information to be able to compare
sentiments about competing products, for example. Following a considerable body of
related literature, we will henceforth use the terms subjectivity and sentiment analysis
and sentiment analysis interchangeably.

Sentiment analysis can thus be viewed as a classification process that aims to deter-
mine whether a certain document or text was written to express a positive or a negative
opinion about a certain object (e.g., a topic, product, or person). This process regards
each document as a basic information unit. The process has been referred to as ‘doc-
ument level-sentiment classification’ where the document is seen as an opinionated
artifact. The more fine-grained problem of identifying the sentiment of every sentence
has also been studied [30]. Sentiment analysis is typically performed using one of two
basic approaches: rule-based classifiers, in which rules derived from linguistic study
of a language are applied to sentiment analysis [15, 16, 18, 24], and machine learning
classifiers in which statistical machine learning algorithms are used to learn signals of
sentiment automatically [2, 26, 27, 30, 33, 34].

Currently, most of the systems built for sentiment analysis are tailored for the English
language [26,30], but there has been some work on other languages. This paper reviews
efforts to build SSA systems for Arabic, a Semitic language. After a brief discussion of
the properties of Arabic in Section 2, we review resources and test corpora for Arabic
in Section 3. Section 4 then reviews various approaches that have been employed for
Arabic SSA.

2 Arabic

As the official language of 22 countries, Arabic is spoken by more than 300 million
people, and is the fastest-growing language on the web (with an annual growth rate
of 2,501.2% in the number of Internet users as of 2010, compared to 1,825.8% for
Russian, 1,478.7% for Chinese and 301.4% for English) [1]. There are about 65 million
Arabic-speaking users online, or about 18.8% of the global Internet population [1].

Arabic is a Semitic language [35] and consists of many different regional dialects.
While these dialects are true native language forms, they are typically used only in
informal daily communication and are not standarized or taught in schools [22]. There
is one formal written standard that is commonly used in written media and education
throughout the Arab world called Modern Standard Arabic (MSA). There is a large
degree of difference between MSA and most Arabic dialects, and, interestingly, MSA
is not actually the native language of any Arabic country or group. MSA is syntactically,
morphologically, and phonologically based on Classical Arabic (CA) [22], which is the
language of the Qur’an (Islam’s Holy Book).

Arabic has a very rich inflectional system and is considered one of the richest lan-
guages in terms of morphology [23]. Arabic sentential forms are divided into two types,
nominal and verbal constructions [21]. In the verbal domain, Arabic has two word order
patterns (i.e., Subject-Verb-Object and Verb-Subject-Object). In the nominal domain, a
normal pattern would consist of two consecutive words, a noun (i.e., subject) then an
adjective (subject descriptor).
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3 Corpora and Lexicons

The availability of annotated corpora for training and testing is very important to enable
progress on sentiment recognition systems. Collecting this data (and particularly the
annotations) can be very labor-intensive. Fortunately, a number of research groups have
developed and released Arabic sentiment analysis corpora, and we review this work
here.

AWATIF is a multi-genre, multi-dialect corpus for Arabic SSA built by Abdul-
Mageed and Diab [4, 7]. AWATIF is extracted from three different resources: the Penn
Arabic Treebank (PATB), which is an existing collection of news wire stories in differ-
ent domains (e.g. sports, politics, finance, etc.), Wikipedia user talk pages covering a
variety of topics, and conversation threads from web forums on seven different sites. In
annotating the corpus they used two different procedures, one that used untrained anno-
tators via crowd sourcing technologies to give a coarse sentiment label (positive, nega-
tive, or neutral) to each sentence, and then one that used annotators trained with some
linguistic background to label each sentence. The authors also manually created an ad-
jective polarity lexicon, giving coarse labels (again positive, negative or neutral) to each
of nearly 4,000 Arabic adjectives. In a related work, Abdul-Mageed and Diab [5] use
a machine translation procedure to translate available English lexicons (e.g., from [20]
and [9]) into Arabic. They retrieve 229,452 entries, including expressions commonly
used in social media.

Opinion corpus for Arabic (OCA) is a corpus of text from movie review sites by
Rushdi-Saleh et al. [34], and includes a parallel English version called EVOCA. The
corpus consists of 500 reviews, half negative and half positive. The raw reviews con-
tained a number of challenges which the authors attempted to fix manually, including
filtering out spurious and unrelated comments, romanization of Arabic, multi-language
reviews, differing spellings of proper names, and movie reviews that were more opin-
ions of the cultural and political themes of a movie than the film itself. (As an example
of the latter issue, the movie “Antichrist” has a rating of 6.7 in IMDB but a rating of 1 in
the reviews on the Arabic blog.) OCA and EVOCA performed standard pre-processing
on the corpus, including correcting spelling mistakes and deleting special characters,
and also have made available unigram, bigram, and trigrams for the dataset.

MPQA subjective lexicon & Arabic opinion holder corpus: Another corpus for
Arabic opinion holder and subjectivity lexicon is proposed by Elaranoty et al. [18],
who created an Arabic news corpus. They crawled 150 MB of Arabic news and man-
ually annotated 1 MB of the corpus for opinion holder. The opinion holder corpus was
annotated by three different people. Any conflict emerging because of different anno-
tations was solved using majority voting. For preprocessing the corpus, the Research
and Development International (RDI) tool (http://www.rdi-eg.com) was used to han-
dle the morphological analysis of Arabic sentences and assign parts of speech (POS)
tags. Finally, semantic analysis of the words were done. Arabic Named Entity Recogni-
tion (ANER) [3] was used for extracting names from documents. The proposed Arabic
subjectivity lexicon contains strong as well as weak subjective clues by manually trans-
lating the MPQA lexicon [37].

An Arabic Lexicon for Business Reviews was proposed by Elhawary and Elfeky
[19]. Elhawary and Elfeky [19] used the similarity graph to build an Arabic lexicon.
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The similarity graph is a type of graph where the two words or phrases have an edge if
they are similar on polarity or meaning. The weight of the edge represents the degree
of similarity between two nodes. Usually, this graph is built in an unsupervised manner
based on lexical co-occurrences from large Web corpora. Here, the researchers initially
used a small set of seeds and then performed label propagation on an Arabic similarity
graph. For building the Arabic similarity graph, a list of seeds for positive, negative and
neutral are used. The Arabic lexicon created from the similarity graph consists of two
columns where the first column is the word or phrase and the second column represent
the score of the word which is the sum of the scores of all edges connected to this node
(word/phrase). They applied filtering rules to avoid both the sparseness of the data and
garbage nodes. Garbage nodes caused the top 200 positive words to be non-positive.
They removed nodes with a high number of weighted edges and kept the 25 top ranked
synonyms of the word. The top 25 synonyms of positive words are 90% positive. This
ratio became 50-60% when considering all synonyms. The sentiment of the review is
computed based on the sentiment of the sentences. That is, sentence boundary detection
is used, and negation is also used, to flip the sentiment score from positive to negative
and vice versa. There are around 20 Arabic words for negation. Sentences greater than
120 character are ignored. The results show that the created Arabic lexicon has high
precision but has low recall.

Another subjectivity lexicon is proposed by El-Halees [17]. This lexicon is built
manually based on two resources, the SentiStrength project and an online dictionary.
They translated the English list from SentiStrength project and then manually filtered
it. Common Arabic words were added to the lexicon.

4 Subjectivity and Sentiment Analysis Systems and Methods for
Arabic

We now turn to reviewing the different methods for Arabic subjectivity and senti-
ment analysis that have been proposed in the literature. First, we describe language-
independent feature selection/extraction methods applied to Arabic. Then, we discuss
the systems employing standard IR methods (e.g., TF*IDF) and hybrid classifiers. Fi-
nally, we discuss systems employing Arabic-specific features and those tailored for
extracting opinion holders.

4.1 Language-Independent Feature Selection and Extraction

One way of building sentiment analyses for languages other than English or build-
ing systems that work for multiple languages is to extract and select features that do
not depend on the language itself. Different approaches have been followed to select
and extract these features, including: (1) Entropy Weighted Genetic algorithms [2], (2)
Feature Subsumption [38], (3) Local grammar-based methods [11, 12], (4) Positional
features [32] and (5) Common seeds word methods [25]. Among these methods, we
are aware of only two that have been applied to Arabic: entropy weighted genetic algo-
rithms and local grammar methods.
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Abbasi et al. [2] used genetic algorithms to select language features for both Arabic
and English. Genetic Algorithms (GA) are a general class of techniques that apply
the concept of evolution to general optimization problems. Entropy Weighted Genetic
Algorithms (EWGA) combine genetic algorithms with information gain (IG) to perform
the feature selection. In particular, IG is used to select the initial set of features for the
initial stage of the GA, and is also applied during the cross-over and mutation stages.
EWGA is applied to select features for sentiment analysis in a corpus of Web forum data
containing multiple languages [2]. They used two types of features, stylistic features and
lexical features. They avoided semantic features because they are language dependent
and need lexicon resources, while the limitation of their data prevent using of linking
features.

The paper evaluates the proposed system on a benchmark testbed consisting of 1000
positive and 1000 negative movie reviews. Their system that uses feature selection out-
performs several previous systems [28, 29, 31, 36]. Using this system, they achieved an
accuracy rate of 91% while other systems achieved accuracy rates between 87-90% on
the movie review data set. They were also able to achieve 92% accuracy on Middle
Eastern forums and 90% on US forums using the EWGA feature selection method.

Use of Local Grammar is another method that can be used to extract sentiment fea-
tures [11]. Ahmed et al. [12, 13] applied this approach to documents from the financial
news domain. They identified domain-specific key words by looking for words that oc-
curred often in a corpus of financial news but relatively infrequently in a general corpus.
Using the context around these words they built a local grammar to extract sentiment-
bearing phrases. They applied their approach to Arabic, English and Chinese. They
evaluated the system manually and achieved accuracy rates between 60-75% for ex-
tracting the sentiment bearing phrases. Importantly, the proposed system could be used
to extract the sentiment phrases in financial domain for any language.

4.2 Standard IR and Hybrid Classifiers

Here we describe systems employing standard IR methods (e.g., TF*IDF) and hybrid
classifiers.

The work of Rushdi et al. [33, 34] builds machine learning classifiers using both
the OCA and EVOCA corpora. They use both Support Vector Machines (SVMs) and
Naive Bayes (NB) classifiers, reporting 90% F-measure on OCA and 86.9% on EVOCA
using SVMs. They show that SVMs outperform the NB classifier, which is common
in text classification tasks. Results also show that there is no difference between using
term frequency (tf) and the slightly more complicated term frequency-inverse document
frequency (tf-idf) as weighting schemes. Experiments also show that stemming words
before feature extraction and classification nearly always degrades the results.

Elhawary and Elfeky [19] present a system for sentiment analysis on Arabic business
reviews, with the specific goal of building a web search engine that would automatically
annotate returned pages with sentiment scores. The system has several components.
The first component classifies whether an Internet page is a review or not. For this
component, they extend an in-house multi-label classifier to work for Arabic such that
its task is to assign a tag from the set {review, forum, blog, news, shopping store} to a
document. To build an Arabic review classifier data set, 2000 URLs were collected and
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more than 40% of them were found to be reviews through manual labeling. This data set
was collected by searching the web using keywords that usually exist in reviews (such as
“the camera is very bad”). The authors translated the lists of keywords collected and add
to them a list of Arabic keywords that usually appear in opinionated Arabic text. The
final list contained 1500 features and was used to build an AdaBoost classifier, using
80% of the data for training and the rest for testing. After a document is classified as
belonging to the Arabic review class or not, a second component of the system analyzes
the document for its sentiment. They build an Arabic lexicon based on a similarity
graph for use with the sentiment component. The final component of the system is
designed to provide the search engine with an estimate of the sentiment score assigned
to a document during the search.

A combined classification approach is proposed by El-Halees [17] for document
level sentiment classification. He applied different classifiers in a sequential manner.
A lexicon-based classifier is first used to estimate the sentiment of a document based
on an aggregation of all the opinion words and phrases in the document. However,
because some documents lack enough opinion words to use this lexicon-based classi-
fier, a second phase uses a maximum entropy classifier. All classified documents from
first classifier are used as the training set for this maximum entropy classifier, which is
then used to compute the probability that a given document belongs to a certain senti-
ment class. In particular, if the probability is greater than a threshold of 0.75, then the
document is assigned a class, and otherwise the document is passed to the next stage.
The final stage is a k-nearest neighbors (KNN) classifier that finds the nearest neigh-
bors for the unannotated document using the training set coming from the previous two
classifiers.

The corpus used for evaluation consisted of 1134 documents collected from differ-
ent domains (e.g., education, politics, and sports), with 635 positive documents (with
4375 positive sentences) and 508 negative documents (with 4118 negative sentences).
Preprocessing is applied to filter HTML tags and non-textual contents are removed.
Alphabets are normalized and some misspelled words are corrected. Sentences are to-
kenized, stop words are removed, and an Arabic light stemmer is used for stemming
the words, and TF-IDF is used for term weighting. The paper reports an f-measure of
81.70% averaged over all domains for positive documents and 78.09% F-measure for
negative documents. The best F-measure is obtained in the education domain (85.57%
for the positive class and 82.86% for the negative class).

4.3 Arabic-Specific, Social Media, and Genre-Specific Features

Other techniques use the linguistic features of Arabic in order to perform sentiment
analysis, by analyzing the grammatical structure of Arabic [21] and Arabic-specific
morphological features [4, 6–8].

Farra et al. [21] proposed Arabic sentence-level sentiment classification, considering
two different approaches: a grammatical approach and a semantic approach. The gram-
matical approach is based on Arabic grammatical structure and combines the verbal
and nominal sentence structures in one general form based on the idea of actor/action.
In this approach, the subjects in verbal and nominal sentences are actors and verbs are
actions. They manually label action and actor tags in sentences and used these tags
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as features. Their feature vector constitutes the following dimensions: sentence type
(verbal or nominal), actor, action, object, adjective, type of pronoun and noun, transi-
tion (the type of word linking the current sentence with the previous sentence), word
polarity (positive, negative, neutral) and sentence class.

The second approach proposed by Farra et al. [21] combined syntactic and semantic
features by extracting some features like the frequency of positive, negative, and neu-
tral words, the frequency of special characters (e.g., “!”), the frequency of emphasis
words (e.g., “really” and “especially”), the frequency of conclusive and contradiction
words, etc. For extracting the semantics of the words, the paper builds a semantic in-
teractive learning dictionary which stores the semantic polarity of word roots extracted
by stemmer. The system asks the user for the polarity of a word if it has not yet been
learned.

For evaluation of the grammatical approach, only 29 sentences are annotated manu-
ally with part-of-speech tags. They report 89.3% accuracy using an SVM classifier with
10-fold cross validation. Sentences from 44 random documents are used for evaluating
the semantic and syntactic approach using a J48 decision tree classifier. They report
80% accuracy when the semantic orientation of the words extracted and assigned man-
ually is used, and 62% when the dictionary is used. They also classified the documents
by using all sentence features and chunking the document into different parts, report-
ing 87% accuracy with an SVM classifier when documents divided into 4 chunks and
neutral class excluded.

Abdul-Mageed et al. [4, 6–8] created sentence-level annotated Arabic corpora and
built subjectivity and sentiment analysis systems exploiting them. In their systems these
authors use various types of features, including language independent features, Arabic-
specific morphological features, and genre-specific features. In [6,8], they classify MSA
news data at the sentence level for both subjectivity and sentiment. They use a two-stage
SVM classifier, where a subjectivity classifier is first used to separate subjective from
objective sentence. In a second stage, subjective sentences are classified into positive
and negative cases, with an assumption that neutral sentences will be treated in a future
system. These authors make use of both language-independent and Arabic-specific fea-
tures. The language independent features include a feature indicating the domain of the
document (e.g., politics, sports) from which a sentence is derived, a unique feature where
all words occuring less than four times are replaced by the token “UNIQUE”, N-gram
features including all N-grams of frequency less than 4, and an adjective feature for
adjectives indicating the occurrence of a polarized adjective based on a pre-developed
polarity lexicon of 3982 entries. Classification accuracy of 95.52% are reported. The
results showed that the adjective feature is very important, as it improved the accuracy
by more than 20% and the unique and domain features are also helpful.

Other work by Abdul-Mageed et al. [10] presents SAMAR, an SVM-based system
for Subjectivity and Sentiment Analysis (SSA) for Arabic social media genres. They
tackle a number of research questions, including how to best represent lexical infor-
mation, whether standard features are useful, how to treat Arabic dialects, and whether
genre specific features have a measurable impact on performance. The authors exploit
data from four social media genres: Wikipedia Talk Pages, Web forums, chat, and Twit-
ter tweets. The corpus includes data in both Modern Standard Arabic and dialectal
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Arabic. These authors break down their data into 80% training, 10% development, and
10% testing and exploit standard SSA features (e.g., the “unique” feature, a wide cover-
age polarity lexicon), social and genre features (e.g., the gender of a user), and a binary
feature indicating whether a sentence is in MSA or dialectal Arabic. They are able to
significantly beat their majority class baselines with most data sets. The results suggest
that they need individualized solutions for each domain and task, but that lemmatization
is a feature in all the best approaches.

Table 1 summarizes the SSA systems which are described above.

Table 1. Summary of different Arabic SSA systems

SSA
System Type Features level Corpus Advantages Disadvantages

[2] ML Stylistic +
LF

Doc Movie
reviews,
web
forums

– Language independence
– Effective feature selection

– High computational cost

[12, 13] NC domain-
specific
lexical
features

Phr Financial
news

– Simple method
– Language independence

– No sentiment classification
(only phrase extraction)

[33, 34] ML LF Doc Web
reviews

– Simple features
– Introduces OCA corpus

– No Arabic-specific features

[19] ML LF Doc Business
reviews

– Builds large-scale lexicon
– Computes soft sentiment score
(in addition to hard classification)

– No Arabic-specific features

[17] LC+
ML

LF Doc Multi-
domain

– Combines lexical and ML
– Multi-domain

– No Arabic-specific features

[21] ML Syntactic &
LF

Sen+
Doc

News – Combines LF & syntactic – Evaluated on small dataset

[4, 6–8] ML LF,
syntactic &
genre-
specific,
social media
features

Sen News,
social
media

– Combines language-independent
and Arabic-specific features
– Incorporates dialectal Arabic
– Employs a wide-coverage
polarity lexicon

–Some genre and social media
features are costly to acquire

Legend
Classification types: ML=Machine Learning, CL=Rule or lexicon-based classifiers, NC=No classification.
Features: LF=Lexical features.
SSA level: Doc=Document-level, Phr=Phrase-level, Sen=Sentence-level classification.

4.4 Opinion Holder Extraction

Different approaches for extracting the opinion holder in Arabic are proposed in [18].
Their approach is based on both pattern matching and machine learning. They extract
three different types of opinion holders. The first type of opinion holder is opinion
holder for speech events, which is defined as a subjective statement said directly by
someone or claimed to be said by someone. In this way, they combine the direct speech
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event and indirect speech event in this type. The second type of opinion holder is de-
fined as related to an opinion holder that expresses sentiment towards certain opinion
subject. The third type is defined as related to expressive subjective elements (e.g.,
emotions, sarcasm) expressed implicitly. Definitely the third type is the hardest type to
extract because it depends on the meaning of the words rather than the structures. The
first approach used in [18] to extract opinion holders is based on pattern matching. They
manually extract 43 patterns where the morphological inflections of the words are ne-
glected. Examples of these patterns are “And <holder> expressed his objection about
....”, or “And adds <holder>....” A pattern-based opinion holder classifier is built using
the extracted patterns. The following rule to extracting an opinion holder is followed:
the opinion holder is retrieved if it contains a subjective statement or a named entity and
it contains a statement that is classified as objective or subjective using a high-precision
classifier.

While the first approach is based on pattern matching, the second and third ap-
proaches are based on machine learning. The authors formulate the opinion holder
problem as a classification problem where each word in the corpus is classified as
“Begining of a holder (B-holder)”, “Inside a holder (I-holder)” or “Non holder”. A
conditional random field (CRF) probabilistic discriminative model is used for classifi-
cation. The authors build the CRF classifier based on a set of lexical, morphological,
and semantic features. Pattern matching is used as a source for additional features for
training the classifier in the third approach. Syntactic features are not used because of
a lack of a robust general Arabic parser. The lexical features used are the focus word
itself and window of size 3 around it (i.e., previous and next three words). The second
type of features, i.e., semantic field features, are generated by grouping the semantically
related words and giving them the same probability. In that way the handling of a miss-
ing word of the group in training data will not affect the performance if any word of
the group appeared in the test data. The third feature type used is POS Tags generated
by the RDI morphological analyzer. The set of tags generated by the RDI analyzer is
reduced to a small set of tags and this small set are used as features. In addition, base
phrase chunk and named entity recognition features are used. Finally, a feature based on
pattern matching is used such that it is detected whether any word is part of the patterns
extracted manually in the first approach or not.

Experimental results on the Arabic Opining Holder corpus show that machine learn-
ing approaches based on CRF achieve better results than the pattern matching approach.
The authors report 85.52% precision, 39.49% recall, and 54.03% F-measure. Authors
justify the performance degradation of the system by stating that it is due to the lower
performance of Arabic NLP tools compared to those of English as well as the absence
of a lexical parser.

5 Conclusion

To conclude, we surveyed the different methods for building subjectivity and senti-
ment analysis systems for Arabic. The available resources for Arabic sentiment analysis
are introduced. Here, it is suggested that a nuanced method to be followed in building
a sentiment analysis system for Arabic employs not only language-independent, but
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also Arabic-specific features; exploits wide-scale, domain-specific polarity lexicons;
and leverages genre- and social media-specific features. While it is costly to build re-
sources tailored to Arabic and acquire certain types of features (e.g., genre- and social
media-specific features), this route yields high performance and brings interesting in-
sights to the classification task. Alternatives to this method would be transferring the
sentiment knowledge from English into the Arabic language or to use language inde-
pendent methods.

References

1. Internet world stats, http://www.internetworldstats.com/stats7.htm
2. Abbasi, A., Chen, H., Salem, A.: Sentiment analysis in multiple languages: Feature selec-

tion for opinion classification in Web forums. ACM Transactions on Information Systems
(TOIS) 26(3), 12 (2008)

3. AbdelRahman, S., Elarnaoty, M., Magdy, M., Fahmy, A.: Integrated machine learning tech-
niques for arabic named entity recognition. International Journal of Computer Science Issues,
IJCSI 7(4), 27–36 (2010)

4. Abdul-Mageed, M., Diab, M.: AWATIF: A Multi-Genre Corpus for Modern Standard Arabic
Subjectivity and Sentiment Analysis. In: Proceedings of the Eight International Conference
on Language Resources and Evaluation (LREC 2012). European Language Resources Asso-
ciation, ELRA (2012)

5. Abdul-Mageed, M., Diab, M.: Toward building a large-scale Arabic sentiment lexicon. In:
Proceedings of the 6th International Global Word-Net Conference, Matsue, Japan (2012)

6. Abdul-Mageed, M., Diab, M., Korayem, M.: Subjectivity and sentiment analysis of modern
standard Arabic. In: Proceedings of the 49th Annual Meeting of the Association for Com-
putational Linguistics: Human Language Technologies, vol. 2, pp. 587–591. Association for
Computational Linguistics (2011) (short papers)

7. Abdul-Mageed, M., Diab, M.T.: Subjectivity and sentiment annotation of modern standard
arabic newswire. In: Proceedings of the 5th Linguistic Annotation Workshop, LAW V 2011,
pp. 110–118 (2011)

8. Abdul-Mageed, M., Korayem, M.: Automatic Identification of Subjectivity in Morphologi-
cally Rich Languages: The Case of Arabic. In: Proceedings of the 1st Workshop on Compu-
tational Approaches to Subjectivity and Sentiment Analysis (WASSA), pp. 2–6 (2010)

9. Abdul-Mageed, M., Korayem, M., YoussefAgha, A.: Yes we can?: Subjectivity annotation
and tagging for the health domain. In: Proceedings of the International Conference Recent
Advances in Natural Language Processing, RANLP, Hissar, Bulgaria (2011)

10. Abdul-Mageed, M., Kuebler, S., Diab, M.: Samar: A system for subjectivity and sentiment
analysis of arabic social media. In: Proceedings of the 3rd Workshop in Computational Ap-
proaches to Subjectivity and Sentiment Analysis, pp. 19–28. Association for Computational
Linguistics (2012)
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Abstract. The object recognition is an important topic in image pro-
cessing. In this paper we present an overview of a robust approach for
event detection from video surveillance. Our events detecting system con-
sists of three modules, learning, extraction and detection. The extraction
part of the video characteristics is based on MPEG 7. Meanwhile, in the
detection part we use SVMs for the recognition of events.

1 Introduction

The multimedia information retrieval is becoming increasingly useful for many
applications. The existence of networks of excellence (PASCAL, Muscle, DELOS,
etc..), European projects (with Media, etc..), pro-grams tested (TRECVid, Im-
agEVAL, etc..) and the involvement of large industrials (Google, IBM, etc..) are
clear evidence of an emerging market for multimedia search tools. These tools
generally follow the same pattern that is on the one hand by extracting con-
tent visual characteristics of raw materials, and on the other hand by exploiting
these characteristics to solve a spot of a more or less generic research. We usually
distinguish between two types of video indexing systems. There is a part called
generic systems that enables a classification of different available movies without
taking into account contextual information. These systems allow classifying the
different movies depending on the stage (internal or external), camera (static
or moving), etc... The other part is called specific systems which allow only in-
dexing a particular type of video such as TV news, surveillance video, sporting
events such as football or tennis, etc.

Although their use is limited to one type of movie, however, the specific sys-
tems can respond to many requests from users of video indexing systems. The
goal of this paper is to continue this genericity improvement models in the con-
text of kernel methods. Figure (1) shiws a positive example of the type event
of interest which is presented once or more in this video, while Figure (2) show
a negative example of the type "event of interest which is not presented in this
video" [6]. The problem is similar to find-ing weakly supervised objects in im-
ages, which are examples of the type "object of interest which is present once
or more in this picture. Having held our expertise in this area, only a work of
adaptation to the context will be conducted on the general principle of detector
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Fig. 1. Positive example for the event PersonRun

Fig. 2. Negative example for the event PersonRun

construction. By cons-level management of real-time detection in the flow, sig-
nificant work remains to be conducted [8]. A new detection method is iterative
development, which will update the detection results after each arrival of a new
frame; this is based on the results obtained during previous iterations [18].

The indexing of video sequences can be viewed as a binary classification of
all images, whether the sequence of images corresponds to the predefined event,
or not. The problem is then to detect predefined events in video sequences or
scenarios as in [3]. The ideal tool in the field of indexing according to a given
problem is software that would work in two stages. After a learning phase of
video sequences where the events are not predefined, a recognition step would
classify each sequence of images into two classes: those that meet the predefined
event and those that do not match. This recognition step is of course based on
the learning process conducted initially [12]. In [21] a technique for detection of
events based on a generic learning system called M-SVM (Multi-SVM) is pro-
posed. The objective of this method is allows the detector to make different types
of event by presenting an incremental way a significant number of examples. Ex-
amples of application of this technique are the intelligent video surveillance of
airports and shopping spaces. In [22] a hybrid method that combines HMM
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with SVM to detect semantic events in video is proposed. The advantage of this
method that is suitable to the temporal structure of event thanks to Hidden
Markov Models (HMM) and guarantees high classification accuracy thanks to
Support Vector Machines (SVM).

In this paper we describe our approach of event detection in video streams for
surveillance applications. The following part of this paper is organized as follows:
In Section 2, a description of our detection method is provided. The results are
presented and commented in Section 3. Finally, concluding remarks are drawn
in Section 4.

2 Support Vector Machine: A Brief Background

Support vector machine is a concept related to supervised learning. It is based
on statical learning theory. The main idea of SVM algorithm is to adjust sigmoid
kernel function in order to achieve the optimal use of input data for separation.
Support vector machine constructs an N-dimensional hyperplane that optimally
separates the input data into two classes. SVM uses alternative training method
for linear, polynomial, radial basis function, and multi-layer perceptron classi-
fiers. The input of SVM is a set of vectors, with each vector belongs to one of
the two classes. For linear kernel function, the optimal goal is to find the hy-
perplane that leaves largest number of cases of the class at the same side. The
linear separating hyperplane is defined by equation (1).

yi(w.xi + b) >= 1 (1)

Where w is a normal weight and b is a bias which will satisfy the inequalities.
Xi is the input space, y belongs -1,1, which is the corresponding class. SVM
selects the hyperplane, which leave the maximum distance which is 1

w . The
closed cases are called support vectors. The value 2

w quantity is called margin.
For non separable data optimization, problem is solved by introducing error and
penalization for misclassified cases. Here, the problem is minimizing, as shown
in equation (2).

min(1/2(w)2 + C
∑
i=1

e (2)

With this constraint, the separation equation is changed to equation (3).

yi(w.xi + b) >= 1 − e, e > 0 (3)

The parameter C is the tradeoff between training set and the error in the sep-
aration. The are other widely used kernel functions, such as polynomial kernel
function and gaussian kernel function, as shown in equation (4) and equation
(5), respectively.

k(x′, x′′) = (x′Δx′′ + 1)p, (4)

k(x, x) = exp(− x − x

sigma
) (5)
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3 Approach

The system of video surveillance is characterized by the event detection in un-
controlled environments. It has one main problem: the enormous diversity of an
event seen from different angles, at different scales and with different degrees.
The proposed approach has mainly three major phases which are visual fea-
ture extraction, learning by SVM and detection of event. These three phases are
described in detail in this section along with the steps involved and the charac-
teristics feature for each phase. Figure (3) shows an overview of event detection
approach.

Fig. 3. The proposed event detection approach phases

3.1 Extracting Descriptors

A video sequence can be decomposed into a hierarchy of plans. A plan is a video
taken from camera which continues for a given event. Then each shot video can
be characterized by one or more keyframes extracted from video plan. These
images are useful for the learning module [12]. The next step is to define the
descriptors of each image. We will use the standard MPEG7 to obtain these
de-scriptors. We should obtain, for each image, the following characteristics (1)
Color Descriptors (2) Shape Descriptors, (3) Texture Descriptor, and (4) Motion
Descriptors.

The extraction of information contained in an image requires a choice be-
tween different types of possible de-scriptors: color, motion, shape and texture.
A descriptor is a vector of values calculated from an image, which summarizes
information contained in the image (color, shape, texture ...). Each descriptor
MPEG7 is a summary of the characteristics of the image. The following descrip-
tors had the top overall performance [16]:

– LayoutColor: is obtained by sampling the image for a block of 8x8 pixels.
The information of the 3 color channels of the block is treated separately to
obtain decomposition into baseband signals by applying the DCT.
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– StructureColor: this descriptor is mostly used for image retrieval. It ex-
presses local color structure in an image [3].

– ScalableColor: the Scalable Color Descriptor is a Color Histogram in HSV
Color Space, which is encoded by a Haar transform [3].

– DominantColor: is obtained by vector quantization of color in the image
into classes. The percentage of pixels associated with each class and the
value of the 3 color components of each class is the SFD [3]. The descriptor
"dominant colors" is constructed as follows: We have to note that each color
the image is represented by three parameters what are dominant color, the
percentage of this class in the image, and the variance of color in the class

– Variance: characterizes the texture, we use gray level of pixels (the V of
HSV). For each pixel, we then calculate the variance of all pixels contained
in a neighborhood of size n × n around the pixel (n = 3, 5, 7 ...). We then
take the histogram of these variances as a descriptor of the image.

– The co-occurrence matrices that contains the average space of second
order. Fourteen indices (defined in Haralick) which correspond to the de-
scriptive characteristics of textures can be calculated from these matri-ces.
We have only listed six of these indices: Uniformity, Contrast, Entropy, Cor-
relation, Directivity and Con-sistency.

– Contour shape: the descriptor uses the closed contour of an object or a
2D uniform in color. It consists of a list of points (coordinate pair) defining
the contour of the object [18].

– Région Shape: the shape of an object may consist of either a single region
or a set of regions as well as some holes in the object.

– Keypoint descriptor: the local image gradients are measured at the se-
lected scale in the region around each keypoint [4] [5]. These are transformed
into a representation that allows for signi?cant levels of local shape distortion
and change in illumination [7].

– Optical flow: is the pattern of apparent motion of objects, surfaces, and
edges in a visual scene caused by the relative motion between camera and
scene [6] [12] [13].

Figure (4) shows the optical flow results calculated for two successive images.

Fig. 4. Optical flow calculated for two successive images
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3.2 Learning by SVM

Support Vector Machines (SVM) is a set of supervised learning techniques to
solve problems of discrimination and regression. The SVM is a generalization of
linear classifiers. The SVMs have been applied to many fields (bio-informatics,
information retrieval, computer vision, finance, etc.) [1,2]. According to the data,
the performance of SVM is similar to a neural network or a Gaussian mixture
model. They directly implement the principle of structural risk minimization
and work by mapping the training points into a high dimensional feature space,
This module begins by making learning with SVM. We will use picture types
for each event from which we are going to define a vector descriptor. This vector
is a combination of different values of descriptors. After obtaining all vectors
that characterize each event we move to the next stage of testing events. In
our approach, we aim at building two models for each class: a model for the
be-ginning of events and another for the end. We will work with the 6 events:

3.3 Detection of Events

In this module, we detect the event from different angles. Each image tested by
the learning module has a class of membership; it is to calculate the probability
of each event presented by the sequence of image and we choose the closest event
without exceeding a definite threshold [12].

4 Experimental Results

The dataset consists of surveillance camerawhich was acquired at London Gatwick
airport; it is provided by TREC Video Retrieval Evaluation (TRECVid) [20]. The

Fig. 5. Event treated results
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dataset is large in scale, an approximately 100 hour video dataset, which consists
of videos from five fixed-view surveillance cameras in the airport.

We aim at treating six events which are grouped into two categories (1).
The experiment is to apply our detection algorithm on a set of 1282 sub-

sequences of 6 events, "PersonRuns", "OpposingFlow", "ElevatorNoEntry", "Peo-
pleMeet", "Embrace", and "PeopleSplitUp" extracted manually that we knew
their classes.

Table 1 shows our event detection result and a comparison between other
systems [19], where #Ref is the number of annotated events, Sys# is the number
of events detected, #Cordet is the number of correct detections, #Fa is the
number of false detections and #Miss is the number of missed events. From the
result, we can see that we have obtained a good performance in event PersonRun,
PeopleSplitUp and ObjectPut. However, the action OpposingFlow, Embrace and
EvaluatorNoEntry are relatively low. We consider that SVM classifier model does
not have enough discrimination ability.

Table 1. Event Detection Scoring Analysis Report (??)

PersonRun #Ref # Sys #Cordet #Fa #Miss
Our System 107 20 7 13 8

Informediatrecvid 2010 107 532 19 513 88
OpposingFlow #Ref # Sys #Cordet #Fa #Miss
Our System 150 24 4 20 9

PeopleSplitUp #Ref # Sys #Cordet #Fa #Miss
Our System 187 32 6 26 9

eSur@trecvid 2009 187 198 7 191 180
eSur@trecvid 2010 187 167 16 136 171

Embrace #Ref # Sys #Cordet #Fa #Miss
Our System 187 23 5 17 10

eSur@trecvid 2009 175 80 1 79 174
eSur @ trecvid 2010 175 925 6 71 169
EvaluatorNoEntry #Ref # Sys #Cordet #Fa #Miss

Our System 30 0 0 0 3
ObjectPut #Ref # Sys #Cordet #Fa #Miss
Our System 621 9 7 2 8

IPG-BJTU @ Trecvid 2010 621 8 1 7 620

5 Conclusions and Future Works

We have presented a method to detect events in video recordings. This tech-
nique has applications for very large video surveillance indexing and detection
of specific events (human intrusion into a prohibited area, or someone leaving
a package, etc...) in a video database. The main idea of this method is to ex-
tract the various descriptors of the image and then learn the desired event with a
number of relevant examples presented by the user. It also provides the "lifelike"
sequences more and then take the test for the entire database.
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Abstract. Timbre conveys powerful perceptive attribute for musical
identification and has been subject of several researches. Several spectro-
temporal parameters have been proposed and compared. The main re-
search content in this paper is to examine some topic often ignored in
lastly works. Several features inspired by both the psychoacoustic and
perceptive knowledges are reexamined to explore the efficiency of the
timbre dimension contribution for each feature and each category (sim-
ilar processing and representation form), on a large database. Also, the
impact of the normalization, time duration decomposition (short term
vs. long term) and three feature selection algorithms are examined. Us-
ing the Real World Computing (RWC) music database, results shown
that using 7 envelope features, the score is better than using 14 LPC
coefficients and lower than using 13 MFCC coefficients. After applying
Sequential Forward Selection (SFS) reduction technique to the observa-
tion vectors composed of all the 38 proposed features, 5 envelope features
are retained when only 7 and 11 features are kept for MFCC and LPC,
respectively.

Keywords: instrument, features, psychoacoustic, SFS, multimedia.

1 Introduction

Music information retrieval (MIR) has numerous commercial avenues. Several
everyday life applications can benefit from MIR: similarity searches, copyright
verification, musical thumbnailing, automatic karaoke generation, etc. Profes-
sional systems use this information in quality enhancement (time alignment of
instrumental tracks, effects at key locations such as choruses, etc.). With the
identification of musical instruments, queries on the orchestration can be per-
formed but in addition, the extraction of the number of musical sources can be
used to adapt parametric audio coding to instrumental content.

Musical instrument’s sound is generally characterized by pitch, loudness and
timbre. Timbre is considered to be distinctive between two instruments playing
the same note with the same pitch and loudness. Therefore, timbre is viewed as
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one of the most important features to convoy the identity of musical instrument.
The previous works have opted for representing the timbre with several de-
scriptors exploiting different assumptions related to human perception. In prin-
ciple, the acoustical signal components that are censed to determinate timbre
dimensions are estimated from the spectral envelope, temporal envelope, Mel
Frequency Cepstral Coefficients (MFCC), Linear Predictive Coding (LPC), sta-
tistical moments of the spectral/temporal representation, pitch and onset. This
variety of parameters offers evidence that it is not possible with the technical
tools currently available to represent the tone by one single common descriptor
for different musical sounds. However, the challenge becomes to determine which
attribute characterize best the multidimensional perceptual timbre.

In part, it is possible to draw analogies and similarities between speech recog-
nition and musical analysis. Identifying musical instruments is comparable to
speaker identification though very different in practice. The task of musical in-
struments recognition is comparable to that of speaker recognition. While the
identity of the speaker is represented, in almost all speaker identification systems,
by a small set of MFCC as features and Gaussian Mixture Model (GMM) as
classifier [1], in the case of the musical instrument, features and models vary ac-
cording to contextual factors (musician, instrument manufacturer, tuning, etc.)
[2]. There is no consensus for the best features determining the signature of musi-
cal instruments comparatively to speaker recognition, in despite of using MFCC
combined with other features to build the multidimensional vector space timbre.
In general, musical instrument recognition focuses, until now, on the extraction
of pertinent features to characterize each musical attribute, and on dimension
reduction algorithms.

This paper re-examine some several features inspired by both psychoacous-
tic and perceptive knowledges to explore the efficiency of the timbre dimension
contribution for each feature and each category (similar processing and rep-
resentation form), on a large database. Different processing and strategies are
explored to highlight the impact of dimension reduction algorithm, data nor-
malization, algorithm estimation, and components contribution based on music
category. Using a large database (RWC), the results show that features envelope
conveyed a powerful and salient contribution as MFCC and LPCC for timbre
characterization.

The paper is organized as follow. In section 2, a state of art of timbre music
and instrument recognition is explored. Section 3 presents the selected database.
In section 4, the methodology regarding the selected classifiers and features used
in current work is explained. The results concerning the impact of normalization,
the feature selection and the frame decomposition are discussed in section 5.

2 State of Art

Sound is characterized by pitch, loudness and timbre. Timbre is considered to
be distinctive between two instruments playing the same note with the same
pitch and loudness [3]. Determining which attributes characterizes best the mul-
tidimensional perceptual timbre is nevertheless a challenge. Psycho-acousticians
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sketch timbre as a geometric construction built from similarity ratings. Multidi-
mensional scaling is generally used to find sound attributes that correlate best
with the perceptual dimensions (brightness, smoothness, compactness, etc.) [4,5].
From the same idea, research in musical instrument identification began with
the construction of a vector space describing the timbre or commonly named
the space timbre [6,7]. The main idea is to reduce the dimension of the feature
vectors while preserving the natural topology of the instrument timbre; a prac-
tical interpretation should emerge. De Poli and Prandoni [8] used a 6 MFCC
coefficients vector as input to a Kohonen self-organizing map (SOM) in order to
build timbre spaces. Besides constructing timbre spaces, they have investigated
different approaches on automatic instrument recognition.

Martin [9] used 1023 notes from 15 different instruments contained in the
MUMS database [10,11] to investigate hierarchical classification. Eronen and
Klapuri [12,13] reused the hierarchical classification strategy proposed by Mar-
tin [9]. Their experiment showed similar results to those of Martin [9] for hier-
archical classifiers, but managed to get better results with direct classification.
The difference in the number of the used instruments makes unfortunately the
comparison difficult between these systems.

Hall et al. [14] used 6698 notes with the hierarchical classification proposed
by Martin [9] and constructed a system where the feature vector is dynamic
and changes depending on each level and each node of the hierarchical tree. The
feature vector was thus optimized and determined with the Sequential Backward
Selection (SBS) algorithm. Using a large database (RWC), the results showed a
score gain in musical instrument recognition performances.

Kitahara et al. [15,16] used pitch-dependent algorithms as an F0-dependent
multivariate normal distribution, where each element of the mean vector is rep-
resented by a function of F0. Using 6247 notes of 19 musical instruments, their
results showed an improvement of the recognition rate.

Agostini et al. [17] employed only spectral characteristics of 1007 notes from
27 musical instruments classified with support vector machines and quadratic
discriminate analysis. The most relevant features were to be the in harmonicity,
the spectral centroid, and the energy contained in the first partial.

3 Database

The chosen database (RWC Music Database for Musical Instrument Sound) pro-
vides multiple records for each instrument (three variations for each instrument:
three manufacturers, three musicians and three different dynamics) [18]. For
each instrument, the musician is playing each note individually at an interval of
a semitone over the entire possible range of the instrument. In terms of string
instruments, the full range for each chord is played. Dynamics is also varied with
intensities strong, mezzo and piano (see Table 1 for used instruments).

In all experiments of this work, a cross-validation containing 90% training
data and 10% of test data was used.
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Table 1. Database Description

4 Methodology

4.1 Classifiers

The popular k -nearest neighbor (k -NN) algorithm and gaussian mixture model
(GMM) are used in the classification and decision task. The metric used for the
k -NN classifier is the Euclidean distance and the number of neighbors was set
to 4, value determined by empirical testing. The number of components for the
GMM classifier was set to 4, value also determined by empirical testing.

4.2 Parameters

The proposed parameter vector in this work was built from 38 features, according
to [14,19,20] as follow: 1) MFCC and LPC features are the most popular used
in speaker identification system. In principle, lower order features are censed
to capture a description of spectral shape (formant). Previous works in musical
instrument shows a good performance [14,19,20]. A total of the first 13 MFCC
and 14 LPC coefficients were extracted. 2) Spectral centroid is computed as
the first moment from the spectrum. 3) Spectral spread is computed from the
second moment (variance) of the spectrum and measures the spectral dispersion
from the centroid. 4) Spectral kurtosis is a statistical measure that computes
the flatness of spectral shape. 5) Spectral skewness corresponds to a statistical
measure that computes the symmetry of spectral shape. 6) Zero-crossing rate
(ZCR), calculates the rate of the signal crossing a fixed threshold. 7) Envelope
slope, centroid, spread and skewness means the estimation respectively of attack
period, centroid, spread, symmetrical aspect of the spectral envelope of audio
signal.
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5 Results

In despite that the 38 parameters proposed in this paper have been yet used
in last works but not once at time except [14], they were never examined in
other perspectives such as: normalization, parameter reduction and salient com-
ponents. In the following, we will review step by step the repercussions of each
perspective and, eventually by deduction, determine and evaluate the perfor-
mance of the optimal parameter vector.

5.1 Impact of Normalization

Typically, normalizing the feature vectors is assumed to give best results by
compressing the interval range related to the feature vectors. For this reason,
experiments were performed with the following normalization: standardization
mu-sigma (equation 1), min-max (equation 2) and without normalization.

x̃i,j =
xi,j − x̃j

σj
(1)

x̃i,j =
xi,j

max |xi,j | (2)

Results show that the mu-sigma normalization enhances recognition performance
with about 2%. Therefore, only experiments based on this normalization are
presented at the next sections.

5.2 Features Selection

Techniques attempting to use some transformations to convert a set of correlated
feature parameters into a set of uncorrelated parameters are another important
quality factor in recognition systems. Here, three algorithms are investigated
to study impact of dimension reduction on the recognition performance. The
set of all proposed features (38) are used with Principal Component Analysis
(PCA), Sequential Forward Selection (SFS) [21] and Sequential Backward Se-
lection (SBS) algorithms [21]. Results illustrated in Fig. 1 shows that SFS and
SBS increase slightly (4%) the recognition rate. Score gain is related to the fact
that the redundant and insignificant feature parameters are removed from the
feature set.

5.3 Training Based Frames and Mean Frames

We also assessed the recognition rate for a system trained with data composed
of all frames and data representing the average frames for each instrument. In
fact, classification with all frames offers best performances for both GMM and
k -NN classifiers. However, a 6% gain in performance is observed at the cost of a
time consuming that is inappropriate for real-time applications.
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Fig. 1. Performances of reduction algorithms using mu-sigma normalization and k -NN
classifier

5.4 Comparison of Features

Descriptor performances in aggregated and individual forms for direct k -NN clas-
sification and mu-sigma normalization are shown in Fig. 2. Evidently, the best
performance is attributed to the combination of all feature parameters. However,
if the recognition score by category is taken in account, MFCC coefficients and
envelope derived features mainly contributes for global performance. Note that
with only 5 components of envelope, the recognition rate is better than all the
14 LPC coefficients. MFCC on the other hand is composed of 13 components.
After applying Sequential Forward Selection (SFS) reduction technique to ob-
servation vectors composed of all the proposed features (38), 5 envelope features
are retained when only 7 and 11 features are kept respectively for MFCC and
LPC.

Another important aspect is shown in Fig. 3, where the same envelope de-
rived features are extracted from different envelope extraction algorithm and are
combined to form one parameter vector. In this case, the performance increases
at 60% comparatively to 67% for MFCC. This phenomenon enforces the idea
that features related to envelope are powerful and interesting for timbre charac-
terization. Again, results depend on the used feature extraction methods, which
can mask certain attributes or conversely highlights them.

Finally, the selected parameters from all proposed features in the direct classi-
fication scheme using SFS algorithm are: 7 MFCC coefficients, 9 LPC coefficients,
centroid, spread, spectral, centroid, spread, skewness, kurtosis, slope and zero-
crossing (frame-decomposed). With this approach the instrument recognition,
the family recognition and the articulation recognition rates are 86.56%, 94.33%
and 99.28%, respectively. Results are illustrated in Table 2 with more details for
each instrument. As can be seen in Table 2, recognition rate for instruments and



158 G.E. Hall, H. Ezzaidi, and M. Bahoura

Fig. 2. Performances of feature categories using mu-sigma normalization

Fig. 3. Performances of envelope extraction algorithms

families is not uniform. The pipe organ is the easiest instrument to recognize.
At the opposite, the cornet is the hardest instrument to recognize as it is often
mistaken with the trumpet. The number of available cornet occurrences may
be the cause of this high misclassification rate. Nevertheless, cornet has been
classified in the correct family most of the times, as it is not the case for the
oboe and the violin. In fact, reeds and strings are difficult families to classify.
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Table 2. Instrument confusion matrix using SFS, k -NN and mu-sigma normalization.
Rectangles distinguish families (from left to right: Brass, Flutes/Piccolo, Reeds and
Strings).

6 Conclusion

In this paper, the problem of timbre characterization for musical instrument is
investigated. We focused principally on comparing the contribution of sub-class
features belonging to the same category (based on the same estimation method)
to global vector composed from several component computed with different pro-
cessing techniques. Features inspired from both psychoacoustic and perceptive
knowledges are re-examined to explore for each one the efficiency of the contri-
bution timbre dimension. In addition, the impact of the normalization, reduction
algorithms, frame decomposition (short term vs. long term) are examined. As
well, three algorithms for parameter vector reduction were compared. Using a
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large database (RWC), the results shows that using 7 envelope features, the
score is better than using 14 LPC coefficients and slightly lower than using 13
MFCC coefficients. After applying Sequential Forward Selection (SFS) reduction
technique to observation vectors composed of all the 38 proposed features, 5 en-
velope features are retained when only 7 and 11 features are kept respectively
for MFCC and LPC.

The presented system performs 86.56% recognition rate for individual instru-
ment, 94.33% for instrument family, and 99.45% for articulations (pizzicato vs.
sustained). Envelope derived features have a significant impact on the overall
performances since they have a major contribution on the recognition of artic-
ulation. The combination of MFCC coefficients and envelope derived features
mainly contributes for global performance while LPC and spectral features are
less performing than the formers.
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Abstract. Chroma conveying mainly a tonal content is considered as
powerful representation that is widely used in musical information re-
trieval applications. In this paper, a new musical timbre description
based only on the chromagram contours is investigated allowing the iden-
tification of both tonal content and particularly the instrument timbre
(identity). After some steps of pre-processing and transformation, four
methods are investigated as classifiers: support vector machine (SVM),
neural network, invariant moments, and template matching based cross-
correlation. All methods use only one pattern in training phase. Results
are very promising and the graphical analysis demonstrates that con-
tours are dependent on the music instrument. As first investigation, per-
formance of about 70% is obtained with template matching and SVM
classification techniques.

Keywords: instrument, recognition, chroma, contour, multimedia.

1 Introduction

The explosion of mass media, particularly the Internet and digital audio for-
mat, and the large amounts of musical contents available on the public and
private media generate new needs as: maintenance, classification and authenti-
cation tasks. One way to accomplish these tasks is by extracting from raw audio
signal some compact and pertinent descriptors that can be used as basic pro-
totypes for matching techniques. The musical sound is generally characterized
by pitch, loudness and timbre. Timbre is considered to be distinctive between
two instruments playing the same note with the same pitch and loudness. Tim-
bre descriptors are viewed as one of the most important features to convey
the identity of musical instrument. It is possible to notice some analogies and
similarities between speech recognition and musical analysis systems. Identifying
musical instruments is comparable to speaker identification though very different
in practice. The identity of the speaker is represented, in the majority of speaker
identification systems, by a set of Mel Frequency Cepstral Coefficients (MFCC)
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as features and Gaussian Mixture Models (GMM) as classifier. In the case of the
musical instrument, features and models varies considerably according to contex-
tual factors (musician, instrument manufacturer, tuning, etc.). Until now, there
is no consensus for attributes determining the exact signature of musical instru-
ments comparatively to speaker recognition systems in which only MFCC fea-
tures without any others parameters aggregation achieve the best performance.
The previous works have opted for the representation of the musical timbre, by
the concatenation of several descriptors exploiting different assumptions related
to human perceptive dimension or psycho-acoustical knowledge. In principle, the
components estimated form acoustical signal, censed to determinate dimension
of timbre, are estimated generally from the spectral envelope, temporal envelope,
MFCC, Linear Predictive Coding (LPC), statistical moments, pitch and onset.
Psycho-acousticians sketches timbre as a geometric construction built from simi-
larity ratings. Multidimensional scaling is generally used to find sound attributes
that correlate best with the perceptual dimensions (brightness, smoothness, com-
pactness, etc.) [1,2]. This variety of parameters validates evidence that it is not
possible with the available technical tools to represent the tone by unique sin-
gle feature based instrument and therefore common descriptor based family for
different musical sounds. However, the challenge becomes to determine which
attributes characterize best the multidimensional perceptual timbre.

In this work, the main research content is to propose and investigate a new
and single representation describing and characterizing the musical timbre with-
out any concatenation. This approach consists to extract multi-level contours
from chromagram called chromatimbre that seems to be unique for each family
instrument and conveys both tonal content and identity information. Classical
feed-forward neural network (NN), Support Vector Machine (SVM), template
matching using cross-correlation principle and the statistical invariants moments
were proposed as classifiers in experiment of this work. Results show a great po-
tential and promising approach for future work.

2 State of Art

All proposed features in the last years attempt to describe the multidimen-
sional vector representing the perceptive human sensation into the timbre space.
Since several decades, various parameters derived from time attack, time re-
lease, spectral centroid, harmonic partials, onset and frequency cutoff exhibit
relevant information to characterize quality attributes of timbre instruments
as orchestral instruments, bowed string, brightness, harmonic and inharmonic
structure, etc [1,2,3]. Recently, many features related to characterize the sound
source excitation and the resonant instrument structure extracted from trans-
formed correlogram were suggested in [4]. All the 31 features extracted from each
tone based statistical measures are related to pitch, harmonic structure, attack,
tremolo and vibrato proprieties. They are assumed to capture a partial infor-
mation of tone color (timbre). In addition, assuming that the human auditory
perception system is organized and recognizes sounds in a hierarchical manner,
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a similar classification scheme was suggested and compared in the same work [4].
Results show a score improvement about of 6% for individual instrument and
8% for instrument family recognitions. Instead, Eronen [5] exploited the psy-
choacoustic knowledge to determine features parameters describing the timbre
music. Essentially, statistical measures based pitch, onset, amplitude modula-
tion, MFCC, LPC and their derivatives are investigated as parameters. Results
show that the MFCC and derivatives extracted from the onset and steady state
segment give mainly the best performance comparatively to others aggregated
features. Performance comparison between direct and the hierarchical classifica-
tion techniques was examined in [4,6] showing a particular interest with the last
technique. Particularly, Hall et al. [6] used 6698 notes with the hierarchical clas-
sification proposed in [5] and constructed a system where the feature vector is
dynamic and changes depending on each level and each node of the hierarchical
tree. The feature vector was thus optimized and determined with the Sequential
Forward Selection (SFS) algorithm. Using the Real World Computing (RWC)
music database, the results showed a score gain in musical instrument recogni-
tion performance [7]. Kitahara et al. [8,9] used pitch-dependent algorithms as an
F0-dependent multivariate normal distribution, where each element of the mean
vector is represented by a function of F0.

3 Database

The “RWC Music Database for Musical Instrument Sound” [7] is chosen in this
work. In this database, each audio file contains the signal of a single instrument
played with isolated notes. The use of isolated notes, that is only one note at
a time, has significant advantages for feature extraction: sophisticated acoustic
descriptors are hardly calculable from a continuous flow of notes, which are
likely to overlap. The database provides multiple records for each instrument:
different manufacturers for the same instrument and different musicians took
part to generate records and provide a range of several instrumental signatures.
For each instrument, the musician is playing each note individually at an interval
of a semitone over the entire possible range of the instrument. In terms of string
instruments, the full range for each chord is played. Dynamics is also varied
with intensities strong, mezzo and piano. In this experiment, 9 instruments (no
duplicated pitch instances for each instrument) were selection with various notes
for a total of 50 notes: accordion (reeds), acoustic guitar (steel string), electric
guitar (string), clarinet (reeds), alto sax (brass), piano (string), violin (string),
flute and trumpet (brass).

4 Proposed System

4.1 Chromagram Estimation

Chromagram is defined as the whole spectral audio information mapped into
one octave. Each octave is divided into 12 bins representing each one semitone.
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The same strategy based on instantaneous frequency (IF), presented in [10], is
adopted in this work to compute the features chroma. The audio signal, with
sampling frequency of 11025 Hz, is split up into frames (1024 points) interlaced
over 512 points. Motivation behind the IF is to track only real harmonics.

4.2 Chromagram Contour or Chromatimbre Estimation

Each two-dimensional chroma matrix is associated with time axis and bin fre-
quency axis (semitone note). We utilize the contour function of MATLAB, which
determines 10-level contours by using a linear interpolation. Each contour track-
ing represent the intensity variation with respect to a fixed threshold for yielding
a segmentation of chromagram representation (image) producing several regions.
Hence, contours delimiting the frontiers give some description equivalent to the
acoustical scene auditory activity. To deal with variability level, all contours are
set to the same intensity. This is similar to transforming a color image to black
and white. This binary encoding approximation is used just to accelerate and
facilitate the continuation of this exploratory study. Fig. 1 and Fig. 2 illustrate
both the chroma representation (left side) and the timbre description for flute
and piano instruments playing different tones. According to geometrical shape
contours, it is clear that chroma shows a great energy concentrated at small in-
terval centred at bin number 4 for the two different note mode (C4 and C6). The
same effect is obtained with the piano instrument playing G4 and G6 pitch inter-
val what confirm that chroma preserve mainly the tonal content. On the other
side, the contours representation (right side in Fig. 1 and Fig. 2) with the same
instrument, exhibit rather than the tonal content, a particular pattern shape
assumed to characterize timbre information. Illustrations beside patterns shapes
seem to keep and conserve the same geometrical propriety when an instrument
played different notes. An additional illustration is given in Fig. 3, where 6 instru-
ments are inspected. Other graphical analysis reveals several visual attributes
that can be targeted to characterize instrument identity from the chromatimbre
image. Pizzicato is especially clearly visible and there is no ambiguity to dis-
tinguish sustained instruments from pizzicato instruments. The chromatimbre
of the accordion is especially easy to recognize because of its unique signature.
However, the shapes of chromatimbre are not trivial and it would be difficult to
enumerate all the characteristics that can have each instrument. In addition, the
chromatimbre can take many forms for a single instrument. Being a projection
into the time-frequency plane, the chromatimbre provides an overview of the
envelope and the spectrum of the note. We can easily see on the chromatimbre
pattern the spectrum spread, amplitude and frequency modulations, attack time,
sustain and release of the note. In this context, the need to elaborate simplified
methods to explore the potential of chromatimbre approach is crucial.

4.3 Contour Pattern Normalization

The first challenge with contour parametrization is to deal with the time speed
variation (stretching and compression), the frequency hopping and/or spread
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Fig. 1. Description by chromagram and the proposed chromatimbre: Piano instrument
playing C4 and C6 notes

Fig. 2. Description by chromagram and the proposed chromatimbre: Flute instrument
playing C4 and C6 notes

related by the change of playing different tones. Hence, all chromatimbre de-
scriptions are transformed to the Portable Gray Map (PGM) Format yielding a
matrix size of 315x420. Here, frequency octave is represented by 315 points and
the time axis by 420 points assuring the invariance of the time length duration
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Fig. 3. Spectro-temporel description transformed to the Portable Gray Map (PGM)
Format (315x420 matrix): Intervariability chromatimbre instruments notes

variability. The appearance and presence of secondary contours represented a
second challenge to take into account. So, extracting the dominant contour can
simply effectuated by first projecting the temporal contour variation among 12
bins tones axis to form an histogram (distribution). Then by using both zero
crossing and the maximum value over histogram, the secondaries contours pat-
terns were eliminated.

4.4 Preparation of Train and Test Data and Features Estimation

Assuming that the chromatimbre is characteristic for timbre, the entire pattern
contours are computed to extract suitable features for representing timbre in-
strument identity. In one case, only the contours localized at the attack time
phase of the signal have been proposed as a template for identifying the tim-
bre of 9 musical instruments. These contours extracted for each instrument are
represented by a matrix of 50x54 points. Hence, no clustering algorithm was
necessary for partitioning the data into clusters. This constitutes the first type
of features proposed in this experiment. In second case, the entire image is taken
into consideration by splinting it into rectangular window moving horizontally
and vertically. Each fragmentation yields a small image with size of 50x54 points.
The idea behind this, is to cover all phases of the dynamic rating (attack, release,
and sustain). Images with contour points (on pixels) less than a rate 15% are
ignored and considered as silence images. This preparation corresponds to the
second type of features presented to systems recognition. Notice, that the size
of the first set of pattern features is 9 one for each type of instrument. In the
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second case, the size is increased by more than 100%, which is huge but allows
having more precision for the evolution of the dynamic note.

4.5 Model Classification

At the classification level and the decision operation, three strategies are exam-
ined for the proposed chromatimbre features (see sub-section 4.4) including or
not normalized vectors as follows:

• Template matching: it consists to compute a cross correlation between the
unknown input pattern and reference pattern for each note. Maximum corre-
lation computed over all references patterns is used to design and determine
the winning instrument. Here, one pattern image (instrument’s chromatim-
bre) is memorized as prototype for a total of 9. As example, Fig. 4 illustrates
the correlation between all the 50 music instruments. Notice, that the diag-
onal is set to zero, in order to highlight the inter-instruments similarity
measures.

• Invariant moments : the statistical moments, used largely in image process-
ing, are assumed to be invariant under changes in translation, scale, and
rotation are computed for each pattern instrument and stoked as codewords
[11]. Each codeword has a vector composed from the seven statistical invari-
ant moments. Nearest neightbour (k -NN) algorithm determines the decision
of classification. The same training data as template matching method is
used for invariant moments.

• Support vector Machine (SVM): this technique has shown better perfor-
mance for recognition systems [12]. Dichotomy classification as the original
proposition of SVM is proposed in this work using quadratic programming
algorithm.

• Neural network (NN): feed-forward network including a set of 200 cells in the
hidden layers is investigated as another tool for chromatimbre identification
and classification.

In both case, SVM and NN, the second set with many features is used in training
and testing session. Recall that our ambition is principally to explore meaningful
information convoyed by chromatimbre to identify the musical instrument.

5 Results

As mentioned previously, the invariant moments and template matching tech-
niques used the first feature set composed from a few data (one pattern by
cluster) in training session. The remainder classification techniques employed
the second feature set with huge data training. In all training sessions, only nine
different instruments were presented but in the testing session 50 notes originat-
ing from the nine instruments were used. The result obtained by the invariant
moments was the lowest score. Therefore, this technique was simply ignored with-
out searching any amelioration issue. On the other hand, the template matching
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Fig. 4. Cross-correlation matrix between 50 different tone instruments (9 families)

based cross-correlation gave the highest score (69.7 %) using only a few normal-
ized features. Comparatively, a similar score was obtained with SVM (69.4 %)
and NN (67.7 %) classifiers. Both systems were trained with data size more than
100 % of those used for template matching technique. Details of all the perfor-
mance results are given in Table 1 where the NN1 column gives results obtained
with training data patterns that are presented sequentially from each image con-
tours. In the NN2 column presents those obtained with training data selected
randomly. I1 to I9 lines correspond to the performance recorded by the follow-
ing instruments family: I.1= flute, I.2= piano, I.3= trumpet (brass), I.4=violin
(string), I.5= accordion (reeds), I.6= clarinet; I.7= alto sax (brass), I.8= acous-
tic guitar (steel string) and I.9 = electric guitar (string). It was observed that
clarinet was the trickiest instrument to recognize using template matching. SVM
and NN recognize perfectly some instruments to the detriment of other instru-
ments. The use of a larger database would probably enhance score performances.
However, template matching based cross-correlation remained the most efficient
one due to the almost balanced performance between different instruments, and
principally for using a complete pattern of instrument chromatimbre. Uniform
pattern fragmentation process may cause a forget factor on the temporal coor-
dination of the original image. It should be added that the used approximations
can disregard some details often useful to discriminate between similar instru-
ments by their timbre properties. Finally, it was reported that with training data
all the proposed systems obtained a perfect score.

With used database, some instruments had clearly mutual distinctive chro-
matimbre. This was especially true with the guitar, the piano and the accordion,
since their excitation source is much less variable than with wind instruments
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Table 1. Recognition rates obtained with (SVM), Cross-correlation, feed-forward net-
work (NN) classification techniques: NN1 is trained by data presented sequentially from
each image contour, while the NN2 is trained by data randomly

blown by mouth, for which the musician can easily make many more intensity
variations and sustained amplitude modulations. Clarinet and saxophone will
have rather similar shapes (reed instruments), particularly if they are calculated
with only 12 bins. Using more bins in the calculation of the chromagram makes
it easier to distinguish the inharmonicity and the frequency shifts of the attack.
For example, the clarinet seemed to always have a frequency up shifting in the
attack and a frequency down shifting upon release of note, maybe due to the
reed transients. With more bins, the clarinet was easily distinguishable, at least
visually. The impact of the number of bins in the classification implied that
more bins increased significant distinctive details but made it harder to extract
a single contour, since the chromatimbre shape will spread into multiple bins.
Ultimately, an efficient system using chromatimbre features will have to use more
than 12 bins per octave to seek contours. Characterization of timbre by chroma-
timbre (representation contours) appears to be a very promising approach that
can be refined in the future to determine more robust encoding approaches for
the contours representation.

6 Conclusion

The main topic research in this work is to present a set of new features to iden-
tify musical timbre. Features are extracted from contours of chromagram with
some post-treatment and transformation. In fact, chroma is considered to exhibit
mainly a tonal content and was used as powerful representation for many musical
information retrieval applications. The proposed chromatimbre contours based
shape demonstrates an interesting alternative representation allowing the identi-
fication of both tonal content and particularly the instrument timbre (identity).
In addition, no concatenation is necessary; treatment is very simple, compatible
and implemental for applications in real-time. The invariant moments, template
matching, support vector machine, feed-forward Neural network have been pro-
posed for the classification task. Contrary to what is usually done in practice,
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here only 18% of data were used during learning phase. In despite of little data
used in the training phase as well as the several approximations effectuated on the
original image, the performances scores remain close to 70% for the three pro-
posed techniques. Particularly, template matching based cross-correlation and
SVM give better performance. In fact, the SVM classification operates by di-
chotomy that can present new challenge for finding optimal arrangement of the
class sequences. In our case, a class order was adopted randomly. The results are
very promising given that visual graphic analysis have also convincingly the rel-
evance of the proposed approach. However, several challenges remain to remove
on effective treatments to extract and encode the contours.
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Abstract. Disability is manifested when person-environment interactions result 
in low participation in daily life activities, which involves interaction with the 
environment. We present a smart Bluetooth power strip that enables the imple-
mentation of convenient interaction paradigms in order to facilitate the interac-
tion between people with reduced mobility and their surrounding environment. 
In particular, two gestures-based interaction paradigms are presented: a specific 
application for smartphones and a natural deictic gesture paradigm. The usabili-
ty test conducted with 13 users assessed the enhanced accessibility provided by 
these interaction paradigms for the control of electrical appliances present in the 
users’ surrounding environment. The gestural approach scored 84 points out of 
100 in the Brooke’s system usability scale; the smartphone approach scored 91. 

Keywords: Universal accessibility, Assistive technology, Human Computer  
Interaction. 

1 Introduction 

Reaching a physical switch on the household appliances is a quite difficult and tiring 
task for physically impaired people on wheelchair. On the other hand, building smart 
homes with a centralized system is very expensive and often requires a technical en-
gineer. Nowadays, portable devices like smartphones are ubiquitous and quite demo-
cratic. They offer rich interfaces and connection capabilities opening the way to novel 
interaction approaches. 

In this paper, we describe a comprehensive system for remote control of closely lo-
calized electric appliances. Our system enhances the interaction possibilities of people 
with reduced mobility in a twofold fashion: firstly, it enables the interaction with 
dumb appliances, for instance any standard electrical appliance; secondly, it supports 
two different interaction modalities suitable for people with movement impairments.  

The proposed approach is based on a new device (we named it “BTSwitch”) enabl-
ing direct remote control of multiple electric plugs. Users can interact with devices in 
the environment alternatively using a smartphone or using pointing gesture, as shown 
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Fig. 1. Interaction paradigms: on the left using the touch screen integrated in the smartphone 
and on the right through natural deictic gesture 

in Fig. 1. The smartphone has a rich user interface, whereas the pointing gesture is 
based on the natural interaction paradigm [1]. 

The goal of the proposed system is to fill a gap between the houses with frag-
mented systems composed of independent household appliances and the intelligent 
and centralized systems of the near future. 

The rest of the paper is structured as following: Section 2 presents the related 
work; Section 3 describes the system, whereas Section 4 is dedicated to the hardware. 
Section 5 presents the interaction paradigms and the relative usability test is discussed 
in Section 6. Section 7 contains the conclusion and shows the future work. 

2 Related Work 

2.1 Home Automation and Remote Control 

An overview of the existing home automation systems should help providing a clearer 
view of the advantages and disadvantages of the proposed system. The currently 
available systems allowing the remote control of household appliances largely vary in 
prices, complexity of installation and functionalities.  

The simplest systems use passive infrared sensors. A specific remote controller 
sends signals to the receptors controlling the state of electric appliances. These remote 
controllers are however not capable of receiving information from the appliances and 
each button must be programmed manually to control one specific appliance. Using a 
single remote controller for many appliances may be complex due to the 1-to-1 rela-
tion between the number of appliances and buttons.  

An emerging solution is the adoption of low power radio frequency (RF) systems 
such as ZigBee, Z-Wave, INSTEON and other IP-based technologies [2]. Those tech-
nologies use high-level communication protocols providing wireless communication 
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among small radios. The main advantages of those systems are the absence of cables, 
the high reliability of the transmissions and the low power consumption. However, 
those low-power frequency systems are currently not widely available on user’s per-
sonal devices.  

Another type of system widely used for home automation is the X-10 Power Line 
Carrier (PLC) [3]. This system is based on a communication protocol that uses the 
alternating current to transmit data between emitters and receivers. The main advan-
tage of this system is that there is no need to add new cables to control the devices as 
it uses the existing electric network cables. This system requires the installation of 
different modules in the house as well as specific receivers to be able to use RF re-
mote controllers.  

Our approach merges three main concepts: a simple plug-and-play installation, a 
local system solution and a smart global remote controller already available on the 
user side. The project takes inspiration from the simple infrared solutions for its sim-
plicity, and from the more complex solutions providing a smart and centralized con-
trol system for all devices. Similarly to [4] and [5], our solution uses the Bluetooth 
radio frequency standard protocol since it is widely available on all current handheld 
devices and PCs. Such a choice allows the users to directly control the system through 
their own personal smartphones and to have implicit localization of the devices sur-
rounding the users. The active communication mechanism enables data exchange in 
order to provide information and real-time feedback from the controlled appliances on 
the user’s smartphone. This system aims the automation of small and localized setups 
rather than full home automation. 

2.2 Natural Interaction for Physically Impaired People 

Gray et al. stated that social policies, conceptual models and classification systems 
have embraced the idea that disability is manifested when person-environment inte-
ractions result in low or no participation in major life activities [6]. In particular, we 
focus on the mobility disability, defined by individuals’ ability to move about effec-
tively in their surroundings, which predicts the onset of disability in tasks essential to 
living independently in the community and caring for oneself [7]. The research com-
munity and some niche companies are working hard to facilitate the interaction  
between physically impaired people and the surrounding environment, and to grant 
universal accessibility to information [8]. In fact, several works presented different 
infrastructural solutions for systems that can monitor and help people with physical 
disabilities [9]. Other works are focused on opportunistic interaction modalities and 
aim to eliminate the digital divide introduced by the obsolete design paradigms [8]. 
Specific disabilities can prevent the person from using common interfaces and com-
puter peripherals. For example, [10] presented a camera mouse system based on a 
visual face tracking technique that allows users to interact with personal computers 
through head and face gestures. A wearable system based on a magnetic tracer for the 
tongue gestures recognition that helps people with severe disabilities to control their 
surrounding environment has been presented in [11]. The authors of [12] developed a 
head gesture controlled electric wheelchair and in [13] the same wheelchair is  
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controlled through shoulders gestures. All the aforementioned examples involve the 
use of gestures for the interaction with the surrounding environment. 

The system that we introduce offers two interaction paradigms through gestures. 
The first one consists of an application for smartphones with sensitive touch screen 
that transforms the device in a universal remote controller for electrical appliances. 
The second paradigm is based on natural interaction and especially on deictic ges-
tures: the user has only to point at the electric appliance that he wants to interact with 
and the system contextually turns it on or off. 

Smartphones can simplify certain daily living tasks but a universally accessible de-
sign of the interface is crucial to enable impaired people to comfortably interact with 
these devices. Since being able to use these devices can be the key to integration [14], 
some works focused on specific accessible design for smartphones, as in [15] and 
[16]. 

“Natural interaction is defined in terms of experience: people naturally communi-
cate through gestures, expressions, movements, and discover the world by looking 
around and manipulating physical stuff” [1]. From this definition we can deduce 
firstly that the natural interaction is strictly dependent upon the user experience and, 
secondly, that its main advantage is the high learning rate. The first statement com-
ports that humans will interact with a machine through the same modalities that they 
will use in the human-human interaction, the most used in the daily life (such as ges-
tures, voice, emotions, etc.). The second statement brought interaction designers to 
define interfaces that are invisible to users; invisible means that since the user’s  
culture, age, education and social context guide him to use those means of communi-
cations with almost no effort. 

Gestures play an important role in the interaction. Guesgen and Kessell demon-
strated that gesture interfaces can help physically impaired people to make use of 
household appliances by gesture [17]. The deictic (pointing) gesture is of special in-
terest in the interaction with smart environments and for impaired people [17, 18]. 

3 System Overview 

The system is presented in Fig. 2. A user on a wheelchair can control his surrounding 
environment using one of the two paradigms detailed in Section 5: using simple touch 
gestures on a smartphone or using natural interaction by pointing at a device. With the 
smartphone paradigm, the information is sent directly to the BTSwitch from the 
smartphone and the user has a direct, rich feedback on his screen. With the natural 
pointing, a specific computer tracks the user through a Microsoft Kinect camera. 
When a command is detected, it is sent to the BTSwitch and the user receives an 
acoustic feedback. Dumb appliances are directly plugged into the BTSwitch.  

Both interaction paradigms can be used separately or simultaneously according to 
the user preferences and to the availability of each device: the smartphone paradigm 
involves the presence of the handheld device; the natural interaction paradigm is li-
mited to the Kinect camera field of view. 
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Fig. 2. Overview of the system 

4 Hardware 

The BTSwitch power strip prototype has been developed with the requirements to 
offer a simple and low cost solution to control dumb appliances while providing a 
plug-and-play installation system when used in conjunction with most smartphones 
available on the market. To fulfill these requirements, the choice of protocol has ra-
pidly been oriented toward Bluetooth, being widely available on most smartphones 
and personal computers. This protocol also provides an interesting limitation: its me-
dium range, which provides an implicit approximate localization of the controlled 
devices.  

 

Fig. 3. Prototype of the Bluetooth switch: on the left, the custom electronic board and on the 
right the final prototype 

The development of the prototype started with the creation of a specific electronic 
board, which is a smaller, cheaper and simplified version of the “ArduinoBT” elec-
tronic board [19]. Specific software has been developed for the electronic board to 
handle the simultaneous exchange of messages between up to 7 Bluetooth remote 
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controllers and a BTSwitch. The power consumption has also been minimized 
through a sleep mode mechanism optimizing the power consumption when idle. 

The BTSwitch power strip prototype is shown in Fig. 3; it controls up to four plugs 
and turns them on or off using mechanical relays. The electronic board is directly 
powered through the current used to supply the plugs. A LED indicates when remote 
communication occurs and a physical button provides the possibility to turn all plugs 
off manually. 

5 Interaction Paradigms 

5.1 Smartphone 

The authors of [20] found that users prefer a global remote controller for instant con-
trol when studying interaction in a smart-home with interactive house-hold objects 
such as lamps, curtains, and information appliances. Nowadays, the technology em-
bedded in smartphones can provide several connection possibilities and the software 
flexibility to implement a fully customizable universal remote controller. Therefore, 
an application has been developed for the three main platforms existing on the public 
market (iOS, Android and Windows Mobile). This application automatically discov-
ers the surrounding BTSwitch modules and displays the discovered appliances. With-
in the application, the user can configure each plug and power strip with custom 
names and images. The display and configuration interfaces for the Android platform 
are illustrated in Fig. 4. As shown in the screenshot on the right in Fig. 4, the graphi-
cal interface can be customized according to user preference with a particular focus 
on size and position of the buttons. On the main interface of the application (Fig. 4, 
left), each button has different colors to indicate its state; the green color indicates that 
the plug is on; the red color indicates that the plug is off and the orange color indi-
cates the transition while the message is being processed. Note that in normal condi-
tions, the time to process a message is less than 200 milliseconds. To control an  
appliance, the user simply selects the desired BTSwitch power strip; then, the corres-
ponding appliances are shown in the interface. The desired appliance is turned on or 
off in real-time by tapping on the corresponding button.  

5.2 Natural Interaction 

Along with the interaction performed through the smartphone, we provide to the users 
some possibilities of interaction through natural interaction and in particular through 
deictic gestures. The interaction idea is simple: pointing at a device to contextually 
switch its state on or off. For instance, pointing at a lamp will make turn it on if it was 
off and vice-versa. 

In order to allow the interaction with the augmented objects, we created a virtual 
representation of the room. Virtual entities in the digital space represent the ap-
pliances connected to the BTSwich modules. The virtual interface allows making 
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complete abstraction of the real connections in the room. In fact, a user willing to 
interact with a lamp has only to point at one of the virtual entities representing the 
lamp. The correct placement of the entities is highly flexible and can play a key role 
for disabled people. In fact, through the deictic interaction there is no need of a direct 
physical manipulation of any object or appliance, avoiding physically challenging 
interactions (e.g., switches that are inaccessible or uncomfortably reachable from a 
wheelchair). In addition, entity position in the room should reduce to the minimum 
the cognitive load of the interaction. For example, a user may point directly at the 
lamp to turn it on or point at the switch on the wall to turn on all the lamps in the 
room. We used the approach described by Carrino et al. [21] in order to model the 
virtual world according to the real one and to place the virtual entities in the more 
appropriate position. This procedure must be done once and, if an object is moved, 
just its virtual counterpart should be repositioned.  

 

Fig. 4. The interfaces of the application: on the left, the main interface to interact with the ap-
pliances; in the center the interface to configure a particular power strip; on the right, the inter-
face application configuration 

Our system recognizes the deictic gesture using depth data and skeleton informa-
tion coming from a Microsoft Kinect camera. A user is assumed to perform a pointing 
gesture if the arm chosen for the pointing is almost stretched. A preliminary experi-
mentation with four people proved that the angle shoulder-elbow-wrist should be 
bigger than 160° to represent a good tradeoff between easiness to perform and a low 
number of false positives. In order to further reduce the false positives, we introduced 
a pointing temporal constraint: an object should be pointed continuously for at least 1 
second in order to be selected. We chose the straight line crossing the user shoulder 
and his dominant hand as direction of pointing. The ray casting solution has been 
adopted to select the targeted device [22]. 
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6 Usability Test 

6.1 Participant and Procedure 

We set up a scenario in an office context as shown in Fig. 5. The user is the first per-
son entering in his work office; therefore, he has to turn the light on, to power on his 
personal computer and to start working. After a while, the office temperature raises 
and the user decides to turn the fan on for some freshness. He continues working for 
some time, then, before leaving his office, he turns all the electrical appliances off. 

We tested the system with 13 users (1 person with reduced mobility on his own 
wheelchair and 12 able-bodied subjects on an electric wheelchair) with age ranging 
from 21 to 34. The experiment was composed of two phases; one phase involved the 
user following the office scenario controlling the electrical appliances through the 
smartphone paradigm. The other phase consisted in accomplishing the same scenario 
controlling the electrical appliances through the natural interaction paradigm. The 
order of the two phases was randomly chosen for each subject. After each phase the 
subject had to fill in a system usability scale (SUS) questionnaire [23]. At the end of 
the whole experiment, we gave to the subject a questionnaire with five open ques-
tions: which interaction paradigm he preferred and the advantages and the disadvan-
tages of each interaction paradigm. 

 

Fig. 5. Office scenario 

6.2 Usability Results and Discussion 

The users’ evaluations assessed the smartphone interaction paradigm usability as 
excellent with an average SUS score of 91.3 points and a standard deviation of 7.5 
points. The system with the natural interaction paradigm usability obtained an average 
SUS score of 84.2 with a standard deviation of 7.6. 

According to users’ feedbacks written in the questionnaires, the main advantages 
of the smartphone interaction paradigm are that it is reliable, intuitive, requires  
minimal effort, and that all the controllable appliances are visible on the screen with 
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direct visual feedback of their state. The main disadvantages have been identified as 
the required precision to press a button on the touch screen and the need of carrying a 
handheld device. The main advantages of the natural interaction paradigm are that it 
is very intuitive, provides a natural interaction mechanism (absence of handheld  
device) and a direct visual feedback from the physical appliances. The main disadvan-
tages are the need to move the wheelchair to control specific appliances, and the po-
tential fatigue caused by the deictic gestures. 

The subject with impaired mobility preferred the smartphone interaction paradigm. 
He specially emphasized the fact that most electric wheelchair users already have a 
smartphone attached to their wheelchair and the convenience of such a system for 
people with reduced mobility of the upper limbs. On the other hand, he also identified 
the advantage of the natural interaction paradigm for people with reduced mobility of 
the fingers that could find the smartphone interaction more troublesome. He also 
stated that, for both cases, a vocal modality could be a great additional feature. 

7 Conclusion 

In this paper, we presented and discussed a comprehensive system improving the 
interaction possibilities of people with reduced mobility. A novel prototype of Blu-
etooth-controlled power strip enables remote activation of dumb appliances. Smart-
phone and natural gesture based interaction paradigms have been developed and 
tested with 13 users. The first paradigm involves the use of subtle gestures and reduc-
es the fatigue for the control of the appliances; the second paradigm exploits deictic 
gestures in order to improve the system flexibility and to enhance the interaction of 
people with specific hands disability. 

Users evaluation concluded that the combination of the two paradigms provide an 
added value answering the needs of different kinds of users. Moreover, able-bodied 
people could also benefit from this system implementing these interaction paradigms. 

As next step we plan to enhance the BTSwitch capabilities in order to control com-
plex house appliances such as a TV or a media center. Moreover, we are making these 
interfaces multimodal. In fact, we are integrating the speech recognition in both para-
digms and this improvement does not involve adding new devices. Indeed, the smart-
phone will exploit the integrated microphone and the deictic gesture paradigm system 
will use the microphones array that is integrated in the Kinect device. 
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Abstract. Various applications concerning multi document has emerged 
recently. Information across topically related documents can often be linked. 
Cross-document Structure Theory (CST) analyzes the relationships that exist 
between sentences across related documents. However, most of the existing 
works rely on human experts to identify the CST relationships. In this work, we 
aim to automatically identify some of the CST relations using supervised 
learning method. We propose Genetic-CBR approach which incorporates 
genetic algorithm (GA) to improve the case base reasoning (CBR) 
classification. GA is used to scale the weights of the data features used by the 
CBR classifier.  We perform the experiments using the datasets obtained from 
CSTBank corpus. Comparison with other learning methods shows that the 
proposed method yields better results.  

Keywords: Cross-document structure theory (CST), Case based reasoning, 
Genetic algorithm, Supervised learning method, Feature weighting. 

1 Introduction 

Multi document analysis has sparked concerns among researchers to discover useful 
information from documents so that it could be beneficial to many related 
applications e.g. information retrieval, text summarization and etc. One of such 
analysis is the study on cross-document relationships. This study was pioneered by 
Radev [1] who came up with Cross-document Structure Theory (CST). The CST 
model is based on the idea that topically related documents often contain semantically 
related textual units such as words, phrases or sentences. In this work, we concentrate 
on identifying the CST relationships between sentences across documents. For 
example the relation between two sentences can be “Identity”, “Contradiction”, 
“Overlap”, and etc.  

We consider the task to identify the CST relationships as a multiclass classification 
problem. Supervised learning method is one of the widely sought methods for 
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multiclass classification problems. In this paper, we model the case based reasoning 
(CBR) method to perform the classification task. CBR is an instance based learning 
method in which its similarity function is very sensitive to the relevance of features 
used. In existing setting, all features are assumed to hold equal importance (weight) 
by the learning algorithm. Scaling the relevance of each feature is thus crucial for the 
success of the learning method. Therefore in this paper, we propose Genetic-CBR 
method which integrates feature weighting using genetic algorithm.  

Past literatures show that there have been efforts to learn the CST relationships in 
texts. Zhang et al. [3] used boosting, a classification algorithm to identify the  
presence of CST relationships between sentences. It is an adaptive algorithm which 
works by iteratively learning previous weak classifiers and adding them to a final 
strong classifier. Their classifier was able to identify sentence pairs with no 
relationship very well, but showed poor performance in classifying the other CST 
relationship types.  

In another related work, Miyabe et al. [4] investigated on the identification of  
CST relationship types by using cluster-wise classification with SVM classifier.  
They used a Japanese cross-document relation corpus annotated with CST relationships. 
The authors used the detected “Equivalence” relations to address the task of “Transition” 
identification. They obtained F-measure of 75.50% for equivalence and 45.64%  
for transition classes. However, their approach is limited to the two aforementioned 
relations. 

The benefits of using CST have also been addressed by a number of researchers. 
Zahri and Fukumoto [5] determined five types of CST relation between sentences 
using SVM where they used the identified CST relations to determine the 
directionality between sentences for PageRank [6] computation. The impact of CST 
on summarization system have been studied by [2, 7], where they use CST to select 
sentences that maximize total number of CST relationships in the final summary. The 
major limitation of these works is that the CST relationships need to be manually 
annotated by human experts.  

The rest of this paper is organized as follows: Section 2 outlines the proposed 
approach i.e. using Genetic-CBR method for the CST relationships identification. The 
experimental results and discussion are given in Section 3. Finally we end with 
conclusion in Section 4.    

2 Genetic-CBR Approach 

2.1 Overview of Approach 

In this section, we will discuss the overview of our proposed Genetic-CBR approach 
for identifying the CST relationships between sentences pairs. Among the relationship 
types that we aim to identify are “Identity”, “Subsumption”, “Description” and 
“Overlap”. The descriptions of these relations are given in Table 1. Further details 
with examples can be found in [2].  
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Table 1. Descriptions of CST relationships to be identified 

Relationship Description 

Identity The same text appears in more than one location 

Subsumption S1 contains all information in S2, plus additional 
information not in S2 

Description S1 describes an entity mentioned in S2 

Overlap (partial 
equivalence) 

S1 provides facts X and Y while S2 provides facts X and 
Z; X, Y, and Z should all be non-trivial. 

Case based reasoning (CBR) is a type of supervised learning method which finds 
solutions for new problems based on its similarity to existing problems i.e. by 
assigning the solution of the known problem to the new ones. There are four major 
phases in a CBR process namely Retrieve, Reuse, Revise, and Retain [8]. These 
phases form the CBR cycle where first the most similar cases (problems) will be 
retrieved from the casebase and then the solution from the retrieved cases will be 
reused for the new case. If no similar cases are found in the casebase, the solution for 
the new case will be revised and finally retained into the casebase.  

Based on the CBR process described above, we construct a CBR model for CST 
relationship identification. The following features were first extracted from each 
sentence pairs: 

 

Cosine Similarity – Cosine similarity is used to measure how similar two sentences 
(S) are. Here the sentences are represented as word vectors with tf-idf as its element 
(i) value: 
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Word Overlap – This feature represents the measure based on the number of 
overlapping words in the two sentences. This measure is not sensitive to the word 
order in the sentences [5]: 
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Length Type of S1 – this feature gives the length type of the first sentence when the 
lengths of two sentences are compared: 
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NP Similarity – this feature represents the noun phrase (NP) similarity between two 
sentences. The similarity between the NPs is calculated according to Jaccard 
coefficient as defined as in the following equation: 

          1 2
1 2

1 2

( ) ( )
( , )

( ) ( )

NP S NP S
NP S S

NP S NP S

∩
=

∪
                          (4) 

 

VP Similarity – this feature represents the verb phrase (VP) similarity between two 
sentences. The similarity between the VPs is calculated according to Jaccard 
coefficient as defined as in the following equation: 
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Each sentence pairs will then be represented as feature vectors (having the values of 
the above five features) with their respective outputs (CST relationship types). These 
pairs represent the cases in the casebase. Next, to identify the relationship type of a 
new case, the model will compare the input feature vector of the new case with 
existing cases in casebase. We use cosine similarity measure, where the cosine 
similarity between two cases ( , )X Y  is defined as following: 
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However in this work we will assign weights to the features so that the performance 
of the CBR classification model can be improved. Thus, this gives us the weighted 
cosine similarity measure as the following: 
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where kw  is the weight of the kth feature. In order to obtain the weights for the 

features, we have integrated feature weighting using genetic algorithm (detailed 
description of genetic algorithm implementation is explained in Section 2.2).  

Now using the weighted similarity measure, similar cases from the casebase can be 
retrieved. If the similarity value of the new case is more than the predefined threshold 
value, the model will reuse the solution (i.e. the relationship type of the sentence 
pair). However if the similarity value is less than the threshold value, the model will 
revise the new case as “No relation” type and retain the revised new case into the 
casebase. The overall process is illustrated in Figure 1.      
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Fig. 1. Genetic-CBR approach for CST relationship identification 

2.2 GA for Feature Weighting 

As described in Section 2.1, after the feature extraction phase, each extracted features 
will be weighted before supplying them to the CBR model. In this section, we will 
discuss how genetic algorithm (GA) can be used to determine the weights of these 
features. GA is a well known optimization technique used in various fields of research 
and applications [9-11]. It is based on the evolution theory with the analogy that better 
solution can be build if we somehow combine the “good” parts of other solutions to 
generate the new ones. The GA procedure is shown in Figure 2. 
 
Chromosome and Initial Population Construction. The first step in GA requires 
the construction of initial population which is composed of chromosomes. Each 
individual chromosome represents a potential solution to the given problem - in our 
case, the weights of the features. Since we have five features to be weighted, we 
construct five dimensional weight vectors by randomly initializing it with values 
between 0 and 1. These are known as real-valued population. To create a random 
population of N chromosomes, we have for example: 

 
 

Sentence pairs feature 
extraction 

Feature weighting using 
genetic algorithm 

Retrieve similar cases using 
weighted similarity measure 

Reuse case 

Identify CST 
relationship 

Revise case 

Similar? 

No 

Yes 

Adapt in casebase 
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Fig. 2. Genetic algorithm procedure 

   0.25  0.08  0.74  0.53  0.26         individual 1

                         0.77  0.67  0.03  0.22  0.31         individual 2

                         0.07  0.35  0.20  0.75  0.68       

Population = ←
←
←  individual 3

                                   ...................

                         0.54  0.87  0.52  0.45  0.33         individual N←

 

where each row represents the individual chromosome while each column value 
represents the weight of each feature. 

Fitness Function Design. The next thing we need to provide to GA model is the 
fitness function, i.e. the function that needs to be optimized. Fitness function is used 
to evaluate the quality of each individual chromosome in the population by computing 
its fitness value. In this work we use our CBR model classification accuracy to 
evaluate the fitness of individuals. The classification accuracy is given by: 

    
c

Classification Accuracy
t

=        (8) 

where c is the number of sentence pairs correctly classified and t is the total number 
of sentence pairs in the set. Since GA minimizes its fitness function, we use the 
classification error rate as the fitness function: 

Construct initial population 
of chromosomes 

Evaluate the initial population 

Select individuals based on 
fitness score 

Perform reproduction 

No Yes Optimized feature 
weights obtained 

Evaluate the new population 

Terminate? 
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      1  Error Rate Classification Accuracy= −                     (9) 

Selection Operation. The selection operation describes how individuals are selected 
to become parents, to produce the population for the next generation. We used the 
Stochastic universal sampling (SUS) method to select the parents from the current 
population. SUS uses M equally spaced steps in the range [0, Sum], where M is the 
number of selections required and Sum is the sum of the scaled fitness values over all 
the individuals in the current population. The M parents are then chosen by moving 
along the above range in steps of Sum/M and select the individual whose fitness 
spanned by each step.  

 
Reproduction Operations. The reproduction operations describe how GA creates its 
next generation. Here we use mainly three reproduction operations i.e. elite count, 
crossover and mutation. Elite count selects the individuals with the best fitness values 
in the current population that are guaranteed to survive to the next generation. 
Crossover operator produces children by mating its parent, i.e. by crossing parts of 
chromosomes from both parents while the mutation operation is performed by 
randomly replacing the gene of the chromosome by another to produce a new genetic 
structure.  

Termination Criteria. We continue to generate new generations and evaluate its 
fitness until the process reaches the maximum iteration (maximum generation). When 
the process ends, the individual chromosome with the best fitness value will be 
selected as the optimal feature weights. 

3 Results and Discussion 

3.1 Experimental Settings 

To experiment the identification of CST relationship, we used the dataset obtained 
from CSTBank [13] – a corpus consisting clusters of English news articles annotated 
with CST relationships. We collected 582 sentence pairs having the relationship types 
Identity, Subsumption, Description and Overlap. We also manually selected 100 pairs 
of sentences that pose no CST relations. At first we perform text preprocessing on 
each of these sentence pairs. This involves stop word removal and word stemming. 
After preprocessing, the features (as described in Section 2.1) will be extracted. These 
features will then form the instances for the training set where each instance is 
represented as feature vector with its corresponding CST relationship type. 

We then use the training set and run the genetic algorithm to find the optimized 
weights for the features. The initial population consists of 20 chromosomes which were 
randomly initialized with real values between 0 and 1. To evaluate the fitness function 
i.e. the CBR classification error rate, each individual chromosome fitness value was 
obtained using the average classification accuracy by running 10 hold-out cross 
validation on the training set. Selected chromosomes were then reproduced, resulting 2 
elite child, 11 crossover child and 7 mutation child in each generation.  We run 100 
generations (to allow the fitness to converge) before we terminate the process. 
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Once we obtain the optimized feature weights, we evaluate the performance of our 
Genetic-CBR model. Here we selected 476 sentence pairs for training and 206 
sentence pairs for testing. We employ the evaluation measures commonly used in 
classification tasks – Precision, Recall and F-measure. Given the actual class (CST 
relation type) and the predicted class, we measure the following: 

 

 
        

         

number of sentence pairs correctly labeled as class A
Precision

total number of sentence pairs labeled as class A
=       (10) 

 
         

          

number of sentence pairs correctly labeled as class A
Recall

total number of sentence pairs actually belong to class A
=      (11)      

          - 2
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3.2 Results 

The result of feature weighting using genetic algorithm is shown in Figure 3. The 
optimal weights obtained are 0.18374, 0.94211, 0.81638, 0.61879 and 0.00631, 
representing the weights for cosine similarity, length type, word overlap, noun phrase 
similarity and verb phrase similarity, respectively. Table 2 and Figure 4 show the 
precision, recall, and F-measure of Genetic-CBR classification. 
 
 

 

Fig. 3. Optimal feature weights after feature weighting 

With the motivation to compare the performance of our proposed technique, we 
also evaluated the classification accuracy for CST relationship identification using 
CBR (without feature weighting), neural network (NN) and support vector machine 
(SVM). NN and SVM are two popular machine learning techniques used for 
classification tasks [12]. The parameters of NN and SVM were tuned to give optimal 
results. The result of this comparison is shown in Figure 5 and 6. 
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Table 2. Precision, recall, and F-measure of Genetic-CBR classification 

CST Type Precision Recall F-Measure 

No relation 0.96 0.8 0.872727 
Identity 1 0.966667 0.983050 
Subsumption 0.837209 0.72 0.774193 
Description 0.760869 0.921053 0.833333 
Overlap  0.730158 0.793103 0.760330 

 

  

Fig. 4. Performance of Genetic-CBR classification 

  

Fig. 5. Comparison of F-measures between SVM, NN, CBR and Genetic-CBR 
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Fig. 6. Accuracy comparison between SVM, NN, CBR and Genetic-CBR 

3.3 Discussion 

This section discusses the results presented in the previous section. It can be observed 
that through feature weighting, the significance of the features varies. The feature 
weighting algorithm was able to differentiate the importance of each feature (with 
respect to the classification task), and assign it a suitable weight. The graph depicted 
in Figure 3 shows that features: length type, word overlap and noun phrase similarity 
are more important compared to features: cosine similarity and verb phrase similarity. 

From the evaluation of Genetic-CBR technique, as given in Table 2, we can 
observe that it gives good (>90%) precision in identifying the relationship type 
“Identity” and “No Relation” while the other relations came close to 80%. This result 
is probably due to the characteristics of “Identity” type sentences which have high 
similarity in terms of words and length while “No Relation” possesses the complete 
opposite characteristics.  

It can be seen from Figure 5 and 6 that overall, the proposed Genetic-CBR 
technique yields better results compared to CBR, NN and SVM. Genetic- 
CBR achieved the highest accuracy i.e. 82.52%. This shows that integrating GA with 
CBR can improve the classification results.  Here genetic algorithm was able to 
optimize the set of weights that can maximize the CBR classification accuracy. Such 
approach is suitable when the features are not of equal relevance. 

4 Conclusion 

This work involves a study on cross document relationship (CST relation) 
identification, in particular, relationships between sentences across topically related 
documents, where we attempt to identify four CST relationship types i.e. “Identity”, 
“Subsumption”, “Description” and “Overlap”. A novel approach has been outlined, 
that is using Genetic-CBR approach. The fundamental idea behind this approach is 
that performing feature weighting with respect to CBR classification can improve the 
classification performance as CBR classifier heavily rely on similarity-based selection 
(between feature vectors) to retrieve similar cases. In this work, genetic algorithm has 
been employed to optimize the weights of the features.  
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Experimental results showed that our proposed approach was effective and 
outperformed the popular SVM and NN techniques. The results also indicate that 
feature weighting does improve the CBR classification accuracy when we compared 
with CBR (without feature weighting). We believe that by being able to well identify 
the CST relations mentioned in this work, we can use them to facilitate multi 
document summarization task (our ongoing research) without relying on human 
experts. We regard this as our future work.  
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Abstract. Creating an intelligent environment relies heavily on the au-
tomated recognition of different actions. Addressing this issue can advance
many applications such as smart homes, automatic crime detection, con-
troversial judgment in sports, etc. However, Action Recognition (AR) has
yet to receive satisfactory performance. The massive amount of video data
and the problems associated with traditional ensemble methods introduce
a big challenge to the improvement in this field. We introduce a Diversity-
Based ensemble learning method that efficiently learns from the AR data
by selecting a representative subset at each iteration. The algorithm avoids
boosting problems and introduces a weight control function that guaran-
tees a diverse set of instances to be trained and eliminates outliers and
noise. This provides better capability of successfully differentiating be-
tween different actions. Based on our experimental results, it is evident
that our method achieves superior performance compared to traditional
methods.

Keywords: Action Recognition, Ensemble learning, Sampling.

1 Introduction

Recently, growing number of applications relies on the performance of Action
Recognition (AR). The task of action recognition is to classify different types of
motions. Action recognition suffers from the massive amount of video data that
keeps increasing as well as increasing number of actions. Moreover, the similarity
between actions such as waving, clapping, and boxing, further complicates the
process. Improving the process of automated action recognition results in more
reliable applications. It can create an intelligent environment that saves time,
money, and energy. Applications utilizing the task of AR include interactive
applications like human computer interactions and gaming, security surveillance
tasks like watching over neighborhoods, sports and entertainment, smart homes,
and many others.

The process of AR requires two main phases: feature selection and classifi-
cation. Feature selection can be divided into global and local representation.
Global representation deals with images as a whole entity by extracting impor-
tant information from a region of interest (ROI). Local representation deals with

A. Ell Hassanien et al. (Eds.): AMLTA 2012, CCIS 322, pp. 193–202, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



194 M. Abouelenien and X. Yuan

independent patches of the data to extract local information. Local representa-
tion involves two main steps: salient point detection and feature description.
Interesting points are detected first from videos. Then they are described by
feature descriptors to provide discriminatory information between different ac-
tions. In this paper, we use local representation of the video data owing to its
robustness to occlusion, illumination and other problems compared to global
representation. Although the main focus of this paper is on the learning process,
we employ a combination of points detected by Harris 3D and periodic methods.
3D SIFT method is used to describe the neighborhood of the detected points.
Details are provided in section 2. The large number of features described are then
clustered into words and quantitized into a word frequency histogram following
the famous bag of words method [10].

In our previous work [1] we introduced the idea of combining sampling with
boosting for improved efficiency. In this paper we provide a full analysis of the
weighted error and a novel analysis of the instances weights updating process.
The analysis lead us to introduce a Diversity-Based boosting method (D.Boost)
which uses a weighted sampling mechanism for efficient training. Also by a combi-
nation of sampling and an extreme weight control function, the algorithm avoids
early termination, eliminates training outliers, and guarantees a diverse set of
instances trained in each iteration for a more confident and improved boosting
performance.

The rest of this paper is organized as follows. In section 2 we review different
feature selection methods and the most famous boosting techniques. In section 3
our analysis and algorithm are proposed. Experimental results and discussion
are provided in section 4. Finally concluding remarks are provided in section 5.

2 Related Work

Two main steps are involved in the local representation process; salient point
detection and feature description. Harris detector [7] analyzes local changes in
patches of images using a Taylor expansion approximation and eigenvalues anal-
ysis to detect interesting points. Laptev and Lindeberg [8] introduced a space-
time extension to Harris detector (Harris3D). Using spatial and temporal scales,
Harris3D maximizes a normalized spatio-temporal Laplacian operator for better
interesting points detection. Dollar et al. [4] proposed a periodic detector where
a block of video data referred to as “cuboid” is processed using principal compo-
nent analysis and clustering to create a codebook. Willems et al. [15] detected a
scale-invariant, spatio-temporal interesting points that densely covers the video
data using a scale-space theory.

Detected points are then described using feature descriptors. HOG [3] uses a
histogram of gradient orientation in local patches of images. Speeded Up Robust
Feature SURF [2] uses integral images for image convolutions and 2D Haar
wavelet responses for an efficient feature description. David Lowe [9] introduced
SIFT which, based on a Gaussian scale space, efficiently matches key points using
an Euclidean distance metric. Based on SIFT, Scovanner et al. [14] proposed a
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3D SIFT descriptor to capture the spatio-temporal aspects of the video data.
Surveys on action recognition techniques can be found in [5, 11].

Boosting methods and in particular AdaBoost [6] achieved a wide success in
machine learning and computer vision applications. The algorithm successively
trains weak classifiers with training data using a weighted error minimization
scheme. The method successfully improves accuracy but mostly on expense of
efficiency. AdaBoost was proposed for binary classification and was later ex-
tended for multiple class classification. Freund and Schapire introduced a series
of multi class extensions [6, 12] that converted the multiple class problem to a
series of binary classifications. The methods suffered from strict termination con-
ditions and degradation in efficiency. Zhu et al [17] introduced a simple extension
to AdaBoost, Stage-wise Additive Modeling using Multi-class Exponential loss
function SAMME, that modifies the loss function to ease termination conditions.
Attempts on applying AdaBoost for AR is provided in [16].

3 Methodology

3.1 Analysis of the Weighted Error

We start by providing an insight on the early termination problem. First we pro-
vide a weighted error analysis that determines the reason for early termination
of the boosting methods. We then introduce a novel analysis of the instances
weights updating process. Based on the analysis we introduce a Diversity-Based
boosting algorithm that solves the early termination problem and guarantees a
diverse set of instances available for training at each iteration.

In traditional boosting methods, the algorithm is trained with the same train-
ing data every iteration. The chances of having the same misclassified instances
is high especially with stable classifiers. Once this occurs, the weighted error
increases enough to reach the error bound and terminate the algorithm. The
analysis shows that boosting methods terminates rapidly if a set of one or more
instances are repeatedly misclassified. The analysis employs SAMME algorithm
and can easily be converted to AdaBoost and AdaBoost.M1.

Given a training set (x1, y1), . . . , (xN , yN ), where xi ∈ X and yi ∈ Y =
{1, . . . , C}. The instances are initialized with a weight of w1(i) = 1/N . The total
number of classes and instances are denoted by C andN respectively. We assume
that after the first iteration, we have m misclassified instances, m ∈ {1, . . . , N}.
The weighted error is then calculated according to ε1 = m

N . We assume that after
the second iteration, all the m instances are misclassified again. The weights for
the m misclassified instances are updated to

w2 =
eα1

NW2
(1)

The weights for the are correctly classified instances are updated to

w2 =
e−α1

NW2
(2)
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α is the weight assigned to the weak classifier according to its performance and
W2 presents a normalization factor. W2 =

∑N
1 w2 = m

N eα1 + N−m
N e−α1 .

α1 =
1

2
log(

1− ε1
ε1

) +
1

2
log(C − 1) (3)

Then the weighted error after the second training is

ε2 =
m
N eα1

m
N eα1 + e−α1 − m

N e−α1
=

e2α1

e2α1 + N
m − 1

(4)

The weighted error after we substitute with the values of α1 and ε1 is

ε2 =
[Nm − 1][C − 1]

[Nm − 1][C − 1] + N
m − 1

(5)

The weighted error will then be

ε2 = 1− 1

C
(6)

When C is substituted with 2 as in AdaBoost or when the term log(C − 1) is
excluded as in AdaBoost.M1, the weighted error will convert to 0.5. Hence, all
boosting algorithms terminate due to the increased weighted error which exceeds
thier error conditions.

3.2 Analysis of Instances Weights

In this section we provide a novel analysis of the instances weights updating
process. The analysis provides an expression for the number of instances n that
are allowed to be misclassified after being correctly classified in the first iteration
in terms of the weighted error.

We assume m instances are misclassified after the first iteration. The weighted
error will be ε1 = m

N . The example weights for the misclassified and the correctly
classified instances are updated according to equations (1) and (2) respectively.
Now after the second iteration we assume we have a set of misclassified instances
that consists of a fraction d ∈ [0, 1] of the m misclassified instances and n newly
misclassified instances. The weighted error after the second training is updated
to

ε2 =
dm
N eα1 + n

N e−α1

m
N eα1 + e−α1 − m

N e−α1
(7)

ε2 can be simplified by substituting with the values of α1 and ε1 to

ε2 =
dm[Nm − 1][C − 1] + n

m[Nm − 1][C − 1] + [N −m]
(8)

Therefore, n can be represented as

n = [N −m][Cε2 − d(C − 1)] (9)

Equation (9) presents the number of instances that are allowed to be misclassified
after being correctly classified in the first iteration in order for the weighted error
not to reach the error bound and terminate the boosting method.
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3.3 Diversity-Based Boosting

Based on our analysis we developed a novel Diversity-Based multiple class boost-
ing algorithm (D.Boost) that integrates weighted sampling with a weight control
function in order for the algorithm to achieve higher efficiency, avoid early ter-
mination, and guarantee a diverse set of instances to be trained in different iter-
ations for improved and confident performance. In a typical boosting algorithm,
the example weights are updated after each iteration according to the weak clas-
sifier evaluation. The misclassified instances achieve higher weights while the
correctly classified instances achieve lower weights. This allows the algorithm to
focus on hard to classify examples. However, using the same training set might
result in having repeatedly misclassified instances which lead to early termina-
tion as discussed above. Moreover, for large data sets any improvement in the
prediction accuracy will be on the expense of the efficiency. In D.Boost, the train-
ing set is down sampled to a specific size S for each iteration. After training,

Algorithm 1. Diversity-Based Boosting

1: initialize data distribution with w1(i) = 1/N
2: for j = 1, . . . , J do
3: Select a subset S ⊆ D according to the instances weights
4: Train a weak classifier fj with S

fj = arg min
fj∈F

N∑
i=1

wj(i)L[yi �= fj(xi)]

5: if εj ≥ C−1
C

then
6: αj = 0
7: Call algorithm 2
8: end if
9: Compute αj for current weak classifier

αj =
1

2
[log(

1− εj
εj

) + log(C − 1)]

10: Update the data distribution weights

wj ⇐ wje
αjI[yi �=fj(xi)]

11: Normalize wj

12: end for
13: Combine classifiers fj into F (x)

F (x) = argmax
y

T∑
t=1

αjfj(x)
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Algorithm 2. Weight Control Function

1: Define wM as the weights of the m instances group.
2: Define wN as the weights of the n instances group.
3: if Repeatedly m instances are misclassified then
4: wj |wj=max(wj ,wj∈wM ),f1(xi) �=yi

= min(w(i))

5: else if n ≥ (N −m)(C − 1)(1− d) then
6: wj |wj=max(wj ,wj∈wN ),fj(xi) �=yi

= min(w(i))
7: else
8: wj |wj=max(wj) = min(w(i))
9: end if

the whole training set is evaluated and their weights are updated. The sampling
process depends on the weights of the instances. Accordingly, the misclassified
instances have a higher probability of being selected. Once the weights of some
misclassified instances increase to a certain limit, the weighted error reaches the
allowed bound and the algorithm terminates. There are three reasons for this
termination. First, the repetition of the same misclassified instances as shown in
section 3.1. Second, the increase in the number of newly misclassified instances
that were originally correctly classified as shown in section 3.2. For that, we
substitute ε with the maximum error bound in algorithm (2). Third, the overall
increase in the weights of different instances after several iterations. In our algo-
rithm, once this increase in weights occurs, the algorithm calls a function that
checks which of these reasons causes the termination. The determined reason
specifies the group of instances causing the error increase. The algorithm then
finds the one or more instances with the highest weights of this group and forces
them to have the minimum weight. The new weights will assign a very small
probability of these particular instances to be selected for the next iteration.
After several iterations, some repeatedly misclassified instances are no longer
valuable to the classification process. They could simply represent noise or out-
liers. D.Boost also allows the boosting algorithm to run for elongated number of
iterations and guarantees a diverse set of instances to be selected.

The combination of the weighted sampling with the control of the extremes
in instances weights results in a robust boosting method that achieves more
confident and accurate decisions. Majority voting scheme is then used to combine
the weak classifiers decisions. The boosting algorithm and the extreme weights
control function are presented in algorithms (1) and (2) respectively. I[.] is an
indicator function that results in 1 if true and −1 otherwise. L[.] is an indicator
function that results in 1 if true and 0 otherwise.

4 Experimental Results

4.1 KTH Dataset

For our experiments, we processed the famous KTH action recognition data set
[13]. KTH consists of six human actions that were performed by 25 persons. Each
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Fig. 1. KTH dataset. Actions represented are Boxing, Clapping, Waving, Running,
Walking, and Jogging respectively.

individual performed each action in 4 different ways. The actions are boxing, clap-
ping, waving, jogging, running, and walking. Based on reported researches [14], we
removed the jogging action from the experiments as jogging and running are basi-
cally the same. The processing of the KTH data set starts by extracting interest-
ing points from the videos. Although the main focus of this paper is the learning
process but we propose using a union of points detected by Harris 3D and pe-
riodic detectors. Preliminary experiments showed this strategy can extract bet-
ter discriminatory information between different actions. 3D SIFT is then used
to describe the spatial temporal regions around the detected points. The descrip-
tion vectors are quantized using K-means clustering. In our experiments we used
1000 clusters. Increasing the number of clusters resulted in better overall accuracy
but on expense of processing time. Using the bag-of-words method, The centers
of the clusters are referred to as words. A frequency histogram is then created.
Each video is represented as a vector consisting of the frequency of the descriptors
matched to the words vocabulary. Test videos are matched to the existing clusters
to create their own frequency histogram. In our experiments, early pruned Deci-
sion Trees DT were used as the base classifiers in a 2-fold cross validation scheme.
DT employed information gain as the splitting criterion. Diversity-Based boost-
ing down sampled the training set to 15 (D.Boost-15), 25 (D.Boost-25), and 35
(D.Boost-35). The results were compared with AdaBoost.M1 and SAMME using
a training set of 50 videos in ensemble sizes of 10, 50, and 100.

4.2 Discussion

Figure (2) presents the average error rate of all methods with all ensemble sizes.
The results show a very close performance of AdaBoost.M1 and SAMME. Using
D.Boost, a significant improvement in performance was observed. The decrease
in the error rate compared to AdaBoost.M1 and SAMME reaches up to 44%
using D.Boost-15 trained for 100 iterations. For D.Boost, further improvement
is observed as the ensemble size increases. The only exception is D.Boost-35
where there was less than 1% degradation after increasing the ensemble size
from 10 to 50. It can also be seen that as the number of iterations increases,
the smaller sample sizes achieve faster improvement in performance than the
larger sizes. For example, The best observed performance is D.Boost-15 using
100 iterations. Training only 10 iterations, D.Boost-15 had higher error rate than
D.Boost-25 and D.Boost-35.

The very close performance of AdaBoost.M1 and SAMME using different
ensemble sizes is illustrated in table 1. The average number of effective weak
classifiers for the 2-fold cross validation, denoted by (EWC) is very low. The
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Fig. 2. KTH dataset. Action represented are Boxing, Clapping, Waving, Running,
Walking, and Jogging respectively.

Table 1. Number of training Iterations (J), approximated individual class average
error rate in %, approximated Time in minutes, and the average number of effective
weak classifiers (EWC) for the KTH Action data set

KTH AdaBoost.M1 SAMME D.Boost-35 D.Boost-25 D.Boost-15
J 10 50 100 10 50 100 10 50 100 10 50 100 10 50 100

Box% 44 43 43 43 44 43 39 24 25 37 29 29 35 29 27

Clap% 40 40 40 40 40 40 28 32 28 31 30 31 39 24 33

Wave% 39 39 39 39 39 39 27 32 28 34 27 28 35 28 28

Run% 31 31 31 31 31 31 21 26 18 14 13 8 16 18 7

Walk% 36 36 35 36 35 36 19 21 16 27 12 9 23 11 7

Time 3.4 17 35 3.4 17 35 2.4 12 24 1.9 9.2 18 1.4 6.1 12

EWC 1.5 1.5 4 2 1.5 4 10 39 89.5 10 45 83 9.5 43.5 85

classifiers with zero or very close to zero weights are neglected. EWC shows
a maximum of 4 effective classifiers for all ensemble sizes. The low number is
attributed to the early termination problem due to repetition of misclassified in-
stances discussed earlier. For D.Boost, the maximum number of ineffective weak
classifiers was 17 out of 100 for D.Boost-25. The table shows that the hardest
classes to classify are the Box, Clap, and wave classes. This can be attributed
to the similarity in performing the actions. Using D.Boost with all sample sizes
the difficulty was lowered significantly compared to the other methods. Easier
classes like running and walking were significantly improved with D.Boost-15
down to an error rate of 7%. Same trend was observed for individual classes
where, as the number of iterations increases the performance is improved. A sig-
nificant improvement in efficacy is observed using D.Boost as illustrated in the
Time (in minutes) row. The improvement in efficiency using the best perform-
ing algorithm, D.Boost-15 trained for 100 iterations, compared to AdaBoost.M1
and SAMME is around 65%. It can be concluded that selecting smaller training
subsets for longer number of iterations achieves better performance.
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5 Conclusion

Action Recognition is a relatively growing field owing to its many applications
that can create an intelligent environment that saves time and energy. Despite of
its importance, this field has yet to achieve satisfactory performance and suffers
the massive size of available data that requires a lot of processing. In this paper
we proposed an efficient Multi-class Diversity-Based boosting method (D.Boost)
for Action recognition. We First processed the Action Recognition data set using
a union of interesting points detected by Harris 3D and periodic detector. The
points were then described using 3D SIFT and clustered into a vocabulary of
words using the famous Bag-of Words method. Each video was presented with
a word frequency histogram. The processed videos were then trained using our
proposed algorithm.

D.Boost is an efficient ensemble learning algorithms that avoids traditional
problems experienced with other boosting methods. It avoids early termination
due to repetition of misclassified instances by selecting a representative subset of
the whole training set. It then guarantees a diverse set of instances to be trained
in each iteration using a weight control function that eliminates selection of
noisy and outlying instances that contribute to the early termination problem.
The diversity achieved ensures that the algorithm can learn actions performed
in different ways or by different individuals. Moreover, the new algorithm is very
efficient by training only a subset of the whole training set at each iteration.
Based on our experimental results, it is evident that our method achieves mas-
sive improvement in both accuracy and efficiency compared to the traditional
boosting methods.

In future work we will further improve our method to be able to better differ-
entiate between actions that have high degree of similarity. This can be achieved
by creating a measure that allows selection of the most discriminatory instances
from the training set.
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Abstract. Egypt is currently going through new era where the face of Egypt is 
expected to be changing to much better environment. After the 25th revolution, 
the Egyptian people are excited to see new Egypt. However, such change faces 
many challenges including the utilization of technology in every aspect of 
Egyptians’ life. Throughout this paper, a strategic view to the required technol-
ogy and the role of Wireless Sensor Networks (WSNs) in developing “New 
Egypt” is presented. This paper is considered as guidelines to the developing 
countries as well as to the established countries in using new technologies. In 
addition, we stress on the role of WSNs in smartening our environment and 
propose a framework for the best utilization of WSNs.  

Keywords: Smart Egypt, Smart city, WSN.  

1 Introduction 

In 25th of January 2011, Egyptians surprised the world by their revolution. The revo-
lution led to changing the governed regime that was controlling the country for more 
than 30 years. The revolution was not a target by itself but it was a way of expressing 
the urgent need to change the face of Egypt. However, after the revolution, there is a 
need to start a new era in developing the country. We believe that technology is the 
right vehicle at this time to build up advanced and smart cities.  

Egypt has many resources that if they are used properly, it might become one of 
the advanced countries in a short period of time. For instance, Egypt is well known as 
one of the oldest agriculture civilization; the amazing Nile River allowed sedentary 
agriculture society to develop thousands of years ago. However, Egypt has no effec-
tive rainfall to depend on it in agriculture. Therefore, the reliable water supply comes 
from the High Dam in Aswan and it is governed by the water-sharing treaty with the 
countries of the Nile Basin under which 55.5 billion m3 per annum is allocated to 
Egypt [14]. Thus, the importance of smart water monitoring system and its distribu-
tion as well as its quality is urgently needed for best exploiting the water resources. 
Another example on the Egypt resources is the arable land where more than 90% of 
Egypt is desert. The agricultural land is about 3.5 million ha (8.4 million feddan) 
which is 3.5% of the total area. Planning to utilize such areas, again, requires smart 
water distribution and monitoring system. 

With the advances in MEMS, WSNs have attracted many people from the acade-
mia and industry alike. Thus, WSNs became the base for smart applications. Sensor 
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nodes are tiny devices that interact with the environment and measure its parameters. 
Figure 1 shows the basic architecture of WSN where nodes are deployed either ma-
nually or randomly in the monitored field. Sensors cooperate together to form a wire-
less ad hoc and multi-hop network; this network is usually report its data to a centra-
lized node named “sink” node. Then, information is flowed to the end user through 
the Internet after analysis. WSNs are used in many applications including water moni-
toring [25], pollution detection [10], battle field monitoring [3], health care [11] and 
many others. However, sensors suffer from scarce energy sources, limited processing 
capabilities, and small memory footprint. Such sensors are required to live unattended 
for long time. Such restrictions pose many challenges to the designer of WSNs. 
Therefore, many of the researchers are targeting the minimization of energy consump-
tion at different layers of the sensor’s stack.  

The paper is organized as follows: the following section explains our smart moni-
toring framework; section 3 elaborates on smart Egypt applications; finally the paper 
concludes in section 4.  
 

 
Fig. 1. WSN architecture 

2 Smart Monitoring Framework  

This section explains our view to the suitable monitoring framework for Egypt as well 
as any developing country. The framework consists of six phases as shown in Figure 2.  

 
Phase 1: Choosing Appropriate Sensors  
In the first phase, appropriate sensors are chosen where WSNs are application based. 
Each application has its own suitable types of sensors. For example, air pollution 
application might require temperature, humidity, Gas, and pressure sensors while 
battle field monitoring application might require motion and image sensors. In addi-
tion, some of the applications require dummy sensors while others require smart sen-
sors. Smart sensor, in this context, means sensors with five basic units as given in 
Figure 3. The sensing unit consists of the sensing devices in which the type of sensor 
is defined based on. A sensor might sense only one feature from the monitored field 
or it might sensor multiple features. A sensor with single sensing device onboard is 
named “single modal” sensor while a sensor sensing multiple features is named “mul-
timodal” sensor [8] [15]. The sensing unit also contains Analog to Digital Converter 
(ADC) where the sensed analog data is converted to digital. 
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The second main component of a sensor is the power unit where a sensor may de-
pend only on AA batteries. Such limited energy source poses harsh constraints on the 
sensor’s operation. The processing unit is the third unit of a wireless sensor where a 
processor/microcontroller is used. The memory constraints lead to the usage of tiny 
operating systems with limited capabilities such as TinyOS [12], Contiki [6], and 
MANTIS [1]. The communication unit is another component of a smart sensor where 
different standards are utilized such as ZigBee and Bluetooth. The other two units are 
considered optional in which Location Finding unit is usually needed for outdoor 
applications while the Mobility Support unit is required for mobile WSNs.  

It is worth mentioning that Location Finding Unit is not recommended to be based 
on Global Positioning System (GPS). GPS is expensive in terms of energy consump-
tion and it might not be available everywhere which limits the usage of sensors. Many 
other location estimation methods are invented for WSNs [22]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Smart monitoring framework  

Phase 2: Pre-Deployment  
Since WSNs are used in many critical applications such as health care and battle field 
monitoring, the collected information is considered sensitive. Therefore, it is required 
to apply certain security algorithms where security keys, in most cases, might be pre-
installed [24]. In addition, a node configuration and some software are required to be 
installed before deployment. So this phase is designated for such operations.  

 
Phase 3: Deployment  
Node deployment methods could be classified into deterministic and random. In de-
terministic deployment, nodes are usually placed manually in the monitored field.  
This type of deployment is suitable to indoor application when number of nodes are 

Choosing Appropriate Sensors 

Pre-deployment 

Deployment 

Data Collection 

Data Analysis 

Decision Making 



206 R.A. Ramadan 

not that large as well as th
classroom applications [13]

 
Phase 4: Data Collection  
WSNs operation could be 
networks. In reporting-base
or multi-hop to a centralize
the sink queries the nodes a
to the sink node. Based on 
cols are invented especially

 
Phase 5: Data Analysis  
After the data reaches the si
such type of data is named 
dle to such data including 
usually contains huge redu
ranges as well as due to mu
information that can be used

 
Phase 6: Decision Making 
Here, in this phase, many A
sion making. However, the 
tations of sensor nodes. Ag
work decisions. The type o
actuator based on the type o
 

3 Smart Egypt Ap

For smart Egypt, there are 
could be classified based on
ure 4): 1) Smart city, 2) Sm
paper, we explore the sma
space limitations. However
 

he deployment environment is accessible such as in sm
] [19].  

classified into reporting-based networks and query-ba
ed networks, nodes transfer their sensed data through sin
d node (sink). On the other hand, in query-based networ
and whoever has the answer to the query will replies b
this classification, different routing and data storage pro

y for sensor networks such as Directed Diffusion [4].  

ink node, the node has to analyze the received data. In f
as a stream data. Many techniques are investigated to h
stream data mining techniques. In fact, the received d

undancy due to the overlapping among the nodes sens
ultipath routing [18]. The output of this phase is meaning
d in the next phase which is decision making phase.  

 
Artificial Intelligence (AI) techniques are utilized for de
 problem is in using certain AI techniques due to the li

gain, new techniques are investigated to help in taking n
f decisions could be serious or could be just controlling

of the WSNs applications.  

 

Fig. 3. Sensor node architecture  

pplications  

many WSNs applications are required. These applicati
n their relationship to each other as follows (shown in F
mart waterways, 3) Smart home, and 4) Smart grid. In 
art city class only and study its requirements due to 
r, these classes of applications should be built over sm

mart 

ased 
ngle 
rks, 

back 
oto-

fact, 
han-
data 
sing 
gful 

eci-
imi-
net-
g an 

ions 
Fig-
this 
the  

mart  



 Towards Smart Egypt – The Role of Large Scale WSNs 207 

infrastructure including wired and wireless networks as well as intelligent information 
processing system. Information processing could be done over specialized server or 
over private cloud.  
 

 
 
 
 
 
 
 

Fig. 4. Smart Egypt applications 

3.1 Smart City 

There are almost 41 cities in Egypt, shown in Figure 5; each one has special characte-
ristics and requires special treatment in terms of changing it to smart city. Smart city 
could be defined as new regulations and generations of services based on information 
and communication technology. Smart cities should be easy to use, efficient, respon-
sive, open and sustainable for the environment. Since smart city, as depicted in Figure 
4, is based on smart infrastructure, we could declare that few of these cities could be 
smart. Cairo, Alexandria, Luxor, and Giza might be the best cities for smart city pro-
totyping. Others might be planned for future development. However, we believe that 
the selected cities could enhance Egypt economy and lead to true revolution in infor-
mation and communication technology.  

In order for the four cities to be smart, we propose the framework presented in Fig-
ure 6. As can be seen in the Figure, there are some basic components that they have to 
cooperate together. Six components need to be built on the top of four agencies. The 
components are Smart Sensing, Smart Networks, Smart Transportation, Security and 
Surveillance, Artificial Intelligence, and Cloud computing and Human Behavior.  

Smart sensing does not only mean using of smart sensors to monitor the environment 
parameters but also means efficient deployment to such sensors. In terms on node dep-
loyment, there are two main methods which are deterministic deployment [17] and  
random deployment [16]. In deterministic deployment, nodes are manually placed in 
monitored field. In this case, the monitored field is assumed accessible and the number 
of the deployed nodes is manageable to be placed manually. On the other hand, with 
large number of nodes and/or due to the inaccessibility of the monitored field, random 
deployment is preferred. Nodes might be deployed using helicopter or flaying robots in 
this case. The deployment problem could be also classified based on the deployment 
objectives. For instance, sensor nodes might be deployed targeting the coverage of the 
monitored field [20]. However, nodes might be deployed for network connectivity [13].  

In fact, there are many deployment methods target saving nodes energy during the 
deployment phase. Some other objectives are considered in the literature such as  
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Fig. 5. Egypt cities 

k-coverage and k-connectivity. Deployment problem is not limited to the deployment 
of sensor nodes but also extended to the deployment of a sink node. In other words, 
some researches were targeting the best position of the sink node for efficient opera-
tion to the WSN [23]. This problem is extended to include multiple sink nodes in 
large scale WSNs [7].  

Smart network includes smart network architecture in terms of operation and 
communication. In addition, smart network means the availability of network securi-
ty, re-configurability, and energy efficiency. In fact, these are issues of any wireless 
networks. For example, WSN security is a big issue since the capability of the node is 
very limited and cannot run regular algorithms such as DES [2] or RSA [9]. Moreo-
ver, with large number of nodes WSN suffers from scalability problem since nodes 
have to report their data to a centralized node and a message may transfer through 
large number of hops. Therefore, smart network is one of the major components of 
any smart city project.  

The science of Artificial Intelligence (AI) is the science of engineering making 
machine intelligence. It is related to using computers to understand human intelli-
gence but it does not have to confine itself to methods that are biologically observa-
ble. The main problems of AI include reasoning, knowledge, learning, planning, 
communication, and perception. In the context of smart city, AI is mostly related to 
event detection, behavior analysis, and emergency response. There are many related 
AI techniques that utilized in various smart application such as Neural Networks and 
Fuzzy Logic techniques.  

Smart transportation is another important component of a smart city. However, 
transportation in Egypt is a special case and might need unusual methods to be solved 
due to many issues including the strange drivers’ behavior. For example, there is a 
lake in efficient public transportation where 54% of public transportation is informal 
through micro-buses. In addition, roads have high accident rate due to many reasons 
including the quality of the roads. Moreover, there is no addressing to the disabled 
people in Egypt transportation system. Nevertheless, Egypt transportation institutions 
are weak and fragment. It is also worth mentioning that the new expansion and new 
cities is adding new problems to the transportation network in Egypt. Figure 7 shows 
the new expansions to Cairo.  
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However, smart transportation, in this context, does not mean vehicles transporta-
tion but also includes underground metros, railways, and flight transportation. Smart 
transportation component deals with traffic monitoring and access control. In fact, 
smart transportation cannot be separated from the Cloud Computing and Human Beha-
vior and Security and Surveillance components. There are over 200 million cameras 
deployed worldwide while very few of them are in Egypt. These public cameras are 
used for safety and enforcing safer driving practices. A suggested structure like NetVI, 
shown in Figure 8, could be a suitable monitoring environment. This structure could be 
used for crime detection, event management, and pedestrian traffic monitoring.  

 

Fig. 6. Smart city framework 

Cloud Computing and Human Behavior Component is another important compo-
nent due to the huge amount of data that needs to be processed in a smart city. Cloud 
includes many of distributed computing tools for the operation on the collected data. 
A simplified architecture of a cloud is depicted in Figure 9. As can be seen, the cloud 
resources are hidden from the end user by a virtual machine layer. Above this layer, 
there is an application hosting platform for cloud running applications and a cloud 
user-level middleware which is an interface layer for handling the user requirements.  

The previously mentioned components would not work efficiently unless the fol-
lowing agencies are cooperating: 1) city councils, 2) police and local transportation 
agencies, 3) shopping malls, and 4) local Universities. From the first glance, one 
might think that shopping malls and local Universities have no relation to smart city. 
However, local Universities have two important roles; first, they can provide an accu-
rate research solutions and prototypes for different smart city problems. Second, the 
place of a university may have a serious effect on the transportation and services that 
needed to be offered to students which certainly affect the operation of a smart city. 
At the same time, shopping malls attract many people and they need large parking 
areas; therefore, their positions and accessibility will have a great effect of the opera-
tions of a smart city as well.  

Finally, to conclude our vision to Egypt smart cities, there are some research chal-
lenges the need to be talked. These challenges are presented in Figure 10. These areas  
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4 Conclusion  

In this paper, we introduced to the role of WSNs towards smartening Egypt. The pa-
per started by introducing a smart monitoring framework. The suitability of this 
framework is also explained. Then, smart Egypt applications are explored. Some of 
these applications are smart city, smart waterway, smart home and smart grid. The 
paper focuses only on smart city applications such as smart sensing, smart network, 
and smart transportation networks. In addition, the paper introduced the important 
research areas that need to be investigated for building smart Egypt.  
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Abstract. Many feature generation methods have been developed for object 
recognition. Some of these methods succeeded in achieving the invariance 
against object translation, rotation and scaling but faced problems of the bright 
background effect and non-uniform light on the quality of the generated 
features. This problem has objected recognition systems to work in free 
environment. This paper proposes a new method to enhance the features quality 
based on Pulse-Coupled Neural Network (PCNN). An adaptive model is 
proposed that defines continuity factor is as a weight factor of the current pulse 
in signature generation process. The proposed new method has been employed 
in a hybrid feature extraction model that is followed by a classifier and was 
applied and tested in Arabic Sign Language (ASL) static hand posture 
recognition; the superiority of the new method is shown.  

Keywords: Pulse-Coupled Neural Network (PCNN), Mult-Layer Perceptron 
(MLP), Continuity Factor, Arabic Sign Language (ASL), Discrete Fourier 
Transform (DFT). 

1 Introduction 

Many recognition systems are based on saliency techniques which depend mainly on 
the segmentation step, which is very critical. A new trend for pattern recognition has 
been discovered that mainly depends on image understanding without segmentation. 
To skip the segmentation step, we need a transformation that expresses the contents of 
the image without segmentation. PCNN has the ability to convert a 2D image into a 
1D periodic time series [1] which represents "Image Signature". PCNN is a 
biologically inspired neural network model that is proposed in 2000 by Eckhorn [2]. It 
has been acquired from the study of synchronous pulse bursts in the cat visual cortex. 
From this start, a different PCNN algorithm has been developed to simulate the exact 
model and have all the assumptions for dimension decreasing of image recognition. 
Examples of these modifications are: Modified PCNN, Feedback PCNN, Fast Linking 
PCNN and Optimized PCNN. PCNN is applied to image filtering, smoothing, 
segmentation and fusion [3]. PCNN also generates a unique one-Dimensional time 
series (image signature) based on computing the global pulsing behavior [4]. The idea 
of image signatures stems from biological research performed by McClurken et al. [5] 
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they measure the neural response of a macaque to checkerboard style patterns.  
The creation of signatures and using it in object recognition with the PCNN was first 
proposed by Johnson [6]. This paper proposes adding weight factor which is 
calculated every iteration (continuity factor). This factor permits a sufficient number 
of iterations and also minimizes the interference effect.  

The rest of this paper is organized as follows: Section (2) discusses the sign 
language recognition system as a kind of gestures in general and reviews some recent 
and related published works. Section (3) discusses the mathematical background of 
the PCNN Models. Section (4) discussed the proposed Arabic Sign Language 
Recognition System in details. A set of experiments are then presented in Section (5), 
followed by some conclusions in Section (6). 

2 Sign Language Recognition 

Sign language as a kind of gestures is one of the most natural means of exchanging 
information for most deaf people. The aim of sign language recognition is to provide 
an efficient and accurate mechanism to transcribe sign language into text or speech. 
Sign language is a visual and manual language, made up of signs created with the 
hands, facial expressions, and body posture and movement [7,19]. Sign language 
conveys ideas, information, and emotion with as much range, complexity, and 
versatility as spoken languages. B. Bauer and H. Hienz [8] in 2000 developed a GSL 
(German Sign Language) recognition system that uses colored cloth gloves in both 
hands. The system is based on Hidden Markov Models (HMM) with one model of 
each sign. A lexicon of 52 signs was collected form one signer both for training and 
classification. A 94% recognition percentage was achieved. N. Tanibata et al. [9] -in 
2001- proposed a method of extraction of hand features and recognition of JSL 
(Japanese Sign Language) words. For tracking the face and hand, they could 
recognize 64 out of 65 words successfully by 98.4%. J. Zieren et al. [10] presented 
two systems for isolated recognition: the first is for recognizing GSL, on a vocabulary 
of 152 signs achieving a rate of 97%, using HMM, but the rate decreases for the 
group of signs that contain overlaps in either hands or face and hands. A more recent 
approach in 2009 by Kelly et al. [11] also incorporates a non-manual feature, namely 
head movement; a detection ratio of 95.7% could be achieved. Compared to other 
sign languages, not much has been done in the automation of the Arabic sign 
language, except few individual attempts. Assaleh et al. [12] used colored gloves for 
collecting a varying size data samples for 30 manual alphabet of Arabic sign 
language. Polynomial classifiers were used as a new approach for classification. In a 
recent (2005) work in Arabic Sign Language, in 2011, Nashwa El bendart et al [13], 
recognized Arabic static alphabets with recognition accuracy 90%. When Microsoft 
released "Kinect" in November 2010, Fig 1, it was mainly targeted at consumers 
owning a Microsoft Xbox 360 console, allowing the user to interact with the system 
using gestures and speech. The device itself features an RGB camera, a depth sensor 
and a multi-array microphone, and is capable of tracking users' body movement. 
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Fig. 1. Kinect in sign language recognition 

This new technology encourages researchers in sign language recognition to 
customize it in real-time recognition. Unfortunately, due to low resolution of Kinect 
cameras, hands details and shapes in fast time animation are indistinguishable.  

3 PCNN Models 

A pulse-coupled neural network (PCNN) is a model of a biological network, 
specifically, a model of fragment of cat's sight network. It is a single-layer network 
[14] composed of neurons. Each of them is linked to one pixel of the input image. 
Each neuron contains two input compartments: the feeding and the linking. The 
feeding receives an external stimulus as well as local stimulus while the linking only 
receives local stimulus [14]. The local stimulus comes from the neurons within 
feeding radius. This local stimulus is hereafter called the firing information. The 
external stimulus is the intensity from the corresponding pixel in the picture. The 
feeding and linking are combined in a second order fashion to create the potential 
which then decides together with the output whether the neuron should fire or not. 

3.1 Modified PCNN 

There are several differences between the algorithms for the modified PCNN neuron 
and the exact physiological pulse coupled neuron. The differences are due to several 
simplifications made to the calculations, while still keeping the main features of the 
general theory. Each neuron in the modified PCNN could be described by the 
following set of equations [14]: 

L(i) = L(i-1)·e (-αL)+ VL· (R*Ysur (i-1))  (1)

F(i) = S+F(i-1)·e(-αF) +VF· (R*Ysur (i-1))   (2)

 U(i) =F(i)·[1 + β· L(i)]   (3)

 θ(i)= θ(i-1)e-(αq)+Vθ Yout(i-1)  (4)

U > θ(i) => Yout = 1 (Firing Condition)  otherwise => Yout = 0   (5)
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Where L(i) is input linking potential, F(i) is input feeding potential and S represents the 
intensity of given image element. U(i) is the activation potential of neuron, θ(i) is 
threshold potential of neuron and (i) is iteration step. Parameters (αL), (αF) and (αq) 
decay coefficients, (β) is linking coefficient and parameters (VL) and (VF) are 
coefficients of the linking and threshold potential. Ysur is the firing information that 
indicates whether the surrounding neurons have fired or not and (Yout) indicates 
whether this neuron fires or not. (R) is the matrix of weight coefficients and * is 
convolution operator. An example of the modified PCNN neuron architecture is shown 
in Fig 2 as a schematic block diagram of the modified PCNN neuron as described 
through (1) - (5). 
 

 

Fig. 2. A modified model of PCNN neuron 

3.2 Optimized PCNN 

The main aim of Optimized PCNN was to reduce the number of generated features to 
reach a high image recognition performance. The optimization was based on the 
PCNN with modified primary input (MPCNN).  

The feeding potential F(i) is defined by the intensity pixel (Sij) only as in case of 
Modified-PCNN. The linking potential L(i) is defined only by the convolution matrix 
K(i) that is calculated by term: 

K(i)= R*( Xsur (i-1).Ysur (i-1))  (6)

 L(i)=K(i)  (7)

U(i) = F(i) × [1 + β· L(i)]  (8) 

 X(i)= Ɵ( ) U( )  (9)

X(i)> 0.5 => Yout = 1 (firing Condition) otherwise => Yout = 0 (10) 
 

where Y(i) is output quantity based on step-function and X(i) is output quantity based 
on sigmoid function. 
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3.3 Features Generation Methods 

PCNN generates a unique one-dimensional time series (image signature) based on 
computing the global pulsing behavior [14]. The idea of image signatures stems from 
biological research done by McClurken et al. [5], and they measure the neural 
response of a macaque to checkerboard style patterns. The creation of signatures and 
using it in object recognition with the PCNN was first proposed by Johnson [6]. This 
experiment has worked well for single objects without a background. The standard 
approach of feature generation G(n) for specific iteration (i) is based on a series of 
virtual binary image generation. It is calculated as sum of output quantities (Yi) of 
activated neurons in the given iteration step [14]: 

G(n)=∑ ( )   (11)

Through influence of geometrical transforms, it is very important for standardization 
of the generated features by standard equation. 

g(n)=
( )( )  (12)

Where max (G) is the function that returns the maximal value in the feature space for 
the first impulse of function G(n).The feature with maximal value is a feature with 
maximal information value for image recognition process. Equation (12) results one 
at this feature which makes this value irrelevant. To overcome this problem, a 
modification can be applied to (12), such that:  

g(n)=
( )∑ S    (13)

Where (S  )is the intensity of a given image pixel (i,j); the previous equation achieves 
the standardization, but it does not satisfy the condition of 0≤g(n)≤1. 0≤g(n) is always 
guaranteed, but g(n) ≤ 1 is not valid in all the cases. This is because the sum of values 
Y(i) in the given iteration step i may be higher than the sum of values Sij (pixel 
intensity). Froge [14] proposed a new form of feature generation by introducing a new 
equation for feature value calculation g(n): 

g(n)=
∑ ( ) ( )∑ S    (14)

Besides, Froge checked the validity of the standardization condition 0.5<(X(i)× 
Y(i))<1, and he showed the invariance against non-standard cases, and did not 
investigate the effect of lighting conditions and background brightness on his method. 

4 Proposed Arabic Sign Language Recognition System  

The idea of the proposed method is to weight each pulse by "Continuity factor". This 
factor mainly depends on how the surrounding pixels are fired in the same iteration. 
This factor has its maximum value when the pulse shows dense scene, and has its 
minimum value when the pulse shows holes and sparse scene. Figure 3 showed 2 
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pulses, the first showed a sparse pulse which will take a small weighting factor while 
the second contains a dense one for the same image which will have a relatively 
higher value. 

 

Fig. 3. A shows a sparse pulse, b-shows a dense pulse 

First, we define an operator which is sensitive to the pixel intensity change, the 
operator happens to be the gradient. If the image is regarded as a function of two 
variables A(x,y), then the gradient is defined as: 

∇x2A = A(x + 1, y) – A(x – 1, y)           (15)

∇y2A = A(x, y + 1) – A(x, y – 1)          (16)

 
 (17)

 take either 0 or 1 so the continuity response values are 0, 1 and 

1.414. The value of the response can be summed then normalized and producing the 
Continuity Factor, at a given pulse (i) by computing the following formula: 

CF(i)= 
∑( )( . )   (18)

Where N is the number of pixels in the input image, the value 1.414 is the maximum 
value Cr can take.  

g(n)=
∑ ( ( ) ( ) ( ))∑ S   (19)

Figure 4 illustrates an example for two images for the same posture but with different 
background size and lighting conditions. 

 

 

Fig. 4. Two images of the same posture but different in background size 

Figure 5 illustrates the corresponding image features generated by eq(12), eq(14) 
and eq(15) for both images. Using eq(15) gave a more accurate signature for the 
distorted image. 
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Fig. 5. Image signatures of 2 images using eq(12), eq(14) and eq(19) 

This paper proposes a hybrid model for image features generation based on PCNN 
image signature. This model consists of two parts: PCNN layer to generate the image 
signature, eq.19 is the used model to generate the signature. Applying Discrete 
Fourier Transform (DFT) on the signature and choose the maximum (K) coefficients. 
Figure 6 illustrates the proposed feature extraction model. The main reason for the 
popularity of DFD coefficients is their behavior under common geometric 
transformations, such as translation, scaling and rotation. Neural networks are 
applicable in virtually every situation in which a relationship between the predictor 
variables (independents, inputs) and predicted variables (dependents, outputs) exists, 
even when that relationship is very complex and not easy to articulate in the usual 
terms of "correlations" or "differences between groups". The most popular network 
used in classification problems is "Multi-Layer erceptron"(MLP) [15- 17]. Back 
propagation is used to train the network. 

5 Experimental Results  

This research applies the proposed method to recognize 158 ASL static postures 
through exposing the image of size (600X 450) to OM-PCNN and evaluates the 
image signature. The image signature values are then classified using Multi-Layer 
Perceptron (MLP) network [18], each posture is represented by 10 exemplars: 6 of 
them used as training set, the object pixels percentage inside the image varies from 
40% to 80%. The implementation details of the PCNN are: β=0.1,αL=1.0,αq=0.8, 
VL=0.25, VF=0.6 and Vθ=20. The implementation details of the MLP network are: 
Step size = 0.001, Number of iterations = 1000, 1 hidden layer has been used and 
Sigmoid Activation function was used. This study aims to enhance the feature 
calculation and compare previous methods results using eq.(11), eq.(14) and the 
proposed method result. The comparison is presented according to the same 
recognition environment. Figure (6) illustrates the superiority of the proposed system. 

The input layer of MLP consists of 11 neurons; each is assigned for a feature 
extracted from DFT. The hidden layer consists of 18 neurons; which has been 
determined by experimental sensitivity analysis was conducted. The proposed method 
achieves 90% recognition accuracy which was obtained when the maximum 11 
features are used which mainly is a problem field dependent factor.  
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Fig. 6. The recognition accuracy against the number of features from DFT of the 3 methods 

6 Conclusions 

Different approaches have been developed in feature generation using PCNN. These 
approaches could not achieve the invariance against light conditions or bright 
background. The results of experiments of the proposed hybrid approach confirmed 
that the usage of continuity factor and DFT as an enhanced form of feature 
generation. The proposed feature generation approach permits the calculation of 
sufficiently long image signature with minimal interference effect. While the long 
output image signature keeps the interference in its minimum, it gives more detailed 
features needed in large background or non-uniform lighting cases. It was applied to 
ASL system which recognized the Arabic sign static postures and achieved 90% 
recognition accuracy, and showed invariance against geometrical transforms, bright 
background and light conditions.  
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Abstract. In Chotanagpur plateau of Jharkhand State in India, mining is a prominent 
activity. Sample sites of three such ores, viz. Bauxite, Hematite and Uranium were 
taken up for the present study wherein the first two are extracted through surface 
mining, leaving their signatures on the earth’s surface, while the third one, extracted 
through underground mining process, leaves its trail in tailing-pond, after its 
beneficiation, because of the higher degree of its radioactive property (half-life of 
Uranium is around 4,500 million years [1]). The Study attempts to statistically 
discriminate mining signals that were picked up as DN (digital number) values of 
the first four spectral bands of TM (Thematic Mapper) sensor, displayed on the 
graphic screen as the  additive colour composite, using three primary colours namely 
red, green and blue (RGB) as standard FCC (false colour composite) of Landsat 
satellite-image. The said discrimination were based on application of two 
independent statistical algorithm on these values, one being paired-sample Student’s 
t-Test (at 95% confidence level and 3°of freedom) through SPSS (ver. 19) software 
and the second, subsequently, ANOVA (Analysis of Variance) test (at 95% 
confidence level), in order to further discriminate the signals based on  parameters  
like spectral bands and nature of mineral being mined. According to the first 
algorithm Bauxite was found to be clearly discriminated, both from Uranium as well 
as Hematite, while Hematite could only be distinguished from Bauxite but not from 
Uranium. Performance of ANOVA test on the DN values discriminated the surface 
mining signals pertaining to these three different ores and it showed a high variance 
between the spectral bands both within the same ore group emphasising that 
different bands of the satellite sensors specifically identify features and also between 
the different ore groups. 

Index Terms: Standard False Colour Composite (FCC), DN (Digital Number) 
Values, Paired-sample Student’s t-Test, ANOVA (Analysis of Variance,) 
Landsat TM (Thematic Mapper) sensor. 

1 Introduction  

Jharkhand, meaning the land of forest, is the Ruhr of India. Many minerals are mined 
here. Through a displayed standard FCC of the satellite-image on RGB colour 
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composite display, surface mining features related to some minerals can be 
discriminated through elements of image interpretation, while  some of them look 
similar. The present paper discriminates surface mining features of three such mineral 
ores namely Bauxite, Hematite and Uranium which are difficult to distinguish in an 
analogue form or on the graphic screen (all show a cyan colour). In doing so the 
present study attempts, following an empirical approach, uses two standard statistical 
tests, the paired-sample Student’s t-Test and ANOVA (Analysis of Variance) test, on 
the DN (digital number) values that were derived from the satellite data acquired from 
Landsat TM (Thematic Mapper) sensor of resolution 30m, corresponding to these 
mineral ores. While paired-sample Student’s t-test is able to clearly discriminate pairs 
of Bauxite-Hematite and Bauxite-Uranium, it does not discriminate between the pairs 
of Hematite and Uranium. A further application of the ANOVA test is able to 
discriminate all the three mineral ores. The ANOVA test also shows variance between 
the spectral bands as significant, both within the same mineral ore group and between 
the different mineral ore group. 

2 Study Area  

Study area comprises of the mining locations of Bauxite, Hematite and Uranium in the 
districts of Lohardaga, West Singhbhum and East Singhbhum respectively in the State 
of Jharkhand lying between longitude 83.15°E and 85.45 °N  and latitude 22°N to 
25°N,  India Fig 1. Satellite image displayed in the standard FCC format are depicted 
in Fig 2 and Fig 3 pertaining to the two mineral ores of Bauxite and Hematite 
respectively. Similar characteristics are for Uranium too.  
 
 

 

Fig. 1. Study Area 

The surface mining activity is seen in cyan colour for all the three minerals. For 
display of the standard FCC spectral bands 2, 3 and 4 [2] are used. The reflectance 
values of the first four bands of the Landsat TM sensor used to derive the DN values 
are summarized in Table 1. 
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Fig. 2. Standard FCC of the satellite image showing surface mining activity related to Bauxite  
ore in cyan colour 

 
Fig. 3. Standard FCC of the satellite image showing surface mining activity related to 
Heamatite ore in cyan colour 

Table 1. Spectral resolution of the Landsat TM bands used in the present Study 

Band B1 B2 B3 B4 
Spectral 

range 
0.45 - 0.52 

µm 
0.52 – 

0.60µm 
0.63 - 

0.69 µm 
0.76 - 

0.90µm 
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3 Methodology  

Bauxite and Hematite, in Jharkhand, are extracted through opencast mining, Uranium 
is mined   underground. Uranium mining started in the early sixties in the state. 
However, because of the higher degree of its radioactive property, Uranium gives a 
surface expression through the tailing ponds where the tailings are stored after its 
beneficiation process. Half-life (t1/2) period of Uranium is roughly 4,500 million years 
[3], thereby letting it leave its signatures in the tailing pond that are visible in remote 
sensing images. Usage of many statistical tests are made in remote sensing and GIS 
data analyses in order to discriminate similar looking features in Satellite images [4]. 
ANOVA (Analysis of Variance) has been used for discriminating various vegetation 
species in mangrove forest based on their leaf reflectance [5].  Use of paired sample 
Student’s t-Test is also known to have been used in remote sensing images in 
monitoring landslide disaster [6]. The Test has also been used to compare models 
generated from remotely sensed data and forest data in estimation of tree parameters to 
establish the null hypothesis [7] and to discriminate vegetation species as sensed 
through remote sensing [8], [9] and empirically. While testing the equality of means 
from two independent normally distributed populations, classical paired sample 
Student's t-Test is recommended even for a small data, given that the variances of them 
are unknown and being assumed to be equal [10,11]. Entire process of the test is 
available in many statistical texts and research papers, [11], [12] [13].  Since this is a 
standard statistical test, its applications are vast and varied. In the present Study, 
attempts have been made to distinguish three mineral ores, from each other, through 
the application of paired sample Student’s t-Test and ANOVA test. 

DN values of Bauxite were acquired from three mining sites namely Pakhar Pat, 
Bagru Pat and Chiropatoli in Lohardaga district. Within each mine seven locations 
were available pertaining to this surface mining activity. DN values of Hematite were 
acquired from three mining sites namely Chria Mines, Gua Mines and Kiribru mines in 
West Singhbhum District. Within Chria Mines and Gua Mines each mine had three 
locations  available pertaining to the surface mining activity from Kiriburu mines six 
locations were obtained DN values of Uranium were acquired from the tailing pond at 
Jadugora six locations were available pertaining to the surface mining activity in case 
of Uranium Table 2. This table also gives the geographical locations of these sites from 
where the surface mineral signatures were taken. The software used to extract the DN 
Values was ERDAS Imagine version 9.1. Duly geo-coded Satellite data procured for 
the present Study was a free ware from the USGS web site belonging to Landsat TM 
sensor that pertained to the year 1989 [14], [15], [16]. For the present study data was 
based on the availability of the images pertaining to the same time with respect to all 
these three mineral ores.   Pair wise Student’s t-Test The data used for pair wise 
student’s T- Test is given under Table 2 and the methodology used in discrimination of 
the DN values is as given in Fig. 4.  
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Table 2. Data used for Pair wise Student’s t-Test DN Values and locations identified from the 
graphic screen on a standard FCC display of Landsat TM data 

 LOCATIONS OF  BAUXITE FROM  LOHARDAGA DISTRICT (All the data used is of the year 1989) 

Sl.NO  LOCATION DN VALUES 

 PLACE LONGITUDE LATITUDE B1 B2 B3 B4 

1 PAKHAR  PAT 84°35'52.00'' E 23°33' 47.74''N 92 52 75 81 

2  84°35'46.18''E 23°34' 21.03''N 58 26 32 39 

3  84°36'15.25''E 23°22' 22.17''N 72 38 58 57 

4  84°36'22.83''E 23°32'26.17''N 66 37 60 56 

5  84°36'28.04''E 23°32'29.16''N 69 41 67 68 

6  84°36'30.74''E 23°32'22.94''N 69 38 59 63 

7  84°36'07.58''E 23°31'19.31''N 68 38 60 55 

 PLACE LONGITUDE  LATITUDE B1 B2 B3 B4 

8 BAGRU PAT 84°35'48.47''E 23°29'13.10''N 76 44 64 76 

9  84°35'58.70''E 23°29'24.87''N 78 43 71 66 

10  84°36'10.02''E 23°29'24.32''N 76 43 69 66 

11  84°36'09.88''E 23°29'12.25''N 71 46 74 68 
12  84°36'06.45''E 23°29'08.87''N 79 50 84 78 

13  84°36'06.64''E 23°29'05.00''N 87 53 82 73 

14  84°35'59.28''E 23°29'00.56''N 87 73 51 68 

 PLACE LONGITUDE  LATITUDE B1 B2 B3 B4 

15 CHROPATOLI  84°28'06.12''E 23°22'49.34''N 69 40 69 64 

16  84°28'05.84''E 23°22'51.87''N 72 40 66 61 

17  84°2816.13''E 23°22'41.25''N 69 42 69 72 

18  84°28'11.83''E 23°22'38.22''N 67 40 71 71 

19  84°28'09.10''E 23°22'37.12''N 68 42 70 69 

20  84°29'44.39''E 23°22'25.76''N 69 41 63 59 

21  84°29'32.09''E 23°22'22.18''N 65 37 55 65 

 LOCATIONS OF  HAEMETITE  FROM  WEST  SINGHBHUM DISTRICT 

 PLACE LONGITUDE  LATITUDE B1 B2 B3 B4 

22 
CHIRIA  
MINES 

85°16'04.77''E 22°17'20.37''N 
70 27 36 37 

23  
85°16'13.40''E 22°16'34.59''N 

70 30 37 39 

24  
85°16'11.73''E 22°16'24.57''N 

73 30 35 32 
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Table 3. (continued) 

  LOCATION  DN VALUES 

 PLACE LONGITUDE  LATITUDE B1 B2 B3 B4 

25 
GUA MINES 85°21'51.89''E 22°12'44.16''N 

75 32 41 40 

26  
85°21'20.18''E 22°12'36.54''N 

75 32 40 40 

27  
85°20'58.46''E 22°12'17.77''N 

70 29 31 41 

  LOCATION  DN VALUES 

28 
KIRIBURU 
MINES 

85°16'07.05''E 22°04'29.78''N 
68 30 36 33 

29  
85°15'55.77''E 22°04'01.31''N 

69 27 31 26 

30  
85°15'24.45''E 22°04'01.81''N 

71 30 35 33 

31  
85°15'12.81''E 22°03'35.71''N 

69 29 38 23 

32  
85°15'15.12''E 22°03'07.36''N 

68 27 28 41 

33  
85°15'42.09''E 22°03'23.59''N 

67 28 27 39 

 LOCATIONS OF  URANIUM FROM  EAST SINGHBHUM DISTRICT 

 PLACE LONGITUDE  LATITUDE B1 B2 B3 B4 

34 
JADUGORA 
MINES 

86°20'17.06''E 22°39'28.365''N 
109 52 59 53 

35  
86°20'19.64''E 22°39'25.98''N 

99 48 53 48 

36  
86°20'05.32''E 22°39'29.31''N 

91 43 51 47 

37  
86°20'20.87''E 22°39'21.98''N 

95 44 51 47 

38  
86°20'04.92''E 22°39'28.55''N 

89 41 41 36 

39  
86°19'44.93''E 22°39'32.98''N 

83 41 46 46 

 
 
After display of the data, in standard FCC format, 39 locations relating to available 

signatures of ore extraction of these three minerals were identified from the graphic 
screen. Associated DN Values of four spectral bands, termed as B1, B2, B3 and B4, 
were recorded This data was collected using Digital Image Processing S/w Erdas 
Imagine (Ver. 9.1).  

Student’s t-Test was applied to the DN values associated with all above locations 
of surface mining activities. The advantage of Student’s t-Test distribution is that it  
may be applied to a smaller sample size to compare the calculated value of t (tCAL) 
with its tabular value (tTABLE) at certain level of significance and degrees of freedom, 
‘df’. If tCAL exceeds tTABLE the value of t is significant and null hypothesis is rejected, 
i.e. all the samples come from different population. [17], [18]. Given the two paired 
sets Xi   and Yi of ‘n’ measured values, the paired sample Student’s t-Test determines 
as to whether they differ from each other in a significant way or not, under a pre-
conceived assumption that the paired differences are independent and identically 
normally distributed.  
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Fig. 4. Methodology used for Pair wise Student’s t- Test 

To apply the test, let  = ( )                    (1)= ( ) (2)

Then, t is defined by eq. (3) 

i.e., = ( ) ( )∑ ( )   (3)

This statistic has degrees of freedom. A table of Student's t-distribution confidence 
intervals is used to determine the significance level at which two distributions differ. 
This statistical approach was taken up to distinguish the features which look same on 
the graphic screen.  

A.  ANOVA Test 

ANOVA test was performed to compare variations between parameters of the surface 
mining features of these three minerals assuming that the Null Hypothesis is true, i.e. 
all surface mining activities correspond to a single mineral with 95% confidence.  
The data pertaining to the test is summarized in Table 3.  
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Table 3. ANOVA Test Data -  DN Values and locations identified from the graphic screen on a 
standard FCC display of Landsat TM data 

  LOCATIONS w.r.t. THE SIGNATURES OF BAUXITE MINING IN LOHARDAGA DISTRICT  

Sl. No.

Place 

Location DN Values 

 LONGITUDE LATITUDE B1 B2 B3 B4 

1 Bagru Pat 84°35'48.47''E 23°29'13.10''N 76 44 64 76 

2  84°36'09.88''E 23°29'12.25''N 71 46 74 68 

3  84°36'06.64''E 23°29'05.00''N 87 53 82 73 

 

LOCATIONS w.r.t. THE SIGNATURES OF HAEMETITE MINING IN WEST  SINGHBHUM 

DISTRICT 

 PLACE LONGITUDE  LATITUDE B1 B2 B3 B4 

4 CHIRIA  MINES 85°16'04.77''E 22°17'20.37''N 70 27 36 37 

5  85°16'13.40''E 22°16'34.59''N 70 30 37 39 

6  85°16'11.73''E 22°16'24.57''N 73 30 35 32 

  LOCATION  DN VALUES 

 LOCATIONS w.r.t. THE SIGNATURES OF URANIUM MINING EAST SINGHBHUM DISTRICT 

 PLACE LONGITUDE  LATITUDE B1 B2 B3 B4 

7 JADUGORA MINES 
86°20'17.06''E 22°39'28.365''N 

109 52 59 53 

8  86°20'19.64''E 22°39'25.98''N 99 48 53 48 

9  86°20'05.32''E 22°39'29.31''N 91 43 51 47 

 
There were three groups of mineral ores, i.e. Bauxite, Hematite and Uranium. Each 

of these mineral has 3 locations corresponding to three different geographical place. 
The test was performed both within the groups and then amongst the group. The 
structure of the ANOVA is summarized in Table 4.  

Table 4. V: Structure of ANOVA table  
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In the table the variance is calculated by dividing the Sum of squares by the 
degrees of freedom. The variance ratio is compared with the Table value of F ratio. If 
the calculated F value exceeds the Table value then the null hypothesis is rejected and 
there exists a significant difference between the variables. 

4 Result and Discussions 

The results of pair wise Student’s t- Test is summarized in Table 5. 

Table 5. Surface mining signals discriminated on the basis of paired sample Students t-Test 

Sl. No. Pairs between 
minerals 

Pairs tested 
between 

Locations 

No. of Pairs 
tested between 

Locations 

Pairs showing 
tcal > ttable at 95% 
confidence level

% of pairs 
discriminated

Overall 
discriminitatio

n among 
minerals 

1 Bauxite with Uranium Pakhar Pat with 
Jadugora mines 

42 
 

36 85.71  
 
95.24% 

Bagru Pat with 
Jadugora mines 

42 
 

42 100 

Chiropatolit with 
Jadugora mines 

42 42 100 

2 Hematite with Uranium Chria mines 
Jadugora mines 

18 
 

2 11.11  
 
11.11%   Gua mines with 

Jadugora mines 
18 

 
3 16.67 

  Kiriburui with 
Jadugora mines 

36 3 8.33 

3 Bauxite with Hematite Pakhar Pat with 
Chria mines  

21 18 85.71  
 
 
 
79.37% 

  Pakhar Pat with 
Gua mines  

21 18 85.71 

  Pakhar Pat with 
Kiriburu mines  

42 36 85.71 

 Bauxite with Hematite Bagru Pat with 
Chria mines  

21 9 42.86 

  Bagru Pat with 
Gua mines  

21 16 76.19 

  Bagru Pat with 
Kiriburu mines  

42 19 45.23 

 Bauxite with Hematite Chiropatoli with 
Chiria mines  

21 21 100 

  Chiropatoli with 
Gua mines  

21 21 100 

  Chiropatoli with 
Kiriburu mines  

42 42 100 

Three set of pairs were tested for null hypothesis. 

(1) 126 pairs of Bauxite with Uranium were tested out of which 120 pairs (95.24% ) 
tCAL> 0.05 indicated they are drawn from different populations. 

(2) 72 pairs of Hematite with Uranium were tested out of which 7 pairs (11.11%) 
tCAL> 0.05 indicated they are drawn from different populations. 

(3) 252 pairs of Bauxite with Hematite were tested out of which 200 pairs (79.37%) 
tCAL> 0.05 indicated they are drawn from different populations. 
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Table 6. ANOVA between Bauxite locations (within Bauxite group) (* highly significant 
results) 

Sl no Sources of Variations between Degrees of 
Freedom 

Sum of Squares Variance  Variance Ratio 

1 Places 2 1714.3570 857.179 4.6 

2 Location within places 18 3349.9286 186.107 11.896 

3 Bands 3 11428.7024 3809.567 242.9726* 

4 Places and Bands 6 240.4048 40.067 2.56 

5 Error Contribution 54 846.6428 15.679 - 

6 Total 83 17580.0357 211.808 - 

Table 7. ANOVA between Hematite locations (within Hematite group) (* highly significant 
results) 

Sl no Sources of Variations between Degrees of 
Freedom 

Sum of Squares Variance  Variance Ratio 

1 Places 2 187.2222 93.8611 7.3939 

2 Location within places 6 76.1667 12.6945 1.7332 

3 Bands 3 9750.3056 3250.10185 443.7544* 

4 Places and Bands 6 125.61113 20.9352 2.8584 

5 Error Contribution 18 131.8333 7.3241 - 

6 Total 35 10271.6389 134.8149 - 

Table 8. ANOVA between Bauxite, Hematite and Uranium. (Between groups of Bauxite, 
Hematite and Uranium group) (*highly significant results) 

Sl no Sources of Variations between Degrees of 
Freedom 

Sum of Squares Variance  Variance Ratio 

1 Places 2 4130.3889 2065.1945 288.3701* 

2 Location within places 6 429.6667 71.6111 5.3 

3 Bands 3 8414.75 2804.9167 207.77* 

4 Places and Bands 6 2024.5000 337.4167 24.9938 

5 Error Contribution 18 243.0000 13.5 - 

6 Total 35   - 

 
Table 6, Table 7 and Table 8 are summarizing the results of ANOVA analysis within 
and between the groups. 

Comparisons of calculated variance ratio with standard F - distribution table values 
indicate the following that within groups or between the groups the variance between 
the bands is very significant. This is indicative of the fact that identification of 
features through remote sensing images is distinctly based on their spectral characters 
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which are distinct in characteristic. The results of ANOVA within minerals indicate 
that there is not much significance difference within the groups of same minerals. 
Calculated variance values between the three different mineral groups are very high. 
This is indicative of the fact that there is a significant variation between the minerals 
as the variance ratio exceeds the table values, i.e between Bauxite, Hematite and 
Uranium.  

5 Conclusions 

Paired sample Student’s t-Test could discriminate the surface mining signals between 
pairs of Bauxite with Uranium and Bauxite with Hematite. The Hematite ore could 
not be distinguished from Uranium based on the surface mining signals (DN Values). 
Application of ANOVA test further refined the results whereby a significant variance 
was observed between the bands in all the cases of within or between the groups of 
minerals. Statistical analysis of variance was able to discriminate between minerals, 
through ANOVA test.  Though on the graphic screen the surface mining activity does 
not distinguish the mineral ores. ANOVA test discriminates surface features at the 
first instance, yet the interpretation of the results can further be corroborated by 
supplementing it with geologic information. This study may be found useful for the 
organisation like Indian Bureau of Mines (IBM) and their various counterparts in 
different countries involved in assessment of different types and categories of 
minerals. Further, the same analogy could be applied to all similar looking objects on 
the graphic screen but having differences in reality on ground. The use of image on an 
IHS (intensity, hue, saturation) [19] transformation and the use of hyperspectral data 
will further be a refinement to the study in future [20]. 
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Abstract. Dynamically reconfigurable FPGAs are being deployed for real time 
systems that not only adapt to run-time changes in the system load but also recon-
figure their resources to minimize the adverse impact of faults. In this paper, we 
propose a systematic methodology for conducting a Design Space Exploration 
(DSE) of high availability mission-critical real time systems. Armed with abun-
dant reconfigurable resources on the FPGA estate, the central challenge in this 
system design problem is to endow each task with the right degree of fault toler-
ance so as to sustain the most important services throughout the mission’s life.  

Our scheme employs a two-stage strategy to tackle faults online: A suite of 
passive online Fault Tolerant (FT) techniques provide immediate mitigation 
when faults strike in order to sustain the required functionality. Next, a pre-
planned fault diagnosis and repair procedure analyzes the faulty modules offline 
to localize them and, if required utilizes spare resources to recover from hard 
faults. The repaired modules are re-engaged to restore the original FT configu-
rations. We employ a Genetic Algorithm(GA) to evolve a population of  
chromosomes representing a set of FT architectures for the given application. 
Experiments conducted on large representative task graphs reveal that the DSE 
system is able to steer the population towards high availability architectural so-
lutions with potential tradeoff between area usage and availability.  

Keywords: Reconfigurable computing, Fault tolerance, Availability, Diagnosis 
and Repair, Design Space Exploration, Genetic Algorithm.  

1 Introduction 

With Moore’s Law serving as beacon light, leaps and bounds in VLSI technology has 
re-embellished the FPGA real estate with a denser array of reconfigurable resources. 
Mission-critical systems utilize dynamically reconfigurable FPGAs (drFPGA) to sup-
port their complex functionality and to maximum system availability. FPGAs are 
vulnerable to Single Event Effects (SEEs) that occur when high-energy ionic particles 
that are produced by radiation, strike on the FPGA surface [1]. The challenge lies in 
designing an intelligently tailored computing system so that crucial services remain 
available even in the presence of faults.  In this paper, we propose a Design Space 
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Exploration (DSE) methodology that scans through alternative FT architectures in a 
guided manner and automatically endows the right degree of fault tolerance to each 
functional module of a real time application, keeping in view the user’s availability 
prioritization of various services in the fully as well as partly functional states. 

We give a bird’s eye view of related prior work in section 2. In section 3, we 
present the design environment. In section 4, we elaborate upon the FT techniques 
and the diagnostic-repair process utilized by the fault management system.  We de-
scribe the working of the GA-based DSE tool in section 5. We present experimental 
results in section 6 and conclude in section 7.         

2 Prior Work  

Fault tolerance in FPGAs is a richly researched area. Parris and Sharma give a classi-
fication of the range of FPGA FT techniques garnered from the literature and compare 
them in terms of FPGA area overheads, impact on throughput, fault detection latency 
and recovery time [2]. The authors have classified user-initiated FT techniques into 
passive methods such as online Triple Modular Redundancy (TMR), and active  
methods that either depend upon pre-planned allocation of resources [3, 4] or entail 
dynamic resource allocation [5].  

Emmert et al. provide logic fault tolerance by first detecting faulty logic in a col-
umn/row intersection area by carrying out online Built In Self Test (BIST) using rov-
ing Self Test Areas (STARs) and then circumventing the detected faults by either 
reusing faulty logic or by trying out alternative reconfigurations or by stealing area 
from the STARs themselves [5]. In [6], the authors use a top-level software layer to 
monitor the performance of the underlying FPGA self-healing layer and make run-
time decisions about the degree of fault tolerance needed to counter the prevalent 
environmental fault rate. In [7], the authors propose EAC/EVC (Empty Area/Volume 
Compactness) heuristics to efficiently utilize free area between permanently damaged 
FPGA areas during task placement, thereby improving computation density. In [8], 
the authors generate a tree-type database of FT structures on FPGAs and assess their 
structural reliability for air-craft applications. In [9], the authors propose a GA driven 
scheme for fault tolerant evolvable hardware design by employing process level, 
structural and multi-version redundancy. In [10] Brian Pratt et al. use multiple pipe-
lined TMRs that vote at higher frequency in order to recuperate from higher Multiple 
Independent Upset (MIU) rates to achieve higher reliability than what is possible by 
simple TMR. 

From the above discussion, it is clear that a plethora of FT techniques exist for 
drFPGA based system design. Most authors have either utilized passive methods such 
as TMR or active methods such as dynamic spare allocation to cope with faulty con-
ditions. There is a need to analyze how different techniques can be profitably used in 
conjunction for a set of real time tasks with varying criticality levels and at given fault 
rates so as to boost overall system availability. Mission-oriented systems also need to 
plan beforehand what proportion of the reconfigurable resources should be reserved 
as replacement spares to suffice their lifetime. We address these critical issues in this 
paper.  
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3 Design Environment 

The FT drFPGA system’s design environment comprises the target application, its 
qualitative requirements, fault characteristics and the available FPGA area.  
 

A) Application Model: The application is modelled as an acyclic, periodic, par-
tially ordered Task Precedence Graph (TPG). The nodes of the TPG represent 
its functional tasks and its edges represent the communication tasks. The node 
and edge weights represent the execution times and data transfer times respec-
tively. The primary outputs represent the services of the application. Their 
deadlines and availability importance are specified. A hierarchical task graph 
that we experimented on is shown in Figure 3b. 

B) Fault Model: We assume that faults arise only due to external disturbances, 
called Single Event Effects (SEE). Fault occurrences are i.i.d. Poisson distrib-
uted random variables spaced apart enough in time to allow timely repairs. The 
most common SEEs are Single Event Upsets (SEUs) which are Soft errors that 
can be recovered by scrubbing [1]. Soft errors can lead to Single Bit Upsets 
(SBUs) that affect a single module or they may cause Multiple Bit Upsets 
(MBUs) whose effect can span nearby modules.  Hard SEEs (H) cannot be re-
covered and must be repaired by replacement with spare resources [1]. Other 
than these stable faults, transient faults (T) may occur.  

C) Availability Model: A Continuous Time Markov Chain (CTMC) describes the 
system states and probabilistic transitions between them. Initially, the system 
exists in the Fully Operational (FO). On encountering faults the system may 
(i) still retain its full functionality but reduce its ability to tolerate another fault 
- such a state is Fully Functional (FF)(ii) enter a Partially Functional (PF) 
state in which some of its primary outputs (services) may become unavailable 
and its FT capabilities may degrade as well. After due repairs, the system fi-
nally returns to its FO state.  
    Each service has an associated Importance-of-Availability IoApo. The avail-
ability of the system in state k is :  

                          = ∑ ( ( )):                                                        (1) 

D) Task Failure Rates: The failure rate of a specific task on the FPGA depends 
upon its area and its active period. Let us denote the environmental fault rate 
as :  , , , }. Let Tturnaround be the total time for one com-
plete invocation of the TPG and let ηsafety denotes a safety margin to accom-
modate a larger than average fault striking rate. Let the area occupied by a 
single module of task k be areak and its total execution time be Texk. Then 
the per unit failure rate λk of task k is given by the formula below:                                        =             (2) 
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The total single fault rate   is the sum of the rates for all sources of single 
faults viz. transient, SBU and hard faults:                                   =                                                         (3) 

MBUs are the only source of multiple faults. A sequence of MBU faults can 
affect co-located replicated modules of a task in TMR configuration. The 
failure rate of multiple faults for task k is . 

E) Task Area: A task is a composite functional unit that occupies a rectangular 
area on the drFPGA and has a fixed execution time. The total area of the task 
depends upon its assigned FT configuration and includes all its redundant 
units (modules), voter/comparator circuits, pre-allocated local spare re-
sources and internal routing. A task’s configuration bit-map is stored in the 
Flash ROM along with its pre-computed Cyclic Redundancy Check - the 
golden CRC. 

4 Fault Management System (FMS)  

The FMS performs the following three functions:  

1. Fault detection: Faults must be detected as soon as possible after occurrence.   
2. Ad-hoc mitigation: This step provides immediate mitigation from the delete-

rious effects of faults.   
3. Recovery: This step locates and diagnoses fault ridden modules and repairs 

them in offline mode to restore the original fully operational state.  

4.1 Fault Detection and Ad-Hoc Mitigation Techniques 

The DSE system decides one of the following FT techniques for each task to 
perform the first two functions of the FMS.    

A. TMR with one Spare (TMR-S): Three hardware implementations of the same 
task forward their results to a majority-voter which outputs the majority result. 
A fourth spare module is kept reserved as a standby and is switched in only 
when one of the three active modules fails. Figure 1a depicts the CTMC state 
transitions triggered by an SBU fault. The top line inside each state indicates 
the system’s state and the bottom line indicates the affected task’s FT status. 
The failure rate is initially trebled when there are three active modules. After 
an SBU occurs, the spare unit is switched in. The system remains fully func-
tional but without any spare. Subsequent repair of the faulty module returns the 
task to TMR-S.  

Figure 1b shows the CTMC transitions triggered by MBU faults. The first 
fault brings the task’s FT level down one level to simple TMR. The next upset 
degrades the task’s FT level to Duplicate-and-Compare (DC). Since now there 
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are only two active modules, the fault rate is double that for a single module. 
Another upset on one of these two active modules causes the system to remove 
the task and all its dependents from the system. As a result some of the primary 
outputs become unavailable thereby leading the system to a PF state. From each 
of these states, repair probabilistically returns the system to its previous state.     

 

 

Fig. 1a. State transitions for 
single faults on task with TMR
and one spare 

 
Fig. 1b. State transitions for fault causing MBU errors
on task with TMR and one spare 

B. TMR: A circuit in TMR configuration masks a single SBU so that the system 
remains Fully Functional (FF), but degrades to DC. When an MBU sequence 
strikes the co-located modules of a TMR task, it first reduces from TMR to DC 
and then gets isolated from the system. Correspondingly, the system transits 
from the Fully Operational (FO) state to an FF state and then to a PF state. 
Repair causes transitions in the reverse direction.   

C. Duplicate and Compare (DC): Two replicated modules of the same task pass 
their outputs to a comparator that generates an error signal whenever the two 
results vary. This error signal is utilized to block the erroneous output from 
propagating to dependent tasks, thus ensuring fail safe system operation. As a 
result some of the primary outputs that are derived from the affected task re-
main unavailable. Hence the system enters a Partially Functional (PF) state.   

4.2 Fault Diagnosis and Repair Procedures  

A faulty module is isolated and diagnosed in an offline mode while the remaining 
system functions normally. The system follows a planned, step by step diagnosis and 
repair procedure for single and multiple faults.  
 

A. Planning spare resources for the mission: Whereas soft faults are recovered 
by scrubbing, hard faults can be recovered only by replacement. To provision 
enough spare resources for each task, we need to estimate the number of hard 
faults it will encounter during the mission’s lifetime. Let us assume that the 
mission time is Tmission and the mean time between hard faults is MTBHF. 
Then, the ratio Tmission/MTBHF is the average number of times hard faults 
strikes the FPGA. Depending upon its total area Areak and execution time 
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Texk, a task will encounter a proportionate number of hard faults. The number 
of spares to be reserved for task k is therefore given by:             =                (4) 

B. Diagnosis & repair process for single faults: The three types of single faults 
i.e. Transient, SBU and Hard faults must be identified and treated separately. 

 

Step 1-Readback: The diagnosis process begins by conducting a partial 
readback of the affected task, calculating its CRC and comparing it with its 
stored golden CRC. If this comparison reveals no differences then the fault 
was obviously transient and repair is not required, otherwise the procedure 
proceeds to step 2. The time taken for readback of task k is:  .   
Step 2-Partial Scrub and Readback: If a variance is found between the 
readback CRC and golden CRCs in step 1, the fault is stable. An attempt is 
now made to remove soft errors by scrubbing the faulty task followed by 
another readback [12]. The time taken to scrub a task k depends on its 
size. The time to diagnose and repair an SBU is:                          = 2                                                       (5) 

Step 3-Repair by Replacement: If the second readback in Step 2 still shows a 
difference between the readback CRC and the golden CRC, then fault is di-
agnosed to be a non-recoverable hard fault which must be repaired by re-
placement. Let the time required to replace a faulty resource by a spare one 
be . The time incurred to diagnose and repair a hard fault is:                     = 2                                                                (6) 

Overall repair time: Let PTRN and PSBU be the probabilities of occurrence of 
transient and SBU faults respectively. The average time to diagnose and re-
pair single faults is:  _ = (1 ). ( ) (1 ).           (7) 

The average single fault repair rate  is the inverse of  _ . 
 

C. Diagnosis and repair process for multiple faults (MBUs): MBUs are soft 
faults. The time taken to locate and recover MBUs in a task is the same as that 
for repairing an SBU because a single scrub of the task can repair all accumu-
lated bit errors. Therefore:                               _ = 2                                                                   (8) 

The average MBU repair rate  is the inverse of _ . 
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D. System Availability: A composite CTMC containing all types of transitions dis-
cussed afore gives a system of linear equations for steady state operation. This 
set of simultaneous liner equations is solved to generate the state availabilities 
{Ak}. The overall availability of the system is: 

                          =                                                                 (9) 

5 GA Based FT Architecture Optimization 

Genetic Algorithm is a meta-heuristic that mimics the process of natural evolution of 
populations of species [13]. They have been used successfully for solving a variety of 
multidimensional and multi-objective optimization problems [14]. We encode each 
gene of a chromosome with numeric codes representing the specific fault tolerant 
scheme adopted for a specific task. An initial population of randomly initialized feas-
ible chromosomes represents a set of alternative FT implementations for the given 
application. The population is evolved through successive generations using Elitism, 
Ranking and Generation-gap selection methods and applied single point crossover 
and mutation.  
 
Constraints and Objectives: A static, non-preemptive, 1dimensional variable-width 
columnar scheduler that uses deadline laxity based priorities, assigns start times to the 
tasks and places them on the drFPGA. All deadlines constraints must be fulfilled.  

Each chromosome has its own CTMC model which is solved to yield the system 
availability as given by equation 8. The maximum width of the columns occupied by 
the task graph at any time during one full invocation of the task graph divided by the 
FPGA width gives the application’s area usage:                      = ∑ ,                                                          (10) 

Where wi,t is the width of the ith column and Nt is the total number of columns occu-
pied at time t and WFPGA is the total width of the FPGA.  

The objective of the DSE system is to maximize the availability of fully functional 
states and minimize the availability of partly functional states with least area usage. 
Using input weights W1, W2 and W2, the overall objective function is: =                                    (11) 

6 Experimental Results 

We implemented the DSE scheme using Python programming language and executed 
the code on an Intel Quad core processor under Windows 7. The experiments were 
conducted on two artificially synthesized task graphs representative of distinct catego-
ries of applications. Task graph TPG15 shown in Figure 5 represents a hierarchical 
application. For a bigger application, we used a highly concurrent task graph TPG42 
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comprising 42 tasks configured as three loosely coupled applications. The execution 
times of the tasks, the area of their basic unit and the data volumes transferred be-
tween communicating tasks were generated randomly.  

A) Route-to-optimization for TPG42: Using TPG42 as input, the GA was launched 
with a population size of 100, a crossover rate of 0.9, a mutation rate of 0.2 
and the objective function OF given by Equation 10. The variation of the best 
fitness and the average fitness values through successive generations is shown 
in Figure 2a. Elitism ensures that the best fitness remains non-decreasing 
throughout the evolution process. It reaches convergence at around the 26th 
generation, giving a best fitness value of 0.873. 

B) Tradeoff between Availability and Area usage: A plot of System Availability 
versus normalized Area usage is shown in Figure 2b. It indicates three non-
inferior solutions. While solution 1 yields the best solution in terms of availa-
bility but falls short on area usage, solutions 2 and 3 occupy progressively 
lesser area on the FPGA, but with corresponding reduction in system availabil-
ity. This shows that the design exploration process yields variegated solutions 
with tradeoff possibilities between different objectives.   
 

Fig. 2a. Route to optimization showing best and 
average fitness values along generations for the 
Task graph TPG42 

 

Fig. 3b. Non inferior solutions in terms of 
Availability and Area usage, identified in the 
final population for Task graph TPG42 

C) Allocation of FT Levels in TPG15: The aim of this experiment is to investigate 
how the DSE tool endows each task with its appropriate FT level for high 
availability applications. We ran the DSE tool for TPG15. We first experimen-
tally tuned the genetic parameters. For example Figure 3a shows the optimiza-
tion routes for two population sizes: 20 and 100. The later clearly gives better 
results. We derived the best parameters for TPG15 to be a population size 100, 
crossover rate 0.7 and mutation rate 0.4.  

Figure 3b shows the FT levels assigned to each task of TPG15 for the best 
chromosome obtained at the end evolution. It illustrates that the tasks respon-
sible for generating the most important outputs were all assigned TMR with 
spares whereas the remaining tasks contributing to less important services 
were assigned simple TMR. Thus the DSE system is able to distinguish be-
tween services of different criticality. 

1 

2 

3 
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Fig. 3a. Optimization paths for TPG15 for 
population sizes 100 and 20 

Fig. 3b. Assignment of FT levels to the tasks 
of TPG15 for given IoA weights 

7 Conclusion 

We presented a DSE scheme that scans through the design space of FT techniques on 
drFPGAs for realizing mission-oriented real time applications. The system judiciously 
pre-plans adequate spare resources for each module so as to suffice the mission’s 
lifetime. We used a two-pronged approach to handle faults. It provides immediate 
amelioration by tapping a diverse range of online FT techniques. Subsequently the 
pre-allocated spare resources are utilized for complete recovery. We developed a GA-
driven tool based on the proposed methodology and demonstrated that it can steer the 
initial population towards high availability architectures such that the user’s availabil-
ity preferences are fulfilled with effective area utilization. The tool chooses from a 
suite of FT techniques such as TMR-S, TMR and DC and caters to transient and per-
manent soft and hard SEEs. In our future work we will extend the FT methods by 
including online BIST and task migration using globally shared spare area.      
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Abstract. The basic idea underlying similarity searching is the similar property 
principle, which states that structurally similar molecules will exhibit similar 
physicochemical and biological properties. In this paper a new language for 
writing 2D molecular descriptor based on outline shape (LWDOSM) is intro-
duced. LWDOSM is a new method of obtaining a rough description of 2D mo-
lecular structure from its 2D connection graph in the form of character string. 
LWDOSM allows rigorous structure specification using very small and simple-
rule. In this paper, we study the possibility of using the textual descriptor for 
describing the 2D structure of the molecule. Simulated virtual screening expe-
riments with the MDDR database show clearly the superiority of the LWDOSM 
descriptor compared to many standard descriptors tested in this paper. 

Keywords: Molecular database retrieval, Moleculardescriptor, Molecularsimilari-
ty, Structures and substructure searching. 

1 Introduction 

Graph comparison was used in the early chemical information systems, for structure 
and substructure searching [1-2]. Structure searching involves searching a chemical 
database for a particular query structure with the aim of retrieving all the molecules 
with an exact match to the query structure whereas substructure searching retrieves all 
molecules that contain the query structure. The equivalence (similarity) between two 
structures can be achieved by using a graph whilst the substructure searching can be 
done using sub-graph isomorphism algorithms.  

Various isomorphism algorithms have been developed for efficient performance, 
but they are still too slow for large chemical databases due to their combinational 
complexities [3]. However, structure and substructure searching were later comple-
mented by another searching mechanism called similarity searching [4]. Similarity 
searching methods may be the simplest tools for ligand based virtual screening.  
The basic idea underlying similarity searching is the similar property principle,  
which states that structurally similar molecules will exhibit similar physicochemical 
and biological properties [5].Over the years, many ways of measuring the structural 

                                                           
* Corresponding author. 
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similarity of molecules have been introduced [6]. 2D similarity methods can be di-
vided into two classes. The first class is the graph-based similarity methods and the 
second class is the fingerprint-based similarity methods. The graph-based similarity 
methods directly compare the molecular structures with each other and identify the 
similar (or common) substructures. These methods relate the parts of one molecule to 
parts of the other molecule. They generate a mapping or alignment between mole-
cules. The maximum common substructure (MCS) method is an example of the graph 
based similarity methods. Another example of a graph based similarity method is the 
feature tree. Feature trees were introduced by Rarey and Dixon in [7] and are the most 
abstract way of representing a molecule by means of a graph. A feature tree represents 
the hydrophobic fragments and functional groups of the molecule and the way these 
groups are linked together. Each node in the tree is labeled with a set of features 
representing the chemical properties of the part of the molecule corresponding to the 
node. The comparison of feature trees is based on matching the sub-trees of two fea-
ture trees onto each other. Feature trees allow for similarity searching to be performed 
against a large database, when combined with fast mapping algorithms [8]. However, 
the most common similarity approaches use molecules characterized by 2D finger-
prints that encode the presence of 2D fragment substructures in a molecule. The simi-
larity between two molecules is then computed using the number of substructure 
fragments common to a pair of structures and a simple association coefficient [9]. 

 The shape similarity between two molecules can be determined by comparing the 
shapes of those molecules, finding the overlap volume between them and then using a 
similarity measure (e.g. Tanimoto) to calculate the similarity between the molecules. 
However, most of the works in shape-based similarity approaches have depended on 
the 3D molecular shape [10]. Recently, the use of field-based or shape-based approa-
cheshas been increased [11].  The shape comparison program Rapid Overlay of 
Chemical Structures (ROCS) [12] is used to perceive similarity between molecules 
based on their 3D shape. The objective of this approach is to find molecules with 
similar bioactivity to a target molecule but with different chemotypes, i.e. scaffold 
hopping. However, a disadvantage of 3D similarity methods is that the conformation-
al properties of the molecules should be considered and therefore these methods are 
more computationally intensive than methods based on 2D structure representation. 
The complexity increases considerably if conformational flexibility is taken into ac-
count. In 2D structure representation, the molecular structure is represented by a large 
number of structural descriptors in a numerical form (integer or real). Among these, 
descriptors computed based on a molecule graph are widely used in modeling physi-
cal, chemical, or biological properties. The simplest 2D descriptors are based on  
simple counts of features such as hydrogen donors, hydrogen bond acceptors, ring 
systems (such as aromatic rings) and rotatable bonds, whereas the complex 2D de-
scriptors are computed from complex mathematical equations such as 2D fingerprints 
and topological indices [13-14]. Theycharacterize molecular structures according to 
their size, degree of branching and overall shape where the structural diagram of mo-
lecules is considered as a mathematical graph, but not the contour of molecule shape.  

Due to the multi-faceted nature of biological activities, there is a high possibility 
that there are no single and best molecular descriptor that can uniquely represent the 
molecules [15].This possibility has encouraged many researchers to continue to de-
velop new molecular descriptors. Therefore, developing new molecular descriptors 
that can give a comparable or better result than the existing descriptors for drug dis-
covery programmers is highly desirable. 
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In this paper, we introduced a new shape-based molecular descriptor (LWDOSM) 
that was inspired by research in information retrieval on the use of contour-based 
shape descriptor for image retrieval systems [16]. LWDOSM is a new method to ob-
tain a rough description of the 2-D molecular structure from its outline shape. 
LWDOSM is a textual descriptor which allows rigorous structure specification by use 
of a very small and natural grammar. 

2 Materials and Methods 

The new descriptor LWDOSM is a textual descriptor using printable characters for 
representing molecules based on their shapes. In this paper, the outline shape (for the 
whole molecule) and the internal region (inside molecule rings) are exploited to cal-
culate a rough description of the 2-D structure molecule. The proposed method uses a 
connection table to extract the information needed to represent the molecule shape. A 
specific language has been developed to describe the shape features; descriptors writ-
ten in this language are invariants to scale change and rotation. LWDOSM is a true 
language, albeit with a simple vocabulary (atom and bond symbols) and only a few 
grammar rules. However, part of the power of the LWDOSM is that it is highly sensi-
tive to molecular structure changes. In this work, the graph denotes the 2D molecular 
structure. This is essentially the 2D image chemists draw to describe the molecule. 
Here, only the labeled molecular graph (i.e. atoms and bonds) and all possible paths 
between every atom pair are taken into account. 

A corresponding shape to a 2D molecule structure is generally composed by a 
main region (representing the outline shape) and one or many internal regions 
(representing areas inside rings) obtained after visiting all the atoms in the connection 
table of a molecule. In addition to the geometry of its outline, we take into account the 
geometry and the position of its internal regions. This additional information for 
shape description is important to identify and represent the molecule rings in the 
LWDOSM descriptor context. It is also very useful for shape comparison in the simi-
larity calculation between two molecules from their 2D graph. 

The process of generating the shape descriptor of any molecule starts with deter-
mining the top left atom in the molecule graph. The atom name is represented in the 
descriptor as the grammar described below. Then, we move in a clockwise direction 
to the next atom. The bond type and direction of the movement are represented before 
we visit and represent the next atom. The same procedure is repeated until we visit 
again the starting atom.  

Once the starting atom is visited again, the description of the outline shape of the mo-
lecule graph is completed. The atoms and bonds within the internal regions (rings) need 
to be visited again to represent the internal region. However, the process of generating 
the LWDOSM is composed of a number of specification rules as explained below.  

The language used for writing the LWDOSM descriptor consists of a series of cha-
racters and symbols. There are five generic encoding rules corresponding to the specifi-
cation of atoms, bonds, ring closure, direction angle and disconnected parts. Some of 
these rules are similar to the rules used in SMILES strings [17]. Atoms are represented 
by their atomic symbols, usually two characters. The second character of the atomic 
symbol must be entered in lower case. If the atomic symbol is just one letter we add a 
blank space to the end of the atomic symbol, e.g., "Br", "C1","N ", "O ". 
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Fig. 1. The external and internal visiting movement in a 2D graph 

The single, double, and triple bonds are represented by the symbols "-", "=", and 
"#", respectively. The internal regions (rings or cycles structures) are specified by 
enclosing their description in parentheses (Figure 2 for example). 

 

 

Fig. 2. Example of the representation of internal regions (cyclic structures) 

The direction angle of the molecule shape boundary can be calculated using  
four directions ranges between 0 and 3 based on the value of the angle, as shown in 
Figure 3. 

 

 

Fig. 3. Angle Direction 

If the molecule graph is composed of more than one part (disconnected structures), 
the description of the disconnected compound is written as individual structures sepa-
rated by "." (Period) as shown in Figure 4. 
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Fig. 4. The disconnect parts representation 

3 Experimental Design  

In this section, we present experiments that show the usefulness of the new descriptor 
LWDOSM, when used for similarity-based virtual screening. To evaluate the 
LWDOSM descriptor, LWDOSM was compared with six different descriptors  
(fingerprints) from Scitegic’s Pipeline Pilot[18] and PaDEL-descriptor [19]software. 
These were 120-bit ALOGP, 166-bit MACCS and 1024-bit Path fingerprints (EPFP4) 
from Scitegic’s Pipeline Pilot and 1024-bit CDK (CDKFP), 1024-bit CDK graph only 
(GOFP), and 881-bit Pubchem fingerprints (PCFP) from the PaDEL software.  

Experiments were conducted over the most popular cheminformatics database: the 
MDL Drug Data Report (MDDR) [11] which has been used in our previous studies 
[20]. This database consisted of 102516 molecules and contains 11 activity classes, 
which involve structurally homogeneous and heterogeneous actives, as shown in  
Table 1. Each row in the tables contains an activity class, the number of molecules 
belonging to the class, and the diversity of the class, which was computed as the mean 
pairwise Tanimoto similarity calculated across all pairs of molecules in the class.  

Table 1. MDDR Activity Classes for MDDR Data Set 

Activity 
Index 

Activityclass Active 
molecules 

Pairwise similarity 
mean 

31420   renin inhibitors   1130 0.290 

71523    HIV protease inhibitors 750 0.198 
37110   thrombin inhibitors   803 0.180 
31432   angiotensin II AT1 antagonists 943 0.229 
42731   substance P antagonists 1246 0.149 
06233   substance P antagonists 752 0.140 
06245   5HT reuptake inhibitors 359 0.122 

07701   D2 antagonists 395 0.138 
06235   5HT1A agonists 827 0.133 
78374   protein kinase C inhibitors 453 0.120 
78331   cyclooxygenase inhibitors 636 0.108 
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This study compared the retrieval results obtained using two different similarity-
based screening systems. The first system was based on the Basic Local Alignment 
Search Tool (BLAST) [21] with words of length 3, which has been used to search the 
different data sets DS1-S3 with the LWDOSM descriptor. The output of BLAST is 
the number of words found in common between two LWDOSM descriptors (e.g. 
query molecule and each molecule descriptor in the database). Let A∩B and A∪B is 
the number of words in common and the total number of words in descriptors of mo-
lecules A and B, respectively. The similarity score SA;B for molecules A and B is 
then given by: 

 
(1)

The second screening system was based on the Tanimoto (TAN) coefficient, which 
has been used for ligand based virtual screening for many years and which can hence 
be considered as a reference standard. TAN was used with six types of descriptors 
(fingerprints) in this study.  

The screening experiments were performed with 10 reference structures selected 
randomly from each activity class. The recall results were averaged over each such set 
of active molecules, where the recall is the percentage of the actives retrieved in the 
top-1% or the top-5% of the ranked list resulting from a similarity search. 

4 Results and Discussion 

The main objective of this work is to identify the possibility of using the LWDOSM 
descriptor in similarity-based virtual screening and then identifying the retrieval ef-
fectiveness of using such a descriptor. In this study, we compared the retrieval effec-
tiveness of LWDOSM against six different types of descriptors on the MDDR data-
base. Selecting the best descriptors is based on their use in predicting the proper-
ty/activity of a molecule from another molecule that is considered similar to it, either 
by using a certain similarity method, clustering or using its k-nearest neighbours 
[22].For those descriptors, and for predicting the activity class of molecules, the best 
descriptors are those yielding the highest number of correct predictions (molecules 
with similar activity class), taking into account the total number of molecules having 
that activity class in the database used.The results for the searches of MDDR are 
shown in Tables 2-3, using cutoffs of both 1% and 5% respectively.  

Each row in a table corresponds to one activity class; shows the recall for the top 
1% and 5% of a sorted ranking when averaged over the ten searches for this activity 
class. The penultimate row in a table corresponds to the mean value for that descriptor 
when averaged over all of the activity classes for a dataset. The descriptor with the 
best recall rate in each row is strongly shaded, and the recall value is bold-faced, any 
descriptor with an average recall within 5% of the value for the best descriptor is 
shown lightly shaded. The bottom row in a table corresponds to the total number of 
shaded cells for each descriptor type across the full set of activity classes. 
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Table 2. Retrieval results of top 1% for data set MDDR 

Activity   
Index  LWDOSM GRFP PCFP ALOGP MACCS EPFP4 CDKFP 
31420 73.21 12.17 26.13 22.06 28.65 34.75 41.8 
71523 20.4 8.68 9.61 13.72 14.71 14.29 19.6 
37110 12.18 14.89 12.38 9.26 17.99 18.8 18.74 
31432 36.03 15.12 15.55 16.52 24.52 22.81 25.75 
42731 14.34 7.71 9.63 6.05 8.18 10.08 12.27 
6233 9.36 5.58 6.8 7.98 8.8 8.35 9.47 
6245 5.98 3.94 4.11 3.66 4.94 5.61 7.21 
7701 8.98 4.19 4.62 5.86 7.39 6.75 7.77 
6235 8.23 4.37 4.27 6.22 6.91 6.55 8.29 
78374 11.66 6.88 13.16 7.81 6.02 8.01 10.64 
78331 4.79 3.94 5.13 4.11 6.33 4.94 5.72 
Mean  18.65 7.95 10.13 9.39 12.22 12.81 15.21 
Shaded  7 0 1 0 2 1 5 

Table 3. Retrieval results of top 5% for data set MDDR 

Activity   
Index  LWDOSM GRFP PCFP ALOGP MACCS EPFP4 CDKFP 
31420 94.23 30.59 45.95 45.08 55.41 76.76 80.27 
71523 43.5 20.17 19.73 33.38 29.97 33.31 37.92 
37110 23.8 27.83 27.99 26.71 34.7 39.96 37.26 
31432 68.18 33.91 33.73 39.37 48.29 41.01 51.46 
42731 27.51 14.92 19.32 12.91 19.36 20.71 23.2 
6233 16.32 14.34 17 20.47 24.07 20 19.92 
6245 14.92 9.89 10.08 10.59 11.06 12.65 17.88 
7701 24.31 9.92 11.62 13.6 22.34 17.69 18.86 
6235 21.42 13.84 13.51 14.71 20.33 17.82 19.21 
78374 20.4 13.74 18.1 14.71 11.73 12.59 15.11 
78331 12.98 8.87 11.23 9.97 14.35 9.37 10.55 
Mean  33.42 18 20.75 21.95 26.51 27.44 30.15 
Shaded  7 0 0 0 2 1 1 

 
 
Visual inspection of the recall values and the number of shaded cells in Tables 1 

and 2 enables comparisons to be made between the effectiveness of the LWDOSM 
descriptor and the various other descriptors. In addition, a more quantitative ap-
proach using the Kendall W test of concordance was used to determine which of the 
descriptors performed best [23]. This test was developed to quantify the level of 
agreement between multiple sets of rankings of the same set of objects, here and in 
previous works [20]. We used this approach to rank the effectiveness of different 
descriptor types. In the present context, the activity classes were considered as 
judges and the recall rates of the various descriptor types as objects. The outputs of 
the test are the value of the Kendall coefficient and the associated significance lev-
el, which indicates whether this value of the coefficient could have occurred by 
chance. If the value is significant (for which we used cut-off values of (0.01 or 
0.05), then it is possible to give an overall ranking of the objects that have been 
ranked. The results of the Kendall analyses  are reported in Table 4 and describe the 
top 1% and 5% ranking for the various descriptor types. In Table 5, the columns 
show the data set type, the value of the coefficient, the associated probability, and 
the ranking of the descriptor. The descriptors are ranked in decreasing order of 
screening effectiveness (if two descriptors have the same rank then they are ordered 
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on the basis of the mean recall, i.e. the mean values from the main tables of results). 
We shall use the 5% MDDR results (in Table 4) to illustrate the processing that 
took place.  Here, the mean figures suggest that the LWDOSM descriptor has the 
best overall performance at the 5% cut-off. In addition, according to the total num-
ber of shaded cells in Table 4, LWDOSM is the best performing descriptor across 
the 11 activity classes. We can hence conclude that the overall ranking of the seven 
descriptors are: LWDOSM>CDKFP>MACCS>EPFP4>ALOGP>CFP>GRFP.  

Table 4. Rankings of various types of descriptors Based on Kendall W Test Results: Top 1 & 
5% 

Recall type W P Ranking 

Top 1 % 0.642 <0.01 DKFP>LWDOSM 

>EPFP4>MACCS>PCFP>ALOGP>GRFP 

Top  5% 0.473 <0.01 LWDOSM>CDKFP>MACCS>EPFP4>ALOGP>PC

FP>GRFP 

Table 5. Numbers of Shaded Cells for Mean Recall of Actives Using Different Descriptors: 
Top 1% and 5% 

 LWDOSM GRF PCFP ALOGP MACC EPFP CDKF 

Top 1 % 7 0 1 0 2 1 5 

Top 5% 7 0 0 0 2 1 1 

 
 
The good performance of LWDOSM is not restricted to the top 5% for MDDR, 

since it also gives one of best results for the top-1% for MDDR. Using the mean recall 
value as an evaluation criterion could be impartial to some descriptor type but not 
others, and that is because some of the activity classes may contribute disproportion-
ally to the overall value of mean recall. To avoid this bias, the effectiveness perfor-
mance of different descriptors has been further investigated based on the total number 
of shaded cells for each descriptor across the full set of activity classes, as shown in 
the bottom rows of Tables 4. These shaded cell results are listed in Table 5.  

Visual inspection of the results in Table 5 (left-hand column) shows very clearly 
that the LWDOSM descriptor can provide a level of performance that is generally 
superior to the other descriptors. Finally, it should be noted here in this paper that the 
main purpose of using several types of descriptor in the experiments was not a per-
formance comparison, but to show that our new descriptor LWDOSM is capable of 
representing and characterizing the molecule structure, and to show the possibility 
and feasibility of its use for similarity-based virtual screening. However, the retrieval 
performance for any descriptor depends on the type of similarity approach used. 
Hence, we believe that using different text similarity searching approaches with the 
LWDOSM descriptor will yield different results which may be much better than the 
current results. 
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5 Conclusions  

In this paper, we present a new shape-based 2D molecular descriptor, LWDOSM that 
represents a rough description of 2D molecular structure from its outline shape in a 
textual form. Experiments with the MDDR database show clearly the superiority of 
the LWDOSM compared to many standard descriptors tested in this study. Experi-
ments also show that the LWDOSM allows for an effective screening search to be 
carried out. 
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Abstract. Liver viruses are the most dangerous cause for liver problems, be-
cause they last for a long time and lead to serious complications like liver in-
flammation. In our previous research, a Viral Hepatitis Ontology was developed 
using Ontology of Biomedical Reality framework for the A, B, C and D viruses, 
which are the most widely spread among males and females.  This Ontology is 
represented in the Web Ontology Language (OWL) that has become recently 
the standard language for the semantic web. The Viral Hepatitis Ontology, in its 
current format, can be accessed by the computer science specialists only. In this 
paper, we present a Web Service based approach to share the Viral Hepatitis 
Ontology among physicians, students of medicine, and intelligent systems. In 
addition, the proposed approach enables physicians, and students of medicine to 
differentially diagnose the Viral Hepatitis diseases. To show how the approach 
is very beneficial for physicians and students of medicine, we developed a sys-
tem prototype to present different usage case studies. 

Keywords: Ontology sharing, Web Services, Biomedical Ontology, Viral He-
patitis Ontology, Viral Hepatitis Diagnosis. 

1 Introduction  

Ontology is a kind of controlled vocabulary of well defined terms with specified rela-
tionships between those terms, capable of interpretation by both humans and comput-
ers [1]. Medical Ontologies are interested in solving important issues such as the reus-
ing and sharing of medical data. The unambiguous communication of complex and 
detailed medical concepts is now a crucial feature of medical information systems [2].  

Liver is the largest solid organ in the human body, and has been affected by differ-
ent kinds of diseases [3]. There are many viruses that cause liver diseases (Hepatitis 
A, B, C, and D). Liver viruses are the most dangerous cause for liver problems. For 
example, Hepatitis A Virus (HAV) is an important cause of infectious disease world-
wide. According to the World Health Organization (WHO), 1.5 million clinical cases 
occur worldwide a year [4].  

In this paper, we present a Web Service based approach to share the Viral Hepatitis 
Ontology among physicians, students of medicine, and intelligent systems. This  
ontology is represented by the Web Ontology Language (OWL) that has become  
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recently the standard language for the semantic web. Besides, the proposed approach 
can be exploited in diagnosing the Viral Hepatitis diseases. To show how the ap-
proach is very beneficial, a prototype has been implemented to present some of case 
studies for Viral Hepatitis Ontology sharing and diagnosing.  

The rest of this paper is organized as follows.  Section 2 reviews the background 
and related work. Section 3 introduces the Viral Hepatitis Ontology in pathology do-
main for the A, B, C and D viruses. Section 4 depicts the architecture of the proposed 
approach, while section 5 describes the required web service operations and their 
different usage scenarios. Section 6 presents the prototype implementation and how it 
is used in different case studies. Finally, section 7 concludes the most important 
points in this paper. 

2 Related Work  

Medical Ontologies are interested in solving important issues such as the reusing and 
sharing of medical data.The unambiguous communication of complex and detailed 
medical concepts is now a crucial feature of medical information systems [2]. There 
are medical Ontologies developed to facilitate this purpose. The Open Biomidical 
Ontology (OBO) is the library of medical Ontologies in different medical domains 
[5]. The Ontologies in OBO are designed to serve as controlled vocabularies for ex-
pressing the results of biological science [6]. NCBO's BioPortal is an open repository 
of biomedical Ontologies that provides access via Web browsers and web services to 
Ontologies [7]. Unified Medical Language System (UMLS) is a set of files and soft-
ware that brings together many health and biomedical vocabularies and standards to 
enable interoperability between computer systems [8].  

Many research works have been achieved to build specific domain Ontologies for 
different diseases. For example, Vanja Lukovic, et al [9] developed the OBR-Scolio 
application Ontology for the pathology domain of spine. Also, Abdel-Badeeh Salem, 
et al [10] built domain Ontology for lung cancer. Although the Viral Hepatitis (VH) 
diseases cause great complications to humans, there is no enough work done to facili-
tate the Viral Hepatitis diseases sharing and diagnosing. In this paper, a Web Service 
based approach is proposed to share the Viral Hepatitis Ontology among physicians, 
students of medicine, and intelligent systems. Besides, it enables physicians, and stu-
dents of medicine to differentially diagnose the Viral Hepatitis diseases. 

3 The Viral Hepatitis Ontology  

In our previous research [11, 12], the Viral Hepatitis Ontology in pathology domain 
was developed using Ontology of Biomedical Reality framework for the A, B, C and 
D viruses. This Ontology is represented by the Web Ontology Language (OWL) that 
has become recently the standard language for the semantic web. Figure (1) shows the 
classes and relations of the Viral Hepatitis diseases integrated in the Ontology of 
Biomedical Reality in OWL. In addition, figure (2) shows the classes and relations of 
the Viral Hepatitis symptoms, signs and lab-findings. We classified the symptoms and 
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signs according to the Viral Hepatitis disease causing them. For example, the "Symp-
tom" class includes three subclasses: “HCV Symptom”, “HDV Symptom”, and 
“HCV, HBV, HAV, HDV Symptom”. The “HCV Symptom” class represents the 
symptoms caused by the HCV disease only. Also, the “HDV Symptom” class 
represents the symptoms caused by the HDV disease only.  The "HCV, HBV, HAV, 
HDV Symptom” class represents the common symptoms caused by the HAV, HBV, 
HCV and HDV diseases.  Additionally, the "Lab Result" class includes three sub-
classes: the "Serology Test", "LFTs", and "Immunological assay" classes. 
 

 

Fig. 1. The OBR Viral Hepatitis Diseases Hierarchy 

 

Fig. 2. The OBR Viral Hepatitis Symptoms/Signs/Laboratory-findings Hierarchy 

4 Approach Architecture  

Figure (3) shows the architecture of the proposed Viral Hepatitis Ontology Sharing 
Web Service approach.  The main module of this approach is the Viral Hepatitis On-
tology sharing Web Service that accesses the Viral Hepatitis OWL Ontology to share 
its primitives (concepts and properties) among physicians, students of medicine, and 
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intelligent systems. The Viral Hepatitis Ontology Sharing Web Service includes the 
service operations needed for Ontology sharing and for Viral Hepatitis diseases diag-
nosing. The OWL Viral Hepatitis Ontology contains the Viral Hepatitis diseases and 
their signs, symptoms, and laboratory-findings. To exploit the Viral Hepatitis Ontolo-
gy Sharing Web Service, physicians, students of medicine, and intelligent systems can 
invoke the web service operations through the internet in different usage scenarios. 

 

Fig. 3. The Approach Architecture 

5 Web Service Operations and Usage Scenarios  

To achieve the Viral Hepatitis Ontology sharing and Viral Hepatitis diseases diagnos-
ing objectives of this research, the web service should contain set of operations that 
can be invoked through the internet in different usage scenarios. By analyzing the 
approach requirements, we found that twelve web service operations should be pro-
vided. Table 1 shows those operations in terms of operation description, inputs and 
outputs. For example, the user and intelligent systems can benefit the web service 
operations as follow: - 
 

• The ViewHierarchicalViralHepatitisOntology( ) operation can be invoked to 
return the Viral Hepatitis Ontology in OWL file.   

• The QueryForSymptomsSingsOrLaboratory-findings( ) operation can be in-
voked to return a list of symptoms, sings, or laboratory-findings for the input 
disease.  

• The QueryForCommonSymptomsOrSings( ) operation can be invoked to re-
turn a list of common symptoms and signs for the input set of diseases. 

• The RetrieveLaboratory-findingsForDisease( ) operation can be invoked to 
return a laboratory-findings list for the input disease. 
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Table 1. The Web Service Operations 

Web Service Operation Description Input Output 
ViewHierarchicalViral HepatitisOntology Returns the whole Viral 

Hepatitis Ontology file. 
-- OWL File 

QueryForCommonDiseasesOfSymptomsOrSings Returns list of the common 
diseases for symptoms or 
sings. 

List of symp-
toms or sings 

List of diseas-
es 

RetrieveCommonDiseasesForSymptoms Returns list of diseases caus-
ing the input symptoms. 

List of symp-
toms 

List of diseas-
es 

RetrieveCommonDiseasesForSigns Returns list of diseases caus-
ing the input signs. 

List of signs List of diseas-
es 

QueryForSymptomsSingsOrLaboratory-findings Returns symptoms, signs and 
laboratory-findings for a 
specific disease. 

A disease List of symp-
toms, sings, 
and  laborato-
ry-findings 

RetrieveSymptomsForDisease Returns a list of symptoms for 
a specific disease. 

A disease List of symp-
toms 

RetrieveSingsForDisease Returns a list of signs for a 
specific disease. 

A disease List of sings 

RetrieveLaboratory-findingsForDisease Returns a list of laboratory-
findings for a specific disease. 

A disease List of  labora-
tory-findings 

QueryForCommonSymptomsOrSings 
 

Returns the common symptoms 
or signs for set of diseases.  
 

List of diseases List of symp-
toms and signs 

RetrieveCommonSymptomsForDiseases Returns the common symp-
toms for set of diseases. 

List of Diseases List of  
symptoms 

RetrieveCommonSingsForDiseases Returns the common sings for 
set of diseases. 

List of diseases List of sings 

DiagnoseSymptomsAndSigns Retrieve the causing diseases 
for the input symptoms and 
signs  

List of symp-
toms and sings 

A disease 

 
Many different usage scenarios can be achieved by the physicians, students of 

medicine, and intelligent systems to exploit the web service operations in different 
ways.  By analyzing the needs of both physicians and students of medicine by asking 
domain expert, we found that there are important usage scenarios for learning and 
diagnosing: "Query for Common Diseases", "Query for Symptoms, Sings or Labora-
tory-findings", "Query for Common Symptoms or Sings", and "Diagnose Viral Hepa-
titis Diseases". 

• Scenario 1: Query for Common Diseases  

This scenario aims to help the physicians, students of medicine, and intelligent sys-
tems to retrieve the common diseases for specific symptoms or signs. As shown in 
figure (4), the scenario workflow is initiated by invoking the QueryOfCommonDisea-
sesForSymptomsOrSings() operation, which then invokes the RetrieveCommonDisea-
sesForSymptoms() or RetrieveCommonDiseasesForSings() operation that returns the 
common diseases for the input symptoms, or signs respectively. This scenario can be 
repeated if the physician, students of medicine, or intelligent systems wants to add 
more symptoms or signs. For example, if the user query about the diseases causing 
the “Abdominal Pain” symptom, the HBV and HCV diseases will be returned. 
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Fig. 4. Query for Common Disease 

• Scenario 2:  Query for Symptoms, Sings or Laboratory-Findings  

This scenario aims to help the physicians, students of medicine, or intelligent systems to 
retrieve the symptoms, signs, or laboratory-findings for a specific disease. As shown in 
figure (5), the scenario workflow is initiated by invoking the QueryForSymptomsSing-
sOrLaboratory-findings() operation, which then invokes the RetrieveSymptomsForDi-
sease(), RetrieveSingsForDisease(), or RetrieveLaboratory-findingsForDisease() opera-
tion that returns the symptoms, signs, or laboratory-findings for the input disease respec-
tively. For example, if the user query for the symptoms of the HAV disease, the Diarr-
hea, Fatigue, Headache, Loss of Appetite, Nausea, Sore Muscle, Vomiting, Jaundice, 
and Abdominal Pain  symptoms will be returned. 
 

 

Fig. 5. Query for Symptoms, Sings or Laboratory-findings 

• Scenario 3: Query for Common Symptoms or Sings  

This scenario aims to help the physicians, students of medicine, or intelligent systems to 
retrieve the common symptoms or signs for set of diseases. As shown in figure (6), the 
scenario workflow is initiated by invoking the QueryForCommonSymptomsOrSings() 
operation, which then invokes the RetrieveCommonSymptomsForDiseases() or Retrie-
veCommonSingsForDiseases() operation that returns the common symptoms or signs for 
the input diseases respectively. For example, if the user query for the common symptoms 
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Fig. 6. Query for Common Symptoms or Sings  

of the HAV and HBV diseases, the Diarrhea, Fatigue, Headache, Loss of Appetite, Nau-
sea, Sore Muscle, Vomiting, Jaundice and Abdominal Pain symptoms will be returned. 

• Scenario 4: Diagnose Viral Hepatitis Diseases  

This scenario aims to help the physicians or students of medicine to differentially 
diagnose the Viral Hepatitis diseases. As shown in figure (7), the scenario starts with 
invoking the RetrieveCommonDiseasesForSymptoms() operation to retrieve the com-
mon diseases causing the input symptoms, and then the RetrieveCommonDiseases-
ForSigns() operation is invoked to retrieve the common diseases causing the input 
signs. This step is repeated if the physicians (or students of medicine) want to add 
more symptoms/signs. After that, the DiagnoseSymptomsAndSigns() is invoked to 
diagnose the current input symptoms and signs. Finally, the RetrieveLaboratory-
findingsForDisease() is invoked to confirm the diagnosis result by retrieving the la-
boratory-findings caused by the diagnosed disease. For example, if the user query for 
the symptom and sing (“Abdominal Pain”, ”Aching Limbs”, ”Cirrhosis”, "Chills", 
and “Diarrhea”),  the HAV, HBV, HCV and HDV diseases will be returned as the 
common diseases causing those symptoms and signs, but the HCV disease will be 
diagnosed as a final diagnosis. Also, the laboratory-findings for HCV disease can be 
returned to confirm the final diagnosis. 

 

Fig. 7. Diagnose Viral Hepatitis Diseases 
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6 Prototype Implementation 

As shown in the approach architecture, the prototype consists of two main compo-
nents: the Viral Hepatitis Ontology sharing web service and a web application that let 
physicians and students of medicine benefit this web service.   The web service com-
ponent was developed using the C# language (one of the Microsoft Visual Studio 
.NET programming languages), and the web application was developed using the 
ASP.NET (Active Server Pages Technology).  The home page of the web application 
contains four menu items: View Hierarchical Ontology, Query for Diseases, Query 
for Symptoms and Signs, and Diagnose Viral Hepatitis. In the following, sample of 
different usage case studies for the system prototype are presented. 

Case 1: Retrieve Symptoms, Signs, and Laboratory-findings caused by a specific 
Disease 
If the user wants to know what are the symptoms and signs caused by a specific dis-
ease, they can click the "Query for Symptoms and Signs" menu item. After that, they 
select the desired disease and click the “>>” button to show all symptoms and signs 
caused by this disease. For example, as shown in figure (8), when the user selects the 
HAV disease, and clicks the ">>" button, a list of symptoms and signs (Depression, 
Diarrhea, etc.) is retrieved and displayed. Finally if the user wants to show the labora-
tory-findings of the HAV disease, he clicks the "Lab" button, the Laboratory-Findings 
list caused by the HAV disease (Anti HAV IgG and Ant HAV IgM) is displayed.  
 

 

Fig. 8. Symptoms, Signs and Laboratory-findings for a Disease 

Case 2: Retrieve Common Symptoms and Signs caused by a set of Diseases 
If the user wants to know the common symptoms and signs for set of diseases, they 
can select those diseases, then they click the “>>” button to show the common symp-
toms and signs caused by the chosen diseases under the “Common Symptoms & 
Signs List” list box. For example, if the user selects the HAV and HBV diseases, as 
shown in figure (9), and then click the “>>” button, the common symptoms and signs 
caused by those two diseases (“Diarrhea”, “Fatigue”,  etc) are retrieved and displayed. 
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Fig. 9. Common Symptoms and Signs for set of Diseases 

Case 3: Diagnose Viral Hepatitis Diseases 
As shown in figure (10), if physicians and students want to diagnose the “Abdominal 
Pain”, ”Aching Limbs”, ”Cirrhosis”, "Chills", and “Diarrhea” symptoms and signs, 
they can select them and click on the ">>" button, the HAV, HBV, HCV and HDV 
diseases will be displayed under the "Common Diseases” list box.  After that, the user 
can click the "Diagnosis" button to retrieve the final diagnosis result, which is the 
HCV disease. Finally, to confirm the final diagnosis, the laboratory-findings for HCV 
disease can be retrieved and displayed when the user clicks the "Lab" button as shown 
in figure (10). 

  
 
 
 
 
 
 
 
 
 
 

Fig. 10. Viral Hepatitis Differential Diagnosis  

7 Conclusion  

In this paper, a new Web Service based approach to share the Viral Hepatitis Ontolo-
gy among physicians, students of medicine, and intelligent systems was presented. 
The approach enables physicians and students of medicine also to differentially diag-
nose the Viral Hepatitis diseases. In addition, a system prototype was developed to 
show how the approach is very beneficial for physicians and students of medicine by 
presenting different usage case studies. 
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Abstract. The objective of this work is to develop a platform-independent tool 
for analysis of Scintigraphic renal dynamic studies. It allowing quantification 
kidney, from a series of Scintigraphic images in the format provided DICOM. 
This tool allows an automatic or manual drawing of regions of interest and the 
kidney in renal background even if small kidney and / or little functional kid-
ney, drawing the isotopic nephrogram corrected for background noise (activity 
curves kidney) and determining the renal function on according to the method 
of the integral.  This developed tool allows obtaining semi-automatic so repro-
ducible results on page relevant information to the physician to assess the func-
tional status of each kidney: the isotopic nephrogram, viewing dynamic images 
and the relative function that users can calculate renal function through the re-
gions of both kidneys.  This tool is a step forward towards standardization as a 
suitable tool for education, research, and for receiving distant expert's opinions.   

Keywords: automatic region of interest, DICOM, quantifying renal dynamic 
algorithm for medical image processing. 

1 Introduction 

Dynamic renal scintigraphy is injected intravenously a tracer of low activity, having 
the property of being eliminated by glomerular filtration (99mTc-DTPA) and tubular 
secretion (99mTc-MAG3 a tracer used in nuclear medicine, during renography, when 
labelled with technetium-99m. It enables the function and drainage of each kidney to 
be assessed, giving similar results to DTPA with a lower dose of ionizing radiation.) 
and monitor its transit in the urinary tract by detecting using a gamma camera the 
gamma radiation emitted. The purpose of this review is to examine the quality of 
excretion and estimate the purification function (clearance) for each kidney. This is 
achieved by acquiring a time series of images after injection of a radiopharmaceutical. 
The quantification is based on the tracing of defining regions of interest from  
which each kidney are obtained, versus time, curves metering activity of the tracer 
(renogram). Determining the clearance was calculated from these curves after various 
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corrections eliminating components vascular and interstitial renal superimposed to the 
signal and at least partially correcting the attenuation phenomena and scattering of 
radiation. The current study presents a system treatment of functional images from 
dynamic studies. The aims of this paper  is to  integrate a robust method to automati-
cally detect boundaries from renal dynamic studies,  trace automatically curves of 
renal function, calculate a relative function automatically and renal clearance and  
provide portability of the software. 

The rest of this paper is organized as follows: section (2) discuses the related state-
of-the-art. The detailed overview of the proposed system is given in Section (3). Con-
clusions and future work are discussed in Section (4).  

2 State-of-the-Art 

Drawing regions of interest (ROIs) over the kidneys and for background subtraction is 
one of the most debated issues in the literature. Computer-derived kidney ROIs have 
been suggested as a more reproducible alternative to manual ROIs. These techniques 
included factor analysis, cluster analysis, fuzzy logic, artificial neural networks and 
image registration [1-2]. Factor analysis had been the most popular mathematical tool 
for separating dynamic renal structures and identifying the kidneys [1-3]. A totally 
automatic method for defining renal ROIs using factor analysis has been limited by 
the inclusion of spurious non-physiological pixels outside the kidneys due to image 
noise which require operator intervention to eliminate and/or to incorporate prior 
information such as physiological constraints [3]. 

AUTOROI is a program that provides an automated approach for detecting renal 
ROI for the extraction of the advanced quantitative MAG3 renograms from patients 
with suspected renal obstruction [4].  Semi-automated methods to define renal ROIs 
have also been developed and shown to significantly reduce operator variability in 
evaluating renal function in a small population [5]. Nevertheless, a recent study 
showed that, by using conventional techniques, a semi-automated method failed to 
detect the renal borders in 30% of kidneys. The failure always occurred in kidneys 
with poor function [6]. 

Nowadays, nuclear medicine professionals want to have (on hand) a complete 
software image processing for analyzing renal studies. In this direction, a project was 
launched in 2011 to develop a software platform called IAEA renal dynamic analysis 
program [7]. This software aimed at enhancing the routine implementation of ad-
vanced computational operation, including those introduces recently through the con-
sensus committee for the definition of renal drainage parameters. An effort was made 
to introduce instruments of quality assurance at the various levels of the program’s 
execution. These instruments include visual inspection, automatic detection, correc-
tion of patient’s motion, automatic placement of regions of interest around the  
kidneys, cortical regions, and placement of reproducible background region on both 
primary dynamic and on postmicturition studies. Thus user can calculate the differen-
tial renal function through two independent methods, the integral or the Rutland-  
Patlak approaches. 
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3 Overview of the Proposed  System 

Figure (1) illustrates the architecture of the image processing system for the analysis 
of scintigraphic renal dynamic studies. It contains of two main stages: (1) Images 
acquisition; and (2) Image Processing.  These two phases are described in detail in the 
following section along with the steps involved and the characteristics feature for 
each phase. 

 

Fig. 1. Global Overview of the System 

3.1 Images Acquisition Phase 

The initial objective of the introduced system is to allow viewing images of a dynam-
ic series stored on a server DICOM (Digital Imaging Communication in Medicine) 
[9]. Each digital image is a set of values corresponding to the number of aij strokes 
counted in a set of pixels identified by (i,j) represented in matrix form by {(i, j, aij)}. 
Due to the radioactive decay of the marker and the biological decay caused by the 
elimination of metabolism, the image is not constant over time and becomes a func-
tion, sometimes complex.  The system only displays images with a positive number of 
counts per minute. To ensure quality control, the system offers the user the ability to 
see the images in cine dynamic. 

Figure (2) displaying a series of dynamic image of a patient also indicates the cine 
images. A cine presentation of the dynamic study facilitates the visual assessment of 
tracer kinetics, size position, and regional drainage of the tracer in multiphase dynam-
ic studies (eg, 1-second frames followed by 15 seconds). 
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Fig. 2. Series of dynamic image of a patient 

3.2 Image Processing and Analysis Phase 

Kidney regions of interest must be drawn on an image sum selected by the user. En-
sure that the entire kidney is included in the region of interest. Regions known as 
"background noise" are intended to eliminate the nonspecific activity that is not a 
sound in the sense of image processing. It is recommended to draw a perirenal ROI, 
whose shape can be rectangular, elliptical or follow the contour of the kidney. This 
ROI must be removed from one to two pixels of the renal ROI [10].  The developed 
tool allows the design of semi-automatic ROIs in more than one option exclusively 
manual drawing. Multiple ROIs can be generated and their respective activity time 
curves are displayed. The last set of ROIs can be saved and retrieved at a later time 
for quality assurance or for monitoring patients. We can draw a cardiac ROI, which 
will be placed on the region of maximum activity of the left ventricle.  

The Image Sum: From a dynamic series the manipulator has the ability to choose 
those that are more meaningful sum to create an image called "composite". The com-
posite image will be used later to draw the different regions of interest (kidney, renal 
 

 

Fig. 3. Example of an image sum after selecting five successive images (10-15) 
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background, heart) either manually or automatically. Figure (3) shows an example of 
an image sum after selecting five successive images. 

Drawing Renal ROI: We have tested several algorithms to achieve the ROI drawn 
automatically. Constraints were essentially the requirement of separation between the 
right kidney and left kidney, so the problem is how to define multiple ROIs, and ob-
tain geometry and statistical data about the ROIs? REGION_GROW is the algorithm 
that gave the most satisfactory results. Region growing has shown to be a very useful 
and efficient segmentation technique in image processing [11, 12]. Region growing in 
its simplest sense is the process of joining neighboring points into larger regions [13] 
based on some condition or selection of a threshold value. Seeded region growing 
starts with one or more seed points and then grows the region to form a larger region 
satisfying some homogeneity constraint. The homogeneity of a region can be depen-
dent upon any characteristic of the region in the image: texture, color or average in-
tensity. One specific approach to region growing is described in the next section. The 
main steps of the REGION_ GROW algorithm are given as follows: 
 
The REGION_ GROW algorithm 

Step-1: Select  the seed pixel (a single pixel) 
Step-2: Check the neighboring pixels 
Step-3: If they are similar to the seed Then 
Step-4:Add them to the region  
            Else Go to Step-1 
         Repeat  
Steps 2-4 for each of the newly added pixels; 

                        Until if no more pixels can be added.  

 

Fig. 4. A descriptive diagram of the algorithm REGION_ GROW with an illustrative example 
showing the right kidney segmented 

Figure (4) shows a descriptive diagram of the algorithm REGION_ GROW with an 
illustrative example showing the right kidney segmented with 8 neighbors. 

By displaying the contour around the kidney and not a region, that’s why we have 
tried to extract the contour from segmented kidney. Figure (5) illustrate the construc-
tion of contour from a region, and if the kidney is not well surrounded by the contour, 
the introduced system provides the ability to automatically change the cursor with a 
THRESHOLD to have a good contour. 
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Fig. 5. Construction of contour from a region 

Drawing Background ROI: The liver can sometimes affect the detection of regions 
of interests of the kidneys and distort the result. To overcome this problem, we should 
calculate the background noise and subtract from the initial region to have a net result. 
The background noise should be a small region below the kidney region. Our system 
would allow the user to draw the background noise manually or automatically. Figure 
(6) shows the generated background noise region of interest automatically 

 

 

Fig. 6. Background noise ROI generated automatically 

Activity Curve of Renal Net: The net renal activity curve expresses the number of 
shots images dynamically with time. To plot this curve, we should simply apply the 
following formula:  ( ) =  ( )  ( ) ( )                                     (1) 

Where RAnet(k) is renal activity net, RA(k) is activity of renal,  ABN is the activity of 
background noise, while  S is the  surface. 

After drawing the ROI and the background noise of each kidney, we could recall 
the number of counts kidney from the background in renal activity, the number of 
counts from the background noise which is the activity of background noise and we 
have also the surface of the kidney.  Figure (7) shows the activity curve of renal net. 

 
Final Report: The final report can be saved or printed, it contains the following in-
formation including (1) Basic patient information (includes:  name, date of examina-
tion, patient id, body surface area, age, and sex; (2) Displaying the relative renal 
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Fig. 7. Activity curve of renal net 

function and renal clearance; (3) Sum image with the contours of both kidneys; (4) 
The curves of activity and renal net maximum value of each curve; (5) The renal 
clearance for each kidney; and (6) Summed image series (i.e., the user has the option 
of changing the interval of 3 images summed up to 60 frames). An example screen-
shot of the final report is shown in Figure (8). 

 

Fig. 8. Example of final report 

The software has been extensively tested using Windows, Mac and Unix and de-
veloped to be portable and multi-platform. The current version can read different 
types of DICOM [8] formats (ie, Digital Imaging and Communications in Medicine) 
and wild-type files (eg, Nuclear Diagnostics). Tools are provided to rotate and flip the 
dynamic images. The DICOM is the standard method used in medical field. It allows 
by its structure to provide the medical digital images across a network.  DICOM  
provides on the one hand the digital image and on the other the text information on 
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the review. The image is then encoded on more than 4000 gray levels per pixel. It is 
also possible to highlight areas that the specialist wants to analyze by keeping high-
resolution information. As for the programming language, we used the IDL program-
ming language (Interactive Data Language), designed and used by the solar physics 
group at NASA in the early 1980s for the treatment of satellite data Solar Maximum 
Mission (Goddard Space Flight Center, Washington). Today, IDL has become the 
universal treatment system used in solar physics, and now extends to its success to 
other areas, such as medical image processing. It supports medical DICOM format 
and supports all current platforms: windows, macOS and Unix. 

4 Conclusions and Future Works 

Through this work, it became possible to make a multiplatform application of medical 
image format 'DICOM' for the case of dynamic renal scintigraphy. In this paper, we 
had presented initially the main objectives of our application based on the needs of 
the staff of the nuclear medicine department. Subsequently we had explained the dif-
ferent modules used in our application with an explanation of the algorithm 
REGION_ GROW that we have used for semi-automatic tracing of ROI.  

This work can be improved in the future by the addition of other tools that can help 
benefit the work of practitioners. In addition, Computer-derived kidney ROIs has 
been suggested as a more reproducible alternative to manual ROIs, so our future work 
will focusing on machine learning techniques such as fuzzy set, neural network and 
rough sets for extraction kidney region of interest and compare it with 
REGION_GROW algorithm we proposed in this paper. 
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Abstract. Many types of clustering techniques for chemical file structures have 
been used in the literature, but it is known that any single method will not al-
ways give the best results for all types of applications. Recent work on consen-
sus clustering methods is motivated because of the successes of combining  
multiple classifiers in many areas and the ability of consensus clustering to im-
prove the robustness, novelty, consistency and stability of clustering. In this  
paper, Cluster-based Similarity Partitioning Algorithm (CSPA) was examined 
for improving the quality of chemical structures clustering. The effectiveness of 
clustering was evaluated based on the ability to separate active from inactive 
molecules in each cluster and compared with the Ward’s clustering method. 
The chemical dataset MDL Drug Data Report (MDDR) database was used for 
experiments. The results were obtained by combining multiple individual clus-
terings with different distance measures. Experiments suggest that the effec-
tiveness of consensus partition depends on the consensus generation step so that 
the effective individual clusterings with different distance measures can obtain 
more robust and stable consensus clustering. 

Keywords: Consensus Clustering, Distance Measures, Graph Partitioning,  
Molecular Datasets, Ward’s Clustering. 

1 Introduction 

Generally the main objective of clustering is to organize a collection of data items 
into some meaningful clusters, so that the items within a cluster are more similar to 
each other than items in the other clusters. There are many ways of grouping the clus-
tering methods based on the problem they intend to solve, the general strategy they 
use, or others. For example, the clustering methods can be grouped into five opposing 
approaches which are agglomerative verses divisive, hard verses fuzzy or soft, mono-
thetic verses polythetic, deterministic verses stochastic, incremental verses non in-
cremental [1], and recently individual verses consensus methods. 
                                                           
* Corresponding author. 
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However, many different methods of clustering techniques for chemical file struc-
tures have been used in the literature [2-13]. Brown and Martin [13] considered the 
Ward’s clustering method to be the most efficient clustering method in compound 
clustering. However, as it is known, no clustering method is capable of correctly find-
ing the best clustering results for all datasets and applications. So, the idea of combin-
ing different clustering results (consensus clustering) is considered as an alternative 
approach for improving the quality of the individual clustering algorithms [14]. 

Consensus clustering involves two main stages: (i) partitions generation and (ii) 
combination using the consensus function. In the first stage, as many as possible indi-
vidual partitions will be generated. There are no constraints about how the partitions 
must be generated. Hence, different generation mechanisms can be applied including: 
(i) different object representations; (ii) different individual clustering methods; (iii) 
different parameters initialisation for clustering methods; and (iv) data resampling. In 
the second stage, there are two main approaches, i.e.  the objects co-occurrence-based 
and the median partition-based approaches. Graph based consensus clustering is wide-
ly used for the first approach.  

Topchy et al. [15] and Fred and Jain [16] summarised the main advantages of us-
ing consensus clustering which are robustness (the combination process must have 
better average performance than the single clustering algorithms), consistency (result 
of the combination should be somehow, very similar to all combined single clustering 
algorithm results), novelty (cluster ensembles must allow finding solutions unattaina-
ble by single clustering algorithms) and stability (results with lower sensitivity to 
noise and outliers). 

In chemoinformatics, it is most unlikely that any single method will yield the best 
classification under all circumstances, even if attention is restricted to a single type of 
application [17]. The combination procedure, data fusion, has been used in virtual 
screening [18-25], and the fused search provides a high level of consistency that is 
better than that obtainable from any individual screening method [20]. 

Chu, et al. [17] used consensus similarity matrix clustering methods on sets of 
chemical compounds represented by 2D fingerprints (ECFP_4) and concluded that 
consensus methods can indeed out-perform the Ward's method, the current standard 
clustering method for chemoinformatics applications. However, based on the imple-
mented methods, it was not the case if the clustering is restricted to a single consensus 
method. In this paper, we examined the use of the graph-based consensus clustering 
methods, CSPA, for clustering of MDDR dataset. Different representations of chemi-
cal dataset and different individual clustering techniques that use different similarity 
measures were used to evaluate the effectiveness of consensus clustering for chemical 
structures clustering. 

2 Materials and Methods 

2.1 Dataset 

Experiments were conducted over the MDL Drug Data Report (MDDR) database 
[26]. This database consists of 102516 molecules. The subset (DS1) was chosen from 
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the MDDR database which has been used for many virtual screening experiments  
[27-29]. The DS1 dataset contains eleven activity classes (8294 molecules), which 
involves homogeneous and heterogeneous (i.e., structurally diverse) actives. Details 
of this dataset are listed in Table 1. Each row in the table contains an activity class, 
the number of molecules belonging to the class, and the diversity of the class, which 
was computed as the mean pairwise Tanimoto similarity calculated across all pairs of 
molecules in the class. For the clustering experiments, two 2D fingerprint descriptors 
were used which were developed by Scitegic’s Pipeline Pilot [30]. These were 120-bit 
ALOGP and 1024-bit ECFP_4 fingerprints. 

Table 1. MDDR Activity Classes for DS1 Data Set 

Activity Index Activity class Active molecules Pairwise similarity 

 

Mean 

31420 Renin Inhibitors   1130 0.290 

71523 HIV Protease Inhibitors 750 0.198 

37110 Thrombin Inhibitors   803 0.180 

31432 Angiotensin II AT1 Antagonists 943 0.229 

42731 Substance P Antagonists 1246 0.149 

06233 Substance P Antagonists 752 0.140 

06245 5HT Reuptake Inhibitors 359 0.122 

07701 D2 Antagonists 395 0.138 

06235 5HT1A Agonists 827 0.133 

78374 Protein Kinase C Inhibitors 453 0.120 

78331 Cyclooxygenase Inhibitors 636 0.108 

2.2 Partitions Generation 

Every consensus clustering method is made up of two steps: partitions generation and 
consensus functions. For the purpose of this paper, two levels of generation mechanism 
were used. In the first level, the partitions (also called ensembles) were generated by 
using four individual clustering algorithms on each 2D fingerprint. These algorithms 
were single-linkage, complete linkage, average linkage and weighted average distance 
agglomerative clustering methods. The thresholds of 500, 600, 700, 800, 900 and 1000 
were used to generate partitions with different sizes (number of clusters). Every individ-
ual clustering method was applied by using six distance measures in order to generate 
six ensembles for each 2D fingerprint (each ensemble includes 4 partitions). In the 
second level, all generated partitions for each 2D fingerprint (obtained in the first level) 
were combined into one ensemble (each ensemble includes 24 partitions). 

The distance measures, which were used with each clustering technique, were Cor-
relation, Cosine, Euclidean, Hamming, Jaccard and Manhattan measures.  
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2.3 Cluster-Based Similarity Partitioning Algorithm  

The graph-based consensus clustering algorithm, CSPA, proposed by Strehl and Gosh 
[31], was used to obtain the consensus partition from ensembles generated in the  
partitions generation step. The algorithm was developed based on transforming the set 
of clusterings into a hyper-graph representation. By using this algorithm, the cluster-
ing signifies a relationship between objects in the same cluster and can thus be used to 
establish a measure of pairwise similarity (similarity matrix).  

The similarity matrix is generated so that each two objects have a similarity of 1 if 
they are in the same cluster and a similarity of 0 otherwise. The process is repeated 
for each clustering (4 and 24 times). A n× n  binary similarity matrix S can be created 
where n is the total number of objects in the dataset. The entries of S are divided by r, 
which is the number of clusterings. Now, we can use the similarity matrix to recluster 
the objects using any reasonable similarity-based clustering algorithm. Here, we view 
the similarity matrix as graph (vertex = object, edge weight = similarity) and partition 
it using METIS [32], because of its robust and scalable properties, in order to obtain 
the consensus partition.  

2.4 Performance Evaluation 

The results were evaluated based on the effectiveness of the methods to separate ac-
tive from inactive molecules using Quality Partition Index (QPI) measure, which was 
devised by Varin et al. [33]. As defined by [17], an active cluster is a non-singleton 
cluster for which the percentage of active molecules in the cluster is greater than the 
percentage of active molecules in the dataset as a whole. Let p be the number of ac-
tives in active clusters, q be the number of inactives in active clusters, r be the number 
of actives in inactive clusters (i.e., clusters that are not active clusters) and s be the 
number of singleton actives. The high value occurs when the actives are clustered 
tightly together and separated from the inactive molecules. The QPI is defined to be: 

srqp

p
QPI

+++
=

                                                     
(1) 

3 Results and Discussion 

The generation process was carried out on two steps (or levels). In the first step, the 
results that were obtained by individual clusterings using each distance measures were 
combined together (4 partitions for each ensemble). Then, all partitions, obtained 
previously in the first step, were combined into one ensemble (24 partitions for each 
ensemble). This process was done for each fingerprint (ALOGP and ECFP_4). 

The mean of QPI values were averaged over the eleven activity classes of the data-
set. Tables 2-3 show the effectiveness of clustering of MDDR dataset using ALOGP 
and ECFP_4 fingerprints. The best QPI value of consensus clustering methods for 
each column was bold-faced for ease of reference.   
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Table 2. Effectivenss of clustering of MDDR dataset: ALOGP Fingerprint 

Clustering Method 
No. of clusters 

500 600 700 800 900 1000 

Consensus 

(CSPA) 
CSPA 

Correlation 44.44 47.59 48.46 48.97 48.27 51.22 

Cosine 44.80 46.85 47.36 48.17 48.57 52.01 

Euclidean 44.95 46.74 47.41 47.66 50.01 52.87 

Hamming 53.06 55.61 57.08 57.60 56.98 61.95 

Jaccard 52.86 53.53 57.90 57.41 58.76 64.61 

Manhattan 53.80 55.49 56.07 59.20 57.95 61.02 

All Measures 51.37 55.71 55.96 56.01 56.69 60.37 

Individual 
Ward's 

method 
 52.33 54.86 56.90 59.00 61.33 63.17 

Table 3. Effectivenss of clustering of MDDR dataset: ECFP_4 Fingerprint 

Clustering Method 
No. of clusters 

500 600 700 800 900 1000 

Consensus 

(CSPA) 
CSPA 

Correlation 67.99 70.66 72.00 72.91 71.67 76.04 

Cosine 68.23 70.72 71.72 73.03 72.23 74.60 

Euclidean 62.16 63.24 67.26 68.08 69.31 72.71 

Hamming 62.00 62.62 66.97 69.01 69.45 73.27 

Jaccard 68.80 70.78 72.02 72.97 71.84 74.54 

Manhattan 62.00 62.62 66.97 69.01 69.45 73.27 

All Measures 68.03 70.65 73.03 73.41 74.12 77.96 

Individual 
Ward's 

Method 

 
75.83 79.88 83.34 84.25 86.49 88.25 

 

Visual inspection of QPI values in Tables 2-3 enables comparisons to be made be-
tween the effectiveness of consensus clustering of MDDR dataset and the Ward’s 
method. In addition, the results of two levels of consensus clustering were shown in 
order to study the effectiveness of consensus clustering with different ensemble gen-
eration mechanisms.  

For clustering of MDDR dataset which represented by ALOGP fingerprint, Table 
2, the performance of consensus clustering that used Jaccard, Hamming and Manhat-
tan distance measures gives better results compared with those given by Euclidean 
Cosine and Correlation in the first step. Moreover, when all individual clusterings 
were combined into one ensemble, the performance of consensus clustering out-
performed the Ward’s clustering method. 

The results in Table 3 show that, when ECFP_4 fingerprint is used, the consensus 
clustering gives robust results better than the overall individual clusterings perfor-
mance. The effectiveness of consensus clustering obtained from ensembles gives 
similar results using all distance measures, especially for Hamming and Manhattan.  
In the second level, when all partitions were combined into one ensemble, the  
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performance of consensus clustering become more robust (better than the overall 
performance of first level consensus clustering) and closer to the performance of the 
Ward’s clustering method. 

Moreover, consensus clustering (CSPA) provides stable clusters by decreasing the 
sensitivity to noise and outliers. The average percentages of singleton clusters of indi-
vidual clusterings compared to consensus clustering are shown in Tables 4-5 for both 
fingerprints. The results show that the consensus clustering partitions the dataset with 
average percentage of singleton equal to zero, which is better than individual cluster-
ings and Wards’ method. 

Table 4. The percentages of singleton clusters for MDDR dataset: ALOGP fingerprint 

Clustering Method 
No. of clusters 

500 600 700 800 900 1000 

Individual Methods 

(Avg) 

Correlation 1.88 2.27 2.73 3.17 3.66 4.16 

Cosine 1.85 2.23 2.71 3.15 3.63 4.12 

Euclidean 1.90 2.31 2.76 3.15 3.51 3.97 

Hamming 1.37 1.64 1.98 2.29 2.65 3.06 

Jaccard 1.18 1.45 1.74 2.14 2.52 2.84 

Manhattan 1.59 1.88 2.22 2.57 2.99 3.44 

 Ward 0.11 0.14 0.17 0.20 0.25 0.33 

Consensus Methods 

(Avg) 

 
0.00 0.00 0.00 0.00 0.00 0.00 

 

Table 5. The percentages of singleton clusters for MDDR dataset: ECFP_4 fingerprint 

Clustering Method 
No. of clusters 

500 600 700 800 900 1000 

Individual Methods 

(Avg) 

Euclidean 1.10 1.46 1.86 2.22 2.57 2.95 

Jaccard 1.13 1.51 1.90 2.25 2.59 3.03 

Cosine 1.22 1.56 1.83 2.17 2.57 3.00 

Correlation 1.21 1.54 1.81 2.16 2.55 2.97 

Manhattan 1.16 1.52 1.94 2.29 2.64 3.08 

Hamming 1.21 1.54 1.81 2.16 2.55 2.97 

 Ward 0.00 0.00 0.00 0.00 0.00 0.01 

Consensus Methods 

(Avg) 

 
0.00 0.00 0.00 0.00 0.00 0.00 

 

4 Conclusion and Future Work 

The results of the experiments show that graph-based consensus clustering, CSPA, 
can improve the effectiveness of chemical structures clustering. The performance of 
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consensus clustering out-performs the Ward’s method when ALOGP fingerprint is 
used and gives results that are closer to the performance of Ward’s method for 
ECFP_4 fingerprint. In addition, the consensus clustering provides more stable clus-
tering with lower sensitivity to outliers than individual clusterings and Ward's me-
thod. The experiments reported here suggest that consensus clustering depends on the 
consensus generation mechanism so that the more effective individual clusterings 
with different distance measures are used, the more robust and stable consensus clus-
tering are obtained. In the future work, more graph-based consensus clustering me-
thods will be examined with different partitions generation mechanisms. 
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Abstract. Analyzing Capsule Endoscopy videos is an expensive process
that requires considerable human effort and time. The massive amount of
data limits the usage of ensemble learning methods. In this paper Sam-
pleBoost, a boosting method that employs novel intelligent sampling,
is proposed to learn from capsule endoscopy data. SampleBoost intel-
ligently selects a subset of the training set at each iteration and evens
imbalanced classes. Experimental results show a great improvement in
both accuracy and efficiency as well as avoidance of early termination for
both the balanced images categorization and the imbalanced abnormality
detection.

Keywords: Classification, Boosting, Sampling, Capsule Endoscopy.

1 Introduction

In computer-aided endoscopy diagnosis, automatic detection of diseases, e.g.,
internal bleeding and tumors, is becoming extremely important given the massive
amount of endoscopy videos. The key is to achieve satisfactory accuracy and
efficiency. Wireless capsule endoscopy (CE) is a non-invasive technology that
visualizes the entire small intestine. It is a small capsule-shaped camera that is
swallowed by the patient. The camera records a video of the tract for more than
8 hours and produces about 60,000 frames. Reviewing videos is time consuming
and relies heavily on the physician’s experience and focused attention, which
could take up to two hours.

With a reliable computer-aided diagnosis (CAD) system, physicians are en-
abled to simply confirm the detection identified by the program. An endoscopy
CAD system should consist of two functions: categorizing images into their re-
spective organs (i.e., video segmentation) and detecting abnormalities. The gas-
trointestinal tract beyond esophagus can be divided into three main organs:
stomach, small intestine, and large intestine. There exist thousands of images
in each of these categories. Learning and classifying organ images is inevitably
affected by the large number of images [17]. When detecting abnormalities, the
images containing suspicious signs is submerged among thousands of images of
normal views. The much greater number of normal views imposes an implicit bias
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to the learning algorithm. In addition, the massive amount of images requires
high computational resources and suffers longer training time.

We proposed the idea of combining sampling with ensemble learning in [1].
In this paper, we propose a multi-class boosting method (SampleBoost) that
employs an intelligent weighted sampling in training iterations, for improved
classification of CE images. After training each weak classifier the weights of
examples are updated such that higher weights are assigned to misclassified ex-
amples. The training set is then down-sampled to a predetermined size based
on the weights. Experimental results demonstrate the effectiveness and robust-
ness of our SampleBoost method in avoiding early termination and in achieving
improved accuracy and higher efficiency compared to AdaBoost and single clas-
sifier. Moreover, it circumvents biased decisions in imbalanced scenarios. The
aim of this paper is not to identify the best feature selection method or the best
base classifier. In fact, it provides an ensemble learning framework that can em-
ploy a variety of feature selection methods and weak classifiers. SampleBoost is
a significant improvement on the way of achieving a fully automated detection
system for CE videos.

The rest of this paper is organized as follows. In Section 2, we review the
related work. In Section 3, we first analyze the error propagation among classi-
cal boosting methods, which is a cause of early termination. We then describe
our SampleBoost method. In Section 4, experimental results on CE videos are
discussed. In Section 5, we conclude the paper with a summary of our method.

2 Related Work

Most of the methods developed to improve classification of CE videos aim at
extracting different types of features. Coimbra et al [5] employed MPEG-7 visual
descriptors to search for abnormalities in the endoscopy images. Kodogiannis
and Boulougoura [10] used texture and color histogram features in an adaptive
neurofuzzy framework for automated diagnosis of images. Magoulas et al [16]
developed a two stage unsupervised k-windows clustering method to classify CE
images and detect Tumors. Gallo and Torrisi [8] selected Haar features from CE
images in a cascaded AdaBoost framework for intestinal lumen detection.

Despite the success of boosting methods in improving classification accuracy,
they were not commonly used for CE classification because of the videos’ massive
size. AdaBoost [6] is one of the most successful ensemble classification method.
It was first introduced as a binary classification method. The weights of the
sample points adaptively change in accordance to the decision of each weak clas-
sifier. Several other boosting methods were introduced using different weighting
mechanisms and loss functions. Details can be found in [2,7,11–13]. Relying on
the success of AdaBoost, extensions were also introduced for multi-class classi-
fication. Adaboost.M1, Adaboost.M2 [6] and Adaboost.MH [14] were proposed
for multi-class problems. In dealing with multi-class cases, the problem was con-
verted to several binary problems. Stagewise Additive Modeling using Multiclass
Exponential loss function, SAMME, was introduced in [18], where a simple addi-
tion to the loss function and the error bound resulted in an effective multi-class
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boosting method. Our work is built upon the ideas presented in AdaBoost.M1
and SAMME.

In real world applications, particularly bleeding and tumor detection in CE
videos, imbalanced data sets are very common. To solve this problem, methods
were introduced to modify decision boundaries of different classifiers or to ma-
nipulate the data examples distribution using down-sampling or up-sampling.
Chawla [3] introduced SMOTE; a method that adds synthetic examples to the
minority class to balance the classes of the data set. Later ideas involving sam-
pling in a boosting framework were introduced to balance data sets. Chawla et
al. [4] introduced SMOTEBoost as a combination of SMOTE and AdaBoost.
Other boosting methods employing random under-sampling to balance the bi-
nary imbalance problem can be found in [9, 15].

3 Methodology

3.1 Weighted Error Analysis of AdaBoost

In this section, we provide our analysis of the evolution of weighted error. Ad-
aBoost trains a weak classifier in every iteration. The combination of the deci-
sions of all weak classifiers results in a strong combined decision. After training
each weak classifier, AdaBoost and its multi-class extensions adjust the data dis-
tribution. Based on the updated weights, each classifier is assigned a weight that
determines its contribution to the overall decision. Since the same dataset is used
to train the weak classifier in every iteration, this may result in repetition of the
misclassified examples. The weights of these examples increase significantly and
eventually force the weighted error to pass the maximum bound. When it oc-
curs, the boosting algorithm terminates. This termination exists because adding
more classifiers does not improve the performance; instead, it results in negative
classifier weights. The analysis follows the algorithms in [6, 18] and provides a
general boosting form that can easily be converted to AdaBoost, AdaBoost.M1
and SAMME. Our analysis shows that if the same number of examples is re-
peatedly misclassified, the boosting algorithm terminates rapidly regardless of
the weak classifier accuracy.

Assume we are given a training data set (x1, y1), . . . , (xN , yN), where xi ∈ X
and yi ∈ Y = {1, . . . , C}. N is the total number of examples and C is the total
number of classes. Each example has an initial weight w1(i) = 1/N .

Assuming m examples were misclassified after the first training, where m ∈
{1, . . . , N}. Hence, the weighted error is ε1 = m

N . Assume that the same m
examples are misclassified again after the second iteration. Weights will hence
be updated and normalized for the m misclassified examples to

w2 =
eα1

NW2
(1)

And for the N −m correctly classified examples to

w2 =
e−α1

NW2
(2)
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W2 represents the summation of the example weights after the second iteration.
W2 =

∑N
1 w2 = m

N eα1 + N−m
N e−α1 . α is the weight assigned to a weak classifier

based on its performance.

α1 =
1

2
log(

1 − ε1
ε1

) +
1

2
log(γ) (3)

γ is a factor that is equal to 1 for AdaBoost and AdaBoost.M1, and to C − 1
for SAMME algorithm. Then the weighted error after the second training is

ε2 =
m
N eα1

m
N eα1 + e−α1 − m

N e−α1
=

e2α1

e2α1 + N
m − 1

(4)

After substituting with the values of ε1 and α1, the weighted error can be sim-
plified to

ε2 =
[Nm − 1][γ]

[Nm − 1][γ] + N
m − 1

(5)

The weighted error is then

ε2 = 1− 1

γ + 1
(6)

After substitution with the value of γ, the final weighted error is

ε2 =

⎧⎨
⎩

0.5 AdaBoost
0.5 AdaBoost.M1
1− 1

C SAMME
(7)

In this case the weighted error reaches the error bound for all three algorithms
and the boosting process terminates rapidly.

3.2 SampleBoost Framework

Our SampleBoost is a multi-class boosting method that employs a novel intel-
ligent weighted sampling strategy. It uses a portion of the whole training set in
each step. This strategy has several benefits. It improves the accuracy and re-
duces the training time yet takes advantage of the availability of more examples.
It avoids early termination of the typical boosting algorithms by changing the
data distribution using sampling. It also evens the number of examples in each
class to avoid biased decisions towards majority classes in imbalanced scenarios.

After each iteration, the algorithm down-samples the training examples of
each class into a predetermined size s. The examples are selected and trained
based on their weights. That is, the weight of each sample represents its probabil-
ity of being selected in the next round training set. Misclassified examples then
have higher probability of being selected. Each weak classifier is then evaluated
using the whole training set. Based on the evaluation, a weight α is assigned
to each weak classifier to determine its contribution to the overall classification
process. The decisions of all weak classifiers are then combined using weighted
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Algorithm 1. SampleBoost

1: initialize data distribution with w1(i) = 1/N
2: for t = 1, . . . , T do
3: Select a subset S ⊆ D according to the examples distribution
4: Train a weak classifier ft with S

ft = arg min
ft∈F

N∑
i=1

wt(i)I[yi �= ft(xi)]

5: if εt >
γ

γ+1
then αt = 0

6: Compute αt for current weak classifier

αt = log(
1− εt
εt

) + log(γ)

7: Update the data distribution weights

wt ⇐ wte
αt�yi �=ft(xi)�

8: Normalize wt

9: end for
10: Combine classifiers ft into F (x)

F (x) = argmax
y

T∑
t=1

αtft(x)

majority voting. Our SampleBoost is presented in Algorithm 1. The indicator
function �·� returns 1 if true and −1 otherwise while the indicator function I[.]
returns 1 if true and 0 otherwise.

In case of balanced classification, the number of selected examples per class s
can be specified by the user. The total size of a training set S is S = s∗C. Based
on our experiments we do not recommend using a very small size since it affects
the performance or a very large size since it degrades efficiency. In case of a
severely imbalanced training set, classes with more examples are down-sampled
to match the size of the smallest class. Let |si| be the smallest class size. Following
the example distribution, a subset of examples sa is selected from each of the
other classes so that |sa| = |si|. That transforms the imbalanced scenario into a
balanced classification. The selected examples from the majority and minority
classes form the new training subset S for each iteration.

S = {∪sip,∪saq} (8)

In case of imbalanced multi-class classification, p represents the number of mi-
nority classes and q represents the number of majority classes.
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4 Experimental Results

Capsule endoscopy videos of 8 patients were collected. Each video consists of
40,000 to 60,000 frames. The classification process is divided into two steps. The
first step categorizes the images into one of the three main regions of the gas-
trointestinal tract, stomach, small intestine, and large intestine. 1400 images were
randomly selected for each of the three classes in a balanced classification prob-
lem. The second step classifies the images as normal or abnormal. The normal
class contains 4150 images. Abnormal images might suffer from erosion, ulcer, or
erythema. The abnormal class lacks availability of images. For the 8 patients, 50
abnormal images were available which creates a severe imbalanced classification
of a ratio of 83:1. The collected images are divided into two sets for a two-fold
cross validation. All training images were preprocessed using Principal Compo-
nent Analysis (PCA). PCA is a classicial feature selection method that reduces
the dimensionality linearly by projecting the images into a space with lower
dimensions referred to as the eigenspace. The principal components represent
the axes of this space. The projected examples preserve discriminant informa-
tion of the original set. Test images are projected on the training eigenspace
before tested. Decision Trees (DT) with early pruning is used as the base classi-
fier in AdaBoost, SAMME, and SampleBoost and each ensemble consists of 20
classifiers.

Table 1. Number of training samples/class (S/C), average error rate (Err.%), efficiency
in seconds (Eff.), and the average number of effective weak classifiers (WC) in CE
categorization

CE
Single AB.M1 SAMME SB-50 SB-150 SB-350

α = 1 α = 2 α = 1 α = 2 α = 1 α = 2 α = 1 α = 2

S/C 700 700 700 50 50 150 150 350 350

Err.% 53.83 53.8 53.8 40.61 41.54 37.85 39.81 41.78 44.16

Eff. 27.47 388.18 404.87 16.45 13.71 37.15 37.54 143.69 150.77

WC 1 2.5 1.5 6 20 20 20 20 20

Figure 1 presents the per-class error rate of the balanced categorization pro-
cess. Figure 1 shows the error rates with results when γ = 1 in top panel
and when γ = C − 1 in the bottom panel. Single classifier, AdaBoost.M1, and
SAMME show very close performance with a difference of less than 0.1%. Their
results are mostly overlapped and depicted as one curve in the figure. The three
methods achieved the highest error rate for the stomach and large intestine
classes. The large intestine class suffers from the worst accuracy between the
classes. SampleBoost with sample sizes of 50, 100, and 150 show a significant
improvement in accuracy. Using SampleBoost, the improvement reaches 52% for
the large intestine class. SampleBoost with 50 samples has very small increase
in the error rate compared to AdaBoost.M1, SAMME, and single classifier for
both γ values for the small intestine class. On the contrary, it can be noticed
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Fig. 1. Per-class error rate of categorizing CE images into stomach, small intestine,
and large intestine with γ = 1 and γ = C−1 (top and bottom). SB-50, SB-150, SB-350
represent SampleBoost with sample sizes of 50, 150, and 350 respectively.

that as the number of samples increases for SampleBoost, the improvement in
the large intestine classification performance is lower. This can be attributed
to the fact that many patients have stools in some parts of the large intestine.
The colors and shapes of these parts vary significantly as the number of samples
increases. These variations result in a degradation of performance. Changing the
γ value does not show significant effect. The limited effect of changing γ can be
attributed to the low classes number. For the balanced experiments γ is either
1 or 2.

Table 1 shows the efficiency, average error rate, and the number of weak
classifiers that contributed in the boosting decision, i.e., the average total number
of non-zero α. It can be seen that all SampleBoost experiments have an average
error rate that is significantly lower than all other methods. Training time of
SampleBoost experiments is significantly lower compared to AdaBoost.M1 and
SAMME. As the number of samples increases the training time also increases.
SampleBoost with 50 samples has a training time ratio of approximately 1:26
on average compared to AdaBoost.M1 and SAMME methods. It is also more
efficient than training a single classifier with all samples.
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SampleBoost has all of the weak classifiers contributing in the overall decision.
The only exception is SampleBoost with 50 samples when γ = 1. The maximum
error bound after which the boosting method terminates in this case is 0.5. This
bound is even more strict than false prediction using random guessing for three
classes, i.e., (1−1/3). With a lower number of samples and a strict condition the
chances of early termination is higher. AdaBoost.M1 and SAMME have a very
low number of effective weak classifiers and suffered from early termination due
to repetition of misclassified examples. This explains their close performance to
the single classifier.

Table 2. Number of training samples of majority and minority classes, average error
rate, efficiency in seconds, and average number of effective weak classifiers (WC) in
abnormality detection

CE Maj. Samples Min. Samples Avg. Error rate% Efficiency WC

Single 2075 25 0.05 6.57 1

AdaBoost 2075 25 0.05 40.63 1

SampleBoost 25 25 0 13.00 20

Figure 2 presents the per-class error rate of the imbalanced classification. Two
classes, normal and abnormal, are present and accordingly γ is only equal to 1.
This transforms AdaBoost.M1 and SAMME to binary AdaBoost. According to
SampleBoost methodology in severely imbalanced classification, the classes are
down-sampled to the size of the minority class. There are 25 samples per class
for training. The performance of the single classifier and AdaBoost are very close
and their error plots are mostly merged into one. The error rate of the majority
class is very small 0.05%; whereas the error rate of the minority class is 98%.
With an imbalanced ratio of 83:1 the single classifier and AdaBoost decisions
are biased to a great extent to favor the majority class. Our SampleBoost shows
a significant improvement in the minority error rate. The error rate achieved
for both the majority and the minority classes is 0%. SampleBoost evened the
classes resulting in an unbiased decision with a great improvement.

In Table 2 the average error rate of the single classifier, AdaBoost, and Sam-
pleBoost is very close. Average error rate is a not a fair metric in this case. With
a 2-fold cross validation, 2075 samples were used to test the majority class and
25 samples to test the minority. A fair metric here is the error rate of individ-
ual classes or the sensitivity (1 - the error rate of the minority) and specificity
(1-average error rate of the majority). A 68% improvement in efficiency is also
evident using SampleBoost compared to AdaBoost. In this case single classifier
is the most efficient method with a very poor performance on the minority class.
It can be seen that again all the 20 weak classifiers were effective in case of
SampleBoost and only one on average for AdaBoost.
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Fig. 2. Per-class error rate of abnormality detection. SB-25 represent SampleBoost
with sample size of 25. Single represents single classifier and AB refers to AdaBoost.

5 Conclusion

Capsule endoscopy is a relatively new way to visualize unseen parts of the gas-
trointestinal tract. Thousands of frames need to be analyzed by physicians in a
process that requires a lot of experience and concentration. A fully automated
analysis requires two parts. The first categorizes images into three main parts of
the tract, stomach, small intestine, and large intestine in a balanced classifica-
tion scenario. The second part detects the images that reveal abnormal regions
in a binary imbalanced scenario. Improvement of the classification process using
boosting methods is not widely used for CE videos due to the massive amount of
data that requires a lot of training time. Additionally, repetition of misclassified
examples maximizes the weighted error to the maximum error bound that causes
the algorithm to terminate. The early termination causes boosting algorithms to
perform very closely to single classifiers. Moreover, imbalanced training achieves
predictions that are biased towards the majority class.

SampleBoost is a great advance on the road of achieving a fully reliable auto-
mated system for CE classification. A novel intelligent sampling strategy is em-
ployed that selects a subset of the training data to train each weak classifier. The
selection process focuses on hard examples by assigning them higher probability
of selection. The suggested methodology also balances uneven classes to avoid
biased decision. The experiments of the multi-class CE categorization and the
imbalanced abnormality detection show the superiority of the suggested method.
SampleBoost improves the accuracy, achieves higher efficiency, and avoids early
termination. In future work, the system can be modified to classify the CE images
into detailed parts of the tract. It can also be used to classify between different
types of abnormalities since SampleBoost supports multi-class classification.
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Abstract. In this paper we address the parallelization of genetic algorithm (GA)
as a tool to solve optimization problems. The proposed method which is called
Parallel Genetic Algorithm with Gene Matrix (PGAGM), is a new parallel ge-
netic algorithm technique that is based on distributed model for high dimensional
problems. In this algorithm, Gene Matrix (GM) operator is used as an automatic
termination criterion in order to assure that sufficient exploration of the search
space has been conducted. The resulting technique shows excellent results with
low execution time for finding the optimal solution.

Keywords: Genetic algorithms, Distributed Computing, Hybrid Meta-heuristic,
Global optimization, MPI.

1 Introduction

Genetic algorithms (GAs) is known to be both an efficient and effective means of solv-
ing optimization problems, because they do not use domain specific knowledge in their
search procedure. GAs are characterized by using a population of solutions to perform
the search through many different areas of the problem space at the same time [9]. GAs
also has weak points like slow convergence and time consuming [5], especially when
being applied to a high dimensional problems with many parameters and subsequently
an enormous search space.

Parallelism is of interest in optimization because many optimization problems are
expensive to solve [11]. This turn to concurrent programming was motivated by a vari-
ety of factors one of it is the need for solution to high dimensional problems. Nowadays
the availability of highly powerful machines which steadily increase in power and scope
let us address the massively parallel computation and have made the solution of such
problems possible. Furthermore it generated interest in new types of problems that were
not addressed in the past.

In our proposed method we optimize the search process in an efficient GA known
as GAMCP [6], by injecting it with Gene Matrix (GM) [7], [8] termination criteria that
gets modified during each iteration so that the search process gets improved through
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a self-check procedure that will judge how much exploration has been done and as-
sure maintenance of the population diversity. Then we speed up the search process by
parallelizing the GAMCP approach through the adding of more population’s dedicated
processors to the execution pool and by applying a special type of mutation technique
called Mutagenesis [8], which is used to alter some chromosomes in each iteration (gen-
eration). We will then recollect the GM into one global matrix in order to pin point the
genes that haven’t been updated enough in order to apply Mutagenesis to them.

The remainder of the paper is organized as follows. In Section 2, we address the
structured models of PGAGM. In Section 3, Numerical Experiments presented to show
the efficiency of PGAGM working on different number of processors. In the last section,
we summarize our results and notes in the conclusion.

2 Parallel GA with Gene Matrix

In this section, a new modified version of Parallel genetic algorithms (PGAs) is pre-
sented, the main components of PGAGM are introduced below before presenting the
formal PGAGM algorithm at the end of this section.

2.1 Mutagenses [8]

The Mutagenses operator is a special type of a directed mutation defined to achieve
more efficient and faster exploration and exploitation processes. This operator selects
randomly zero position in GM and alter some survival individuals which can maintain
diversity and elitism.

2.2 Parallel Architecture

Our parallel model is based on the Distributed model described on [1], in this model,
the population is structured into smaller subpopulations relatively isolated one from the
others. Regardless, individuals occasionally migrate between one particular island and
its neighbors, PGAs based on this paradigm are sometimes called multi-population or
multi-deme GAs.

2.3 Migration

Distributed genetic algorithm (dGA) behavior is strongly determined by the migration
mechanism [2], [3]. Migration operator is proposed to exchange the individuals between
the subpopulations of the parallel distributed GAs so this will improve the gene pool
and hence increase the diversity and accelerate the convergence of the algorithm. Our
migration topology is based on Ring topology, the Ring topology used for the dGA
ensures local communications between subpopulations. We set the migration rate to be
5% of the best found solutions, but this parameters should be adapted according to the
problem type since migration has nonlinear effect on algorithm efficiency.
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2.4 PGAGM Algorithm

PGAGM algorithm is described as follows, starts with multiple subpopulations equals
to the number of processors available, each chromosome in the search space consists of
n genes. Each subpopulations coded as a matrix of size μ× n called population matrix
(PM) and distributed to the corresponding processor. The formal detailed description of
PGAGM is given in the following algorithm.

Algorithm 21. PGAGM Algorithm

For all workers do:
1. Initialization. Set values of m, μ, ν, η, and (li, ui), for i = 1, . . . , n as

shown in Table 1. Set the crossover and mutation probabilities pc ∈ (0, 1)
and pm ∈ (0, 1), respectively. Set the generation counter t := 0. Initialize
GM as the n×m zero matrix, and generate an initial populationP0 of size
μ and code it to a matrix PM0.

2. Parent Selection. Evaluate the fitness function F of all individuals in Pt.
Select an intermediate population P̃t from the current population Pt and
code it to a matrix PMt.

3. Partitioning and Genetic Operations. Partition P̃Mt into ν×η sub-matrices
. Apply the following for all sub-matrices.

3.1. Crossover. Associate a random number from (0, 1) with each row in

P̃M
(i,j)

t and add this individual to the parent pool if the associated number
is less than pc. Apply Crossover Procedure to all selected pairs of parents

and update P̃M
(i,j)

t .
3.2. Mutation. Associate a random number from (0, 1) with each gene in

P̃M
(i,j)

t . Mutate the gene which their associated number less than pm, and

update P̃M
(i,j)

t .
4. Migration to other GAs. if an interval of K generations is reached, then

send and receive migrants, if this migrant is better than the worst one in

P̃M
(i,j)

t then add migrant Otherwise, go to Step 5.
5. Stopping Condition. If GM is full, then go to Step 7. Otherwise, go to Step

6.
6. Survivor Selection. Evaluate the fitness function of all corresponding chil-

dren in P̃Mt, and choose the μ best individuals from the parent and children
populations to form the next generation Pt+1. Set t = t+1, and go to Step
2.

For worker 0 do:
7. Intensification. Apply a local search method to the best solution obtained

over all the subpopulations in the previous search stage.

3 Numerical Experiments

Both PGAGM and it’s serial version was implemented in C++ and MPICH 2 in the
Linux environment on distributed-memory parallel computer, this choice was because
C++ compilers available for virtually every platform and operating environment.
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3.1 Cluster System

The PGAGM is applied to seven test functions on distributed-memory cluster system.
Our cluster consists of sixteen personal computers running Red Hat Enterprise Linux 5
Edition, each one having a Quad-Core AMD Opteron 2.3 GHz processor and 2 Gb of
memory. The machines are interconnected by a Gigabit-Ethernet (100 Mbps) network.

3.2 Parameter Setting

In Table 1, PGAGM parameters are summarized with their assigned values. These val-
ues are based on the common setting in the literature or determined through our pre-
liminary numerical experiments. In the final intensification process we applied local
search by Powell’s method [10] with max of 5n iterations for all the test functions to
the best solution obtained over all the subpopulations out of the main cycle of PGAGM
operators.

Table 1. Parameter Setting

Parameters Definitions Values
Popsize Population size 420
nop No. of Processors 16
μ Number of individuals in each subpopulation Popsize / nop
ν No. of individual partitions μ/5
η No. of gene partitions n/5
pc Crossover probability 0.6
pm Mutation probability 0.1/n
m No. of GM columns Popsize/4
ε 0.0001
α Gene Matrix percentage 24 log n log μ
K Migration Interval 30

3.3 Results

We have analyzed the results of minimization experiments on a set of standard bench-
mark test functions f1 - f7 with different properties, since f1 - f4 are multimodal func-
tions where the number of local minima increases with the problem dimension and f5
- f7 are unimodal functions, the benchmark functions are listed in table 2. The dimen-
sion of the search space that chosen for evaluation was 30, 100 and 1000. The presented
results are the average of first 50 executions times for dimensions 30, 100 and 30 ex-
ecutions times for dimension 1000, the execution time (σ) in seconds. The results are
reported in Tables 3, 4 and 5 for 2, 8 and 16 processors respectively.

3.4 Performance Analysis

PGAGM Speed-up: Figure 1 shows that PGAGM has superlinear Speed-up in lower
dimensions since less dimension leads to smaller GM. Hence, when we increase the
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Table 2. Benchmark functions

Function Name Definition Range

f1 Rastrigin Function 10n+
∑n

i=1

(
x2
i − 10 cos (2πxi)

)
. [−5.12, 5.12]n

f2 Ackley Function f2(x) = 20 + e− 20e−
1
5

√
1
n

∑n
i=1

x2
i − e

1
n

∑n
i=1 cos(2πxi). [−32, 32]n

f3 Griewank Function 1
4000

∑n
i=1 x

2
i −

∏n
i=1 cos

(
xi√
i

)
+ 1. [−600, 600]n

f4 Sphere Function
∑n

i=1 x
2
i . [−100, 100]n

f5 Schwefel 1.2 Function
∑n

i=1(
∑i

j=1 xj)
2. [−100, 100]n

f6 Schwefel 2.22 Function
∑n

i=1 |xi|+Πn
i=1|xi|. [−10, 10]n

f7 Sum Squares Function
∑n

i=1 i.x
2
i . [−100, 100]n

Table 3. Results for 2 processors

Function Dimension Function Values σ S ψ

30 0 0.92 1.78 0.89
f1 100 0 4.44 1.52 0.76

1000 0 61.23 1.69 0.86
30 2.04E-33 0.93 1.63 0.82

f2 100 0 4.30 1.77 0.88
1000 0 55.02 1.44 0.72
30 0 1.02 1.53 0.77

f3 100 0 4.97 1.62 0.81
1000 0 65.30 1.39 0.70
30 1.77E-30 0.74 2.06 1.03

f4 100 0 4.27 1.43 0.71
1000 0 51.10 1.45 0.72
30 0 0.89 1.92 0.96

f5 100 0 5.12 1.62 0.81
1000 0 59.43 1.65 0.83
30 4.05E-24 0.70 2.98 1.49

f6 100 0 3.86 1.30 0.65
1000 0 49.78 1.32 0.66
30 0 0.72 2.45 1.22

f7 100 0 3.95 1.83 0.92
1000 0 49.32 1.77 0.89
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Table 4. Results for 8 processors

Function Dimension Function Values σ S ψ

30 0 0.38 4.32 0.54
f1 100 0 1.55 4.36 0.55

1000 0 21.28 4.87 0.61
30 0 0.39 3.90 0.49

f2 100 0 1.64 4.64 0.58
1000 0 22.69 3.49 0.44
30 0 0.41 3.80 0.48

f3 100 0 1.44 5.59 0.70
1000 0 22.15 4.10 0.51
30 0 0.25 6.08 0.76

f4 100 0 1.57 3.89 0.49
1000 0 21.35 3.47 0.43
30 0 0.47 3.64 0.45

f5 100 0 1.73 4.79 0.60
1000 0 23.95 4.09 0.51
30 0 0.25 8.08 1.01

f6 100 0 1.61 3.12 0.39
1000 0 21.54 3.05 0.38
30 0 0.23 7.65 0.96

f7 100 0 1.34 5.40 0.67
1000 0 20.84 4.19 0.52

Table 5. Results for 16 processors

Function Dimension Function Values σ S ψ

30 0 0.23 7.13 0.45
f1 100 0 1.05 6.44 0.40

1000 0 12.87 8.05 0.50
30 0 0.23 6.61 0.41

f2 100 0 1.16 6.56 0.41
1000 0 14.50 5.46 0.34
30 0 0.21 7.43 0.46

f3 100 0 1.11 7.25 0.45
1000 0 13.42 6.76 0.42
30 0 0.17 8.94 0.56

f4 100 0 1.14 5.36 0.33
1000 0 12.70 5.83 0.36
30 0 0.28 6.11 0.38

f5 100 0 1.69 4.91 0.31
1000 0 13.74 7.14 0.45
30 0 0.18 11.22 0.70

f6 100 0 1.10 4.56 0.29
1000 0 13.89 4.73 0.30
30 0 0.15 11.73 0.73

f7 100 0 1.02 7.09 0.44
1000 0 11.92 7.32 0.46
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Fig. 1. Speed-up in terms of number of processors for 30 dimensions

Fig. 2. Speed-up in terms of number of processors for 100, 1000 dimensions

number of processors this increases the gene exploration which fills gene matrix po-
sitions more fast and hence ends the execution more fast with wide exploration and
higher solution quality. At higher dimensions, PGAGM achieve sublinear Speed-up as
shown in figure 2, since higher dimensions leads to bigger GM which takes more exe-
cution time in addition to communication time to check the gene diversity and explore
the search space.

3.5 Numerical Comparisons

In order to show the efficiency of our algorithm, we compared the results obtained by
two recent methods. The first model is Hypercube3 (Hy3) Parallel model described in
[2] and the second is Line Search Re-Start (LSRS) described in [4].

We have four test functions (f1, f3, f4, f5) in common with Hy3, the comparisons
of function evaluations found in tables 6. We tested PGAGM with 4 processors on the
same functions with the same domain used in LSRS, we compared the average of the
first 50 results of solution quality obtained with the average of the results obtained by
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Table 6. Number of evaluations of Hy3syn and PGAGM with 8 processors

Function Hy3syn PGAGM
f1 645777 80640
f3 181614 39900
f4 691239 47040
f5 92308 26880

Table 7. Comparison of LSRS and PGAGM in 100 dimensions in terms of solution quality

Function Actual Optimum LSRS PGAGM
Without Local search With Local search

f1 0 0 0 0
f2 0 -6.5E-19 0 0
f4 0 6.94E-16 1.62E-32 0
f6 0 3.98E-10 0 0
f7 0 6.98E-16 1.40E-45 0

Table 8. Comparison of LSRS and PGAGM in 1000 dimensions in terms of solution quality

Function Actual Optimum LSRS PGAGM
Without Local search With Local search

f1 0 0 0 0
f2 0 1.3E-18 0 0
f4 0 1.25E-18 5.82E-34 0
f6 0 1.12E-17 0 0
f7 0 7.35E-33 0 0

LSRS on dimensions 100, 1000 in tables 7, 8. The comparisons shows that PGAGM
obtained solution quality better than LSRS and Hy3, and was enable to reach global
minimum in most of the test functions even without local search and with cheap time
and less number of evaluations than the other methods.

4 Conclusions

In this paper, we include a further study on parallelizing a sequential algorithm called
GAMCP. The new model has been called PGAGM, also we discussed the design and
the implementation of this coarse grained model that is both flexible and stable on
distributed-memory parallel machines.

Our contribution aims at overcoming the drawback of the expensive computational
time and function evaluation of GAs specially in high dimensional problems with a
parallel approach. The experimental results show that PGAGM is a memory efficient
algorithm which simple to be implemented in massively parallel distributed-memory
architecture and the efficiency of our proposed method for finding the optimal solution
with respect to high dimensional problems.
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Abstract. Consensus clustering methods have been used in many areas to im-
prove the quality of individual clusterings. In this paper, graph-based consensus 
clustering, Cluster-based Similarity Partitioning Algorithm (CSPA), was used 
to improve the quality of chemical structures clustering by enhancing the ability 
to separate active from inactive molecules in each cluster and improve the ro-
bustness and stability of individual clusterings. The clustering was evaluated us-
ing Quality Partition Index (QPI) measure and the results were compared with 
the Ward’s clustering method. The chemical dataset MDL Drug Data Report 
(MDDR) database was used for experiments. The results obtained by combin-
ing multiple K-means clusterings showed that graph-based consensus cluster-
ing, CSPA, can improve the quality of individual chemical structure clusterings. 

Keywords: 2D Fingerprint, Compound Selection, Consensus Clustering, K-
Means, Molecular Datasets, Ward’s Method. 

1 Introduction 

In chemoinformatics, there are many approaches for compound selection and the 
cluster-based compound selection (clustering) is the most commonly used. The main 
objective of clustering is to organize a collection of data items into some meaningful 
clusters, so that the items within a cluster are more similar to each other than the items 
in the other clusters. There are many studies on individual clustering techniques that 
have been used for chemical structures clustering [1-3].  

Brown and Martin [3] considered the Ward’s clustering method to be the most ef-
ficient clustering method in cluster-based compound selection. However, as it is 
known, no clustering method is capable of correctly finding the best clustering results 
for all datasets and applications. So, the idea of combining different clustering results 
(consensus clustering) is considered as an alternative approach for improving the 
quality of the individual clustering algorithms [4]. 

                                                           
* Corresponding author. 
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Consensus clustering involves two main stages: (i) partitions generation (also 
known as an ensemble generation) and (ii) combination using the consensus function. 
In the partitions generation step, as many as possible individual partitions will be 
generated. There are no constraints about how the partitions must be generated. 
Therefore, different generation mechanisms can be applied including: (i) different 
object representations; (ii) different individual clustering methods; (iii) different pa-
rameters initialisation for clustering methods; and (iv) data resampling. In the second 
stage, there are two main approaches: the objects co-occurrence-based and median 
partition-based consensus functions. Graph-based consensus clustering is widely used 
for the first approach.  

Fred and Jain [5] used the K-means algorithm to generate an ensemble of cluster-
ings by random initializations of cluster centroids. Then, data partitions present in 
these clusterings were mapped into a new similarity matrix between patterns, based 
on a voting mechanism. Fred and Jain [5] and Topchy et al. [6] summarised that con-
sensus clustering can improve the robustness, consistency, novelty and stability of 
individual clusterings. 

In chemical structures clustering, it is most unlikely that any single method will 
yield the best classification under all circumstances, even if attention is restricted to a 
single type of application [7]. The combination procedure, data fusion, has been used 
in virtual screening [8-10]. Over the last few years, data fusion has become accepted 
as a simple way of enhancing the performance of existing systems for ligand-based 
virtual screening, by combining the results of two or more screening methods. In 
some cases, the fused search may be better than even the best individual screening 
method when averaged over large numbers of searches [9]. 

Chu et al. [7] used consensus similarity matrix clustering methods on sets of chem-
ical compounds represented by 2D fingerprints (ECFP_4) and they concluded that 
consensus methods can indeed out-perform the Ward's method, the current standard 
clustering method for chemoinformatics applications. However, based on the imple-
mented methods, it was not the case if the clustering is restricted to a single consensus 
method. In this paper, the graph-based consensus clustering methods, CSPA, was 
applied to combine multiple runs of K-means algorithm to evaluate the effectiveness 
of consensus clustering for chemical structures. The K-means algorithm was used for 
ensemble generation because it is one of the simplest clustering algorithms and it is 
computationally efficient. 

2 Materials and Methods 

2.1 Dataset 

Experiments were conducted over the MDL Drug Data Report (MDDR) database 
[11]. This database consists of 102516 molecules. Two datasets (DS1-DS2) were 
chosen from the MDDR database. These datasets have been used for many virtual 
screening experiments [12-14]. The dataset DS1 contains ten homogeneous activity 
classes (5083 molecules) and the dataset DS2 contains ten heterogeneous activity 
classes (8568 molecules). Details of these two datasets are presented in Tables 1-2. 
Each row in the tables contains an activity class, the number of molecules belonging 
to the class, and the diversity of the class, which was computed as the mean pairwise 
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Tanimoto similarity calculated across all pairs of molecules in the class. For the clus-
tering experiments, two 2D fingerprint descriptors were used, which were developed 
by Scitegic’s Pipeline Pilot [15]. These were 120-bit ALOGP and 1024-bit extended 
connectivity fingerprints (ECFP_4). 

Table 1. MDDR Activity Classes for Low Diverse DS1 Dataset 

Activity Index Activity class Active molecules Pairwise Similarity 

Main 

07707 Adenosine (A1) Agonists 207 0.229 

07708 Adenosine (A2) Agonists               156 0.305 

31420 Renin Inhibitors 1                           1300 0.290 

42710 CCK Agonists                             111 0.361 

64100 Monocyclic Lactams                 1346 0.336 

64200 Cephalosporins 113 0.322 

64220 Carbacephems 1051 0.269 

64500 Carbapenems 126 0.260 

64350 Tribactams 388 0.305 

75755 Vitamin D Analogous                  455 0.386 

Table 2. MDDR Activity Classes for High Diverse DS2 Dataset 

Activity Index Activity class Active molecules Pairwise Similarity 

Main 

09249 Muscarinic (M1) Agonists     900 0.111 

12455 NMDA Receptor Antagonists    1400 0.098 

12464 Nitric Oxide Synthase Inhibitors    505 0.102 

31281 Dopamine Hydroxylase Inhibitors   106 0.125 

43210 Aldose Reductase Inhibitors   957 0.119 

71522 Reverse Transcriptase Inhibitors   700 0.103 

75721 Aromatase Inhibitors   636 0.110 

78331 Cyclooxygenase Inhibitors   636 0.108 

78348 Phospholipase A2 Inhibitors   617 0.123 

78351 Lipoxygenase Inhibitors   2111 0.113 

2.2 Partitions Generation 

Every consensus clustering method is made up of two steps: partitions generation and 
consensus functions. In this paper, multiple runs of K-means algorithm were used to 
generate the ensemble with size n=5-50 with 5-times step. The values of k 500, 600, 
700, 800, 900 and 1000 were used to generate partitions with different number of 
clusters. The molecule-cluster similarity was calculated using the Euclidean metric 
between the molecule’s fingerprint and the centroid of the cluster, where the centroid 
is the arithmetic mean of the fingerprints of the molecules currently contained in the 
cluster. 
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2.3 Cluster-Based Similarity Partitioning Algorithm  

The Cluster-based Similarity Partitioning Algorithm, proposed by Strehl and Gosh 
[16], was used to obtain the consensus partition from ensembles generated in the pre-
vious step. The algorithm was developed based on transforming the set of clusterings 
into a hyper-graph representation. By using CSPA, a clustering signifies a relationship 
between objects in the same cluster and can thus be used to establish a measure of 
pairwise similarity. The algorithm was coded by the published cluster ensemble pack-
age that is available on (www.strehl.com). 

The similarity matrix is generated so that each two objects have a similarity of 1 if 
they are in the same cluster and a similarity of 0 otherwise. The process is repeated 
for each run of K-means clustering (5-50 times). A n× n binary similarity matrix S 
can be created where n is the total number of objects in the dataset. The entries of S 
are divided by r, which is the number of runs of K-means clustering. Now, we can use 
the similarity matrix to recluster the objects using any reasonable similarity-based 
clustering algorithm. Here, we view the similarity matrix as graph (vertex = object, 
edge weight = similarity) and partition it using METIS [17], because of its robust and 
scalable properties, in order to obtain the consensus partition.  

2.4 Performance Evaluation 

The results were evaluated based on the effectiveness of clustering methods to sepa-
rate active from inactive molecules using Quality Partition Index (QPI) measure, 
which was devised by Varin et al. [18]. As defined by [7], an active cluster is a non-
singleton cluster for which the percentage of active molecules in the cluster is greater 
than the percentage of active molecules in the dataset as a whole. Let p be the number 
of actives in active clusters, q be the number of inactives in active clusters, r be the 
number of actives in inactive clusters (i.e., clusters that are not active clusters) and s 
be the number of singleton actives. The high value occurs when the actives are clus-
tered tightly together and separated from the inactive molecules. Then the QPI is de-
fined to be: 

srqp

p
QPI

+++
=

                                              
(1) 

Then, the results will be compared with the Ward’s clustering method, the standard 
clustering method for chemoinformatics applications. 

3 Results and Discussion 

The generation process was done by multiple runs of K-means algorithm, each with 
random initialisation of cluster centroids. The number of partitions generated in this 
step was ranged between n=5 to n=50, with 5-times step. Then, all the generated parti-
tions were combined using CSPA to obtain the consensus partition. This process is 
done for each fingerprint (ALOGP and ECFP_4) in DS1 and DS2. 
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Table 3. Effectivenss of clustering of low diverse dataset DS1: ALOGP Fingerprint 

Clustering Method 
No. of clusters 

500 600 700 800 900 1000 

Consensus 

(CSPA) 

 

N=5 69.76 71.1 74.44 75.56 77.08 78.87 

N=10 70.33 72.02 74.55 76.97 77.43 80.06 

N=15 70.17 73.03 74.02 76.42 79.76 80.21 

N=20 69.75 72.27 73.13 75.20 78.74 80.70 

N=25 72.41 73.16 77.10 77.52 80.61 82.78 

N=30 73.16 76.56 78.30 80.14 81.25 83.15 

N=35 74.85 79.04 78.81 81.30 83.99 85.01 

N=40 75.71 79.18 80.52 82.37 85.03 85.24 

N=45 78.02 79.88 81.01 82.18 84.06 86.73 

N=50 76.77 78.28 81.10 83.54 85.85 85.70 

        

Individual 
Wards’ 

Method 

 
71.78 73.43 75.07 76.46 77.97 79.96 

 

 
The mean of QPI values were averaged over the ten activity classes of the datasets 

DS1-DS2. Tables 3-6 show the effectiveness of MDDR dataset clustering using 
ALOGP and ECFP_4 fingerprints. The best QPI value of consensus clustering me-
thods for each column was bold-faced for ease of reference.   

Table 4. Effectivenss of clustering of high diverse dataset DS2: ALOGP Fingerprint 

Clustering Method 
No. of clusters 

500 600 700 800 900 1000 

Consensus 

(CSPA) 

 N=5 49.87 51.04 53.26 55.77 58.33 59.87 

N=10 50.79 53.20 54.25 55.44 59.35 61.24 

N=15 50.88 54.43 54.83 55.61 59.60 61.21 

N=20 52.62 53.36 54.64 56.07 60.39 62.09 

N=25 51.86 53.44 55.24 56.72 59.48 61.47 

N=30 51.30 52.99 54.59 57.72 60.20 61.40 

N=35 52.12 54.49 54.94 56.89 59.14 61.29 

N=40 52.38 53.96 53.88 56.97 60.48 61.96 

N=45 51.23 52.99 55.46 57.70 59.42 61.02 

N=50 51.36 53.31 54.85 57.27 60.00 61.65 

        

Individual 
Ward's 

Method 

 

39.01 41.83 44.49 46.03 47.89 49.45  
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Visual inspection of QPI values in Tables 3-6 enables comparisons to be made be-
tween the effectiveness of consensus clustering of MDDR datasets and the Ward’s 
method. In addition, ten sets of consensus clustering, for each fingerprint in DS1-
DS2, were observed in order to study the effectiveness of consensus clustering with 
different ensemble sizes. The results in Table 3-4 show that CSPA consensus cluster-
ing obtained robust and novel result when K-means algorithm was run 20-50 times 
using ALOGP. The performance of consensus clustering for two datasets outper-
formed the Wards’ method. 

Table 5. Effectivenss of clustering of low diverse dataset DS1: ECFP_4 Fingerprint 

Clustering Method 
No. of clusters 

500 600 700 800 900 1000 

Consensus 

(CSPA) 

 N=5 81.03 83.78 83.95 87.20 88.00 87.89 

N=10 82.45 85.36 85.96 89.04 88.84 90.31 

N=15 83.74 85.83 85.69 88.16 89.66 90.48 

N=20 84.13 83.95 86.84 87.92 88.28 90.52 

N=25 84.91 86.37 86.96 88.40 88.87 90.55 

N=30 85.11 86.66 88.58 89.30 89.87 91.29 

N=35 85.09 86.80 85.53 88.25 89.56 90.87 

N=40 82.79 85.19 87.11 88.19 88.93 90.46 

N=45 83.42 85.96 87.55 88.48 90.12 91.32 

N=50 84.36 85.04 86.66 87.44 89.55 90.66 

        

Individual 
Ward's 

Method 

 

87.68 88.95 89.68 90.54 91.23 92.42  

 
For consensus of two datasets which were represented by ECFP_4 fingerprint, as 

shown in Tables 5-6, the best QPI values of consensus clustering were also obtained 
from ensembles of size n = 20-50.  The performance of consensus clustering obtained 
robust results which were better than overall performance of individual clusterings. 
The values of QPI in both datasets for consensus clustering were closer to the Ward's 
method especially for low diverse dataset. 

Moreover, the CSPA consensus clustering provides stable clusters by decreasing 
the sensitivity to noise and outliers. The average percentages of singleton clusters of 
individual clusterings compared to consensus clustering are shown in Tables 7-8 for 
both fingerprints in DS1-DS2. The results show that consensus clustering partition the 
datasets with average percentage of singleton equal to zero, which is better than indi-
vidual clusterings and the Ward's method. For example, 1.67% of molecules of DS1 
were clustered as singletons when Ward's method was applied on ALOGP fingerprint 
with partition size equal to 1000 clusters.   
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Table 6. Effectivenss of clustering of high diverse dataset DS2: ECFP_4 Fingerprint 

Clustering Method 
No. of clusters 

500 600 700 800 900 1000 

Consensus 

(CSPA) 

 N=5 57.28 60.62 61.80 64.03 68.73 71.30 

N=10 57.07 60.84 62.82 66.64 69.47 74.39 

N=15 58.90 61.82 63.53 64.14 69.15 73.17 

N=20 58.30 63.47 62.91 65.07 70.64 72.64 

N=25 57.96 62.42 64.48 66.21 70.00 72.35 

N=30 58.54 62.57 63.60 67.25 70.33 73.20 

N=35 58.27 62.92 64.16 66.87 69.57 73.33 

N=40 59.18 61.32 64.46 67.66 69.48 72.74 

N=45 59.96 63.29 64.53 66.07 71.87 73.73 

N=50 60.41 63.25 63.35 66.29 70.56 72.94 

Individual 
Ward's 

Method 

 

64.86 68.89 74.12 76.09 79.13 82.23  

Table 7. The percentages of singleton clusters for low diverse dataset DS1 

Clustering Method 
No. of clusters 

500 600 700 800 900 1000 

Individual  

(Avg) 

ALOGP 

Kmeans (Avg) 0.13 0.27 0.52 0.84 1.20 1.69 

Wards 0.32 0.53 0.63 0.83 1.26 1.67 

       

ECFP_4 

Kmeans (Avg) 0.07 0.15 0.25 0.42 0.67 1.00 

Wards 0.00 0.02 0.10 0.24 0.45 0.65 

       

Consensus 

(Avg) 
 

 
0.00 0.00 0.00 0.00 0.00 0.00 

 

Table 8. The percentages of singleton clusters for high diverse dataset DS2  

Clustering Method 
No. of clusters 

500 600 700 800 900 1000 

Individual 

(Avg) 

ALOGP 

Kmeans (Avg) 0.00 0.01 0.02 0.04 0.05 0.09 

Ward' method 0.21 0.27 0.35 0.39 0.50 0.61 

       

ECFP_4 

Kmeans (Avg) 0.01 0.01 0.03 0.04 0.07 0.09 

Ward's method 0.00 0.00 0.00 0.00 0.02 0.04 

       

Consensus 

(Avg) 
 

 
0.00 0.00 0.00 0.00 0.00 0.00 

 



 Combining Multiple K-means Clusterings of Chemical Structures Using CSPA 311 

4 Conclusion 

The results of the experiments show that similarity-based partitioning algorithm, 
CSPA, can improve the effectiveness of chemical structures clustering. The best per-
formance was obtained when the ensemble was generated by 20-50 multiple runs of 
K-means algorithm. The performance of CSPA consensus clustering is more robust, 
novel, stable and out-performs the Ward's method in case of using ALOGP finger-
print. When ECFP_4 fingerprint is used, it provides more robust and stable clustering 
and gives results that are closer to the Ward's clustering. The experiments suggest that 
the graph-based consensus clustering, CSPA, can improve the robustness and stability 
of chemical structures clustering for both low and high diverse datasets by combining 
multiple runs of K-means algorithm. In the future work, more graph-based consensus 
clustering methods will be examined with different partitions generation mechanisms. 
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Abstract. Biclustering is powerful data mining technique that allows identify-
ing groups of genes which are co-regulated and co-expressed under a subset of 
conditions for analyzing gene expression data from microarray technology.  
Possibilistic biclustering algorithms can give much insight towards different  
biological processes that each gene might participate into and the conditions 
under which its participation is most effective. This paper proposes an iterative 
algorithm that is able to produce k-possibly overlapping semi-possibilistic (or 
soft) biclusters satisfying input constraints. Several previous possibilistic ap-
proaches are sensitive to their input parameters and initial conditions beside that 
they don't allow constraints to be put on the residue of produced biclusters and 
can work only as refinement step after applying hard biclustering. Our semi-
possibilistic approach allows discovering overlapping biclusters with meaning-
ful memberships while reducing the effect of very small memberships that may 
participate in iterations of possibilistic approaches.  Experimental study on 
Yeast and Human shows that our algorithm can offer substantial improvements 
in terms of the quality of the output biclusters over several previously proposed 
biclustering algorithms. 

Keywords: Possibilistic clustering, fuzzy clustering, biclustering, bi-
dimensional clustering, gene expression analysis. 

1 Introduction 

Biclustering plays an important role in analyzing the huge amount of valuable data 
produced by microarrays. Microarrays are molecular biology tools by which the ex-
pression patterns of thousands of genes can be monitored simultaneously. The gene 
expression data are organized as matrices where rows represent genes, columns 
represent various samples such as tissues or experimental conditions, and numbers in 
each cell characterize the expression level of the particular gene in the particular sam-
ple. Biclustering can be defined as identifying a k possibly overlapping biclusters 
where a bicluster can be viewed as a group of correlated genes with respect to a group 
of conditions. Discovery of such biclusters is essential in revealing the significant 
connections in gene regulatory networks. 

                                                           
* Corresponding author. 
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A biclustering survey is given in [1] and [16] where a categorization of the differ-
ent heuristic approaches is shown, such as iterative row and column clustering divide 
and conquers strategy, greedy search, exhaustive biclustering enumeration, distribu-
tion parameter identification and others. Several biclustering algorithms aimed at 
discovering biclusters with coherent values [2]-[7]. Other biclustering algorithms 
focus on the relative order of the columns in the bicluster rather than on the uniformi-
ty of the actual values in the data matrix [18].  

The concept of residue is introduced in [2] as a similarity score to measure the co-
herence of the rows and columns in a bicluster and to quantify the difference between 
the actual value of an entry and the expected value of an entry predicted from the 
corresponding gene base, condition base, and the bicluster base. The mean square 
residue (MSR) is defined as the average of squared residues of all entries of the bic-
luster. Several biclustering algorithms are based on iteratively minimizing the mean 
square residue while maximizing the size of biclusters.  MSR is used in several ap-
proaches such as [2], [3], [5] and [6].  The algorithm CC [2] identifies one bicluster at 
a time, mask it with random numbers, and repeat the procedure in order to eventually 
find other biclusters. Several enhancements to CC are proposed in FLOC [3]. FLOC 
starts from a set of seeds (initial biclusters) and carries out an iterative process to im-
prove the overall quality of the biclustering. 

Other algorithms are based on maximizing the average similarity between 
rows/columns of a biclusters such as the correlation based algorithms BISOFT [4] and 
BCCA [15].  In BISOFT, after all biclusters are generated, memberships are assigned 
to genes only using simple formula.  Both algorithms start from initial bicluster and 
continuously add rows and columns to initial biclusters that resulting in the average 
similarity between rows/columns above a threshold whereas sometime removing pre-
viously added rows/columns may allow more rows and columns to be added. Correla-
tion based algorithms can be easily modified to use any other (dis)similarity measure 
(http://gedas.bizhat.com/dist.htm) but such algorithms suffer high complexity.  

In [10] an exhaustive enumeration biclustering algorithm is proposed that is based 
on closed itemsets enumeration algorithm termed BIMODULE. It start by normalizing 
and discretizing the data matrix into L levels and the discretized data are given as input 
to closed itemsets miner in a form of transaction items with support equals to the min-
imum accepted number of genes in a bicluster. In [11] an iterative algorithm termed 
BIDENS is presented that approximates a number of k possibly overlapping biclusters, 
their discretization is done using histogram and a level corresponding to several conti-
guous bins. The bicluster model in [11] extends the model in [12] to a generalized 
noise tolerant bicluster model using the concepts introduced in [14], but unlike [12], 
their proposed iterative procedure can mine coherent biclusters. The most recent re-
lated work is the hyper-graph based geometric biclustering (HGBC) algorithm [17] 
that uses the Hough transform (HT) to find sub-biclusters which correspond to the 
linear structures in column-pair spaces then build a hypergraph model to merge the 
sub-biclusters into larger ones.   

The above algorithms produce crisp biclusters. It is desirable to have fuzzy biclus-
ters that provide a degree of participation of genes, and the conditions under which its 
participation is most effective as well. One of the early fuzzy biclustering algorithms is 
PBC [5]. The algorithm PBC is based on the possibilistic clustering paradigm [8].  It 
formulates the biclustering problem as optimization of objective function to enables 
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different degrees of membership of each gene or condition into different biclusters. In 
algorithm EPBC [6] the objective function of PBC is modified to allow missing values 
and the derivative of this objective function is accurately computed also the number of 
input parameter is reduced.  Algorithm DPBC [7] generalizes and extends the idea of 
PBC to be applied using other (dis)similarity measures. These algorithms are sensitive 
to their initial conditions and input parameters. Also they do not allow constraints on 
the produced biclusters. 

The previously explained drawbacks motivate us to propose soft biclustering algo-
rithm based on randomized search termed SOFTFLOC. The proposed algorithm fol-
lows of a technique of building biclusters instead of breaking the whole matrix into 
smaller biclusters [1]. This is achieved through initiating the solution with k bicluster 
each of them contains only a randomly selected entry of the input gene expression 
matrix, and iteratively changing the memberships of rows and columns in a bicluster 
in randomized search manner by a small step in [0,1] until sequence of pre-specified  
number of iterations fail to  satisfies the criterion of having the mean squared residue 
of  all produced biclusters below a pre-specified threshold. The randomized search 
approach improves its performance over exhaustive approach such as BISOFT and 
BCCA. Also its alternating search strategy [19] and the small step used in changing 
the memberships of rows/columns (instead of changing the membership from 0 to 1 
or from 1 to 0 as in CC and FLOC) reduces the possibility that the algorithm stuck in 
local minimum earlier and allow producing much larger biclusters than those pro-
duced by FLOC and CC.  Experimental results show that the proposed algorithm is 
able to start from very small initial bicluster and is not sensitive to initial conditions 
compared to possibilistic algorithms such as PBC and EPBC. Also it is able to deal 
with null values in seamless manner and can support several future constraints at 
nearly no extra cost. The superior capability of clustering by SOFTFLOC over a 
number of other algorithms, namely, CC, FLOC, PBC and EPBC is demonstrated 
through experiments with datasets that are publicly available. Various issues related 
to the characteristics of the algorithm are also discussed. 

2 The Proposed Model 

2.1 A Bicluster  

Gene expression data is organized as matrices where each entry xij in a gene expres-
sion matrix corresponds to the logarithm of the relative abundance of the mRNA of a 
gene i under a specific condition j, and may have a null value. Given a data matrix X 
with set of rows R of size n and set of columns C of size m, Biclustering can be de-
fined formally as identifying  a k possibly overlapping biclusters Bi = (Ii, Ji) where Ii 
subset of R and Ji subset of C such that each bicluster Bi satisfies some specific cha-
racteristics of homogeneity. A fuzzy formulation of the problem can help to better 
model the bicluster and also to improve the optimization process. In [5], the concept 
of biclustering is generalized in a fuzzy set theoretical approach. The Authors assign 
two vectors of membership for each bicluster, one for the rows and one other for the 
columns, denoting them respectively a and b.  The membership uij of an entry xij to a 
bicluster can be obtained by an integration of its row and column memberships. While 
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in a crisp set framework row i and column j can either belong to the bicluster (ai = 1 
and bj = 1) or not (ai = 0 or bj = 0) i.e.  an entry xij of X  belongs to a bicluster if  both 
ai = 1 and bj = 1 and  its membership uij to the bicluster is uij = and(ai, bj). In fuzzy 
approach, ai and bj are allowed to belong in the interval [0, 1]. In this paper the mem-
bership uij of an element xij is chosen as the product of the memberships of its row and 
column as follows:  

 jiij bau =                (Product)    (1)   

The product is more reasonable than the average of ai and bj [5].  For example, it gives 
a higher membership for entry having ai=0.2 and bj=0.8 over another entry having 
ai=0.01 and bj=0.99 while both entries have the same average membership 0.5.  

2.2 Scoring a Bicluster 

The proposed algorithm should iteratively maximize the average size while minimize 
the mean squared residue MSR of the resulting biclusters. By minimizing MSR, thus 
privileging biclusters with co-regulated gene expression values both across their 
genes and conditions.   The score of a bicluster could be defined as a linear combina-
tion of the following two factors:    

1) its mean square residue MSR     and      2) its volume (size) v.  
The residue rij of an entry xij in a bicluster (I, J) is defined in [3] as follows: 

 IJIjiJijij xxxxr +−−=  (2) 

Where  xiJ is the average of the not null entries xij  in row i for all columns j ∈J. xIj is 
the average of the specified entries xij in column j for all rows i ∈I.  xIJ is the average 
of the specified entries  xij of the sub-matrix defined by all rows i∈  I  and all  column 
j∈J. If xij is null then  rij=0.  

From (1), the residue rij  of an entry xij in the fuzzy paradigm can be computed as 
follows: 
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The volume of a bicluster is the number of defined entries (not null) in the bicluster 
and can be calculated as follows:  
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Calculating the volume as in (5) has an advantage over other approaches that weights 
the relative number of genes and relative number of conditions separately [5], [18]. In 
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equations (3)-(5) we can deal with null values in seamless manner by excluding null 
entries from computations. 

2.3 A Graph Abstraction 

The process of finding k possibly overlapping biclusters in a given data matrix X with 
set of rows R of size n and set of columns C of size m can be viewed abstractly as 
searching through a certain graph as in [13]. In this graph a node is represented by the 
set of k biclusters {(Ii, Ji), i=1,2,..k, Ii ⊂ R, Ji ⊂ C}. Two nodes are neighbors (i.e con-
nected by an arc) if and only if one of the k biclusters represented by these nodes dif-
fers by only one object (row or column). Neighbors of a node can be derived from it 
by either adding (or removing) single row or column to (from) one of its biclusters. 
Each node has an associated two lists of values representing the mean squared residue 
and the size of the k biclusters. Each edge can be assigned a weight representing the 
cost differential between the two neighbors. Alternatively, the weight can represent 
the benefits deferential (gain) between neighbors measured as a function of the 
amount of increase in size and the amount of decrease in mean squared residue of the 
bicluster that differs in the two nodes. 

It is obvious that biclustering algorithms such as CC and FLOC can be viewed as a 
search for maximum on the previous graph.  While they iteratively adds or removes 
rows/columns i.e. change their memberships between 0 and 1 and compute the gain of 
such change as function of the amount of decrease in the relative MSR and increase in 
the relative volume. The proposed algorithm, instead, changes the memberships be-
tween set of fixed values for example (0, 0.25, 0.5, 0.75, 1). Each time the member-
ship is changed, the gain of this change is efficiently computed as explained in the 
following sections. While the size of the graph increases as the step decreases, the 
number of neighbors of a node has an upper bound 2k (n+m).  Using this smaller step 
increases the number of possible good transitions on the graph which reduces the 
possibility that the algorithm gets stuck on local minimum earlier.  Although the  
proposed algorithm for searching the graph is basically a hill-climbing algorithm, 
exploration is necessary [19] since it might be stuck in a local minimum at the very 
beginning.  Therefore at each iteration, a pre-specified number of actions are selected 
from the best actions (actions yielding the best improvements) to be applied to current 
biclustering.  Several modifications to the way this graph is searched in FLOC are 
proposed in this study to allow the proposed algorithm to produce much larger biclus-
ters than FLOC within the same preset threshold. 

2.4 Computing Edge Weight    

Changing the membership of a row/column h in a bicluster B(a, b) by δ is considered 
an action. In order to compute the gain of an action we need to compute the mean 
square residue MSR and the volume of a bicluster v after executing such action. Based 
on (3) the new residue of an entry xij after changing the membership of a row h by δ 
can be calculated as follows: 
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Similarly the new residue after changing the membership of a column h by δ can be 
calculated as follows: 
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Using (5), the new volume vnew after changing the membership of a row h by δ can be 
calculated from the old volume vold (before the change) as follows: 
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Similarly the new volume after changing the membership of a column h by δ is: 
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Here we present a pre-specified threshold α, which are used to limit the mean squared 
residue of produced biclusters. This threshold controls the amount of co-regulation 
among gene/condition subsets in each bicluster the user may need. The gain of an 
action c is defined similar to [3] as follows: 

 
oldoldnewnewoldold vvvmsrmsrmsr /)(/)(  gain 2 −+−= α  (10) 

Where msrnew, msrold are the mean square residue of a bicluster B(a,b) before and after 
executing the action c. Similarly vold, vnew are the volumes of the bicluster before and 
after executing the action c.  α is the maximum accepted MSR of produced biclusters. 

An efficient method for computing the gain in (10) is to re-compute only the gene 
and condition bases affected by the action [3]. The values that need to be maintained 
along the run in the proposed algorithms are: 
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3 Algorithm 

3.1 Algorithm Description 

This section describes the proposed algorithm with its input, output and temporary 
data structure.  In the initialization phase, each bicluster are initialized by selecting a 
random entry xij.  Memberships of all rows and columns in each bicluster are set to 0 
and their sign are set to 1 except the selected row i and column j their memberships 
are set to 1 and their corresponding sign is set to -1 (to allow decreasing their mem-
berships later). In the initialization phase, gene/condition bases and other data struc-
ture are initialized according to initial memberships. 

After initialization, the algorithm proceeds into series of iterations in each iteration 
max_trials actions are tried.  In steps 1B(a)-(d) a row or a column and a bicluster are 
selected randomly and the gain of this action is computed. In step 1B(e) if the gain 
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less than zero the value of the sign of this row/column is reversed to allow the inverse 
of the action to be tried the next time this row/column is selected. The max_best ac-
tions with maximum gain are stored in bestaction array (steps 1B(f)-(g)).  In step 1C, 
the max_best actions are applied sequentially to the current biclustering resulting in a 
new biclustering. In step 1C(a), gene/conditions bases are updated according to the 
change in memberships.  

Applying an action may raise the MSR of its bicluster above the threshold α 
(overcnt > 0), if this was the case, the current biclustering is marked as not accepted 
and the number of failures failures is incremented and this action is stored in struc-
tured array termed failed. Otherwise if all biclusters within the threshold (overcnt=0) 
and the total gain from the last accepted biclustering is greater than zero then the cur-
rent biclustering is considered a better biclustering and failures is set to 0. The small 
step taken by the proposed algorithm (instead of adding or removing) allows next 
actions to compensate before max_neighbor actions failed. The algorithm stops if 
failures reaches the max_neighbor.  Step 2 of the algorithm is concerned with rolling 
back the last max_neighbor actions stored in failed array by updating the member-
ships stored in a, b by the negative value of the step that is previously applied by 
these actions. Finally in step 3,  the k biclusters are returned as the two vectors a and b 
representing the memberships of rows and columns of each bicluster respectively.  

Algorithm Input:  
  X : is n by m matrix with possibly missing elements 
  α: threshold controls MSR (dataset dependent) 
  step:  a number beween 0 and 1, suitable value is 0.25  
  k: is  the number of biclusters to be found. 
  max_neighbor: is the maximum number of failures default (n+m)  
  max_trials: is the no. of trials before selecting best actions default k 
  max_best: is the best actions selected from max_trials (1+step)/step 
Output:  
  a, b:  two  arrays of size k by  n  and k  by m  holds rows, columns memberships of k biclusters 
Temporary: 
  sign:  array of  n+m by k, used in updating memberships (value -1 to decrease and  1 to in-
crease)  
  failures: no. actions applied since last accepted biclustering 
  failed: structured array holds the data of failed actions  
  cv, pv, cr, pr and totalgain: holds the current and previous  average volume v and average 
MSR 
  of  last accepted  biclustering and the gain computed using them respectively. 
  overcnt: the no. biclusters having MSR greater than α 
  bestaction: structured array of size max_best holds maximum gain actions 
  Gene/condition bases: defined in the previous section to allow efficient computation of the 
gain 
Initialization:  
  1. Initialize each bicluster c by random entry from the matrix X and set corresponding entries 
      in a, b to 1 , sign to -1 and over to false. 
  2. Set cs, ps to 1 and  ch, ph, cv, pv, overcnt and failures to 0 
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Steps: 
 1. Repeat 
     A. Set bestaction[j].gain to small negative value, j=1..max_best 
     B. For i = 1 to max_trials do     

      a . Set d to random number in [1, n+ m],  
      b.  Set c  to random number in [1, k]  
      c.  Set signofd  to sign[c][d]                
      d.  If (d ≤ n)  Then                      // if row 
              If not ((a[c][d]+ signofd * step) in [0,1]) Then   signofd=-signofd    End If 
              Compute gain using (6), (8), (10) with δ=signofd*step 
            Else                                     //if column 
              If not((b[c][d-n]+ signofd * step) in [0,1])  Then  signofd = - signofd    End If 
              Compute gain using (7), (9), (10) with δ= signofd *step 
           End If 
       e. If (gain<0)  Then sign[c][d] = - signofd  else sign[c][d] =  signofd End If    
       f. Find j such that gain > bestaction[j].gain   
       g. Store gain, d, signofd, c in bestaction[j]. 
    End For  

   C.  For j=1 to max_best do 
a. Apply bestaction[j] by updating a, b, cv, cr,  overcnt   and gene/condition bases. 
b. pvpvcvcrprpr /)(/)( totalgain 2 −+−= α  

           c. If (totalgain>0 and overcnt=0)  then                         //accepted biclusering    
                   num_failure=0, pv=cv,  pr =cr 
              Else    
                   store bestaction[j] in failed[failures] 
                   failures= failures +1 
              End If  
         End For 
   Until (failures > max_neighbor) 
 2. Undo last maxneighbor actions that are stored in failed.   
 3. Return a and b 

3.2 Complexity Analysis 

The proposed algorithm is a series of iterations. During each iteration, max_trials 
actions needs to be considered then max_best actions of them need to be applied. The 
complexity of computing the new MSR using gene/condition bases is O (n×m). Up-
dating the gene/condition bases after applying an action on a row is O(m) while for an 
action on a column is O(n). Since row/column are selected randomly then the proba-
bility of choosing a column is m/(n+m) which can be approximated to m/n. The aver-
age time complexity to apply an action is O (m+n×m), which implies that the  
complexity of the proposed algorithm is O((m× max_best + (max_trials+ max_best) 
n×m) ρ) where ρ is the number of iterations till termination (ρ ≥ n+m). The complexi-
ty of FLOC, is O (k n×m(n+m) ρ) where ρ is the number of iterations till termination 
(ρ≥1). While the complexity of BISOFT is O (k×n×m (n+m)2). DPBC is 
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O(k×ρ×ρ'×n×m(n+m)) where ρ' is the number of iterations that are needed to  
compute the zeros of the objective function. PBC has the lowest complexity which is 
O(k×ρ×n×m) whereas BCCA has the highest complexity which is O(n5). 

4 Experimental Results 

The proposed algorithm is compared with FLOC [3] and CC [2] using two real data-
sets: 

1) YEAST [11]: contains 2884 genes under17 conditions.   
2) HUMAN [11]: contains 4026 genes under 96 conditions. 

The average size of produced biclusters and the average MSR is used as an evaluation 
measure of the respective algorithms. The bigger the average size of biclusters and the 
lower the average MSR the better is the output biclustering.  Both algorithms are used 
to find 100 largest biclusters in YEAST and HUMAN datasets (http://arep.med.  
harvard.edu/network discovery) whose residue is less than 300 and 800 respectively 
(the value of the threshold α in [2] and [3]). A procedure for estimating a proper value 
for α that can be used for other datasets and is based on computing histogram is de-
scribed in [5].  

In the following tables 1-3 the results correspond to the average of 20 runs of the 
algorithm for the same configuration. To be noted that the standard deviation for both 
average size and MSR of produced biclusters in the 20 runs when alternating search 
strategy is used (max_best>1) is smaller than the purely greedy situation 
(max_best=1).  Also compared to CC and FLOC the proposed algorithm is less sensi-
tive with respect to initial conditions than both algorithms.  

One of our objectives is to keep the complexity of the proposed algorithm below 
the complexity of FLOC so in order to use a step less than 1 without decreasing the 
rate of bicluster enlargement we have two choices either decrease the number of trials 
or keep the max_trials equals to k and raise the max_best to accommodate the change 
in the step.   Experimental studies show that appropriate value for max_neighbor is 
n+m, max_trials is k and for a given value of the step parameter the max_best is set to 
1/step.  

4.1 YEAST Dataset 

In table 1 the values of the SOFTFLOC parameters are set as follow step=0.25, 
max_best= 4, max_trials=k and max_neighbor=n+m.   The results show that the pro-
posed algorithm is able to run much longer time than FLOC and able to produces 
much larger biclusters than FLOC within the same preset threshold in this time. Also 
in 70% of the average time taken by FLOC (Time=490 sec.), the proposed algorithm 
produces biclusters having average size greater than 1.17 the average size of FLOC 
with lower average MSR. This can allow choosing much easier stopping criteria such 
as reaching a certain average mean squared residue or certain runtime. 
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Table 1. Performance comparison on yeast dataset 

Algorithm time avg.  MSR avg. size avg. gene.  avg. cond.  

CC 1360 204.29 1576 167 12

FLOC 760 187.54 1825 195 12.8

SOFTFLOC 490 177.29 2148 186 12.82

SOFTFLOC 760 180.20 2578 211 12.90

SOFTFLOC 1470 198.49 4362 312 14.45

SOFTFLOC 5410 251.04 9309 657 14.55

 
 

Table 2 shows memberships assigned by SOFTFLOC and FLOC for bicluser 95 of 
the biclusters reported by CC[2] on YEAST where max_neighbor=n+m, 
max_trials=k, max_best=4 and step=0.25. The six genes reported by CC have been 
removed from the table because they are produced by both algorithms with member-
ship one. The proposed algorithm was able to add eight more genes to this bicluster 
with memberships greater than or equal 0.5. The more interesting is that genes num-
bered 217,616 and 1476 are also reported by FLOC. Genes numbered 58, 59 and 1623 
are reported by FLOC but not reported by the proposed algorithm instead 105, 862, 
1320, 1389 and 2087 are added.   Other genes with membership equals 0.25 can be 
considered candidate genes that may participate in this bicluster if for example a 
higher residue threshold is specified. The same two conditions that are added by 
FLOC are also added by the proposed algorithm namely conditions 0 and 9. 

Table 2. Memberships Assigned By SOFTFLOC for bicluster 95 of CC on YEAST 

Gene No. SOFTFLOC 

 

FLOC  Gene No. SOFTFLOC FLOC 

105 0.5 0  1184 0.25 0 

217 0.5 1  1286 0.25 0 

457 0.25 0  1320 0.50 0 

541 0.25 0  1350 0.25 0 
616 0.75 1  1389 0.50 0 

862   0.50 0  1476 0.75 1 

931 0.25 0  1868 0.25 0 

1076 0.25 0  2087 0.50 0 

4.2 HUMAN Dataset 

In table 3 the proposed algorithm is also compared with [2] and [3]. The chosen val-
ues for max_trials, max_best, max_neighbor and step were  k, 4,  n+m  and  0.25 
respectively. The results of the proposed algorithm are produced by running it for the 
same time taken by FLOC. The proposed algorithm shows higher average size and 
lower average MSR.   If the algorithm is allowed to run for longer time, it would be 
able to produce biclusters with average size greater than 7000 with average residue < 
800. 
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Table 3. Performance comparison on HUMAN dataset 
 

Algorithm avg. MSR avg. volume   Avg. gene  Avg. cond.  
CC 850.04 4456.43 269.22 24.5 
FLOC 795 5859.68 276.4 26.5 
SOFTFLOC 789 5992.70 280.94 28.21 

4.3 Gene Ontology (GO) 

By running the proposed algorithm using the previous setting of the input parameters 
for the average time taken by FLOC, the proposed algorithm was always able to pro-
duce better biclustering in terms of average mean square residue and size. However, 
low average residue biclusters are of no interest to a biologist if those are not biologi-
cally relevant. Therefore, tests have been performed on the yeast genome to assess the 
number of biclusters significantly enriched by GO annotations, and the algorithm 
SOFTFLOC proved its aptitude to detect biologically relevant biclusters. Out of the 
100 produced biclusters, 84 were enriched by annotations. All enriched biclusters 
found by our algorithm had annotations with very low p-values. None of them is 
higher than 0.1 percent, and therefore, they are highly significant.  

5 Conclusions 

This paper proposes an iterative semi-possibilistic approach for biclustering based on 
randomized search. The proposed algorithm starts from small initial biclusters and 
iteratively minimizes the average mean squared residue while maximizes the size of 
biclusters using randomized search approach with alternating search strategy. From 
experimental results and algorithm analysis, the following points can be concluded:  

1) Possible actions on biclusters are not limited to addition and deletions such as 
FLOC and CC or only addition such as BISOFT. This flexibility allows producing 
much larger biclusters within the same preset threshold.  

2) The complexity analysis for the proposed algorithm along with the experimental 
results shows that the algorithm compares favorably to FLOC. Also it has much 
lower complexity than algorithms based on average similarity [4] due to its rando-
mized search approach.  

3) Unlike PBC, EPBC, our iterative approach allows constraints to be put on produced 
biclusters. 

4) The hybrid search strategy reduces the sensitivity of the proposed algorithm to 
input parameters and initial conditions than algorithms PBC, EPBC and FLOC. 
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Abstract. In contrast to hard biclustering, possibilistic biclustering not only has 
the ability to cluster a group of genes together with a group of conditions as 
hard biclustering but also it has outlier rejection capabilities and can give in-
sights towards the degree under which the participation of a row or a column is 
most effective. Several previous possibilistic approaches are based on compu-
ting the zeros of an objective function. However, they are sensitive to their in-
put parameters and initial conditions beside that they don't allow constraints on 
biclusters. This paper proposes an iterative algorithm that is able to produce  
k-possibly overlapping semi-possibilistic (soft) biclusters satisfying input con-
straints. The proposed algorithms basically alternate between a depth-first 
search and a breadth-first search to effectively minimize the underlying objec-
tive function. It allows constraints, applicable to any acceptable (dis)similarity 
measure for the type of the input dataset and it is not sensitive to initial condi-
tions. Experimental results show the ability of our algorithm to offer substantial 
improvements over several previously proposed biclustering algorithms. 

Keywords: Possibilistic biclustering, biclustering, subspace biclustering, gene 
expression analysis, high dimensional data. 

1 Introduction  

Biclustering plays an important role in analyzing the huge amount of valuable data 
produced by microarrays. Microarrays are molecular biology tools by which the ex-
pression patterns of thousands of genes can be monitored simultaneously. Gene ex-
pression data are organized as matrices where rows represent genes, columns 
represent various samples such as tissues or experimental conditions, and numbers in 
each cell characterize the expression level of the particular gene in the particular sam-
ple. Biclustering is a clustering technique that aims to detect a group of correlated 
genes with respect to a group of conditions. Discovery of such biclusters is essential 
in revealing the significant connections in gene regulatory networks.  

A survey on biclustering techniques are given in [14] where a categorization of the 
different heuristic approaches is shown, such as iterative row and column biclustering, 
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divide and conquers strategy, greedy search, exhaustive biclustering enumeration, 
distribution parameter identification and others. Several biclustering algorithms are 
aimed at discovering biclusters with coherent values such as CC [3], FLOC [18]. Oth-
er biclustering algorithms focus on the relative order of the columns in a bicluster [17] 
rather than on the uniformity of the actual values in the data matrix.  

The CC algorithm identifies one bicluster at a time, mask it with random numbers, 
and repeat the procedure in order to eventually find other biclusters. Whereas FLOC 
starts from a set of seeds (initial biclusters) and carries out an iterative process to im-
prove the overall quality of the biclustering. In [12] an exhaustive enumeration biclus-
tering algorithm that is based on closed itemsets enumeration algorithm is proposed 
termed as BIMODULE. It starts by normalizing and discretizing the data matrix into 
levels and use support equals to the minimum accepted number of genes in a biclus-
ter. In [8] an iterative algorithm is presented termed BIDENS that approximate  
a number of k possibly overlapping biclusters but unlike BIMODULE, their discreti-
zation is done using histogram and extends the model in [7] to a generalized noise 
tolerant bicluster model using the concepts introduced in [13] and can mine coherent 
biclusters.  

Correlation based algorithms such as BISOFT[2] and BCCA[15]  start with initial 
bicluster and iteratively add a new row/column to the current bicluster such that the 
added row/column satisfy the criterion of having the average homogeneity within the  
bicluster above a pre-specified threshold for each dimension. In BISOFT, after all 
biclusters are generated, memberships are assigned to genes only using simple formu-
la.  Both algorithms suffer high complexity. 

The most recent related work is the hyper-graph based geometric biclustering 
(HGBC) algorithm [1] that uses the Hough transform (HT) to find sub-biclusters 
which correspond to the linear structures in column-pair spaces then build a hyper-
graph model to merge the sub-biclusters into larger ones.   

The above algorithms produce crisp biclusters. It is desirable to have fuzzy biclus-
ters that provide a degree of participation of genes, and the conditions under which its 
participation is most effective as well. One of the early fuzzy biclustering algorithms 
is PBC [4]. PBC is based on the possibilistic clustering paradigm [4]. PBC has low 
computational complexity but it is sensitive to its input parameters and initial condi-
tions and can work only as a refinement step. In EPBC algorithm [9] several en-
hancements to PBC are proposed, while DPBC [10] generalizes and extends the idea 
of PBC to be applicable to (dis)similarity measures other than residue. In PBC, EPBC 
and DPBC, it is not possible to put constraints on the produced biclusters. 

The previously explained drawbacks motivate us to propose soft [16] biclustering 
algorithm based on randomized search termed as BISOFTNS. The randomized search 
approach improves its performance over exhaustive approach such as BISOFT and 
BCCA. Also its alternating search strategy [6] reduces its sensitivity to input parame-
ters and initial conditions compared to algorithms that uses single search strategy such 
as CC and FLOC. The proposed algorithm is applicable to both discrete and conti-
nuous dataset using any acceptable definition for (dis)similarity between rows  
and columns. Also the algorithm deals with null values in seamless manner and can 
support several future constraints at nearly no extra cost. The superior capability of 
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clustering by BISOFTNS over a number of other algorithms, namely, CC, FLOC, 
PBC and DPBC is demonstrated through experiments with datasets that are  
publicly available. Various issues related to the characteristics of the algorithm are 
also discussed. 

2 The Proposed Model 

2.1 Bicluster  

The gene expression data is organized as matrices where each entry xij in this matrix 
corresponds to the logarithm of the relative abundance of the mRNA of a gene i under 
a specific condition j, and may have a null value. Given a data matrix X with set of 
rows R of size n and set of columns C of size m, Biclustering can be defined formally 
as identifying  a k possibly overlapping biclusters Bi = (Ii, Ji) where Ii subset of R and 
Ji subset of C such that each bicluster Bi satisfies some specific characteristics of ho-
mogeneity. In [4], the concept of biclustering is generalized in a fuzzy set theoretical 
approach. The Authors assign two vectors of membership for each bicluster, one for 
the rows and one other for the columns, denoting them respectively a and b. In a crisp 
set framework row i and column j can either belong to the bicluster (ai = 1 and bj = 1) 
or not (ai = 0 or bj = 0). An element xij of X  belongs to the bicluster if  both ai = 1 and 
bj = 1, i.e., its membership uij to the bicluster is uij = and(ai, bj) . A fuzzy formulation 
of the problem can help to better model the bicluster and also to improve the optimi-
zation process. The membership uij of an entry to a bicluster can be obtained by an 
integration of its row and column memberships. In this paper the membership uij of an 
element xij is chosen as the product of the memberships of its row and column as fol-
lows:  

jiij bau =                 (Product)                            (1) 

Another formula may be the average of ai and bj [4].  The product is more reasonable, 
for example, it gives a higher membership for entry having ai=0.2 and bj=0.8 over 
another entry having ai=0.01 and bj=0.99 while both entry having the same average 
membership 0.5.  

2.2 Graph Abstraction 

The process of finding k possibly overlapping biclusters in a given data matrix X with 
set of rows R of size n and set of columns C of size m can be viewed abstractly as 
searching through a certain graph as in [11]. In this graph a node is represented by the 
set of k biclusters {(Ii, Ji), i=1,2,..k, Ii ⊂ R, Ji ⊂ C}. Two nodes are neighbors (i.e con-
nected by an arc) if and only if one of the k biclusters represented by these nodes dif-
fers by only one object (row or column). Neighbors of a node can be derived from it 
by either adding or removing only one row or column to one of its biclusters. Each 
node has an associated two lists of values representing the average (dis)similarity and 
the size of the k biclusters. Each edge can be assigned a weight representing the cost 
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differential between the two neighbors, alternatively, the weight can represent the 
benefits deferential(gain) between neighbors measured as a function of the amount of 
increase in size and the amount of decrease in average dissimilarity (or increase in 
average similarity) of the bicluster that differs in the two nodes. 

It is obvious that biclustering algorithms such as CC, FLOC, can be viewed as a 
search for maximum on the previous graph.  While FLOC iteratively adds or removes 
rows/columns i.e. change their memberships between 0 and 1 and compute the gain of 
such change as the sum of the amount of decrease in the relative residue[18] and in-
crease in the relative size. The proposed algorithm, instead, changes the memberships 
between set of fixed values for example (0, 0.25, 0.5, 0.75, 1). Each time the member-
ship is changed, the gain of this change is efficiently computed as explained in the 
following sections. While the size of the graph increases as the step decreases, the 
number of neighbors of a node has an upper bound 2k(n+m).  Using this smaller step 
increases the number of possible good transitions on the graph which reduces the 
probability that the algorithm gets stuck on local minimum earlier.  Although the pro-
posed algorithm for searching the graph is basically a hill-climbing algorithm, exploration 
is necessary since it might be stuck in a local minimum at the very beginning.  Therefore, 
at each iteration a pre-specified number of actions are selected from the best actions 
to be applied to current biclustering.  Several modifications to the way this graph is 
searched in FLOC are proposed in this study.   

2.3 Scoring Biclusters 

Here we present two pre-specified thresholds αh and αv, which are used to limit the 
average dissimilarity of each bicluster in horizontal and vertical direction respective-
ly, below a certain value. This value or threshold controls the amount of co-regulation 
among gene/condition subsets in each bicluster the user may need. The score of a 
bicluster can be defined as a linear combination of the horizontal (between rows) 
average dissimilarity (h), vertical (between columns) average dissimilarity (v) and 
bicluster size(s) where 
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d(ri,rj) is the dissimilarity between row i and row j and ai, aj are the memberships of 
rows i  and j respectively. Similarly the vertical average dissimilarity v is:  
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d(ci,cj) is the dissimilarity between column i and column  j. bi and bj are the member-
ships of columns i  and j respectively. To be noted that the vertical dissimilarity is not 
defined in case of discrete data as will be explained latter. The size of a bicluster,  s, 
from equation (1) is:  
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Calculating the size this way allows dealing with null values in seamless manner  
unlike other approaches that weights the relative number of genes and conditions 
separately. The proposed algorithm should iteratively maximize the average size s, 
minimize the average horizontal dissimilarity h and minimize the average vertical 
dissimilarity v of the resulting biclusters. If a similarity measure is used instead the 
task will be maximizing h, v and s. 

2.4 Derivation of New Average Dissimilarities and Size 

In the proposed model, an action is considered to be changing the membership of a 
randomly selected row/column on a bicluster by a small value δ in [0, 1].   The gain of 
an action needs to be computed as a function of the new and old average dissimilarities 
and size in order to select best actions to be applied.  This section shows how the new 
average dissimilarities h, v and size s can be computed in incremental manner from the 
old values of h, v, s and the change in membership δ. The new horizontal (between 
rows) average dissimilarity after changing the membership of a row h by δ (i.e. ah  set 
to ah+ δ) can be computed as follows: 
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Whereas the new vertical (between columns) average dissimilarity of columns after 
changing the membership of a row h by δ is  
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d(ci,cj)new  in the above equation represents the new dissimilarity between column i 
and j after a membership of a row h is changed.  

Based on (1) the new size snew after changing the membership of a row h by δ is: 
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Similarly the new horizontal (between rows) average dissimilarity after changing the 
membership of a column h by δ is 
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d(ri,rj)new  in the above equation represents the new dissimilarity between row i and j 
after a membership of a column h is changed.  The new vertical (between columns) 
average dissimilarity of columns after changing the membership of a column h by δ is 
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And the new size after changing the membership of a column h by δ can be calculated 
as follow 
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In the following sections d(ri,rj) will be represented as a function of the memberships 
of columns b and the values of entries in X. Similarly d(ci,cj) but using the member-
ships of rows a. 

2.5 Applying the Proposed Model to Discrete Data 

For discrete data the vertical average dissimilarity has no meaning as the values of the 
discretized matrix can be considered as categorical data. The dissimilarity between 
two rows d(ri, rj) in (2) can be calculated as follows: 
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The gain of executing an action on a bicluster c can be computed as follows:  

 
oldoldnewhnewoldold ssshhh /)(/)( Gain 2 −+−= α  (13) 

Where hnew, hold are the horizontal average dissimilarity between rows of a bicluster c 
before and after executing the action c. similarly sold, snew are the size of the bicluster c 
before and after executing the action respectively.   

In [12] a procedure for normalizing and discretizing input data matrix is described 
and an efficient algorithm for dealing with discrete data is discussed that is based on 
frequent itemset mining termed BIMODULE but algorithms based on  frequent item-
set  are sensitive to noise [8].   

2.6 Applying the Proposed Model to Continues Data 

To use Euclidian distance the input data matrix need to be normalized using the nor-
malization scheme in [5] in two steps. First divide each column by its mean then each 
row of the resulting data matrix is normalized such that, its mean vanishes and its 
norm is one. The squared euclidian distance between two rows in fuzzy clustering 
paradigm is 
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The gain will be computed same as equation (13) with the addition of new term cor-
responds to the vertical dissimilarity as follows: 
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oldoldnewvnewoldoldhnewoldold sssvvvhhh /)(/)(/)(  Gain 2 −+−+−= αα     (15) 

Where hold , hnew  are the horizontal average dissimilarity between rows of a bicluster 
c before and after executing the action c. Similarly vold, vnew are the vertical average 
dissimilarity between columns of the bicluster before and after executing the action 
and sold, snew are the size of the bicluster before and after executing the action. αh and 
αv are the maximum accepted average dissimilarity between rows and columns of a 
bicluster respectively. The most common measures in the field of bioinformatics are 
similarity measures related to correlation coefficient. Most of them have corres-
ponding dissimilarity measures (http://gedas.bizhat.com/dist.htm). However we need 
to derive this measure in the fuzzy paradigm. A simpler dissimilarity measure is the 
one that corresponds to the un-centered correlation coefficient and its distance falls in 
[0, 1].  

3 Algorithm 

3.1 Algorithm Description 

This section describes the proposed algorithm with its input, output and temporary 
data structure.  In the initialization phase each bicluster is initialized by a random 
entry xij. In step 1B(a)-(d),  a row or a column and a bicluster are selected randomly 
and the gain of this action is computed using equation (13) or (15) depending on the 
type of the input data . In step 1A(e) if the gain less than zero the value of the sign of 
this row/column is reversed to allow reverse action to be tried the next time this 
row/column is selected. The max_best actions with maximum gain are stored in bes-
taction array (steps 1B(f) and 1B(g)).  In step 1C, the max_best  actions are applied 
sequentially to the current biclustering resulting in a new biclustering.  Applying these 
actions may result in one or more biclusters having average dissimilarity above thre-
shold(overcnt >0) if this was the case the current biclustering is marked as not ac-
cepted and the number of failures failures is incremented and the action is stored in 
structured array termed as failed. Otherwise if all bicluster within thresholds 
(overcnt=0) and the total gain from the last successful iteration is greater than zero the 
current biclustering is considered a better biclustering and failures is set to 0. The 
small step taken by the proposed algorithm (instead of adding or removing) allows 
next actions to compensate before max_neighbor actions failed. The algorithm stops 
if failures reaches the max_neighbor.  The last step concerned with rolling back the 
last max_neighbor actions stored in failed array. This is done by updating the mem-
berships stored in a, b by the negative value of the step that is previously applied by 
these actions. Finally the k biclusters are returned as the two vectors a and b 
representing the memberships of rows and columns of each bicluster respectively. 
The computation of the gain in (13) can be done efficiently in incremental manner by 
updating the following values according to the change in memberships along the run 
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each column h.  Also 
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for efficient computation of the gain in (15). This data structure are termed as 
gene/condition bases  in the temporary section of the following algorithm description 
and computed initially in the initialization phase and updated incrementally in step 
1C(a) of the proposed algorithm. 

 
Algorithm Input:  
  X : is n by m matrix with possibly missing elements 
  αh , αv : thresholds control the average dissimilarity 
  step:  a number beween 0 and 1, suitable value is 0.25  
  k: is  the number of clusters to be found. 
  max_neighbor: is the maximum number of failures  
  max_trials, max_best: no. of trials max_trials before selecting the best max_best actions 
Output:  
  k biclusters, represented by a and b ( two  arrays of size k by  n 
  and k by m  holds rows, columns memberships respectively) 
Temporary: 
  sign:  array of  n+m by k, used in updating memberships has value 1 or -1 default 1.   
  failures: no. actions applied since last accepted biclustering 
  failed: structured array holds the data of failed actions  
  cs, ps, ch, ph, cv, pv and totalgain: holds the current and previous average size s and dissimi- 
  larities h, v  of last accepted biclustering and the gain computed using them respectively. 
  overcnt: the no. biclusters having average dissimilarity> threshold 
  bestaction, array of size max_best holds maximum gain actions 
  Gene/condition bases  
Initialization:  
  1. Initialize each bicluster c by random entry from the matrix X and set corresponding entries 
      in a, b to 1 , sign to -1 and over to false. 
  2. Set cs, ps to 1 and  ch, ph, cv, pv, overcnt and failures to 0 
Output: k biclusters represented by a and b. 

Steps: 
  1. Repeat 
       A. Set bestaction[j].gain to small negative value, j=1..max_best 
        B. For i = 1 to max_trials do     

      a. Set d, c  to two random number in [1, n+ m], [1, k] respectively 
      b. Set signofd  to sign[d]                
      c. If (d ≤ n)  Then                      // if row 
             If not ((a[c][d]+ signofd * step) in [0,1])     Then signofd=-signofd   End If 
             Compute new h, v and s using (5)-(7) with δ=signofd*step 
           Else                          //if column 
             If not((b[c][d-n]+ signofd * step) in [0,1])  Then signofd = - signofd End If 
             Compute new h, v and s using (8)-(10) with δ= signofd *step 
         End If 
     d. Compute gain using (13) for discrete data otherwise use (15) 
     e. If (gain<0) sign[d] = - signofd End If 
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     f.  Find j such that gain > bestaction[j].gain 
     g. Store gain, d, signofd, c in bestaction[j] 
   End For  

       C. For j=1 to max_best do 
                a. Apply bestaction[j] by updating a, b, cs, ch, cv, overcnt and gene/condition 
bases. 
              b. pspscscvpvpvchphph vh /)(/)(/)( totalgain 22 −+−+−= αα  

              c. If (totalgain>0 and overcnt=0)     //accepted biclusering    
                  num_failure=0, pv=cv,  ph =ch,  ps = cs 
                     Else    
                      store bestaction[j] in failed[failures]. 
                       failures= failures +1 
                  End If  
            End For 
     Until (failures > max_neighbor) 
 2. Undo last maxneighbor actions that are stored in failed.   
 3. Return a and b   

3.2 Complexity Analysis 

The proposed algorithm is a series of iterations. During each iteration, max_trials  
actions needs to be considered then max_best   actions of  them need to be applied. 
Equations (5) and (9) is O(nm) while equations (6) and (8) of O(m2)  and O(n2) re-
spectively. Since row/column are selected randomly then the probability of choosing 
a column is m/(n+m) which can be approximated to m/n.   The average time com-
plexity to perform an action (which is the same as to compute the gain of that action) 
is O(m2+nm), which implies that the complexity of the proposed  algorithm is 
O((max_best +max_trials) (m2+nm) ρ)  where ρ is the number of iterations till termi-
nation. While the complexity of BISOFT is O (k×n×m (n+m)2).The complexity of  
FLOC, is  O(kρ nm(n+m)) where ρ is the number of iterations till termination. BCCA 
has the highest complexity which is O(n5). 

4 Experimental Results 

In our experimental study both algorithms are used to find 100 largest clusters in the 

YEAST dataset. The YEAST dataset and the results of CC and FLOC are reported in 
(http://arep.med.harvard.edu/network discovery). It contains 2884 genes under 17 
conditions. The average size of produced biclusters and the average MSR is used as 
an evaluation measure of the respective algorithms the bigger the average size of bic-
lusters and the lower MSR the better is the output biclustering. In the following sec-
tion BISOFTNS-DSC, BISOFTNS-ECD and BISOFTNS-COR correspond to  
the proposed algorithm applied on discrete data, using Euclidian distance and using 
correlation coefficient respectively. For BISOFTNS-DSC, the original data is discre-
tized [12] into three levels.  
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The threshold of average dissimilarity between rows/columns αh, αv respectively is 
dataset dependent and can be estimated using histogram as in [10]. For discrete data, 
the threshold value is in [0,1] and should be proportional to the noise induced by dis-
cretization. A proper value is found to be 0.20 for YEAST with number of levels 
equal 3.  For continues data, if Pearson correlation coefficient is used then the value is 
in [-1,1] a suitable value is found to be 0.85 for both directions while if distance 
measures that corresponds to Pearson coefficient is used, a value of 0.15 is appropri-
ate. For squared Euclidian, a suitable value of the horizontal and vertical threshold are 
found to be 0.0005. One of our objectives is to keep the complexity of the proposed 
algorithm below the complexity of FLOC so in order to use a step less than 1 without 
decreasing the rate of bicluster enlargement we have two choices either decrease  
the number of trials or keep the max_trials equals to k and raise the max_best to ac-
commodate the change in the step.   Experimental studies show that appropriate value 
for max_neighbor is n+m, max_trials is k and for a given value of the step parameter 
the max_best is set to 1/step. In the following experiments the values of the 
BISOFTNS parameters are set as follows:  step=0.25, max_trials=k, max_best=4  and 
max_neighbor =n+m. 

In table 1 the proposed algorithm is compared with FLOC and CC. Experimental 
study with the proposed algorithm BISOFTNS-COR and BISOFTNS-ECD shows that 
they are able to execute much more iterations than FLOC resulting in much larger 
bicluster size within the same preset threshold (up to 5 times that produced by FLOC 
with residue below 275). The results show that the proposed algorithm BISOFTNS-
COR is able to produce larger biclusters than using Euclidian distance with the smal-
lest MSR. The runtime for Euclidian distance is 3.56 the time needed by FLOC but it 
is less than for correlation because gene/condition bases can be used for efficient 
computation of the gain while Pearson correlation coefficient needs to be recomputed 
and BISOFTNS-COR takes 5.12 the time of FLOC. If both algorithms BISOFTNS-
COR and BISOFTNS-ECD allowed to run for only the same average runtime taken 
by FLOC (760 sec) they are also able to produce larger biclusters with smaller aver-
age MSR than FLOC. 

Table 1. Performance comparison on yeast dataset 

Algorithm     Avg. MSR Avg. size   Avg. gene  Avg. cond.  
CC  204 1576 167 12 
FLOC  187 1825 195 12.8 
BISOFTNS-DSC 289 1136 189 6.82 
BISOFTNS-ECD 273 7895 548 14.26 
BISOFTNS-COR 248 8251 567 14.92 

 
BISOFTNS-DSC has the lowest average size and the highest average MSR but at 

the same time it the most efficient and it takes only 15% of the runtime of FLOC to 
produce this results. However, since data discretization reduces the level of informa-
tion, relying only on discrete data is unsafe. Therefore, unless the discretization is 
extremely accurate, an algorithm on continuous data is mandatory. The key idea is to 
use the result of biclustering on discrete data as a starting point for biclustering on 
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continuous data.  The main advantage of the proposed model is that the same algo-
rithm is applicable for both discrete and continuous data. 

Low average MSR biclusters are of no interest to a biologist if those are not bio-
logically relevant. Therefore, tests have been performed on the yeast genome to assess 
the number of biclusters significantly enriched by GO annotations, and the algorithm 
BISOFTNS-COR proved its aptitude to detect biologically relevant biclusters. Out of 
the 100 produced biclusters, 82 were enriched by annotations. All enriched biclusters 
found by our algorithm had annotations with very low p-values. None of them is 
higher than 0.1 percent, and therefore, they are highly significant.  

5 Conclusions 

This paper proposes an iterative semi-possibilistic approach for biclustering based on 
randomized search. The proposed algorithm starts from small initial biclusters and 
iteratively minimizes the average dissimilarity while maximizes the size of biclusters 
by changing the memberships of rows/columns by small step. From experimental 
results and algorithm analysis, the following points can be concluded:  

• The proposed algorithm is applicable to both discrete and continues data using any 
acceptable definition for dis(similariy). Euclidian distance gives a lower performance 
than correlation.   

• Possible actions on biclusters are not limited to addition and deletions such as FLOC 
and CC. This flexibility allows producing much larger biclusters within the same pre-
set thresholds.  

• The proposed approach allows constraints to be put on accepted biclusters. 
• A low variance among the 20 runs used in computing the results shows that the hybr-

id search strategy reduces the sensitivity of the proposed algorithm to input parame-
ters and conditions.  

• The randomized search approach reduced the complexity of the proposed algorithm. 
• The ability of the proposed algorithm of not being stuck in local minima early such 

as in FLOC can allow a user friendly stopping criteria.   
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Abstract. Wireless Sensor Networks (WSNs) are the type of networks that are 
currently used in many applications.  Some of these applications are critical 
and their information is very sensitive e.g. battle field and health care monitor-
ing. Any transferred data has to be known from where it comes. In other words, 
most of the WSNs applications depend mainly on the location of each node in 
the network. In fact, the location may affect the decision to be made. The im-
portance of localization is not only due to location identification but also it pro-
vides the base for routing, density control, tracking, and number many of other 
communication network aspects. Therefore, it is very important that each node 
reports its location accurately. Unfortunately, GPS is not suitable for WSNs due 
to its cost in terms of nodes consumed energy as well as its availability. Many 
localization algorithms are proposed for WSNs; however, their accuracy is the 
main concern. This paper is designated to help the WSNs designers in selecting 
suitable localization algorithm for their applications. The paper presents as well 
as implements different localization algorithms and evaluate them.  

Keywords: Localization, DIL, HiRLoc, SeRLoc, PTA, RAL.  

1 Introduction 

With the advanced of MEMS technology, sensing devices became smarter and com-
pact. Sensors are capable to auto-configure themselves and form a wireless network. 
In addition, WSNs are used in many critical applications including health care, mili-
tary, and environmental monitoring. Accurate sensors’ locations represents as one of 
the important parameters that is reported with each message to the base station (sink 
node). GPS is one of the technologies that are used for location identification. How-
ever, GPS is still an expensive technology; at the same time, it consumes large 
amount of energy from the sensor nodes. In addition, GPS is not available in many 
places in which it limits the usage of WSNs.  

Other than the GPS, there are many schemes/algorithms that are recently proposed 
for localization in WSNs. These schemes could be classified into range-based and 
range-free schemes as shown in Figure 1. Our interest in this paper is the range-free 
algorithms and we focus only on some of the recent algorithms that are widely used in 
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many applications. The paper discusses DIL, HiRLoc, SeRLoc, PAT, and RAL 
schemes. In addition, the paper shows our implementation to these algorithms and our 
point of view on the efficiency of such schemes. In this paper, the localization error is 
considered as the main criteria for evaluating these schemes. 

The paper is organized as follows: in the next section elaborates on the different 
localization algorithms; section 3 explores the performance evolutions in terms of 
different case studied; finally the paper concludes in section 4.  

 

Fig. 1. Localization schemes 

 

Fig. 2. Location computation of 
normal node with help of one bea-
con node [7] 

2 Localization Algorithms 

Fortunately, there are many localization algorithms proposed to solve the problem of 
sensor location determination. As mentioned, the algorithms could be classified to 
range-based and range-free algorithms as given in Figure 1. In range-based algo-
rithms, the node could estimate its location according to: 1) Time of Arrival (TOA) in 
which the node location depends on propagation time [1]; 2) Time Difference of  
Arrival (TDOA)  [2] [3] [4] in which the location information is estimated based the 
distance between two nodes given the time difference between arriving of different 
messages; 3) Angle of Arrival (AOA) where sensors locations are computed based on 
estimate the angle between two neighbor nodes [5]. 4) Received Signal Strength  
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Indicator (RSSI) that estimates the location by translates signal strength to distance 
and consider multi-path fading and interference  [4] [6]. These methods are not suitable 
for WSNs due to either the usage of GPS which is expensive and not available every-
where or due to the required hardware for nodes to apply the previous techniques.   

2.1 Range-Free Localization Schemes 

The main advantage of Range-free algorithms is minimizing the localization error 
without any additional hardware cost. The range-free algorithms, in most of the cases, 
estimate the location of normal nodes (which location is unknown) from the signals 
sent by locator and beacon nodes (which locations is known). There are many para-
meters that directly affect estimation error in range-free localization algorithms: 

1- Node density(ND) 
2- Anchors heard (AH) 
3- Anchors to node range ratio (ANR) 
4- Anchor percentage (AP) 
5- Degree of irregularity (DOI) 

In the following subsections, we focus on the most recent algorithms as well as the 
most used in WSNs. We briefly explore the operations of DIL, HiRLoc, SeRLoc, 
PAT, and RAL algorithms.  

 
2.1.1 Distributed Localization (DIL) Algorithm 
DIL algorithm proposed in  [7] considers three types of nodes normal nodes (have no 
location information), beacon nodes (have location information), and anchor or loca-
tor nodes (have angle information). Normal and beacon nodes are assumed that they 
are deployed randomly over the network while anchor nodes are deployed manually 
or randomly as well. In addition, the WSN is divided into several clusters with each 
one should be have at least one anchor.  

For the algorithm to operate, it assumes a rectangular outdoor monitoring region 
and it assumes that normal nodes get their angle information from anchor nodes. 
Moreover, nodes are assumed to be deployed on m × n monitored area and the com-
munication range of the anchor node is double the sensing range,   RA = 2Rs, where 
Rs is the sensing range of each normal node. 

DIL is simply described in Algorithm 1. More details of Algorithm 1 is discussed 
by explaining the distance measurement and computing the coordinates steps.   

• Distance Measurement 
DIL uses the received signal strength indicator (RSSI) to obtain the distance between 
the beacon nodes and normal nodes. Certainly, due to the usage of RSSI, the wireless 
communication channel could be affected by fading and shadowing. Therefore, aver-
age path loss is computed according to the Equation (1).  
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Algorithm 1:  
Initialize: 
Waiting time Tn for each normal node; 

All fields of coordinate table = { ϕ }; 
Start: Node deployment strategy; 
Do 
{ 
For each Anchor node: 

Check: Neighbors of each normal node; 
Measure: Angle information for 
each neighbor of normal nodes; 
Transmit: Angle information to each normal node; 
For each Beacon node: 
Broadcast the beacon packets; 
For each Normal node: 

Setup: Waiting time Tn;
Do 
{ 
Listen to the network; 
If (any beacon packet is received) 
Translate: RSSI into Distance; 
Start location computation; 
Update the coordinate table; 
End If 
} While (Tn is not expired); 
Calculate: Final result from all entries of the 
table; 
Output: Normal node’s location; 
} 
End ( ) = ( )  10  log                     (1) 

where n is the path loss exponent, which depends on the specific propagation envi-
ronment, d is the distance between Transmitter and Receiver, Pr (d) represents the 
received signal strength indicator (RSSI), Pt (d0) represents the transmission power at 
reference distance (d0), and Xσ is a random variable, which accounts for the random 
variation of the shadowing effect and is supposed to be Gaussian distribution with 
zero mean random variable (in dB) with standard deviation σ (also in dB).  

From equation (1) we can deduce equation (2) to calculate the distance d as follow: 
 d =  d 10 ( ( ) P ( ) X )                            (2) 
 

• Coordinate Computation 
As assumed, normal node must have received location information from at least one 
beacon node and angle information from one anchor node to calculate its own loca-
tion. In addition, normal node must wait for a predefined timeout Tn units to receive 
RSSI value from beacon node. Based on this information, Figure (2) explains the 
location information computation process.   

According to  [6], let (x, y) be the coordinate of the normal node, (x1, y1) be the lo-
cation of a beacon node B1, and (xa, ya) be the location of an anchor node. Distance 
between the beacon and normal node is d1. 

Let the angle between the anchor node’s x-axis and the line joining the normal and 
anchor node be θ. Based on these information, we can obtain two equations as follow: = tan                               (3) 

where k is a constant, which is obtained by substituting location of the anchor node. = tan                            (4) 

Taking communication range of a beacon node as a uniform circular disc, Equation 
(5) can be obtained as follows: ( ) ( ) =                             (5) 
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Substituting Equation (3) in Equation (5) and upon simplification, Equation (6) can be 
obtained. (1 ) (2 2 tan 2  tan ) = 0            (6) 

where, R is = 2                        (7) 

Since Equation (6) is a simple quadratic equation, x coordinate of the location of the 
normal node can be calculated easily. Now y coordinate of the location can be ob-
tained by substituting value of x in Equation (3).  

 
2.1.2 HiRLoc: High-Resolution Range Independent Localization Scheme 
In this section we will discuss the HiRLoc scheme  [8]that allows sensors to determine 
their location with high accuracy even in the presence of security threats. However, 
we are not interested in the security threats discussed by HiRLoc. Our interest here is 
the localization techniques proposed in HiRLoc.  The algorithm considers that there 
are two types of nodes: locator/anchor nodes which transmit beacons with location 
information and normal nodes (unknown location nodes).  

The algorithm considers that normal nodes determine its own location by received 
beacon signal from locator. The beacon signal transmitted by locator node contains 
locator coordinates, angle of directional antenna, and locator communication range. 
Locator nodes updated this information every time and retransmit it to normal nodes. 

Normal nodes can define Locator sector area Si(j) based on beacon information. 
Let LHs(j) denotes the set of locators heard by a sensor s during the jth transmission 
round. By collecting beacons from the locators Li LHs(j), the normal node or sensor 
can compute its location as the Region of Intersection (ROI) of all the sectors Si(j). 
The ROI after the mth round of beacon transmissions can be expressed as the intersec-
tion of all the sectors corresponding to the beacons available at each sensor as given 
by the following equation:   

ROI(m) = ( )| ( )|                                                       (8)  
From equation (8), the sensor position is located inside ROI. Therefore, localization 
error can be reduced by reducing the size of ROI. This can be done by reducing the 
size of the sector areas Si(j) and, increasing the number of intersecting sectors Si(j). In 
our implementation to the reduction of ROI will be considered by varying the direc-
tion of their antennas, and varying the communication range via power control.  

There are two different methods to determine the ROI as follow: 1) by computing 
the intersection between all locator sectors, and 2) by estimating ROI after every 
round and the intersection with the previous ROI. These two methods are called by 
HiRLoc-I and HiRLoc-II.  

In HiRLoc-I, the estimation of the ROI is computed by collecting all beacons 
transmitted by each locator over time, intersecting all sectors of each locator and then 
intersecting the outcome as given in equation (9). 
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ROI(m) = ( )| |                                                    (9) 

The algorithmic steps performed for HiRLoc-I is summarized in Algorithm 2 and 
described as follows:  

Step 1: Initial estimate of the ROI: in this step, the sensor determines the set of loca-
tors LHs that will be used to determine the location of sensor. 
Step 2: Beacon collection: here, sensors are updated by changes in antenna orienta-
tion and locator communication range by the beacons signal.    
Step 3: Determination of the ROI: it means achieving computation of ROI based on 
the boundary lines of locator to reduce the computational complexity. 

In HiRLoc-II, the sensor computes the ROI by intersecting all collected information 
about locator at each transmission round as per equation (8). At a transmission round 
m the sensor intersects the newly acquired sectors as described in step 3 of Algorithm 
1, and computes ROIm using equation (10). 

 ROI = ( )| ( )|                                                     (10) 

 
Then, the sensor intersects the ROIm with the previous estimate ROI (m - 1) to acquire 
the current estimate, ROI (m) = ROIm.  

 

2.1.3 SeRLoc: A Secure Localization Scheme  
In this Section we describe SeRLoc scheme  [9]that enables sensors to determine their 
location based on beacon signal containing location information transmitted by the 
locators. Again the algorithm considers two types of nodes which are normal nodes 
and anchor or locator nodes. 

The idea is that each locator transmits beacon signal contains locator coordinates, 
and angle of antenna to determine location sensors as shown in Figure 3.  

As shown in Figure 3(a), a sensor s is able to hear four locators which are L1, L2, 
L3, and L4. Sensor s determines its position by executing a four step algorithm as  
follows: 

Step 1: the sensor hears from different locators and collects the beacons signals 
transmitted from locators.  
Step 2: the sensor determines an approximate search area within which it is located 
based on the coordinates of the locators heard.  
Step 3: the sensor computes the overlapping antenna sector region using a majority 
vote scheme. 
Step 4:  the sensor determines its location as the center of gravity of the overlapping 
region.  
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Fig. 3. (a) Locators L1 − L4 transmit beacons at each sector and sensor s estimates its location,  
(b) Determination of the search area, a rectangular area of size less than R2, (c) A rectangular 
area of size greater than R2   [9] 

2.1.4 Power Tuning of Anchors (PTA) 
In PTA algorithm  [10] it is assumed that all the locators are capable to tune their 
transmission power and transmit beacon signals at different power levels starting from 
maximum to minimum received by the normal nodes or sensors. Once more, the algo-
rithm considers two types of nodes which are normal nodes and locator or anchor 
nodes. In addition, the algorithm assumes the mobility of normal nodes.  

Algorithm 2: L  : (X , Y ) θ , (1),θ , (1) R (1)  

s : define LHs = L  : s L R (1)  

s : define As = [Xmax– Ri(1), Xmin– Ri(1), 

Ymax – Ri(1), Ymin+ Ri(1)]                          

s : store S←Si(1) : { (Xi, Yi) θ , (1),θ , (1) R (1) }, 

 

j=1 

for k=1 : Q–1 

   for ω = 1: N – 1 

    j++ 

    L reduce R(j) = R(j – 1) – 
( )

 

    L : broadcast (X , Y ) θ , (j),θ , (j) R (j)  

     s : S ←Si(j) : { (Xi, Yi) θ , (j),θ , (j) R (j)}, 

  : s L R ( )  

End for 

   j++  

Ri(j) = Ri(1),   

   L rotate θ (j) =  θ , (j 1)  πMQ , θ , (j 1)  πMQ  

   L broadcast Li : (X , Y ) θ , (j),θ , (j) R (j)  

    s : store S ←Si(j) : { (Xi, Yi) θ (j),θ (j) R (j)}, 

   : s L R ( )  

End for 

 s : compute ROI = S
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Location determination for each mobile node is done by using the received beacon 
signals from different three locators. The mobile node then acknowledges the locators 
and requests for retransmission of beacon with reduced power. After that, locators 
will reduce the power level and retransmit the beacon signals again. Mobile nodes 
select two power levels for each selected locator(e.g. P4 and P5 as shown in Figure 4) 
; based on this information mobile node can determine its own location.  More details 
could be found in [10]. 

 

 
 

Fig. 4. Beacon Packet Transmission with 
Different Power Levels  [10] 

 

Fig. 5. Restricted-area I  [11] 

2.1.5 Restricted Area Based Localization (RAL) Algorithm 
RAL algorithm algorithm considers two types of nodes which are normal nodes and 
locator or anchor nodes.  Location determination for normal node is done by measur-
ing the received signal at normal node according to different power levels for locator 
and using radio connectivity and principle of perpendicular bisectors are used to form 
restricted-area I as shown in Figure 5. More details could be found in  [11]. 

3 Performance Evaluation 

After the implementation of the four algorithms, DIL, HiRLoc, PTA, and RAL, the 
comparison of between these algorithms is introduced in this section.  The main cri-
terion for the comparison is the localization error of each algorithm in compared to 
others with different network settings.  Five case studies are explored in this section; 
in the first case study, the impact of locator radius on the localization error is studied. 
In the second case study, the effect of changing the number of the used beacons on the 
localization error is investigated. In the third case study, the localization error is com-
puted when the beacons radiuses are changed. The experienced location error is also 
computed when locator beam width changed in case study 4. In case study 5, a com-
parison has been made between all of the algorithms in terms of the possibility of 
location detection and execution time. 

Locator   

Pi power level of Locator Node 

Locator node 

Normal Node 

Intersection point 
Restricted-Area I 
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Throughout these experiments, a deployment field of 549 x 514 units is considered. 
In addition, the number of deployed nodes in this area is 200 nodes. The results of these 
case studies are the average over 10 runs with different problem settings. A snapshot of 
our simulator which is a modification to the simulator is shown in Figure 6.  

Before going through the cases studies, we summarized the characteristics of the 
four localization algorithms in Table 1. 

Table 1. Characteristics of the different algorithms 

Parameter DIL HiRLoc PTA RAL 
Locator Antenna 
type  

Directional Directional Omni-  
directional 

Omni-  
directional 

Mobility N/A limitation the mobility of 
locators within the range 
of sensor 

No limitation 
for mobility 

No limitation 
for mobility 

Possibility of  
location detection 

Low high medium high 

Execution 
time(complexity) 

low high medium low 

 
 

Case Study 1: Localization Error vs. Locator Radius 
In our first case study, we study the impact of locator radius on the localization Error. 
The locators’ radiuses change from 250 to 500 units as shown in Figure 7. The aver-
age results show that average localization error seems to be fixed for all algorithms 
but RAL. RAL turns to be inefficient in terms of localization error with changing the 
locators’ radius. However, its performance seems reasonable with very low locators’ 
radiuses.  The results only show that DIL is the most stable algorithm with different 
locators’ radiuses.  In addition, PTA and HiRloc works fine till the locators’ radius 
reaches a certain point, 400 in our case, then the error percentages suddenly increases. 
After deeply investigating these algorithms, we found that when the radius of the 
locator increases more than the radius of the sensors, the error percentages increases 
sharply.  

 
Case Study 2: Localization Error vs. Number of Beacons  
Here, we study the impact of number of beacons on the localization Error. As shown 
in Figure 8, the number of beacons varied from 10 to 60. The average results shows 
that HiRLoc and RAL having almost the same error rate and they are stable with the 
increasing the number beacons. On the other hand, PTA shows a large error rate al-
most all the time and it is slightly increasing with the increase of number of beacons. 
Another conclusion can be drawn from the presented result is that DIL may expe-
rience unexpected error fluctuation with increasing the number of beacon.   

 
Case Study 3: Localization Error vs. Radius of Beacons 
In this test case the radius of the beacon itself is changed. As shown in Figure 9,  
the beacon radius is varied from 40 to 90 units. As can be seen in the Figure, the  
localization error is almost fixed in all algorithms; however, the minimum localization 
error in this case is reported by HiRLoc algorithm.   
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Case Study 4: Localization Error vs. Locator Beam Width 
Figure 10 depicts the relation between the variations of locator beam width in the 
localization Error. In this set of experiments, the beam width is changed from 15 units 
to 60 units.  Again, the most stable algorithms in terms of location error are HiRLoc 
and RAL. In addition, PTA algorithm is stable as well with high location error. How-
ever, DIL seems to fluctuate with beam width changing.   

 

 

Fig. 6. Simulator snapshot 

 
 

 

Fig. 7. Impact of Locator Radius in Localiza-
tion Error 

Fig. 8. Impact of number of Beacons in 
Localization Error 

 
Fig. 9. Impact of Radius of Beacons in Locali-
zation Error 

 

Fig. 10. Impact of locator beam width in 
Localization Error 

 

Fig. 11. Comparative chart between simulation 
output parameter 
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Case Study 5: Possibility of Location Detection and Algorithm Execution Time of 
all Algorithms 
In this case study, we compare between all algorithms in terms of possibility of loca-
tion detection and algorithm execution time. In this set of experiments, a large number 
of simulation cases are merged including different problem settings. Figure 11 shows 
the average results of the comparison. As can be seen, although DIL almost has the 
lowest running time but its possibility to detect nodes location is very low. On the 
other hand, it seems that RAL, on average, has best performance among all of the 
algorithms since it has the lowest running time and the best percentage of locating the 
nodes. Although HiRLoc has a very good percentage of location the nodes but its 
execution time is the worst.  

4 Conclusion and Future Work 

In this paper, we implemented four of the main localization algorithms and compared 
among them with different problem settings. Our comparison will be helpful for 
WSNs designers in selecting the best localization algorithm to use. In our future work, 
we will study the effect of different mobility models on these algorithms.  
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Abstract. Sentiment classification is the most active field in opinion mining 
that aims to determine whether an opinionated text expresses a positive, nega-
tive or neutral opinion. Existing lexicon based sentiment classification methods 
are unable to deal with context or domain-specific words. To solve this prob-
lem, Word Senses Disambiguation (WSD) is useful to identify the most related 
meaning (sense) of a word in a sentence. In this paper, a sense level sentiment 
classification method is proposed that determine the sentiment polarity of words 
using graph based WSD algorithm and a multiple meaning (sense) sentiment 
lexicon. To evaluate the impact of WSD on sentiment classification, the pro-
posed method compared against a baseline method using two subjectivity lex-
icons, namely the MPQA and SentiWordNet. Experimental results using a 
benchmark dataset show that the WSD is effective for sentiment classification. 

Keywords: opinion mining, sentiment classification, word sense disambigua-
tion, context dependent word. 

1 Introduction 

In recent years, with the rapid growth of social media, such as forums, blog, discus-
sion boards and social networks, people can freely express and respond to opinion on 
variety of topics. Thus, a very large amount of user-generated content has been avail-
able on the Web. However, the high volume of reviews makes it difficult for individ-
uals and organizations to read and understand all of them. To solve this problem, a hot 
research area has recently emerged, which is called opinion mining and sentiment 
analysis. Sentiment classification is the most active field in opinion mining that aims 
to determine whether an opinionated text expresses a positive, negative or neutral 
opinion. Sometimes, subjectivity classification is used as an input data pre-processing 
step for sentiment classification. Sentiment classification is applied at word-level, 
sentence-level, document-level and feature/aspect-level using different methods rang-
ing from unsupervised to supervised approaches that can be categorized into two main 
methodologies: semantic-orientation and machine learning approaches[1-4]. In the 
semantic-orientation approach, a text is classified based on average polarity of 
words/phrases containing positive or negative sentiment using a sentiment lexicon 
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and linguistic rules. This lexicon consists of a list of opinion words and their polarity 
(positive, negative or neutral). In fact, this approach works at word-level to classify at 
sentence or document-level. One of the shortcomings of these methods is that they are 
unable to deal with context or domain-specific words. For example, the word “fight” 
expresses a positive sentiment in “the football team was full of fight” while is nega-
tive in “the people are always fighting”. Words have different meaning (sense) in 
different context, and their sentiment polarities are different. Thus, to have better 
result in classification, it should be applied at sense-level rather than word-level. In 
this paper, a sense-level sentiment classification method is proposed. In this method, 
first, the most related sense of word is found according to its context and then the 
sentiment of word is determined using the multiple meanings sentiment lexicon. To 
find the related sense of words, WSD method is useful. WSD is an active field of 
natural languages processing to identify more related meaning of a word in 
a sentence. The graph based WSD algorithm builds a graph corresponding to a word 
sequence from WordNet [5] and then finds the stronger link as a related sense [6]. In 
this research, this algorithm is used for sentiment classification due to its high accura-
cy of performance. By using this strategy the problem of context dependent will be 
solved in sentiment classification. The remainder of the paper is organized as follows: 
Section 2 provides a review of related work on sentiment classification methods. Sec-
tion 3 provides the research design. Section 4 shows the experimental results. Finally, 
Section 5 outlines conclusions. 

2 Related Works 

In the semantic-orientation approach, a text is classified based on average polarity of 
words/phrases containing positive or negative sentiment using a sentiment lexicon 
incorporated to syntactic rules. In recent years, two kinds of approaches have been 
proposed to build a sentiment lexicon: thesaurus and corpus based. Thesaurus based 
approach aims to grow a small set of seed opinion words using their synonyms, anto-
nyms, and hierarchies in a thesaurus, e.g., WordNet [5] to generate a sentiment lex-
icon based on a bootstrapping process [7-10]. 

WordNet is an online lexical reference system whose design is inspired by psycho-
linguistic theories of human lexical memory. The WordNet lexicon contains nouns, 
verbs, adjectives, and adverbs. Lexical information is organized in terms of word 
meanings, rather than word forms. Senses in the WordNet database are represented 
relationally by synonym sets (synsets) that sets of all words sharing a common sense.  

In this essence, Kim and Hovy [7] adopted the method which is based on synonym 
and antonym lists originated from WordNet to calculate the probability of sentiment 
polarity of words. Kamps et al. [11] used a hypothesis that synonyms have similar 
sentiments. They used related synonyms from the thesaurus in order to construct a 
lexical network; consequently, the sentiment of the word can be measured with the 
distance from seed words (‘‘good’’ and ‘‘bad’’). Furthermore, Hu and Liu [8] im-
proved the method of Kamps et al. by using both synonyms and antonyms in order to 
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construct lexical network. After that, Esuli and Sebastiani [12]found the sentiment of 
words according to the glosses of subjective terms. 

MPQA [13] and SentiWordNet [9, 10] are also two popular sentiment lexicon. 
MPQA lexicon consists of over 8,000 subjective single-word clues. SentiWordNet is 
Built upon WordNet. In SentiWordNet each synset of WordNet is automatically  
annotated with three sentiment scores regarding their positivity, negativity, and objec-
tivity. Many researchers have used SentiWordNet as the sentiment lexicon. 

Corpus-based approaches expand a seed list of opinion words using syntactic or 
co-occurrence patterns in a large corpus[1, 14]. Since the corpus-based approach is 
inherently context based, it can handle domain and context-specific opinion words; 
unlike the thesaurus based approach. On the other hand, thesaurus-based approach is 
more effective than corpus-based, because it is difficult to prepare a huge corpus. 

Recently some researchers have addressed the context dependent problem for 
words such as “high, small, low, and etc.” Ding et al. [3] proposed a holistic lexicon-
based approach that deals with context dependent opinion words using three rules 
based on contextual information in other reviews and sentences in same domain. 
Shortcoming of this approach is that, it is limited to a specific domain. Wanton et al. 
[15] used WSD-based method in a corpus of newspaper quotations. They worked on 
two-word phrases as ambiguity terms, and used the sources of SentiWordNet [10] and 
General Inquirer (GI) [16] to calculate the sentiment polarity. The weaknesses of this 
method are that it is unable to disambiguate words in sentence and used sources are 
not annotated based on sense polarities. 

Wu and Wen [17] focused on 14 adjectives such as “large, small, many, few, high, 
low, and etc.”, as Dynamic sentiment ambiguous adjectives (DSAAs). They defined 
the semantic expectation for nouns that shows the tendency of polarity. They pre-
dicted semantic expectation for nouns using search engine, and determined the senti-
ment of word based on semantic expectation and DSAAs. The performance of this 
method is depending on search engine. 

3 Research Design 

The proposed method aims to determine the sentiment of words based on the most 
related sense of words. In order to develop this method, a multiple meanings senti-
ment lexicon is needed. To construct this lexicon, a bootstrapping technique is applied 
that start with a list of seed words and uses the synonyms and antonyms of words to 
enlarge this list from WordNet. In this paper, SentiWordNet is used as a multiple 
meanings sentiment lexicon. 

Firstly, in this method the most related sense of word is found according to its con-
text and then, the sentiment of the word is determined using the multiple meanings 
sentiment lexicon. To find the related sense of words, graph based WSD algorithm [6] 
is used. 

This algorithm builds a graph corresponding to words sequence from WordNet and 
then finds the stronger link as a related meaning (sense) of target word. Figure 1 illu-
strates the framework of proposed approach. 



354 A. Jalilvand and N. Salim 

 

 

 

 

 

 
 
 

Fig. 1. Framework of WSD Based Sentiment Classification 

For example, consider the sentence “people are always fighting”. In the first step, 
preprocessing (POS Tagging, Shallow Parsing and Stemming) will be applied. After 
preprocessing, “people” and “fight” as entity and target words are identified respec-
tively. Then, all different senses of “people” and “fight” words are extracted from 
WordNet which are four and nine respectively. To build the graph of words, four 
different senses of “people” in WordNet and the important words in their glosses are 
connected to “people”. Then these words are followed leading to “fight” using depth-
first search (DFS). To assign the most related senses of “fight”, the shortest path be-
tween the two words is found using connectivity measure of degree centrality[6]. 
After finding the appropriate sense for “fight”, its sentiment polarity is determined 
using multiple meanings sentiment lexicon[10]. 

4 Experiments and Result 

In this section, experimental results are presented and discussed. To evaluate the im-
pact of WSD method on sentiment classification, the proposed method is compared 
against a baseline method that determines sentiment of a review, using aggregated 
sentiment score of its words based on two different sentiment lexicons. Results evalu-
ated using standard evaluation measures accuracy based on same data set.  

4.1 Dataset Description 

Two publicly available datasets will be used in this research. The movie review 
(MR)1 crawled from the IMDB movie archive consists of 1000 positive and 1000 
negative movie reviews [2], and the multi-domain sentiment(MDS)2 used by Blitzer 
et al.[18] crawled from Amazon.com containing four different types of product re-
views (Book, DVD, Electronics and Kitchen). This dataset contains 1000 positive and 
                                                           
1 http://www.cs.cornell.edu/people/pabo/movie-review-data 
2 http://www.cs.jhu.edu/~mdredze/datasets/sentiment/index2.html 
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1000 negative examples for each domain. Pre-processing was performed on both of 
the datasets. Firstly, punctuation, numbers, non-alphabet characters and stop  
words were removed. Secondly, Porter’s stemmer[19], Stanford POS tagger3 and 
parser4 were performed to identify phrases in the form of a pair of head term and 
modifier. Summary statistics of the datasets before and after preprocessing are shown 
in Table 1. 

Table 1. Dataset in the number of words 

Dataset MR 
 

MDS 
Book DVD Electronic Kitchen 

Corpus size(before  
pre-processing) 

674,662 214,350 212,413 146,159 129,587 

Corpus size(after  
pre-processing) 

450,032 120,553 119,887 74,996 64,443 

4.2 Baseline Method 

In this method, first, positive and negative words are extracted from review docu-
ments and then simply assign a score +1 and -1 to positive and negative words respec-
tively based on sentiment lexicon. A document is classified as positive if the sum of 
score is above zero and as negative if is below zero. This method was implemented 
using two subjectivity lexicons, namely the MPQA[13] and SentiWordNet[10]. 
MPQA subjectivity lexicon contains 2,718 positive and 4,911 negative words. Senti-
WordNet is a multiple meaning sentiment lexicon. It is automatically annotated from 
WordNet. In SentiWordNet, each synset has three sentiment scores regarding how 
positive, negative, and objective. Since, in this method work based on single meaning 
of words, the first sense of words which is more important sense is considered as 
opinion words. It should be noted that these lexicons are domain-independent. 

4.3 Proposed Method 

In contrast to the baseline method, our method considers different sentiment polarities 
for words based on their different meanings in the context. To find the related mean-
ing (sense) of words, graph based WSD algorithm [6] is used. After finding the ap-
propriate sense, sentiment polarity is determined using multiple meanings sentiment 
lexicon. In this paper, SentiWordNet is used as a multiple meanings sentiment lex-
icon. Because each word in SentiWordNet has multiple senses, we calculated the 
sentiment polarity of each sense from the three polarity scores (positive, negative, and 
objective) using a sentiment polarity calculation strategy adopted from previous lite-
rature [20] (Figure 2). 

 

                                                           
3 http://nlp.stanford.edu/software/tagger.shtml 
4 http://nlp.stanford.edu/software/lex-parser.shtml 
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Fig. 2. Sentiment polarity calculation strategy 

4.4 Results 

Table 2 gives the experimental results for sentiment classification at document level 
using the baseline and proposed methods. The standard evaluation measures of accu-
racy used to evaluate performance of methods. From table 2, we observe that the pro-
posed method yield results better than baseline method in different experiment. This 
improvement shows that WSD is useful to determine the sentiment polarity of words 
at sense level using the multiple meanings sentiment lexicon.  

Table 2. Experimental results for baseline and proposed methods(accaracy%) 

Method MR MDS 
Book DVD Electronic Kitchen 

MPQA 65.90 61.95 63.40 60.30 61.85 
SentiWordNet 60.60 59.50 59.75 58.25 59.30 
Graph based WSD  67.15 63.70 65.60 63.80 64.60 

5 Discussion and Conclusion 

In this study, a sense level sentiment classification method was presented. However, 
words have different meanings (senses), but they don’t necessarily represent the same 
sentiment polarity. The existing methods only consider one of the different senses for 
words; thus, they cannot deal with context dependent problems. The proposed method 
determines the sentiment polarity of each word based on its most related sense in the 
context; therefore, has better result in comparison with current lexicon based senti-
ment classification approach. To find the most related sense of words, a graph based 
WSD algorithm is applied. The proposed method was compared to a baseline method 
using two subjectivity lexicons (MPQA and SentiWordNet). The experimental results 
is shown the proposed method outperform the current method. It can be concluded 

If (score(sense)  > 0.5 or (score(sense)  = (score(sense)  
   Sentiment polarity (sense) =neutral 
Else 
    If (score(sense)  > (score(sense)   
       Sentiment polarity (sense) =positive     
    Else 
       Sentiment polarity (sense) =negative     
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WSD can be a useful part of an opinion mining system. We plane to apply WSD in 
machine learning sentiment classification approach. 
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Abstract. Light has been shed recently on the usage of requirements-based 
testing where requirements-based models, specifically UML models, are used in 
proposing test cases’ generation models. In this paper, an automated prototype 
called “Test Cases Automatic Generator” (TCAG) is proposed, implementing 
an introduced enhanced technique for generating reduced, hybrid coverage and 
multi-testing types test cases from activity diagrams with a minimum user in-
tervention. After their generation, the final test cases are captured using one of 
the well known automatic capture-replay tools and are executed generating 
summary reports. A traceability matrix called “Test cases Traceability Matrix” 
(TTM) is proposed and used by one of the well known requirements manage-
ment tools to trace the final generated test cases to their initial requirements. 
Qualitative and quantitative evaluation of the proposed prototype is made, un-
der different processing speeds, showing the improved performance over its 
previous releases and over a closely related prototype as well.  

Keywords: Requirements-Based Testing (RBT), Category partitioning, Test 
cases generation, Automatic capture-replay, Requirements management. 

1 Introduction 

Requirements-Based Testing (RBT) refers to the type of testing process that focuses 
on deriving a test model using different types of requirements models as formal  
models, then converting this test model into a concrete set of test cases [1], [2]. The 
requirements models can be behavioral, interactional, or structural models. During the 
past decade, many researchers have been trying to automate the generation of test 
cases from different models [3]. Activity diagram is an important type of diagrams 
among 13 other diagrams supported by UML 2.0. It is used for business modeling, 
control and object flow modeling, complex operation modeling etc. The main advan-
tage of this model is its simplicity and ease of understanding the flow of logic of the 
system. 

To ensure a full coverage of respective requirements, the generated test paths require 
a metric that can tell whether they are of high coverage of not. The cyclomatic complex-
ity metric developed by McCabe (1976) [4] measures the complexity of a program or 
module by determining the number of independent paths achieving by that the full line 
coverage rather than the full path coverage, which is practically impossible.  

Test data is required for the execution of test cases. There exist several partition test-
ing methods like Equivalence Partitioning, Category Partition, and Domain Testing 
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[5]. They depend on building a model that partitions the input space of the test object 
into subsets/partitions based on the assumption that all points in the same subset result 
in a similar behavior from the test object. Once the final test cases are generated, they 
are ready for capturing and execution. There are many commercial and non-
commercial tools that automatically or manually execute test cases [6-15]. Tracing the 
test cases to their corresponding use cases eases the handling of continuous change 
requests. Many commercial requirements management tools [16], [17] can be used to 
create several traceability matrices.  

This paper is structured as follows: the second section discusses some related 
work. In the third section, the proposed model’s architecture is explained. In the 
fourth section, an implementation of the proposed prototype is explained supported 
with a case study. In the fifth section, an experimental evaluation of the proposed 
prototype is shown. The last section includes the conclusion.     

2 Related Work 

Many researchers during the last decade have implemented tools that generate test 
cases from different models whether UML models or other types. Since the UML 
models are the concern of this paper, tools related to them are presented as follows: 

UMLTGF is a tool that generates test cases from simple activity diagrams [6] that 
ensure executing loops at most once. However, it restricted having only pairs of 
branches, merges and fork-join structures. Besides, any fork node can only have two 
outgoing edges. Moreover, there is no proof that the conditional threads in the fork-
join structures were handled. Cow Suite is another tool that generates test cases from 
UML models but according to structural coverage criteria [7]. It covers a wide range of 
functional areas but without guaranteeing the coverage of all of them.  

Conformiq Designer is a Commercial tool implemented in Eclipse where models 
can be created as UML State Machines and in Qtronic Modeling Language (QML) 
[8]. PyModel is one more tool that supports offline and online testing. It uses a com-
position of scenario control and coverage being met by test cases generated [9]. Test 
Designer tool is the successor of BZ-Testing-Tools and Leiros Test Generator, and 
now is a commercial product, where the system under test is first represented with 
UML models enriched with OCL constraints [10]. SCOOTER tool is another tool that 
generates test cases using UML models. It builds an intermediate model called State 
Collaboration TEst Model (SCOTEM) mentioned in [11], [12] from UML collabora-
tion diagrams and state machines, and then generates tests from it according to vari-
ous control-flow criteria. 

Furthermore, the testing process does not stop at the test cases generation. There 
are many companies that released commercial test capturing and executing tools that 
use the automatic capture-replay technology to generate script-based or keyword-
based test cases. Some of those commercial tools are: Automated QA Test Complete 
tool [13], IBM Rational Robot [14] and IBM Functional tester [15]. They are auto-
mated testing environments that depend on capturing and recording all the users’ 
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actions and storing them as scripts which are considered the test cases procedures that 
can be replayed again on other versions of the application under test. 

3 The Proposed Architecture 

The proposed model is an enhancement of our previous initial model [18] that was 
modified in [19] then in [20]. The enhanced architecture is shown in Fig. 1. The pro-
posed enhanced architecture is composed of four modules for test cases generation 
which are: “XML Parse”, “ADG Generation”, “Test Paths Generation” and “Test 
Cases Generation”. Each module is composed of sub modules. After the analyst  
prepares the activity diagrams using any UML 2.0 Drawing tool (e.g. Enterprise Arc-
hitect, IBM Rational Modeler and Visual Paradigm) and stores them in the activity 
diagrams’ database, they are converted into XML files using any XML Creator tool 
(e.g. Enterprise Architect and Visual Paradigm) and stored in an XML database. The 
XML files are considered the main building block in launching the automated metho-
dology, i.e. the four modules, of generating test cases.  

 

 

Fig. 1. The Proposed Model Architecture 

In the first module, ”XML Parse” each XML file is being loaded in the sub module 
“XML Load” and then parsed to extract all different kinds of nodes in the activity 
diagram and categorize them. The second module: “ADG Generation” is composed of 
two sub modules: “ADT & ADG Creation” and “ADG Compression”. In the first sub 
module, a special table called the “Activity Dependency Table (ADT)” is created that 
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contains records for every activity/action only. Each record is composed of nine 
attributes: “Symbol”, “Activity Name”, “Entity”, “Node Type”, “Dep.”, “Input”, 
“Pre-conditions”, “Post-conditions” and “Output”. Besides the activity name, a sym-
bol and the entity performing each activity are included. The “Node Type” column 
differentiates the sequential from the concurrent activities. All the pseudo nodes are 
not included in the ADT reducing its size. However, in order not to lose essential 
activities or effect the logic of the diagram, the guard conditions or conditional 
threads resulting from those removed nodes, objects as well as the input/output pins 
are all reformed in introduced logical expressions that use simple AND and OR op-
erations. Those expressions are then stored in the Pre- and Post-conditions columns. 
Moreover, the activities are connected using the “Dep.” column. Both external inputs 
and outputs are accompanied by every activity as well.  

From the generated ADT, a directed flow graph called “Activity Dependency 
Graph (ADG)” is created. A node for every different activity/action in the ADT is 
created and the dependencies between them are used to create the transitions between 
the nodes. The generated ADG is reduced in size due to only including the activi-
ties/actions. The second sub module, “ADG Compression” further reduces the ADG’s 
size by combining the sequential activities in single nodes. This further reduction in 
the ADG’s search space occurs during its traversal. 

In the third module, “Test Paths Generation”, the first sub module “Initial Test 
Paths Extraction” traverses the compressed ADG, using an algorithm that uses the 
Depth First Search (DFS) as its seed, to generate all the possible test paths/scenarios. 
Each generated test path/scenario is in the form of successive nodes separated by 
commas. In the second sub module “Conflict Detection and Test Paths Reduction”, 
any infeasible test paths/scenarios that might cause any activity conflicts according to 
constraints specified by the user are detected and eliminated before further reducing 
the test paths/scenarios by the total number of loops in the activity diagram. In the 
third sub module, “Coverage Checker”, the generated test paths/scenarios are vali-
dated against the cyclomatic complexity technique which is applied to the initial ac-
tivity diagram using Eq. (1).  

 V (G) = E – N + 2 (1) 
 

Where the E is the total number of edges in the activity diagram, N is the total number 
of nodes in the diagram and V (G) is the value of the linearly independent test paths 
which correspond to the minimum number of test paths that must be generated to 
ensure covering all the functionalities in the activity diagram and meeting all basis 
paths, all branches and all predicates coverage criteria. The fourth sub module, “TPD 
Creation”, generates for every node in every test path/scenario a record to be stored in 
an introduced eight-attribute table called “Test Paths’ Details (TPD)”. Every record is 
composed of: Test Path ID, Test Path Node, Node’s Input, Pre- and Post-conditions, 
Node’s Expected Output, Test Path Input and Test Path Expected Output. These de-
tails can help the tester perform unit and integration testing easily where s/he can 
easily trace the values of the internal variables during the execution of each test 
path/scenario.  

The fourth module, “Test Cases Generation”, is composed of two sub modules: 
“Category Partitioning Method” and “Test Cases Mapping & Grouping”. The “Cate-
gory Partitioning Method” sub module implements the category partitioning method 
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[5] to generate the required test data which is an important aspect of any test case. In 
the second sub module, “Test Cases Mapping & Grouping”, the category partitioning 
method has been enhanced to include a simple mapping process that maps each test 
case to the corresponding test path/scenario that should be executed. Besides, a group-
ing process has been also added which creates groups according to the different  
outputs of test cases. The form of the test case record is as follows: The Test Cases 
Group ID, The Test Case Input which are the values of the external input parameters, 
Internal Conditions and Objects which are the logical expressions representing the 
guard conditions and conditional threads. Objects are included as well, each in a col-
umn storing the values of its changing states assigned to it during the execution of 
each activity/action, the Test Case’s Expected Output and finally the Test Path ID of 
the corresponding test path to be executed in each test case. An example of the final 
suite of test cases is shown in Table 1; its form can help the tester perform system as 
well as acceptance testing easily.  

Table 1. The Final Test Cases 

 

The final test cases are eventually stored in our test cases database before the tester 
can capture each one automatically, using the Test Complete tool [13] as one of the 
well known automatic capture-replay tools. Moreover, an introduced matrix called 
Test cases Traceability Matrix (TTM) can be generated using IBM Rational Requisite 
Pro [17], one of the well known requirements management tools to trace the generat-
ed test cases to their initial requirements. 

Different aspects have been enhanced in the proposed model as follows: the form 
and size of the ADG, dealing with the concurrent activities, applying the Category 
Partitioning Method and the reduction in the number of generated test cases before 
and mapping and grouping them. 

4 The Proposed Prototype: TCAG 

The proposed model is automated, with a minimum user intervention, and a prototype 
tool called “Test Cases Automatic Generator” (TCAG) has been built. The TCAG 
performs all the four modules until the final suites of test cases are generated and 
stored in the test cases’ database. A screen shot from the TCAG is shown in Fig. 2(a). 
After the generation process is completed, on the right side of the form, all the final 
generated test cases and the TPD are displayed. Beside each test case, the specific test 
path that is to be executed is displayed. On the left side all the generated test 
paths/scenarios for each activity diagram are displayed. On clicking the “Test Cases 
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Capturing” button, the TCAG prototype integrates with the capture-replay tool called 
“Test Complete by Automated QA” [13] that is used to capture the final test cases on 
the system under test. The capturing process converts the test cases into test scripts 
that have the form shown in Fig. 2(b). During the execution of the scripts, the changes 
in the values of the internal variables in the form of the logical expressions or objects’ 
states can be monitored in the TPD table compared to their expected values. After the 
execution is done, we can obtain testing reports as shown in Fig. 2(c). On clicking the 
“Test Cases Traceability” button, IBM Rational Requisite Pro [17] is opened and the 
Test cases Traceability Matrix (TTM) is created tracing each test case to its initial use 
case as shown in Fig. 2(d).  

 

Fig. 2. a) TCAG Screen Shot, b) Test Script, c) Testing Summary Report, d) Test cases 
Traceability Matrix (TTM) 

5 Experimental Evaluation 

The proposed TCAG prototype is evaluated both quantitatively and qualitatively us-
ing different case studies in different domains [21-25]. The TCAG is evaluated 
against a closely related prototype. The proposed prototype has three previous beta 
releases before the release currently discussed in this paper; all releases are run under 
different processing speeds and their performance is compared proving that the en-
hancements made on our model that lead to this current release improved time effi-
ciency, performance and coverage as well as space effectiveness as follows: 
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5.1 Performance 

The performance of the TCAG prototype and a closely related protoype called 
“UMLTGF” [6] are calculated using Eq. 2 [26], [27] and Eq. 3 [27]. 

 T = N * c / f  (2) 

Where T is the total processing time elapsed by the processor to execute the proposed 
algorithm for generating the final test cases, N is the total number of instructions in 
the proposed algorithm, c is the number of CPU clock cycles per instruction and f is 
the number of CPU clock cycles per millisec.  

 P = IPC * f / N = 1 / T (3) 

Where P is the performance in the form of reciprocal of T, which is the total elapsed 
time to complete the execution of the proposed algorithm. f is the number of cycles 
per millisec, IPC is the number of instructions per cycle and N is the total number of 
instructions to be executed. The calculation was made for Intel Core 2 Duo processor 
4 GB RAM and 2.80 GHz. Fig. 3 shows the performance of TCAG against UMLTGF 
where TCAG’s performance outstands the other tool. Moreover, UMLTGF does not 
deal with complex activity diagrams. 

 

Fig. 3. Performance vs Related Work 

5.2 The Search Space  

The search space of the ADG is reduced; yet it still covers all the activity diagram’s 
functionalities. Table 2, columns 2, 4 and 6, shows the reduction percentages of the 
search space in every release of the TCAG where the search space is further reduced 
in every release. 

5.3 The Number of Generated Test Cases  
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Table 2, columns 3, 5 and 7, shows the reduction percentages of the number of test 
paths generated in every release of the TCAG. Then it further reduces the generated 
test cases through the application of the category partitioning method. Although the 
enhanced proposed model generates a reduced set of test cases, they still meet a hybr-
id coverage criterion by meeting all branches, all predicates and all basis paths cover-
age criteria.  
 

Table 2. Comparing the Search Space and Test Paths Reduction Percentage in every Release of 
TCAG 

 

5.4 Performance under Different Processing Speeds 

The four complementary releases of the proposed TCAG prototype are subjected to 
calculating their performance for multiple Intel Core 2 Duo processors with 4 GB 
RAM and running under different processing speeds (1.20, 2.00, 2.80 and 3.33). The 
calculations were made using Eq. (2) and Eq. (3). Fig. 4 shows the performance of the 
four different releases running under the different processing speeds, each processing 
speed in a separate graph. 

 

 
Fig. 4. Performance of Different Releases under Different Processing Powers 

6 Conclusion 

This paper proposes an automated prototype, with a minimum human intervention, 
called “Test Cases Automatic Generator” (TCAG) for generating hybrid coverage 
reduced test cases that can be applied to different types of testing using UML activity 
diagrams. The generated test cases can be applied to unit, integration, system as well 
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as acceptance testing. The generated test cases are captured using one of the well 
known automatic capture-replay tools; Test Complete by Automated QA and traced to 
their initial requirements in an introduced traceability matrix called Test cases  
Traceability Matrix (TTM) using IBM Rational Requisite Pro, a well known require-
ments management tool. An experimental evaluation of the proposed prototype is 
made proving its reduced test cases, search space and elapsed time, as well as hybrid 
coverage and improved performance even under different processing speeds.  
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Abstract. Support Vector Machines (SVMs) are a popular data classi-
fication method with many diverse applications. The SVMs performance
depends on choice a suitable kernel function for a given problem. Using
an appropriate kernel; the data are transform into a space with higher
dimension in which they are separable by an hyperplane. A major chal-
lenges of SVMs are how to select an appropriate kernel and how to find
near optimal values of its parameters. Usually a single kernel is used by
most studies, but the real world applications may required a combina-
tion of multiple kernels. In this paper, a new method called, weighted
powered kernels for data classification is proposed. The proposed method
combined three kernels to produce a new combined kernel (WPK). The
method used Scatter Search approach to find near optimal values of
weights, alphas and kernels parameters which associated with each ker-
nel. To evaluate the performance of the proposed method, 11 benchmark
are used. Experiments and comparisons prove that the method given ac-
ceptable outcomes and has a competitive performance relative to a single
kernel and some other published methods.

Keywords: Support Vector Machine, Scatter Search, Classification.

1 Introduction

Classification can be defined as a process of placing objects into predefined
groups [7]. The aim of classification can be identified as prediction and data
simplification [8]. Many classification techniques are proposed in literature some
of them was a Kernel-based approaches or Kernel-based algorithm [1] (such as
Support Vector Machines (SVMs) [9], which are a promising machine learn-
ing algorithms. SVMs were widely employed in different domains like pattern
recognition [2], text classification [13], and bioinformatics [19]. SVMs have some
problems which limited their usage on the academic and industrial platforms
[21]. The goal of SVMs is to produce a model which forecasts target value of
data elements in the testing set that are given only the features. The training
phase involved optimization of a convex function. If the data set is separable
SVMs can be found an optimal hyperplane which maximize margin between
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classes, while if the data set is non separable kernel trick is required to project
the data in a space with higher dimension. The major problems that are en-
counter in kernel-based method are how to select a suitable kernel as well as
tune its parameters. The task of kernel trick was to transformed the data into
a higher dimension feature space to avoiding the difficulties when deal with non
separable data. Standard kernel based methods only employed a single kernel;
no golden rules can be follow when choice kernels, and its still an open question.
Most studies selected the kernel based on the literature. Furthermore, the real
applications may required combined more than one kernel to develop a classifier
with good outcomes. In [5] authors combined more than one kernel. The basic
idea of combination depends on assigned weights values for each kernel. Weights
are determined by using genetic algorithms to find near optimal values. Three
kernels(Linear, Polynomial, RBF) were used in a linear combination to produce
a new combined kernel ECK. Yue and et al [12] proposed KGEP-SVMs method
for kernel construction based on Gene expression programming. The suggested
method used GEP algorithm to automatically constructed kernel function for
SVMs to solving the kernel selection problem. The method improve the average
of accuracy rate by 4%. Researchers in [6] proposed a method to automatically
generated and adapted a kernel combination based on the data. The combination
can be linear or non-linear, weighted or un-weighted according to the problem
at hand. The method called kernel of kernel (KoKs). The authors used genetic
programming (GP) to generated the KoKs, which was consists of mixed between
standard kernels (RFB, Sigmoid, Polynomial) and some coefficient like weights.

This paper introduces a new method, called WPK-SVMs support vector ma-
chines with weighted powered kernel for data classification. Themethod combined
three kernels (Gaussian, Laplaican, Cauchy) to produce WPK a new combined
kernels as in equation 8. The Scatter Search method was employed to find near
optimal values of weights, alphs and kernels parameters. The SS methodology was
used due to its flexibility since each of its steps can be implemented in a variety
of ways and degrees of sophistication [17]. In addition, SS can found solutions of a
higher average quality earlier during the search than other methods of search like
GA [18].

To measure the performance of the proposed method, its results on 11 selected
datasets are present. The obtained outcomes have shown that the WPK-SVMs
method was promising and competitive with some other methods published in
literature. The paper is organized as follows. Next two sections give a brief
description about the SVMs, kernel and SS. Section 4 describes the proposed
method steps in details. Section 5 reports numerical experiments and results.
Section 7 listed the application of the method on hepatitis diagnosis with its
experiments results. Finally, the conclusions make up Section6.

2 Brief Introduction about Support Vector Machines and
Kernels

SVMs was initially proposed to solve binary classification problems. The basic
idea of SVMs was to implicitly mapped the training data into a high-dimensional
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feature space. A hyper-plane was constructed in this feature space, which max-
imizes the margin of separation between the hyper-plane and the points lying
nearest to it (called the support vectors) [20]. The hyper-plane can be used as
a basis for classifying vectors of uncertain type. In a case of linearly separable
data, the problem of two category classification is stated as the following. Sup-
pose that there are N training pair (xi, yi) where xi is an object and yi is a
class label (±1), and i = 1 . . .N . The hyper-plane is defined by a discriminate
function 1,

f(x) = wT · x+ b = 0 (1)

where the vector w of dimension equals to that of x and scalar b are chosen such
that

wT · xi + b ≥ 0 if yi = +1, (2)

wT · xi + b ≤ 0 if yi = −1. (3)

Classification of an unknown vector x into class label y (±1) is done using the
discriminate function and defined as in equation 4:

y = sign(f(x)). (4)

How about the nonseparable case? The basic idea in design the nonlinear SVMs
was to mapped input vectors x ∈ Rn into vectors Φ(x) of a higher dimen-
sional feature space with m features (where Φ : Rn → Rm). Then, solve a
linear classification problem in this new feature space. To avoid an explicit rep-
resentation Φ(x) of the feature space, kernel trick is applied. Kernel function
K(X,Z) = (Φ(X) ·Φ(Z)), is a function that perform mapping from input space
into higher dimension feature space. After that, a linear machine is used to
classify the data in the feature space. Several kernel functions are proposed to
help the SVMs in obtaining the optimal solution, but the most frequently used
kernel functions are the Polynomial, Sigmoid, Gaussian and Radial Basis Func-
tion (RBF). The RBF and Gaussian kernels are frequently used by most studies
[11,23,15,4,16]. The selection of a suitable kernel for a given problem is not easy
task and still an open question. This work proposed a new method to com-
bined three kernels Gaussian (K1), Laplaican (K2), Cauchy (K3) to produce a
new combined kernel called WPK. The aim of combining more than one kernel
is to enhance the performance of SVM classifier. Equations for all kernels are
illustrated in equations 5, 6, 7 and 8.

K1(X,Z) = exp(
−||X− Z||2

2σ2
) (5)

K2(X,Z) = exp(
−||X− Z||

σ
) (6)

K3(X,Z) =
1

1 + ||X−Z||2
σ

(7)
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KWPK(X,Z) =

k∑
i=1

w[i]× (Ki(X,Z))
alph[i] (8)

where the σ is the kernel parameter, w[i] is the weight for a specific kernel,
alph[i] is the alph for a specific kernel, k represent the number of kernels.

3 Scatter Search (SS)

Scatter Search is a population-based algorithm. In 1998 [17,14] Glover published
the SS template, which represented an algorithmic description of the SS method.
This template for implementing SS, and can be described as follows:

– Diversification Generation Step: Generates a collection of diverse trial solu-
tions.(POP).

– Improvement Step: Transforms a trial solution into one or more enhanced
trial solutions. In this study this step is ignored.

– Reference Set Update Step: Chooses an initial RefSet from population POP
and also updates the RefSet in each iteration.

– Subset Generation Step : Generates subsets of RefSet as an initial stage to
produce a subset of its solutions as a basis, for creating combined solutions.

– Solution Combination Step: Transforms a given subset of the solutions pro-
duced by the subset generation method into one or more combined solution
vector [17,14].

4 The Proposed Method

4.1 Solution Representation and Solution Quality Measure

In WPK-SVMs, the solution was represent as vector with dimensions equal to
the number of trail solutions. Equation 10 depicts the solution representation of
WPK-SVMs, where P1 represent kernel parameter; P2, P3, P4 are weigths while
the reminder represent the alphs. Accuracy rate was used in WPK-SVMs to
measure the quality of solution, which called the fittness function(fit). Accuracy
rate for binary and multiple class calculated as in equation 9

Accuracy = (TP + TN)/(TP + TN + FP + FN) (9)

where, TP (True Positive) is the positive cases that classified correctly as posi-
tive, TN(True Negative ) is the negative cases that classified correctly as Neg-
ative, while, FP (False Positive) some cases with negative class classified as
positive, and FN ( False Negative) is the cases with positive class classified as
negative [10,22].

X = [P1, P2, P3, P4, P5, P6, P7] (10)
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4.2 Diversification Generation Step and Reference Set Update Step

A Population with POPSize = 25 solutions (value for kernel parameter, weights
and alphs) are generated randomly in this step. Each solution Xsol in POP was
generated as in equation 11

Xsol = LB+ (UB - LB)× Rand, (11)

where the LB : is the lower bound of the parameter, UB : is the upper bound
of the parameter and Rand : is a random value in (0, 1). An initial reference set
Refset is constructed to has the best b = 5 solutions from POP .

4.3 Subset Generation Step and Solution Combination Step

This step generates all pairs of solutions in the Refset, where the maximum
number of subsets are b × (b − 1)/2. A number of new solutions are generated
from each subsets of parents X1 and X2 as following:

X1 = X1 + (X2 −X1)× r1, (12)

X2 = X1 + (X2 +X1)× r2, (13)

X3 = X1 +X2 × r3, (14)

where r1, r2 and r3 are random numbers in (0, 1). After that, solutions are put
in pool together with solutions in the Refset in order from the best one to worst.

4.4 Reference Set Update Method

In this step, the Refset is updated to has the best b1 = 4 solutions from the pool
and the b2 = 1 diverse solutions where b1 + b2 = b. Diverse solution is selected,
which depends on calculating the Euclidean distance for each solution in the
Refset and solutions in the pool. The b2 solution with the maximum distance is
selected as diverse one. After that, the subset generation, solution combination
and Refset update steps, are repeated until one of the termination conditions is
satisfied. The termination conditions are :

-First : When no Refset update is achieved.
-Second : When the accuracy rate gets up to 100% for at least one solution.
-Third : When the iteration exceeds to the maximum iteration, Imax = 15.

Figure 1 display the steps of the WPK-SVMs method.
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Fig. 1. Flowchart of the WPK-SVMs Method

5 Numerical Experiments

The WPK-SVMs approach was implemented on PC with Core2Due 2.93 Ghz
CPU, 2GB of RAM, and windows XP Professional OS. Visual Studio 2008−Visual
C	 and Accord.net framework were used in development. To verify the quality of
the WPK-SVMs method 11 datasets from LibSVM tool webpage [3] were used,
as shown in Table 1.

Table 1. Datasets Information

Dataset ID Features Instances Classes Dataset ID Features Instances Classes

Australian AU 14 690 2 class Breast Cancer BC 10 683 2 class
Heart disease HD 13 270 2 class Ionosphere IO 34 351 2 class
Liver LI 6 345 2 class Glass GL 9 214 6 class
Segment SE 19 2310 7 class Sonar SO 60 208 2 class
wine WI 13 178 3 class Vehicle VE 18 846 4 class
Vowel VO 10 528 11 class

5.1 Parameter Setting

Table 2 summarize all parameters setting used in WPK-SVMs method with their
assigned values. These chosen values are based on our numerical experiments.
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Table 2. WPK-SVMs Parameters

Parameter Symbol Interval Parameter Symbol Interval

P1 Sigma(σ) [0.0001, 1.5] P2 weight[1] [0.5, 0.9]
P3 weight[2] [0.6, 0.8] P4 weight[3] [0.7, 0.85]
P5 Alph[1] [0.21, 0.75] P6 Alph[2] [0.23, 0.86]
P7 Alph[3] [0.3, 0.98]

5.2 Results and Discussion

The WPK-SVMs approach used k−flod cross validation method for portioning
the datasets, where the k value is usually set to 10. Therefore, the datasets is
split into 10 parts. Nine data slices were applied in the training process, while the
remaining one was utilized in the testing process. The program is run 10 times
to enable each part of data to take a turn as testing data. The accuracy for test-
ing and error rate for training phase are calculated by summing the individual
accuracy rates and error rates for each time of run, and then it is divided by 10.
While holdout method is used in case of multiple class. The data is split into two
parts: one for training and the second for testing with size 70% and 30%, respec-
tively. Table 3 lists results of experiments which conducted. The table contains
in the first column accuracy rate for testing (ACC.Testing), and the remainder
columns contain standard deviation for accuracy of testing (STDEV.Testing),
accuracy rate for training (ACC. Training), standard deviation for error rate of
training phase(STDEV.Err.TR), the last two columns are the sensitivity and
specificity. The sensitivity reflects the proportion of the cases with positive class
that are classified as positive (true positive rate, expressed as a percentage).
While, specificity is the proportion of cases with negative rate class, classified as
negative (true negative rate, expressed as a percentage). Sensitivity and speci-
ficity reflect how well the classifier discriminates between case with positive and
with negative class[10]. The differences between the accuracy rate for training
and testing is reasonable and acceptable for most datasets. This proves that the
WPK-SVMs method does not suffer from over-fitting problem, according to the
fact that there was no large difference between the training and testing accuracy
[4]. Furthermore, the classification outcomes obtained by WPK-SVMs approach
were compared with results of other published approaches[6] and [5]. Tables 4
and 5 list comparisons. From comparisons can be noted that the WPK-SVMs
method gives promising results in all phases training and testing for all datasets
from a single kernels methods as in table 4. Also, the WPK-SVMs method given
acceptable results relatively to KoKs and ECK methods. There are some differ-
ences between the KoKs[6] and WPK-SVMs method, such as KoKs proposed two
methods (KTS (Terminal Set) and MTS(Mixed Terminal Set)) for combination;
where genetic programming (GP) was used to generated combined kernel from
a set of standard kernels (RBF,Sigmoid,and Polynomial) and a set of weights
and shifting coefficients, the number of datasets that used are 8 all binary class
datasets. In addition to, the method divided the datasets into two parts only
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Table 3. WPK-SVMs Results Using WPK

ACC. STDEV. ACC. STDEV. Sensitivity Specifictiy
ID Testing Testing Training Err.TR

AU 88.69 0.04623 92.74 0.01109 91.35 86.32
BC 98.52 0.0155 99.39 0.00668 99.04 98.24
HD 88.148 0.0546 96.74 0.0129 89.09 86.39
IO 97.428 0.021 99.49 0.00163 99.16 94.52
LI 73.82 0.0626 87.18 0.083 57.48 87.58
GL 93.23 0.06338 96.14 0.0643 97.34 83.83
SE 99.32 0.014312 99.63 0.007711 98.95 99.67
SO 91.5 0.0818 100 0 89.93 93.94
WI 99.09 0.0156 100 0 98.214 100
VE 91.07 0.1374 98.65 0.0279 87.11 96.11
VO 99.77 0.0123 99.97 0.00198 99.87 99.74

Table 4. Testing Accuracy of WPK-SVMs Compared With Three Single Kernels

ID K1 K2 K3 WPK

AU 85.65 85.94 86.37 88.69
BC 97.35 96.61 96.91 98.52
HD 82.96 82.96 83.70 88.148
IO 94.28 96.80 96 97.428
LI 60.29 68.5 67.35 73.82
SO 89.5 87 87 91.5

Table 5. Testing Accuracy Of WPK-SVMs Compared With Those Of Approaches
Developed By L.Diosan,et al [6],[5]

ID WPK KTS[6] MTS[6] ECK(0,k)[5] ECK(-k,k) [5] KGEP[12]

AU 88.69 - - - - -
BC 98.52 97.8 98.03 98.54 100 75
HD 88.148 86.98 86.98 85.18 87.037 -
IO 97.428 86.11 91.67 98.59 98.59 93
LI 73.82 - - - - -
GL 93.23 - - - - 76
SE 99.32 - - - - -
SO 91.5 81.25 81.25 61.90 76.19 -
WI 99.09 - - - - 90
VE 91.07 - - - - -
VO 99.77 - - - - -

80% for training and the rest for testing. Also, some differences are found be-
tween the WPK-SVMs and ECK [5] method which is in the range of the weights
values, where the ECK was perform two type of experiments each ones has new
range where the weights value are generated in range (0, k) and (−k, k) where
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k is the number of kernels. In addition to, the method uses only 4 datasets, as
well as the kernel that used were (Linear,Polynomial, RFB), also the datasets
that used are divided into parts one for training and another for testing. From
comparisons, one may conclude that the obtained results by the WPK-SVMs
method are very acceptable and given competitive performance relatively to
some published methods[6], and [5].

6 Conclusions and Future Works

This paper proposed the WPK-SVMs method for data classification based on
combined three different kernels. The WPK-SVMs was used scatter search for
finding near optimal values of weights, alphs and kernel parameters that asso-
ciated with each kernel. Comparisons of the obtained results with single kernel
and other published approaches prove that the proposed approach could im-
prove the classification accuracy. Experimental results on 11 benchmark datasets
demonstrated that the WPK-SVMs method has very promising performance. In
future works, other public datasets and real world problems can be tested to
verify and extend this approach, as well as may added more kernels function in
combination.
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Abstract. In this paper we present a novel approach to search a knowledge base
for an entry that contains information about a named entity (NE) mention as spec-
ified within a given context. A document similarity function (NEBSim) based on
NE co-occurrence has been developed to calculate the similarity between two
documents given a specific NE mention in one of them. NEBsim is also used in
conjunction with the traditional cosine similarity measure to learn a model for
ranking. Naive Bayes and SVM classifiers are used to re-rank the retrieved doc-
uments. Our experiments, carried out on TAC-KBP 2011 data, show NEBsim
achieves significant improvement in accuracy as compared with a cosine similar-
ity approach. They also show that re-ranking using learn to rank techniques can
significantly improve the accuracy at high ranks.

Keywords: NEBsim, Entity Linking, Supported Vector Machine, Learn to Rank,
SVM-map, SVM-rank, Naive Bayes.

1 Introduction

As the amount of data published on the internet increases every day, it has become ex-
tremely difficult for users to find precisely the information they are looking for. Knowl-
edge bases are becoming one of the most important references for information seekers.
The best known semi-structured knowledge base is Wikipedia, which acts as a main
source of information for many different user needs. Also, Wikipedia is widely used
for a range of applications for text mining and search engines. Since a massive amount
of new data is added to the internet every day (e.g. news, research, blogs), the need for
new technologies to automatically link this data to existing knowledge bases is becom-
ing more important. One obvious way to do this is to try to find and link named entities
in new data to the existing entries in knowledge bases about these entities.

A named entity (NE) expression is a pointer to a real world entity such as a person,
location, or organization. However, these pointers are ambiguous: one NE expression
may refer to more than one real world entity; one real world entity may be referred to
by more than one NE. Searching for the knowledge base entry that talks about a NE
mentioned within a specific context is a very important task. In this task a query NE
mention EM within a query document QD must be searched for in a knowledge base to
find the appropriate entry in the KB; if there is no corresponding entry in the KB then

A. Ell Hassanien et al. (Eds.): AMLTA 2012, CCIS 322, pp. 379–388, 2012.
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NIL should be returned. This task has been defined as the “entity linking task” in the
Knowledge Base Population (KBP) track of the Text Analysis Conference (TAC)[1].

The main objective in this paper is to present a new document similarity function
(NEBsim) based on the named entity mentions found in the two documents being com-
pared and show how it can contribute in disambiguating the different named entities for
entity linking. Also, different re-ranking techniques are tested to compare the perfor-
mance of NEBsim measure against the normal cosine similarity measure.

KB entries contain a mix of semi-structured information (e.g. infoboxes) and free
text (e.g. the Wikipedia article). While all this information may be useful in search, we
here treat the problem as one of document retrieval, i.e. we treat the KB as a document
collection and the task as that of returning the correct document given the query men-
tion and query document. Posing the problem this way, it is natural to explore a vector
space model approach as a baseline. We do this here, considering several query for-
mulation strategies. However, analysis of poor results using this approach led us to the
observation that it is other NEs co-occurring with the query mention that are most help-
ful in disambiguating the query mention. Building on this insight, we have developed a
novel similarity function to search the KB documents based on statistical co-occurrence
between NEs. We evaluate our approach on the TAC-KBP 2011 dataset. Comparison
with a vector space model baseline approach based on cosine similarity with TF-IDF
weighting shows our NE based search can indeed improve performance significantly.

2 Related Work

The task of named entity disambiguation is highly related to the current task since for
a given ambiguous named entity and an ambiguous set of canonical named entities,
one of the canonical named entities should be selected as the correct one. Normally,
this ambiguous set is constructed from a knowledge base. In this case, the ambigu-
ous set definitely contains the correct candidate. Bunescu and Pasca define a similarity
function that compares the NE mention context to Wikipedia categories[2]. Cucerzan
extends this work by adding some richer features to the similarity comparison [3]. An-
other paradigm uses semantic relatedness to disambiguate named entities. A graph-
based method was proposed by Han et al. [4]. They model the global interdependence
between different named entities then use a collective inference algorithm to disam-
biguate all name entities found in the document.

Entity linking is a more generalized task since the named entity is not necessarily
found in the ambiguous set (e.g. it may be not entered in the knowledge base yet).

The bag of words (BOW) model [5] is the traditional method to disambiguate named
entities. There are different approaches to tackle the named entity linking task; one
approach proposed by Zheng et al. uses a classifier to identify the Nil linked entities
and then uses a supervised model with SVM ranking to rank the remaining candidates
[6]. They used the contextual comparison between the KB documents and the query
mention in addition to any ambiguous pages in Wikipedia.

Traditional search methods consider the NE mention terms plus some selected terms
from the query document according to the query formulation scheme. But, not all
of these terms are useful in search. So, some research has modelled the dependency
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between named entities and other document terms to weight the terms differently based
on the query NE mention [7,8,9].

Named entity based search has improved retrieval performance in different tasks like
cross-language retrieval [10] and event detection [11]. But, such an approach has not
been investigated for the entity linking task. Instead many approaches to entity linking
adopt a vector space model using cosine similarity with the TF-IDF weighting scheme,
exploring various query formulation strategies using as a query, e.g., just the query
mention, the sentence containing the query mention, a window of words surrounding
the query mention and a selected set of words (see, e.g., Reddy B et al. [12]).

3 Named Entity Based Search

NE mentions other than the query NE itself extracted from the query document appear
more useful than other query document terms. The following example was taken from
TAC-2011 query documents1. The Bold style words are named entities identified by
the Stanford NER Tagger where the underline style named entities are classified as
“Locations” and the only Bold style are classified as a “Person”.

Barak tries to calm Syrian nerves over Israeli drill. ’Israel has no intentions of
launching any such operation,” says. defense minister in public bid to allay Dam-
ascus concerns scheduled. nationwide exercise foretelling of aggressive Israeli
intent.

Barak’s deputy, Matan Vilnai, will brief the government on Sunday on. the
course of the exercise. All State offices are also expected to. take part in the drill..

The query mention is “Barak”. This is very ambiguous; it could be “Barack Obama”,
“Ehud Barak”, “Barak Moshe” or “Barak Valley”. It is clear from the example that most
of the other non-NE words in the query document are unlikely to help in identifying the
correct “Barak”; however, “Matan Vilnai” is very useful indeed. Thus, the joint relation
between different named entities mentions appears to be a promising factor for NE
mention disambiguation.

Our NE-based document retrieval is based on the assumption that NEs co-occurring
with a specific NE in the same context will help in ranking the documents that contain
information about this NE. The first stage in our proposed system is to model the sta-
tistical relation between all NE mentions recognized in the Wikipedia KB documents.
The second stage is to score each candidate document – which contains the NE mention
– using a similarity function based on this statistical relation.

3.1 Document Collection Indexing

In this phase, all knowledge base documents are converted into a NE pseudo-documents
where each KB document is represented in terms of the set of named entities in it, as

1 TAC-2011 file: eng-NG-31-143446-10242486.sgm
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extracted by the Stanford NER Tagger. Stanford NER Tagger 2 is used with three class
pre-trained model to identify and label all named entities of types (Person, Organization,
Location).The new NE pseudo-document is represented in a vector space model with
TF-IDF weighting scheme using the Lucene Indexer 3.

3.2 Modelling KB Named Entities

In the second phase, the named entity model θ is built given a set of Wikipedia pseudo-
documents D = {d1, d2, ...., dm} and a set E of mentions of named entities mentioned
in the documents in D where ∀ d ∈ D ∃Ed whereEd = {e1, e2, e3, ..., end}. The
conditional probability between any two distinct named entity mentions ei, ej ∈ Ed,
i.e. the probability that ei occures in document d given that ej occurred in document d,
is estimated using the following formula as:

p(ei) =

∑
d∈D in(d, ei))

‖D‖ (1)

p(ei, ej) =

∑
d∈D in(d, ei ∧ ej)

‖D‖ (2)

p(ei|ej) = p(ei, ej)

p(ej)
(3)

where the function in(d, e) returns 1 if the NE mention e occurs in d and 0 otherwise
and in(d, ei ∧ ej) returns 1 if in(d, ei) = in(d, ej) = 1, 0 otherwise.

3.3 Searching and Scoring

In this phase, all knowledge base pseudo-documents are searched for the query men-
tion em given the query document. The query document is converted into our standard
pseudo-document which contains all named entities extracted by the NER tagger. All
KB pseudo-documents that contain the query mention named entity em will be retrieved
as candidate documents that describe the query named entity mention em. As a rule of
thumb, the document that describes a named entity must contain a mention of the named
entity while not all documents mentioning a named entity describe it. This candidate set
is huge and highly ambiguous. For each document, a numerical score is assigned to the
candidate document using our document similarity function. The basic concept is to
use the relative information gained from the NE mentions in the query document and
the document collection. Two similarity functions are proposed and their performance
compared.

The first similarity function is based on the information theoretic definition of simi-
larity proposed by [13]:

IT -Sim(A,B) =
I(Common(A,B))

I(Description(A,B))
(4)

2 http://nlp.stanford.edu/software/CRF-NER.shtml
3 http://lucene.apache.org/java/docs/
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where I(Common(A,B)) is the information content of the statement describing what
A and B have in common and I(Description(A,B)) is the information content of the
statement describing what A is and what B is. In this paper, the elementary units of a
document are taken to be the NE mentions recognized in it.

– let A be the query document containing a set of NE mentions Ea .
– let B be a KB document containing a set of NE mentions Eb.
– let em be the query NE mention
– let Eab be the set of NEs common to A and B, i.e. Eab = Ea

⋂
Eb.

NEBsim1(A,B) =

∑
e∈Eab

p(e | em)

∑
e∈Ea

p(e | em) +
∑
e∈Eb

p(e | em)
(5)

This similarity function has a problem since it is affected by the relative weight of the
candidate document NEs which are not in common with the query document. So the
denominator will change for each candidate. As a kind of normalization, the relative
weight of the KB document is removed in the second similarity function, based on the
assumption that the weight of all related named entities found in the KB document
which is Description(B) is not important in scoring the candidate. According to this
assumption, we get the following formula:

NEBsim2(A,B) =

∑
e∈Eab

p(e | em)∑
e∈Ea

p(e | em)
(6)

4 Learning to Rank Documents

Learning to rank is a popular topic in document retrieval. For the task of entity-linking,
re-ranking is necessary to get the correct document at the top of the list of candidate KB
documents. Learn-to-rank approaches are categorized into three approaches: pointwise,
pairwise and listwise [14]. In this paper the three approaches are used to re-rank the
candidate documents.

The pointwise approach is the simplest learn-to-rank approach. A Naive Bayes clas-
sifier is used where each instance is classified into relevant or non-relevant. The point-
wise approach is used to discard some of the non-relevant documents.

The pairwise approach focuses on the relative order between two instances. So, it
can be considered as a classification on instance pairs, and the objective function is to
minimize the number of misclassified pairs. Each pair of instances (a, b) is labelled as
a is more relevant than b, or b is more relevant than a. Then a trained classication model
is used for ranking. SVM-rank [15,16] is used to build a pairwise ranking model and to
re-rank the candidate documents.

The listwise approach tries to optimize the value of the evaluation measure, averaged
over all queries in the training data. SVM-map [17] is used learn the ranking by using
mean average precision (MAP) to calculate the listwise loss function.
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Different experiments were carried out using different features. The cosine-similarity
scores were used with the different query schemes, as was NEB-similarity, to train learn
to rank models (Naive Bayes, SVM-map and SVM-rank) but there was no significant
improvement. Another set of experiments, mentioned in this paper, were carried out
using both cosine-similarity and NEB-similarity scores with different query schemes.

5 Experimental Results and Discussion

To evaluate the performance, the TAC-KBP 2011 data set was used to carry out dif-
ferent experiments. The dataset contains 2231 query documents containing 2250 query
mentions. There are 1126 query mentions that have no entry in the knowledge base and
1124 query mentions that do have an entry in the knowledge base. The Wikipedia 2008
dump was used as a reference knowledge base.

5.1 Similarity Function (NEBsim) Experiments

In this set of expirements, NEBsim are evaluated separately without re-ranking the re-
sults. For each query mention, the highest 100 scored documents are retrieved and the
performance checked at different ranks, i.e. at rank 1, 5, 10 ,30, 50 and 100. Accu-
racy is used as the performance measure. Cosine similarity with TF-IDF weighting is
used with the following query formulation schemes as a baseline approach to search the
knowledge base document text.

(a) Baseline Approach (b) NEBS Approach

(c) Best Scores

Fig. 1. A Graph representation for the accuracy of baseline and NEB-similarity approaches
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QM: Query mention terms alone are used.
QS: All terms in the sentence(s) containing the query mention in the query document

are used as a query.
QD: All terms in the query document are used in conjunction with the query mention.

Figure1(a) shows the accuracy of the baseline approach at different ranks; i.e. the per-
centage of queries for which the correct document is found at or above the specified
rank. These results show the QD scheme which considers all query document terms as
a query achieves a better result than the QS scheme which uses the sentences containing
the query mention as a query. On the other hand, the QM scheme which considers only
the query mention does not perform nearly as well. From Figure 1(a) we can conclude
that the information in the near context of the query mention is likely to be more useful
than all the information in the query document.

To study the effect of using only NE pseudo-documents instead of the original docu-
ments, the NE pseudo-documents, created while modelling the NEs, are indexed using
the Lucene search engine. Queries were constructed using the NEs identified in the
query document conjoined with the query NE mention itself.

Three experiments were carried out to compare the different similarity functions’
performance as follows:

NE cos-sim: The rank retrieved by lucene whose default similarity function is cosine
similarity with TF-IDF weighting.

NEBsim1: using the NEBsim1 similarity function to evaluate the similarity between
the query document and each of the documents retrieved by lucene.

NEBsim2: using the NEBsim2 similarity function to evaluate the similarity between
the query document and each of the documents retrieved by lucene.

Figure 1(b) shows the accuracy results graphically at all ranks and Table (1) summarizes
experimental results at ranks 1,5,10,20,30,50 and 100. Figure 1(c) shows the results of
the best three approaches, two using the NE pseudo-documents and NE queries (NEB-
sim2 and cos-Sim) and one using the original KB documents and query mention docu-
ment (QD). cos-sim between the NE pseudo-documents outperforms the QD approach
which considers the query document terms to search the KB document text though
overall the difference between these two approaches is not significant (p > 0.05 using
unpaired(independent) two-sample student t-tests with two tails and unequal variances).
NEBsim2 achieves a significant improvement over the best query scheme against full
documents (QD) where p < 0.05. Also, ignoring the relative weight of the candidate

Table 1. Results for Baseline and NE approaches

Method A@1 A@5 A@10 A@20 A@30 A@50 A@100
QM 0.09 0.14 0.20 0.26 0.31 0.35 0.40
QS 0.12 0.19 0.25 0.31 0.35 0.40 0.43
QD 0.15 0.27 0.32 0.36 0.39 0.41 0.44
NE cos-sim 0.19 0.33 0.37 0.41 0.43 0.46 0.48
NEBsim1 0.18 0.32 0.36 0.39 0.41 0.44 0.46
NEBsim2 0.28 0.57 0.68 0.77 0.81 0.84 0.90



386 A. Alhelbawy and R. Gaizauskas

document in similarity function NEBsim2 improves performance significantly over the
NEBsim1, p < 0.0001.

5.2 Re-ranking Experiments

To study the effect of using different learn-to-rank approaches, one algorithm is used
for each approach and tested using the different query schemes. For each query scheme

Table 2. The accuracy after re-ranking

Method A@1 A@5 A@10 A@20 A@30 A@50 A@100
Query scheme: QM

svm-map 53.48 76.48 86.82 94.31 95.60 96.89 98.19
svm-rank 78.29 93.79 96.12 98.70 99.48 99.74 99.74
Naive bayes 58.65 81.65 90.69 95.09 96.89 97.41 98.96

Query scheme: QS

svm-map 54.31 75.88 86.04 93.90 95.17 96.70 98.22
svm-rank 78.93 93.40 96.70 98.22 98.98 99.74 99.74
Naive bayes 58.88 80.96 90.35 94.67 96.95 97.46 98.98

Query scheme: QD

svm-map 62.27 81.13 91.73 96.64 97.41 97.93 98.44
svm-rank 75.19 91.98 97.15 98.44 98.96 99.48 100.0
Naive bayes 65.37 85.78 94.05 96.12 97.67 97.67 98.44

(a) Query Scheme: QM (b) Query Scheme: QS

(c) Query Scheme: QD

Fig. 2. Learning To Rank Results
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the features used for training are all cosine similarity scores and our NEB-similarity
score.

Table (2) summarizes the results of using different learn-to-rank approaches with dif-
ferent features generated by using different query schemes. Figure 2 shows a graphical
representation for our experiment results. In figures 2(a),2(b),2(c) we can see that SVM-
rank outperforms both Naive Bayes and SVM-map approaches while Naive Bayes out-
performs SVM-map. Because the relation between the different approaches remains the
same along different query schemes, we can conclude that pairwise approach achieves
the best results, whereas the listwise approach achieves the worst results, as compared
with other tested approaches.

6 Conclusions

In this paper, we claimed that named entities occurring with the query mention in the
same context are helpful to improve the search results in a knowledge base. We pre-
sented a document similarity function based on NEs in both query document and KB
document. The results show the correctness of the conjecture that the NEs co-occurring
with a specific NE can disambiguate it in a useful way. Our similarity function achieves
a significant improvement over the cosine similarity measure. There are reliable rela-
tions between NEB-similarity and cosine-similarity that can be learned using the SVM-
rank algorithm. Various extensions to this approach are possible. One is to ignore NEs
which have a low co-occurring ratio. Another is to use query expansion techniques to
find the different mentions for the same NE in the KB document. Finally testing other
learning to rank algorithms that implement the listwise ranking approach is worth in-
vestigating.

Acknowledgments. The first author would like to acknowledge the Egyptian Gov-
ernment and the faculty of Computers and Information in Fayoum university for PhD
studentship funding that made this research possible.
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Abstract. The expressing and processing of uncertain concepts is a
fundamental problem in artificial intelligence. Several theoretical models
have been proposed for solving this problem, such as probability theory,
fuzzy sets, rough sets, cloud model, et al. Unfortunately, human deals
with uncertain concepts based on words (concept intension), while com-
puter based on sample set (concept extension). Many data mining and
machine learning methods have been developed for extracting knowledge
from data sets in recent years. These methods are unidirectional cognitive
computing models from extension to intension. In this paper, a bidirec-
tional cognitive computing model, cloud model, will be introduced. In
the cloud model, forward cloud generator and backward cloud genera-
tor are designed for the bidirectional transformations between concept’s
intension and extension. Some experiment results will be discussed to
show the validity and efficiency of cloud model for bidirectional cogni-
tive computing.

Keywords: cognitive computing, cloud model, bidirectional cognition,
granular computing.

1 Introduction

Cognition is a group of mental processes that includes attention, memory, pro-
ducing and understanding language, solving problems, and making decisions [1].
Cognitive science is the interdisciplinary scientific study of the mind and its
processes [2]. It examines what cognition is, what it does and how it works. It
includes research on intelligence and behavior, especially focusing on how infor-
mation is represented, processed, and transformed (in faculties such as percep-
tion, language, memory, reasoning, and emotion) within nervous systems (human
or other animal) and machines (e.g. computers). Cognitive science consists of
multiple research disciplines, including psychology [3], artificial intelligence(AI)
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[4], philosophy [5], neuroscience [6], linguistics [7], anthropology [8], sociology
and education [2]. It spans many levels of analysis, from low-level learning and
decision mechanisms to high-level logic and planning; from neural circuitry to
modular brain organization.

Artificial intelligence is the intelligence of machines and a branch of com-
puter science [4], [9], [10]. Artificial Intelligence is the area of computer science
focusing on creating machines that can engage on behaviors that humans con-
sider intelligent. The ability to create intelligent machines has intrigued humans
since ancient times, and today with the advent of the computer and 60 years
of research into AI programming techniques, the dream of smart machines is
becoming a reality [10].

There are three main AI paradigms for studying of cognition, that is, sym-
bolism AI, connectionism AI and behaviorism AI [11]. Between the late 1960s
and the mid-1980s, virtually all research in the field of AI and cognitive science
was conducted in the symbolic paradigm. This was due to the highly influen-
tial analysis of the capabilities and limitations of the perceptron[11], [12]. The
physical symbol system hypothesis is introduced by Newell and Simon [13], [14].
They think cognition is a kind of symbolic processing, and the processes of hu-
man thinking can be computed by symbol[11]. In the mid-1980s a renaissance
of neural networks took place under the new title of connectionism [15], [16]
challenging the dominant symbolic paradigm of AI. The ‘brain-oriented’ con-
nectionist paradigm claims that research in the traditional symbolic paradigm
cannot be successful since symbols are insufficient to model crucial aspects of
cognition and intelligence [12]. The connectionist paradigm thinks that the basic
unite of human thinking is neuron, and the intelligence is the results of intercon-
nected neurons’ competition and collaboration[11]. The behaviorism paradigm
uses cybernetics to study AI [11]. Its main idea is that intelligence depends on
the perception and behavior; Intelligent behavior can be manifested through in-
teraction between real-world and surrounding environment; “Perception-action”
mode was proposed [11].

The expressing and processing of uncertain knowledge are key issues for both
human brain intelligence study and artificial intelligence study [11], [17], [18].
Artificial intelligence with uncertainty is a new research field in AI in the 21st
century [11]. There are many kinds of uncertainties in knowledge, such as ran-
domness, fuzziness, vagueness, incompleteness, inconsistency, etc. Randomness
and fuzziness are the two most important and fundamental ones [19], [20], [21].
There are many theories about randomness and fuzziness developed in the past
decades, such as probability & statistics [19], fuzzy set [20], rough set [21], in-
terval analysis [22], cloud model [23], grey system [24], set pair analysis [25],
extenics [26], etc.

Machine learning, knowledge extraction and data mining are three popular
research fields in AI [27], [28], [29]. Unfortunately, they are all unidirectional cog-
nitive computing process from data (extension of concept) to knowledge (inten-
sion of concept). Languages and words are powerful tools for human thinking,
and the use of them is the fundamental difference between human intelligence and
the other creatures’ intelligence. We need to study the relationship between the
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human brains (computing based on intension of concept) and machines (comput-
ing based on extension of concept) [11]. To describe uncertain knowledge by con-
cepts is more natural and more generalized than to do it by mathematics. Prof
D.Y. Li proposed a qualitative quantitative transformation model of uncertainty
based on the traditional fuzzy set theory and probability statistics, cloud model,
which can realize the uncertain transformation between qualitative concepts (con-
cept intension) and quantitative values (concept extension) [23]. Cloud model, a
new cognitivemodel [30], is used to simulate the bidirectional cognitive computing
between intension and extension of concept through the forward cloud generator
(FCG) and backward cloud generator (BCG). In this paper, the cloud model is
used to study and analyze the bidirectional cognitive process.

The remainder of this paper is organized as follows. Section 2 introduces
the definition of the second-order normal cloud model and the FCG and BCG
algorithms are presented. A bidirectional cognitive process between concept ex-
tension and intension will be studied in Section 3. Final remarks and future
perspectives will be discussed in Section 4.

2 Cloud Model and Cloud Generator

Cloud model is a cognition model to transform between quantitative data and
qualitative concepts, which express a concept with three numbers.

Definition 2.1 (cloud) [11]: Let U be a universal set described by precise
numbers, and C be the qualitative concept related to U . If there is a number
x ∈ U , which randomly realizes the concept C, and the certainty degree of x
for C, i.e. μ(x) ∈ [0, 1], is a random value with steady tendency: μ(x) : U →
[0, 1] ∀x ∈ U x → μ(x), then the distribution of x on U is defined as a cloud,
and each x is defined as a cloud drop, noted Drop(x, μ).

Definition 2.2 (normal cloud) [11]: LetU be a universal set described by precise
numbers, and C be the qualitative concept containing three numerical characters
Ex,En,He related to U . If there is a number x ∈ U , which is a random realiza-
tion of the concept C and satisfies x = RN (Ex, y), where y = RN (En,He), and

the certainty degree of x on U is μ(x) = e
− (x−Ex)2

2y2 , then the distribution of x on
U is a second-order normal cloud. Where y = RN (En,He) denoted a normally
distributed random number with expectation En and variance He2.

The key point in definition 2.2 is the second-order relationship, i.e. within the
two normal random numbers. If He = 0, then the distribution of x on U will
become a normal distribution. If He = 0, En = 0, then x will be a constant Ex
and μ(x) ≡ 1. In other words, certainty is the special case of the uncertainty. If
He is large, the distribution of random variable X will have a heavy tail, which
can be used in economic and social researches.

2.1 Forward Cloud Generator (FCG)

FCG algorithm [11] transforms a qualitative concept with three numerical char-
acters Ex,En andHe into a number of cloud drops representing the quantitative
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description of the concept. It depicts the process from thought to practice. Due to
the universality of normal distribution, we mainly focus on second-order normal
cloud model. According to the definition 2.2, the FCG algorithm is as follows.

Algorithm [11]: Forward normal cloud generator—FCG(Ex,En,He)
Input: Ex,En,He and the number of cloud drops n.
Output: n cloud drops and their certainty degrees, i.e. Drop(xi, μ(xi)), i =

1, 2, · · · , n.
Step 1: Generate a normally distributed random number yi with expectation

En and variance He2, i.e. yi = RN (En,He).
Step 2: Generate a normally distributed random number xi with expectation

Ex and variance y2i , i.e. xi = RN (Ex, yi).

Step 3: Calculate certainty degree μ(xi) = e
− (xi−Ex)2

2y2
i .

Step 4: xi with certainty degree μ(xi), i.e. Drop(xi, μ(xi)) is a cloud drop in
the domain. Repeat the step 1 to step 4 until n cloud drops are generated.

2.2 Backward Cloud Generator (BCG)

The BCG is an algorithm based on probability statistics. It is used to transform a
number of cloud drops (sample data) into three numerical characters representing
a concept. In 2004, Liu proposed a BCG algorithm based on the sample variance
and the first-order sample absolute central moment as following [31].

Algorithm [31]: Backward normal cloud generator—BCG1
Input: Drops(xi), i = 1, 2, · · · , n.
Output: (Ex,En,He) representation of a qualitative concept.
Step 1: Calculate the sample mean, sample variance and the first-order sample

absolute central moment from the random sample x1, x2, · · · , xn, respectively, i.e.

Êx = X̄ =
1

n

n∑
i=1

xi, S
2 =

1

n− 1

n∑
i=1

(xi − X̄)2, E|X − Êx| = 1

n

n∑
i=1

∣∣xi − X̄
∣∣.

Step 2: According to the character of the second-order normal cloud distribu-
tion, Liu got the following equations:

S2 = En2 +He2, E |X − Ex| =
√

2

π
En. (1)

Calculate the estimates of En and He from (1) respectively, i.e.

Ên =

√
π

2
× 1

n

n∑
i=1

∣∣∣xi − Êx
∣∣∣, Ĥe =

√
S2 − Ên2.

In addition to the BCG1 given by Liu, Dr.L.X. Wang proposed another backward
cloud generator algorithm according to the sample variance and the fourth-order
sample central moment as following, denoted by BCG2, the detailed algorithm see
the reference [32], [33]. In 2012, G.Y. Wang, etc. proposed a multi-step backward
cloud generator algorithm as follows [33].
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Algorithm [33]: Multi-step backward cloud generator—BCG3
Input: Drops(xi), i = 1, 2, · · · , n
Output: (Ex,En,He) representation of a qualitative concept.

Step 1: Calculate the sample mean Êx = X̄ = 1
n

n∑
k=1

xk from x1, x2, · · · , xn.

Step 2: Obtain the new sample from x1, x2, · · · , xn, that is, make the sample
data x1, x2, · · · , xn divide into m groups randomly, and each group will have r
samples (i.e. n = m · r and n,m, r are positive integers). Calculate the sample

variance ŷ2i = 1
r−1

r∑
j=1

(xij − Êxi)
2(i = 1, 2, · · · ,m) from each group, where,

Êxi = 1
r

r∑
j=1

xij(i = 1, 2, · · · ,m). So, y1, y2, · · · , ym are seen as a new random

sample from a N(En,He2) distribution.
Step 3: Calculate the estimates of En2 and He2 from the new sample y21 , y

2
2 ,

· · ·, y2m. We have

Ên2 =
1

2

√
4(ÊY 2)2 − 2D̂Y 2, Ĥe2 = ÊY 2 − Ên2. (2)

Where, ÊY 2 = 1
m

m∑
i=1

ŷ2i , D̂Y 2 = 1
m−1

m∑
i=1

(ŷ2i−ÊY 2)2. The estimates Ên and Ĥe

are obtained from the formula (2).

3 The Bidirectional Cognition Experiment

According to the FCG and the above three BCGs, we will study the bidirec-
tional cognitive computing process of human cognition for concepts. The initial
concepts are divided into three kinds, that is, clear concept, uncertain concept
and confusing concept. They can be expressed as a cloud concept with three
numerical characters (Ex,En,He) respectively.

In order to facilitate the calculation, let (25, 3, 0.1) express a clear concept,
(25, 3, 0.55) express an uncertain concept and (25, 1, 0.8) express a confusing
concept. There is no clear boundaries for the three concepts due to the un-
certainty of concept. In this paper, the different concept is determined by the
atomized feature of cloud concepts [34]. Different cloud generators represent dif-
ferent people to conduct cognitive computing. So, the BCG1, BCG2 and BCG3
represent three kinds of people with different cognitive thinking respectively.
One time cognition and many times cognition of different people for a concept
are illustrated by the following two experiments respectively.

1) One time cognition process of different people for a concept
One time cognition process of three different kinds of people for a concept is

like this: generate the concept extension by FCG form a given initial concept
intension with numerical characters (Ex,En,He), and then three different kinds
of people (that is, three BCGs) generate a new concept intension respectively,
finally, the extensions are generated by FCG for the three new concepts again.
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The results of new concept’s intensions, which are generated by one time cog-
nition of three different kinds of people for the above three concepts, are shown
in Table 1 respectively. Their extensions are shown in Figure 1, Figure 2 and
Figure 3 respectively.

Table 1. One time cognition results

Initial concept (Ex,En,He) BCG1 BCG2 BCG3

Clear concept (25, 3, 0.1) (24.96, 2.98, 0.28) (24.96, 2.95, 0.21) (24.96, 3.01, 0.09)

Uncertain concept (25, 3, 0.55) (25.02, 3.01, 0.54) (25.02, 3.02, 0.52) (25.02, 3.01, 0.54)

Confusing concept (25, 1, 0.8) (24.98, 1.25, 0.53) (24.98, 1.04, 0.78) (24.98, 0.98, 0.81)
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Fig. 1. One time cognition results of the clear concept (25, 3, 0.1)
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Fig. 2. One time cognition results of the uncertain concept (25, 3, 0.55)
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Fig. 3. One time cognition results of the confusing concept (25, 1, 0.8)

From Table 1, and Figure 1 to Figure 3, we can find that when the initial
concept is quite clear, the cognition results of BCG1 and BCG2 have some
excursion, while BCG3’s cognition result is very good. When the initial concept
is uncertain in some degree, the cognition results of BCG1, BCG2 and BCG3
are similar. When the initial concept is confusing, BCG1’s cognition result has
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much excursion, but the cognition results of BCG2 and BCG3 are quite good.
These results show that the cognition of different people for different concept is
different indeed.

2) Many times cognition process of different people for a concept
Many times cognition process of each kind of people with similar cognitive

thinking for a concept will be studied in this section. We select 50 people in
each kind of people with similar cognitive thinking, and each people’s cogni-
tion process from the extension of a concept to its intension and then back to
its extension is treated as one time cognition. So, 50 people’s cognitions for the
same concept are 50 times cognition in each kind of people with similar cognitive
thinking. Where, the process from the concept’s intension to its extension is im-
plemented by FCG, and the process from the concept’s extension to its intension
is realized by human cognition, that is, BCG. The 50 times cognition processes
(L=1 to 50) of each kind of people with similar cognitive thinking for the above
three concepts are shown in Figure 4(a),(b),(c) respectively. Figure 4 expresses
the changing process of new concept numerical characters (Ex,En,He) which
are generated by cognition of 50 people in each kind of people with similar cog-
nitive thinking. The concept’s intensions obtained by the 50th cognition of three
kinds of people with different cognitive thinking for the above three concepts
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(a) 50 times cognition process for the clear concept (25, 3, 0.1)
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(c) 50 times cognition process for the confusing concept (25, 1, 0.8)

Fig. 4. Three different kinds of people 50 times cognition results for a concept
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Table 2. The 50th cognition’s numerical characters

Initial concept (Ex,En,He) BCG1 BCG2 BCG3

Clear concept (25, 3, 0.1) (24.92, 2.96, 0.34) (24.92, 2.98, 0.30) (24.92, 3.01, 0.09)

Uncertain concept (25, 3, 0.55) (24.93, 2.96, 0.36) (24.93, 3.01, 0.31) (24.92, 3.03, 0.54)

Confusing concept (25, 1, 0.8) (25.03, 1.25, 0.41) (25.03,0.96, 0.83) (25.03, 1.02, 0.78)
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Fig. 5. The 50th cognition results of the clear concept (25, 3, 0.1)
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Fig. 6. The 50th cognition results of the uncertain concept (25, 3, 0.55)
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Fig. 7. The 50th cognition results of the confusing concept (25, 1, 0.8)

are shown in Table 2 respectively, and their extensions are shown in Figure 5,
Figure 6 and Figure 7 respectively.

From Table 2, and Figure 4 to Figure 7, we can find when the initial concept
is quite clear, the cognition results of the two kinds of people (BCG1 and BCG2)
have some excursion, while the BCG3’s cognition results are very good. When
the initial concept is uncertain in some degree, the cognition results of BCG3 are
similar to the initial concept, while the two kinds of people (BCG1 and BCG2)
have a bit excursion. When the initial concept is confusing, BCG1’s cognition
results have much excursion, but the two kinds of people’s (BCG2 and BCG3)
cognition results are quite good.
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4 Conclusions and Prospects

In this paper, the relationship of cognitive science and artificial intelligence is
studied. A bidirectional cognitive computing model based on cloud model is
introduced. Some experiment results are discussed to show the validity and effi-
ciency of cloud model for bidirectional cognitive computing.

At the same time, there are still some problems to be further studied:

• Bidirectional cognitive computing process with increasing knowledge.
• Many people’s mutual cognition process for a concept.
• Multi granularity bidirectional cognitive computing.
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Abstract. Cloud computing is becoming increasingly popular as it enables 
users to save both development and deployment time. It also reduces the 
operational costs of using and maintaining the systems. Moreover, it allows the 
use of any resources with elasticity instead of predicting workload which may 
be not accurate, as the data warehousing environments can benefit from this 
trend. In this paper, a cloud-based view allocation algorithm is presented to 
enhance the performance of the data warehousing system over a Peer-to-Peer 
architecture. The proposed approach improves the placement of the 
materialized views. It also reduces the cost of the dematerialization process 
more than any other policies. Furthermore, the proposed algorithm saves the 
transfer cost by distributing the free space on the peers based on the required 
space to store the views.  

Keywords: Data Warehouse, Cloud computing, Materialized views, Peer-to-
peer Cloud. 

1 Introduction 

Cloud computing is the term of using any computer resources as a service; it is a very 
successful service oriented computing paradigm, and it has a lot of features like:  
infinite scalability, elasticity, reliability and pay-per-use etc. [1] and [2]. Infrastructure 
as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS) 
are the most popular cloud paradigms [3]. One of the cloud computing architectures is 
Peer-to-Peer cloud architecture on which our proposed algorithm is based [4] and [5]. 

Data warehouse is considered one of the solutions for storing large amounts of data 
to be used in decision making or supporting analysis. Data warehouse has a very large 
size and can be geographically distributed leading to the occurrence of some 
performance and storage problems. So, data warehouse can be distributed to data 
marts which allow users to pose queries to these data marts directly instead of the data 
warehouse. This will distribute the workload, make balance, and avoid single points 
of failure [6],[7], [8]. 



402 M.E. Megahed et al. 

View materialization is the process of computing and saving the result of a query 
in the data warehouse, in order to save processing cost. Every time the query is asked, 
the processing cost is saved, if the result of the query (the view) is materialized. It is 
not possible to materialize all the views because it costs a lot of storage. So we have 
to select some views to be materialized, the views which have the highest frequency 
of queries. There are two ways of view selection: static and dynamic. Static view 
selection is a traditional way to select views to be materialized based on prediction, 
but it has two main weaknesses. First, the workload of the queries is not easy to be 
predicted. The Second problem is the periodically changes of the workload 
[9],[10],[11]. Thus, the dynamic view selection could be considered better than the 
static view selection, especially in our case (cloud computing environment).  

View materialization in a peer-to-peer cloud has some challenges. First, the 
evaluation of the views is to select some of them to be materialized. Second, is to 
decide where the materialized views should be allocated on the peers of the cloud to 
get the most enhanced performance, considering the transfer cost between the peers 
and the processing cost of the queries [9]. 

In this paper, a cloud dynamic view allocation algorithm is proposed to allocate the 
materialized views at the suitable peers in order to reduce the storage cost (Utilizing 
the elasticity of the cloud), transfer cost, query processing cost, and the 
dematerialization of the already materialized views. 

2 Related Work 

Recent researches applied an approach to materialize views in P2P data warehousing 
systems [7],[9],[12]. They provided two placement policies: Isolated Policy: Which 
places each materialized view in the peer with the highest frequency of queries based 
on that view. In case of no storage available to save the materialized view, the 
replacement policy will make dematerialization free enough space to store the new 
materialized view. The second policy is Voluntary policy: which is based on placing 
the materialized view in the peer which has enough space to store the materialized 
view, then select the peer which has the highest frequency of queries based on this 
view. If there is no peer having free enough space to store the materialized view, then 
it is necessary to dematerialize some materialized views to free enough space to store 
the new materialized view which is more beneficial. 

In [13] they proposed the DynaMat system that makes dynamic materialization. It 
aims to unify the problems of view selection and maintenance, taking into 
consideration the maintenance restrictions, such as the views updating and available 
space. The main approach of the system is to monitor the incoming queries to get the 
frequencies and materialize the views of the more frequent queries. In DynaMat 
system, there is no dynamic detection of the redundancies (common views between 
queries); it is done by the data warehouse administrator. 

Furthermore, others proposed cloud view distributed data processing system which 
allows users to define the required views to be maintained [14]. In cloud view, users  
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can define the orientation of their applications. Based on the users’ descriptions, the 
system generates the required jobs and distributes them to a set of nodes to be 
executed. The queries from the clients are served and executed by using the 
materialized and time versioned views in less time than the traditional queries. 

However, in [12] they Presented PeerOLAP system which supports the Online 
Analytical Processing queries, based on P2P network, each end client containing a 
cache with the most asked queries results. If a query cannot find the result on its peer, 
it will distribute through the network until finding the result at the peer which 
contains it. The query answer may be located in more than one peer and this answer 
will be constructed from these peers. 

In [15] they presented PeerDW system, which apply the DW upon P2P 
architecture, they also presented a stable hybrid P2P network structure for the 
PeerDW to adapt the DW and the P2P nature.  The dynamic caching peer materialized 
views algorithm are also presented as materialized views distributed and cached 
dynamically in the peer side in order to reduce the query response time and increase 
the system throughput. 

In [16] and [17] they presented an ASM-based approach to data warehouses 
dynamic design and OLAP systems with a foundational approach to data-intensive 
software services. Technically, data warehouse and OLAP features can be considered 
as an instantiation of an abstract state service. They explained this view and provided 
examples to clarify their idea. 

Therefore our dynamic allocation methodology addressed a different algorithm as 
it considers the view materialization based on cloud computing not a traditional 
network. Besides, it utilizes the cloud features to improve the placement of the 
materialized views.  

3 The Proposed Dynamic View Allocation Architecture 

Our proposed methodology proposes a new architecture as shown in fig. 1 to improve 
the placement of the materialized views. Moreover, our placement policy keeps the 
materialized views and reduces the cost of the dematerialization process 
(dematerialization process waste processing cost as the views may be need to be 
materialized again with a new cost) more than any other policies. It also saves the 
transfer cost. The architecture consists of the following modules: 

• Module1:The Materialization module: 
The main challenge of view materialization that is based on peer-to-peer cloud is to 
select the best combination set of views to be materialized, considering query 
performance over the cloud, the overall processing time and the maintenance cost of 
views. Thus, each view should be evaluated before the selection process; this 
evaluation is based on the calculation of the saved cost if this view is materialized. 
The cost saved CS(VJ)  could be calculated as follows:  

( )= ∑ ( )  ( )      (1) 
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Where ( )  is the frequency of Query q , and  ( ) is the total cost of materializing 

view V. The total cost ( ) is calculated as follows: 

( )= ( ) ( )  ( )    (2) 

 
Where ( ) is the processing cost of view  and PeerCost( ) the transfer 
cost from peer pi to the cloud peer. The view maintenance cost of the view could be 
calculated using the following equation: 
 ( )= ∑  ( )      (3) 

 
Where is the Relation update frequency of the view relations (tables) and Cm(V ) 
is the maintenance cost of each update (i). The views will be ranked based on their 
goodness,  

 Goodness(Vj) = ( ) ( )      (4) 
 

Then the system can make combinations of these views and calculate the benefits of 
these combinations.  Finally, it materializes the set of views which achieve the most 
benefits of the materialization process. The second challenge is the view placement on 
the peers considering the utilization of the materialized views, the query processing 
cost and transfer cost between the peers.   

 
• Module2: The Placement Module: 
In this module, a candidate peer is selected to store the materialized view. This 
selection is done according to the predefined equations. The placement phase is based 
on utilizing some of the cloud computing features to avoid wasting materialized views 
and reduce the transfer cost in the cloud. 

The policy is based on placing the new materialized view at the peer which has the 
highest frequency of accessed queries. This reduces both the transfer and query 
processing cost. 

 
• Module3: The Resource allocation Module: 
The resource allocation is one of the main challenges in the cloud environment. As if 
there is no enough space to store the view at the peer, the free space of the other peers 
can be used. The materialized view will not be transferred to these peers. But, a   
resource reallocation process will be done (by doing resource allocation) and the 
required free spaces are located in the peer which has the highest use of this view 
utilizing the elasticity feature of the cloud. So, the peer can have enough free space to 
this view to be materialized and placed on it. Therefore, the network transfer cost will 
be saved. 
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Fig. 1. The Proposed Dynamic View Allocation Architecture 

4 The Cloud-Based Dynamic View Allocation Approach 

The proposed approach allocates the materialized views at the suitable peers in order 
to reduce the storage cost (utilizing the elasticity of the cloud), transfer cost, query 
processing cost, and the dematerialization of the already materialized views. The 
algorithm is based on our proposed dynamic view allocation architecture as shown in 
the following pseudo code. 
 

The cloud Dynamic View Allocation Algorithm 
calculate the total cost of each view at the cloud 
//Define P int “Number of Peers in the Cloud” ; 
//Define PeerCost (pi cp) Cost between any peer and cloud Peer; 
//Define FBrpi The update frequency of base relation Br at Peer p; 
//Define Q = {q1,q2,……qT} query Workload , T is the total number of queries; 
//Define fpi(qj)The access frequency of query j at peer i; 
//define Cm(vi) The maintenance cost of query vi; 
//Define Cp(vi) The processing cost of view vi; 
//Define Ct(vi) The total cost of view vi; 
//Define Goodness(vi) “A value Reflects the efficiency of materializing vi  ; 
//Define Vc Set of candidate Views;  
//Define Cs(vi) “The saving cost if View vi is materialized”; 
//Define CM(vi) The Maintenance cost of view VI    
//Define I,J int; 
//Define Size[vi , Size] “ Array of views and their sizes”;  
//Define TotalCostArray [vi , Ct(vi)]“Array of views and their total cost”;  
 Begin 

Begin For i=1 to P 
  For j= 1 to Pi 

   ( )= ( ) ( )  ( )  
Next j 
End For 

// Append vj & ct(vj) in TotalCostArray 
Next i 

End For End 
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 The evaluation phase: calculate both cost saved of each view and the total maintenance cost 
//Define EvArrOfViews [V,CSVJ,CMVj,Goodness] array of the Views and their Saving cost , maintenance 
cost and  
goodness : initially empty; 
//Define AllCombOfView: A set of all combinations of views to be materialized. 
//Define CvFinal a set of the final candidate view that will be materialized.  
// Define i int; Define j int 

Begin   For i=1  to P For j= 1 to Pi 

 ( )= ∑  ( ) 
// Append    EvArrOfViews  ( )= ∑ ( )  ( ) 
// Append    EvArrOfViews  
Next j 

End For  
Next i 
End For 

End 
Determine the final candidate views to be materialized 
//Define EvArrOfViews [V,CSVJ,CMVj,Goodness] array of the Views and their Saving cost , maintenance   

        cost and goodness : initially  
//Define AllCombArray: Array of sets of all combinations of views to be materialized: initially empty; 
//Define Cnt int : total number of the available combinations of views in the AllCombArray array  
//Define CvFinal a set of the final candidate view that will be materialized; 
       Begin 

For each View V  EvArrOfViews 
Goodness(Vj) = ( ) ( ) 

     //Append    EvArrOfViews  
End For 
    //Create all combinations of views to be materialized 
    // Append each of the combinations to the AllCombArray 

For i=1 to Cnt Do 
CVi=Max of ∑ Goodness(vj) in AllCombArray[i] 
//append CVi to the CV 
Next i 

For each CVi  in CV 
CVFinal[i]= Min Number of Views in CV[i] 
//Append CVi to CVFinal  

                                   Next  
End For 

End For  
End 

View placement phase 

// Define CvFinal [{V1 ,Size1},{V2,Size2},……} array of the final candidate views that will be materialized 

         and its sizes; 

// Define Qpi={q1,q2,……} a set of quires at peer (i); 

// Define [Pi,FreeSpace(Pi)] array of Peers in the cloud and the free space for each;  

// Define CntQuery(Vj) int number of quires that access view (j); 

// Define MaxPeerView[{Vj,Pi}] Array of peers id in which view(j) is mostly accessed by query initially 

          empty; 

         Begin 
   For each    Do; 
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ViewPeerNo(Vk)={Ø}; X=0; 

For i 1 To P; 

CntQuery(Vk) = 0; 

For j=1 To P(i); 

CntQuery(Vk) = CntQuery(Vk)+ Count(Qj for Vk); 

Next J; 

                     End For; 

   If X > CntQuery(Vk); 

   ViewPeerNo = [i]; 

   Next i; 

   End if; 

Return ViewPeerNo(Vk); 

Append Both Vk and ViewPeerNo(Vk)in MaxPeerView Array; 

Resource allocation phase 

For Each View (Vk) in MaxPeerView; 

Check the Free Space [Pi,FreeSpace(Pi)], 

If FreeSpace in Pi > Size (Vk); 

Locate Vk At Pi; 

Else //Enter Cloud De-fragmentation Phase Defragment The Cloud  

                  Adding extra space for Pi  

End For;                End;      

5 Experimental Results 

A simulated cloud environment has been developed with the help of VMWare 
workstation [18] to test the proposed cloud dynamic view allocation algorithm. It 
simulates the cloud peers which contain the data marts and the cloud super peer which 
contains the data warehouse and where the system is run. 

The cloud simulation contains 3 peers and the cloud super peer. TPC-H database 
[19] is used as a dataset (scale factor 1) and 6 sets of queries had been run. These 
queries come from the each one contains a number of queries (20, 100, 200, 500, 
1000, and 2000).These sets of queries are posed to the cloud on each peer randomly. 

In order to evaluate the performance of our policy, the proposed cloud dynamic 
view allocation algorithm is compared to the two algorithms of [9], the isolated policy 
and the voluntary policy. The saving transfer cost, processing time and space usage 
are calculated and compared for the three polices through three simulation 
experiments. The algorithms are tested using [20]. 

 
Experiment-1: measures the transfer cost. Fig.2 shows that the comparison between 
the cloud view allocation algorithm , the isolated policy and the voluntary policy 
against the transfer cost based on four sets of queries (20,100,200 and 500), and it 
shows that the cloud view allocation algorithm saves the transfer cost especially in the 
two cases 200 and 500 query sets.  
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Experiment-2: measures the processing cost. Fig. 4 shows the comparison between 
the cloud view allocation algorithm, the isolated policy and the voluntary policy 
against the processing cost based on four sets of queries (20,100,200 and 500) and it 
shows that the cloud view allocation algorithm saves more processing time than the 
two other policies. 

 

 

Fig. 4. Comparison between the three policies against the processing cost 

 
Fig. 5.  Measurements of the saved processing time  

Fig.5 shows the processing cost savings of the three policies for all the 6 queries 
sets (20, 100, 200, 500, 1000, and 2000 queries). It shows that our dynamic allocation 
policy enhanced the processing cost by about 66%, while the voluntary policy 
enhanced it by about 50.2%, and the isolated enhanced it by about 44.4%. 

This result was expected because the processing cost is based on the transfer cost 
between the peers to get the data from the relations (the tables which the views are 
based on), and the transfer cost of the views themselves.  
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Experiment-3: measures the space usage of the cloud. Fig. 6 shows the comparison 
in space usage between the three policies, and it shows that in 3 of 4 sets the cloud 
view policy used space more than the other two policies but it is not the huge different 
and it is accepted compared to the improvement in the saving of  transfer cost and 
processing cost.  

 

 

Fig. 6. Comparison between the three policies against the space usage 

 

Fig. 7. Results of Space Usage 

Fig.7 shows that using the cloud dynamic view allocation algorithm increased the 
space usage by about 13.8%, while, the voluntary policy increased it by about 5%, 
and the isolated increased it by only 3%. 
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So, our policy keeps the materialized views, increases the space usage of the cloud 
and reduces the transfer cost by distributing the free space on the peers based on the 
required space to store the views. 

6 Conclusions 

View materialization in a peer-to-peer cloud has some challenges, such as the 
evaluation of the views that will be selected to be materialized. Moreover, it decides 
where the materialized views should be allocated on the peers of the cloud to get the 
most enhanced performance, considering the transfer cost between the peers and the 
processing cost of the queries. Our proposed methodology overcomes the previously 
mentioned challenges. In this paper, the cloud dynamic view allocation algorithm is 
introduced to improve the data warehouse system over peer-to-peer cloud computing 
architecture. The main idea of the proposed approach is based on the view 
materialization of the most accessed queries on its peer by utilizing the cloud 
computing features especially the elasticity. The performance of the database system 
is based on the query processing time as well as the transferring time between the 
peers and the space utilized of the views. Our proposed methodology improved them 
by about 66%, 79% and 14% respectively.  
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Abstract. Cloud computing is the latest evolution of computing. It provides 
services to numerous remote users with different requests. Managing the query 
workload in cloud environment is a challenge to satisfy the cloud users. Im-
proving the overall performance and response time of the query execution can 
lead to users' satisfaction. In this paper, we examine the problem of the slow 
query response time. Sub query merging and query resource allocation ap-
proaches are proposed to minimize the query execution time.  

The main aim of this paper is to exploit the shared data among the sub que-
ries and minimize communication overhead on cloud. This paper proposes a 
new architecture to enhance the query execution time by applying the sub  
queries optimization and merging approach before implementing the query al-
location approach. The results improving the query execution time as well as 
improving query allocation time.   

Keywords: Cloud computing, query workload, query execution. 

1 Introduction 

As cloud computing is becoming more popular, this leads to increasing the number of 
applications needs to access and process data from multiple distributed sources [2]. 
The workloads generated by queries can change very quickly; so this can lead to a 
poor performance (e.g. query processing time) depending on the type and the number 
of requests made by users. The challenge is how to provide a fast and efficient access 
to database during queries execution over distributed data sources [5]. As Clouds are 
generally built over wide-area networks, query execution performance can be im-
proved by minimizing communication cost because high communication over clouds 
can lead to a slow query response time [2].  Each query submitted from the user is 
transformed to a query plan which consists of a set of sub-queries formulated over the 
data sources and operators specifying how to combine results of the sub-queries to 
answer the user query [2]. The challenge in this paper is how to exploit and optimize 
the shared data among the sub queries to minimize the query response time. This pa-
per presents an architecture to enhance the query execution time by applying the sub 
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queries optimization and merging approach before implementing the query allocation 
approach. 

The paper is organized as follows. Section 2 reviews related works. Section 3 
presents our proposed query workload architecture. Section 4 describes the mechan-
ism used to implement our architecture. Section 5 presents the experimental environ-
ment. Section 6 presents the results. Conclusion and future work are discussed in 
section 7.   

2 Related Work 

In [2] they presented Merge-Partition (MP) query reconstruction algorithm. Their 
work is related to IGNITE system proposed in [6]. The algorithm is able to exploit 
data sharing opportunities among the concurrent sub- queries. This can reduce the 
average communication overhead. In [1] they proposed resource selection module to 
limit the search space by selecting a subset of resources and applying ranking function 
to improve the performance and optimization time. In [3] they presented an architec-
ture to achieve workload balance during queries execution. In [4] they presented sev-
eral techniques to respond to load imbalance by dynamically redistributing processor 
load assignments throughout a computation to take account of varying resource capa-
bilities. In [4] they introduced five adaptively strategies, such as strategy proposed in 
[12]; they presented Flux(Fault-tolerant Load-balancing eXchange) which is placed 
between producer consumer stages in a dataflow pipeline to repartition stateful opera-
tors while the pipeline is still executed under memory loads. In [13] they presented 
DITN (Data In Network), a new method of parallel querying based on dynamic out-
sourcing of join processing tasks to non-dedicated and heterogeneous computers. In 
[5] they presented an approach that combines proprietary cloud based load balancing 
techniques and density-based partitioning for efficient range query processing across 
relational database-as-a-service in cloud computing environments. In [8] they de-
scribed the use of utility functions to coordinate adaptations that assign resources to 
query fragments from multiple queries, and demonstrate how a common framework 
can be used to minimize overall query response times and to maximize the number of 
queries meeting quality of service goals. Besides, in [10] they described how utility 
functions can be used to make explicit the desirability of different workload evalua-
tion strategies, and how optimization can be used to select between such alternatives. 
Their approach is illustrated for workloads consisting of workflows or queries. In [9] 
they examined the problem of provisioning resources in a public cloud to execute data 
analytic workloads. The goal of their provisioning method is to determine the most 
cost-effective configuration for a given workload. In [11] they proposed a workload 
management system for controlling the execution of individual queries based on  
realistic customer service level objectives. In [14] they proposed a low complexity 
resource scheduler algorithm that allows for partitioned parallelism for use in a distri-
buted query processor over heterogeneous machines. In this paper, we focused on the 
work proposed in [1] and [2] that targets only one of the two issues: query allocation 
or sub query optimization and merging, but not both. The proposed work considers 
both issues. 
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3 The Proposed System's Architecture 

Our proposed architecture overcomes the challenge of slow query response time by 
optimizing and merging the sub queries. Furthermore, it assigns the sub queries to the 
appropriate resources. In addition, it manages queries execution to respond to any 
load imbalance before retrieving the results of queries to the users.   

Our proposed architecture which is shown in Fig.1 involves three subsystems: the 
first subsystem is the Query Optimization which accepts queries from users. The out-
put of this subsystem is the list of the resources that is responsible for queries  
execution. The second subsystem is the Workload Manager which manages queries 
execution on resources and responds to any load imbalance that may occur through 
the execution. The third subsystem is Integrator which is responsible for collecting 
the queries results from the resources and retrieving them to the users. 

The Query Optimization subsystem is responsible for discovering data sharing 
among the sub queries of accepted queries from users. Then it determines the ordering 
of queries execution. Finally, it allocates the query to the appropriate resources. The 
main advantage of this subsystem is minimizing the query execution time. 

•  Query Optimization subsystem contains the following main processes:  

─ Transform Queries to Abstract Query Tree(AQT): accept queries from users and 
transform each query to abstract query tree.  

─ Optimize Sub Queries: traverse AQTs and determine which sub queries that have 
shared data. 

─ Merge Queries: construct new merged queries from the group of optimized sub 
queries that have shared data among them.  

─ Schedule Query:  determine the ordering of queries execution.  
─ Resource Allocation: an AQT is traversed to find candidate hosts for each opera-

tion in the AQT, then apply the ranking function. The host with the highest rank is 
chosen as the provider of the base relation [1]. 
 

The Workload manager subsystem is responsible for managing the queries execution 
through handling any failure during query execution. The main advantage of this sub-
system is the improvement of query execution performance. 

• Workload Manager subsystem contains the following main processes:  

─ Monitor/Observer: collects information as a source of notifications of queries ex-
ecution, such as the processing cost of a tuple and communication cost of an out-
going buffer of tuples. 

─ Diagnoser: performs the assessment phase; it determines if there is an issue with 
the current execution (e.g., workload imbalance). 

─ Responder: receives notifications from the diagnoser about issues of exe- 
cution (e.g., workload imbalance) in the form of proposed enhanced workload  
distribution.  
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The set of the new queries are reconstructed by this query reconstruction mechan-
ism to eliminate data redundancy among the sub-queries being processed [2].  

Example: For a given submitted query q: ПL (σp (R)).  
Let us assume the following assumptions:  

• Lo(qi) be the set of output attributes. 
• P(qi) be these lection predicates of qi. 
• Lc(qi) be the set of attributes that appear in P(qi). 

For two queries qi and qj, let R(qi∩qj) be their common answer. In Non-
Parameterized query, sub queries can be merged in the case of the three conditions 
presented in [2] that can all be satisfied: 

• Lc(qi) ⊆ Lo(qi) 
• Lc(qj) ⊆ Lo(qj) 
• Lo(qi) = Lo(qj).  

After optimizing and merging the sub queries into new merged queries, the new 
merged queries are transformed into abstract query tree. The first in first out (FIFO) 
algorithm is used for scheduling and determining the ordering of the query execution.  

All the cloud resources' information (such as: RAM amount, CPU speed, relations 
size,..) is stored on a database. Each internal node in AQT of merged or non merged 
queries is traversed to select the appropriate resource based on ranking function to 
execute its operation.  

 
rankij =  (mipsij − min(mips)) × wcpu      (1) 

                        max(mips) − min(mips) 
                        + 

                        (ramij − min(ram)) × wram 

                        max(ram) − min(ram) 
                     + 
                        (countij − min(count)) × wcount 

                        max(count) − min(count) 
                     + 
                                wwk 

                   (wkij − min(wk))/(max(wk) − min(wk)) + 1 
 

                     + 
                                 wTLR 

                   ((TLRij − min(TLR))/(max(TLR) − min(TLR)) + 1 
 

Where: 

• mipsij : MIPS (Million Instructions Per Second) of Hi j 
• wmips: weight of MIPS 
• ramij : RAM amount at Hij (MB) 
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• wram: weight of RAM 
• countij : number of relations that are involved in a query and maintained by Hij 
• TLR: is an index of a host’s transmission capacity  
• wcount: weight of count 
• wkij : current workload of Hij (0 means idle and 1 means fully utilized) 
• wwk : weight of workload. 

TLR is not be computed because we assumed that the queries are Select-Project, so 
there is no transition between the resources during query execution. After computing 
ranks of all candidate hosts, the host with the highest rank is chosen as the provider of 
the relation. 

5 Experimental Environment 

TPC-H database [7] is used as a dataset (scale factor 1). The TPC-H database has 
eight relations: REGION, NATION, CUSTOMER, SUPPLIER, PART, PARTSUPP, 
ORDERS, and LINEITEM. The cloud environment is simulated with the help of 
VMWare workstation which is the global leader in virtualization and cloud infrastruc-
ture [15]. Three virtual machines are deployed as Table 1 shows their capabilities and 
the relations distribution among them. Ten queries are used with different combina-
tions to test our experiment. Table 2 shows an example of the queries used.  

Table 1. Capabilities of each VM with relations distribution 

 VM1 VM2 VM3 
Relations Orders 

Region 
supplier 

Orders 
Lineitem 
nation 

Orders 
Lineitem 
Part 
Partsupp 
Customer 

RAM (MB) 512 128 256 
MIPS 1600 1830 1830 

Table 2. Example of four queries used in our experiment 

Query1 Select L_OrderKey, L_LineNumber,L_Quantity from lineitem 
where L_Quantity > 20 

Query2 Select L_OrderKey, L_LineNumber,L_Quantity from lineitem 
where L_Quatity > 40 

Query3 Select O_OrderKey, O_TotalPrice, O_OrderDate from orders 
where O_TotalPrice > 10000 

Query4 Select O_OrderKey, O_OrderDate, O_TotalPrice  from orders 
where O_OrderDate > '1996-01-12' 

Microsoft Structured Query Language Server (MS SQL server) is used as a parser and 
to deploy TPC-H database. 
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6 Evaluations 

Experiment1: Measure the queries resource allocation time 
Table 3 shows the new merged queries after applying optimizing and merging the 

sub queries approach. Table 4 presents the resources selected to execute the new 
merged queries. Table 5 presents the resources selected to execute the four queries 
without merging.  The execution time of the queries allocation is measured five times 
by different queries using sub query optimization and query resources allocation then 
the average execution time is computed, and the experiment is repeated using query 
resources allocation only as proposed in [1]. The results are shown in Table 6 and 
Fig.2. 

Table 3. The new merged queries in sub query optimization and merging approach 

      Q1 Select L_OrderKey, L_LineNumber,L_Quantity from lineitem 
where L_Quantity > 20 

Q2 Select L_OrderKey, L_LineNumber,L_Quantity from lineitem 
where L_Quantity > 40 

New Merged 
Query 

Select L_OrderKey, L_LineNumber,L_Quantity from lineitem 
where L_Quantity > 20 

Q3 Select O_OrderKey, O_TotalPrice, O_OrderDate from orders 
where O_TotalPrice > 10000 

Q4 Select O_OrderKey, O_OrderDate, O_TotalPrice  from orders 
where O_OrderDate > '1996-01-12' 

New Merged 
Query 

Select O_OrderKey, O_OrderDate , O_TotalPrice from orders 
where O_TotalPrice > 10000 or O_OrderDate > '1996-01-12' 

Table 4. The resources selected to execute the new merged queries 

Queries Assigning Virtual Machine 

New Merged Query1 VM2 

New Merged Query2 VM3 

Table 5. The resources selected for the four queries without optimizing or merging 

Queries Assigning Virtual Machine 
Query1 VM2 

Query2 VM2 

Query3 VM3 

Query4 VM3 
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Table 6. The average execution time of the queries resource allocation 

Approaches Average Execution Time(Sec) 

Without Merging/ Optimization (Query   
Allocation Approach [1]) 

0.064079  

With Merging/Optimizing Queries (Our  
Approach) 

0.042797  
 

 

 

Fig. 2. The average execution time of the queries resource allocation  

Experiment2: Measure the overall queries execution time  
The total execution time of the queries is measured five times by different queries 

using sub query optimization and query resources allocation then the average execu-
tion time is computed, and the experiment is repeated using query resources allocation 
only as proposed in [1]. The results are shown in Table 7 and Fig.3. 

Table 7. The average of measuring the queries execution time three times 

Approaches Average Execution Time(Sec) 

Without Merging/Optimization (Query      
Allocation Approach[1]) 

156.0819 
 

With Merging/Optimizing Queries(Our    
Approach) 

82.46665 
 

 
The results show that applying the sub query optimization and merging approach 

before the query resource allocation reduces overall query execution time by 52% and 
reduces query allocation time by 66%. 
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Fig. 3. The average overall queries execution time 

7 Conclusion and Future Work 

In this paper, a new architecture is proposed to minimize the overall query response 
time in cloud computing environment. The first subsystem of the proposed architec-
ture is implemented and the results show that applying optimization and merging of 
the sub queries approach before the query allocation improves the execution time of 
the queries by 52% and improves query allocation time by 66%.  

In our future work, the merging approach will be extended to handle joint and mul-
tiple predicates in the query. In these cases, the queries may become more complex, 
which needs to compute the sub query delay and improve query scheduling. The 
workload manager subsystem of the architecture will be implemented to improve the 
query execution performance by responding to the workload imbalance. 
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Abstract. Recommender systems are needed to find food items of one’s 
interest. This paper reviews recommender systems and recommendation 
methods, then propose a food personalization framework based on adaptive 
hypermedia and extend Hermes framework with food recommendation 
functionality. Moreover, it combines TF-IDF term extraction method with 
cosine similarity measure. Healthy heuristics and standard food database are 
incorporated into the knowledgebase. Based on the performed evaluation, we 
conclude that semantic recommender systems in general outperform traditional 
recommenders systems with respect to accuracy, precision, and recall, and that 
the proposed recommender has a better F-measure than existing semantic 
recommenders.  

Keywords: Ontology, Semantics-Based Recommendation, Heuristics. 

1 Introduction 

Recommender systems are needed to find food items of one’s interest. Challenges in 
building nutrition recommender systems can be classified as those concerning the 
user, and those concerning the algorithms used [1]. Different models are proposed [2] 
to deal with the missing or incorrect data from food recording measurements. Other 
challenges have a trade-off between them such as the perfect databases size and the 
cold-start problem. The cold-start problem can be solved by using information about 
the user’s previous meals to calculate similarity measures to recommend new recipes 
[3]. Challenges about user compliance can benefit from many suggested strategies[4]. 
Users need nutrition heuristics to help develop a bias toward eating healthfully [5].  

Section 2 reviews the previous attempts in building food recommenders and 
recommendation approaches. Section 3 presents our solution and the evaluation of the 
proposed framework. We conclude in Section 4 with plans for future work. 

2 Previous Work 

First efforts of designing automated systems to plan a meal based on personal 
nutritional needs utilize case-based planning such as CHEF [6] and JULIA [7]. A 
recipe recommender system usually employs similarity measures to recommend 
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recipes that are most similar to meals the user likes [3]. User ratings are core for the 
recommender system [8], taking into account heuristics indentified by health care 
providers [9]. A system that analyses shopping receipts and then recommends 
healthier food choices is proposed [10]. To calculate the nutritional content of meals, 
Smart Kitchen [11] is proposed. Computer vision can be applied to analyze pictures 
of meals to predict the nutritional content [12]. Other systems focus on analysing the 
written form of nutritional content ([13], [14]). Recent attempts try to improve recipe 
recommendations by understanding the user’s tastes [15].  

There are four types of recommender approaches: content-based, semantics-based, 
collaborative filtering, and hybrid [16], but we restrict our discussion to the first two 
only. Content-based recommenders make use of Term Frequency-Inverse Document 
Frequency (TF-IDF)[17] and cosine similarity to compare the similarity between 
documents. Semantics is concerned only with concepts, and employing approaches 
such as concept equivalence [18], binary cosine [18], Jaccard [19], and semantic 
relatedness [20]. Next section shows how these approaches can be implemented.  

3 Proposed Framework 

The proposed framework is shown in fig. 1.  
 

 

Fig. 1. The proposed framework 
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The first step is to take the raw description directly from the user or from his 
profile. Stop words are removed, followed by stemming words back to the root and 
removing punctuation and converting to lower case. To develop a bias toward 
healthful food, examined nutrition heuristics are collected [5].  The effectiveness of 
the collected heuristics was clear. Heuristics (e.g., eat  a  hot  breakfast) are easy to 
comply with and more effective in making better food choices, such as suggesting 
hot-tagged items for any query with breakfast-related items. 

The next stage is to match the description or the output of the rule to the 
knowledgebase entries. The knowledge base is a domain ontology consisting of 
classes, relationships and instances of classes. For instance the sample ontology used 
as an example in this paper ‘Fruit’ and ‘Juice’ are classes and between them there 
exists a relation like ‘hasForm’ and its inverse ‘isFormedBy’. We define a concept as 
being a class or an instance of a class, such as ‘Banana’ is an instance of ‘Fruit’.  

User profile is constructed by calculating TF-IDF values for each term. We 
determine the term frequency (TF) fi,j for a term ti within an recipe aj: 
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dividing  ni,j, the number of occurrences of term ti in recipe by aj , the total number of 
terms in the document. Then the inverse document frequency (IDF): 
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dividing the total number of food items by the number of food items containing term 
ti. The final value is computed by multiplying TF and IDF: 
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Semantic measures benefit from the ontology that is defined by a set of concepts: 
 },,,,{ 321 nccccC =  (4) 

The food recipe can be defined by a set of p concepts: 
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The user profile, U, consists of q concepts found in the food items read by the user: 
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The similarity between a food recipe and the user profile can be computed by: 
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We can employ binary cosine to compute the similarity: 
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by dividing the number of concepts in the intersection of the user profile and the 
unread food recipe by the product of the number of concepts in respectively U and A.  
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Similarly, Jaccard computes the similarity between two sets of concepts: 
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Semantic neighborhood of ci is all concepts directly related to ci including ci: 
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A food item ak, which consists of m concepts is described as the following set: 
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To compare two new items ni and nj, a vector can be created: 
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where wi is the weight of ci . The similarity between food items ai and aj is : 
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The proposed framework is implemented in Java. It allows the user to formulate 
queries and execute them to retrieve relevant food items. We use the approach applied 
to adaptive hypermedia [21] and Hermes framework[22]. Hermes framework was 
originally used for building personalized news services. We extend Hermes with food 
recommendation functionality. It utilizes OWL[23] for representing the ontology.  

Performed tests are based on a corpus of 300 food items extracted from the United 
States Department of Agriculture (USDA) [24] as shown in Table 1.  

We have used 5 users with different but well-defined interests in our experiments. 
An example of a user interest is “Fruits”. Each user has manually rated the food items 
as relevant or non-relevant for his interest. For each user we split the food items 
 

Table 1. Food database 

Group No. of items  Group No. of items 

American Indian 165 Lamb and Veal 345 

Baby Foods 329 Legumes 386 

Baked Products 497 Nut and Seed 128 

Beef Products 757 Pork Products 340 

Beverages 284 Poultry Products 388 

Breakfast Cereals 408 Restaurant and Meals 121 

Cereal Grains 184 Sausages and Luncheon 234 

Dairy and Egg 253 Snacks 169 

Fast Foods 385 Soups and Sauces 510 

Fats and Oils 220 Spices and Herbs 61 

Finfish 258 Sweets 341 

Fruits and Juices 329 Vegetables 814 
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Table 2. Evaluation results 

 Accuracy Precision Recall Specificity F-Measure 

TF-IDF  90% 90% 45% 99% 60% 

B. Cosine  47% 23% 95% 36% 37% 

Jaccard  93% 92% 58% 99% 71% 

Sem. Rel. 57% 26% 92% 47% 41% 

Proposed   94% 93% 62% 99% 74% 

corpus in two different sets: 60% of the food items are the training set and 40% of the 
food items are the test set. Recommenders compute the similarity between the food 
items and previously computed user profile. If the computed similarity value is higher 
than a predefined cut-off value the food item is recommended and ignored otherwise. 
Evaluating the recommenders is done by measuring accuracy, precision, recall, 
specificity, and F-measure. This is done by calculating a confusion matrix for each 
user. Table 2 shows the results of the evaluations and Fig. 2 visualizes them.  

The best recommenders for accuracy is  the proposed framework, for precision is  
the proposed framework, for recall is binary cosine, for specificity are TF-IDF, 
Jaccard, and the proposed framework, and for F-measure is  the proposed framework. 
The proposed algorithm scores well on accuracy as it makes relatively small amount 
of errors for both recommended food as well as discarded food items. For precision, 
the proposed algorithm scores the best for precision as most recommended food items 
 

 
Fig. 2. Evaluation results 
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are relevant. The good results for recall obtained by the concept equivalence are due 
to the optimistic nature of the algorithm: any food item which involves previously 
viewed concepts is recommended. TF-IDF, Jaccard, and the proposed framework 
score well on specificity as these algorithms do not recommend most of the non-
relevant food items.  

4 Conclusion and Future Work 

The framework can be used for building a personalized nutrition service. Based on a 
set of concepts, selected by the user, it is able to determine which items are relevant.  

The knowledge base is a domain ontology consisting of classes, relationships and 
instances of classes. The knowledge base has initially been extracted from the United 
States Department of Agriculture (USDA) provided a comprehensive food database. 
Based on the performed evaluation, we conclude that semantic recommender systems 
in general outperform traditional recommenders systems with respect to accuracy, 
precision, and recall, and that the proposed recommender has a better F-measure than 
existing semantic recommenders. 

In the future we plan to extend the querying language by defining its grammar, and 
applying it for extracting deep knowledge from food ontology. Another possible 
research direction relates to the advanced traditional weighting schemes that other 
than TF-IDF such as logarithmic TF functions [25]. Another research direction is the 
considered similarity function. We would like to evaluate alternatives for cosine 
similarity as Lnu.ltu [26] which seem to remove some of the cosine similarity bias 
favoring long documents over short documents. As additional further work we would 
like to consider other types of food recommendation services as collaborative filtering 
or hybrid approaches. Also, we would like to investigate the performance of this type 
of recommenders with respect to existing hybrid recommenders. 
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Abstract. Population-based (or evolutionary) algorithms have been at-
tracting an increased attention due to their powerful search capabilities.
For the particular problem of feature selection, population-based meth-
ods aim to produce better ”or fitter” future generations that contain
more informative subsets of features. It is well-known that feature sub-
set selection is a very challenging optimization problem, especially when
dealing with datasets that contain large number of features. Most of
the commonly used population-based feature selection methods use op-
erators that do not take into account relationships between features to
generate future subsets, which can have an impact on their capabilities
to properly explore the search space. We present here a new population-
based feature selection method that utilize dependency between features
to guide the search. In addition, a novel method for estimating depen-
dency between feature pairs is proposed based on the concept of fuzzy
entropy. Results obtained from datasets with various sizes indicate the
superiority of the proposed method in comparison to some of the well-
known methods in the literature.

1 Introduction

Most of the real-life classification problems are highly challenging, and hence,
require informative feature sets to achieve the desired performance. The inclu-
sion of irrelevant, noisy and redundant features may have a negative impact on
the classification performance. Feature selection is usually employed to identify
feature subsets that can achieve optimal performance for the considered classi-
fication task. The two most important components in feature selection are the
evaluation measure and search strategy. Evaluation measures are used to esti-
mate the goodness of subsets, while search strategies are needed to generate
candidate subsets [1]. In this paper we will focus on the search strategy, while
the classification performance will be adopted as the evaluation measure, i.e., a
wrapper approach.

Many search strategy approaches have been proposed in the literature. The
stochastic population-based (or evolutionary) search strategies have in particular
attracted a lot of attention, where it has been found that including some ran-
domness in the population search process makes it less sensitive to the dataset
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[1], and hence helps avoid local minima. Some of the famous stochastic methods
used in feature selection are: simulated annealing [2], Genetic Algorithm (GA)
[3], Ant Colony Optimization (ACO) [4] and Particle Swarm Optimization (PSO)
[5]. However, most of these methods do not utilize relationships between features
in guiding the search. In some attempts, local search and evaluation have been
included to enhance the performance of some evolutionary-based feature selec-
tion algorithms. For example, the hybrid genetic search algorithm (HGA) [6]
uses embedded local search to fine tune the search implemented using GA. This
modification proved to give good results when used on datasets with small num-
ber of features (less than 100) [6]. However, for larger datasets that consist of
thousands of features, this method becomes impractical to run.

We have proposed in [7] a population-based search strategy that utilizes de-
pendency between feature pairs to guide the search in the feature space. The
method proved to produce better results than other population-based feature
selection algorithms, however it has two main limitations: (i) the computational
cost for estimating the mutual information between feature pairs can be quite
high for large subsets, and (ii) the method requires the desired number of fea-
tures to be specified, i.e., can only search for subsets of the same size. In this
paper, we refine the algorithm and generalize it, such that the algorithm would
itself search for the desired number of features and hence consider subsets of dif-
ferent sizes. Moreover, a new fuzzy feature dependency estimation is proposed
to reduce the computational complexity of the algorithm.

The paper is organized as follows: the next section presents our new fuzzy-
based feature dependency estimation approach. Section 3 describes the proposed
search strategy. Experimental results are presented in section 4, and a conclusion
is given in section 5.

2 Fuzzy Feature Dependency Estimation

The proposed dependency estimation is based on the concept of fuzzy entropy,
that was first coined by De Luca and Termini [8]. Let X = {x1, x2, ..., xn} be a
discrete random variable with a finite alphabet set containing n symbols, and let
μA(xk) be the membership degree of element xk to fuzzy set A, and let F be a
set to point mapping F : G(2X) → [0, 1]. F is considered as an entropy measure
if it satisfies the following axioms [8]:

1. F (A) = 0 iff A ∈ 2x, where A is a non-fuzzy set and 2x indicates the power
set of set A.

2. F (A) = 1 iff μA(xk) = 0.5 for all k,
3. F (A) ≤ F (B) if A is less fuzzy than B, i.e., if μA(xk) ≤ μB(xk) when

μB(xk) ≤ 0.5 and μA(xk) ≥ μB(xk) hen μB(xk) ≥ 0.5.
4. F (A) = F (Ac),

where Ac = (1 − μA(x1), ..., 1 − μA(xn)). One possible entropy measure that
satisfies the above axioms is the well-known Shannon entropy which for a discrete
random variable X with a probability mass function p(xk) is given as H(X) =
−∑

k p(xk)log2p(xk).



432 A. Al-Ani and R.N. Khushaba

A new non probabilistic entropy measure is then introduced in the context
of fuzzy memberships, i.e., by replacing p(xk) by μ(xk). Various approaches
for the membership estimation were proposed in the literature including the
kNN approach, the fuzzy C-means clustering approach, and other simple fuzzy
membership measures [9]. In order to simplify the computations, we used here
the fuzzy membership measure from [9]. Denote the mean of the data samples
that belongs to class i as xi and the radius of the data as r = max ‖xi − xk‖σ.

Then the fuzzy membership μik, denoting the membership value that the kth

vector has in the ith class can be calculated as

μik =

(‖xi − xk‖σ
r + ε

) −2
m−1

(1)

where m is the fuzzification parameter, and ε > 0 is a small value to avoid
singularity, and σ is the standard deviation involved in the distance computation.
Using the proposed membership function in Eq. 1, we construct c-fuzzy sets along
each specific feature f , each of these will in turn reflect the membership degree
of the samples in each of the c problem classes. Denote the membership of all
of the samples along the first feature f1 in each of the c-fuzzy sets as A (with a
size of c× n). The fuzzy equivalent to the marginal probability density of all of
the training patterns along each feature f in the c-sets is then given as

P (f) =

√
AA′

n
(2)

where n is the total number of patterns. The above approach employs a fuzzy
approximation to the concept of histograms utilized usually in mutual informa-
tion estimation. In simple words, rather than assigning each of samples to one of
the bins of a histogram, we define a membership degree for that sample in each
of the c-fuzzy sets. Then the marginal probability is simply defined by the sum-
mation of the memberships in each of the c-fuzzy sets. Then the fuzzy marginal
entropy along each single feature f is found by

H(f) = −
∑∑

P (f)logP (f) (3)

where the logarithmic operator is applied element-wise and the two summations
account for the sum across the columns and rows.

In order to compute the joint entropy of two features, say H(f1, f2), we refer
back to Eq. 1 again. Denote the membership of all of the samples along the
first feature f1 in each of the c-fuzzy sets again as A (with a size of c× n), and
similarly the membership of all of the samples along the second feature in the
corresponding c-fuzzy sets along that feature as B (with a size of c × n). Then
the joint entropy H(f1, f2) can be calculated as

H(f1, f2) = −
∑∑

(

√
AB′

n
)log(

√
AB′

n
) (4)

After computing the joint entropy H(f1, f2), the mutual information between
the two features f1 and f2 can be computed as

I(f1; f2) = H(f1) +H(f2)−H(f1, f2) (5)
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A Matlab code implementation was made available for the reader to simplify the
understanding of the proposed fuzzy entropy and mutual information measures1.

3 The Proposed Search Strategy

The proposed search strategy, which is termed as DSS (Dependency-based Search
Strategy), is implemented as shown in Fig. 1. The detailed implementation steps
are as follows:

1. Randomly initialize subsets of the first generation such that they have differ-
ent sizes, szi, that are bounded by upper and lower limits. Sort the subsets
according to their fitness values to identify the K best subsets

2. For each subset, Si, of the current generation

– Make a copy of Si, which will be denoted as S ′
i

– Randomly choose one of the K best subsets, Sk

– Set the size of the newly generated subset sz′i = round((szk + szi)/2 ±
rand() ×M), where M is an integer that enables generating subsets of
slightly different sizes. Let d = szi − sz′i. If d > 0, then d features need
to be removed. If d < 0, then we need to add d features. On the other
hand, there is no change in the subset size when d == 0.

– When removing features from a subset, randomly take out d features af-
ter ensuring that the subset does not contain highly dependent features.

– When adding features to a subset, form a vector by concatenating fea-
tures of the best K subsets. Remove from it duplicated features and
one of each two highly dependent ones. Randomly add d features of the
vector given that each one of them is not highly dependent on any of
the existing features of S ′

i. If there are no enough features in the vector,
then randomly select the remaining features from the original feature
set, given that they are not highly dependent on the existing features
of S ′

i.

– Feature f ′
ij of S ′

i can be replaced by: (i) one of the F features, (ii) fkl,
which is one of the Sk features, (iii) one of the F features that surrounds
fkl in terms of dependency. Each of the three alternatives is assigned a
certain probability. Only features that are not highly dependent on other
features of S ′

i are considered to be potential replacement features. If non
of the three alternatives is executed, then f ′

ij will not be replaced. The
maximum number of features that can be replaced is min(szk, szi).

– Evaluate the newly formed subset S ′
i. If the fitness of S ′

i is better than
that of Si, then replace Si with S ′

i. Otherwise, keep Si unchanged.

3. Re-identify the K best subsets.

4. Continue till the termination criterion is met.

1 http://www.mathworks.com/matlabcentral/fileexchange/31888-fuzzy-entropy-and-
mutual-information
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Fig. 1. Flowchart of the proposed DSS algorithm
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The rationale behind considering the third replacement alternative is because
we can not presume that fkl is the absolutely best feature when combined with
other features of S ′

i. However, instead of randomly choosing any feature from the
original feature set F , it is more logical to consider features located in the space
that surrounds fkl. The first replacement alternative has still been considered
to allow the algorithm considering features that have not been considered yet.

4 Experimental Results

Four classification datasets are used to compare the performance of the proposed
DSS algorithm with that of GA- and PSO-based feature selection. The consid-
ered datasets contain different number of features, classes and samples, as shown
in table 1.

Table 1. Description of the datasets employed

Dataset # Features # Classes # Samples

EEG 168 2 406

Madelon 500 2 2600

9Tumors 5726 9 60

BrainTumor1 5920 5 90

An enhanced variant of GA that attempts to increase diversity between pop-
ulation members to avoid local minima was adopted here [10]. It is implemented
using binary strings with probability of crossover = 0.8, and probability of muta-
tion = 0.05. Feature selection using PSO was implemented using binary strings
as well. It uses particles’ best and global best values to guide the search. The
proposed DSS is implemented as explained in the previous section. A reasonable
value ofK is found to be around 10% of the population size. Probabilities for the
three alternatives to replace feature f ′

ij are assigned the values of 0.03, 0.3 and
0.3 respectively. As alternative one is not expected to have major influence on
the slection of informative features, it hence has been assigned a low probability.
If non of the three replacements have been implemented, then f ′

ij would remain
unchanged. In order to identify the optimal subset size, the algorithm does not
change the size of each subset of the population in the first 30% of the total
number of iterations. For the remaining iterations, changes in subset sizes are
implemented as explained in the previous section.

For all experiments described below, a population size of 50 was used by the
three feature selection methods. In addition, all of the three methods have the
same stopping criterion, which is reaching a pre-defined maximum number of
iterations.

Figure 2(a) shows the averaged classification accuracy (over 20 runs) obtained
using an LDA classifier versus number of iterations for the three feature selection
methods when applied to the EEG dataset. One can notice that GA converged
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faster than DSS and PSO, however, it made very minimal improvement after
the first 100 iterations. On the other hand, the performance of both DSS and
PSO continued to improve despite of their relatively slow start. By the end of
the 600 iterations, PSO almost achieved the same performance of GA, however,
the performance of DSS was noticeably better than both GA and PSO. The
final classification accuracies achieved by the three methods, which are shown
in Figure 2(b), indicate that PSO had quite a high fluctuation in performance,
while DSS achieving better and relatively more consistent performance than
both GA and PSO.

The three algorithms selected subsets of different sizes, which were on average
37, 30 and 58 for DSS, GA and PSO respectively. As mentioned earlier, DSS does
not change subset sizes in the first 180 iterations (30% of the total number of
iterations), rather it attempts to enhance the performance of each subset while
maintaining its size. Subset sizes are allowed to change afterwads. Because of
this, DSS maintained larger subset size variability. This enabled DSS to explore
more space and helped in avoiding local minima.

For the madelon dataset, which contains 500 features, classification accuracy
obtained using a kNN classifier was used to evaluate candidate subsets. The
three feature selection methods were used to search for the optimal subset and
the maximum number of iterations was set to 300. The averaged classification
accuracies (over 10 runs) for the best subset found in each iteration are shown
in Figure 2(c). Despite its slow start, DSS managed to outperform GA and PSO
after the first 100 iterations, while GA outperformed PSO after the first 40
iterations. The slow start of DSS can be justified by not allowing subset sizes
to change in the first 90 iterations. It is also important to mention that the GA
algorithm was altered by assigning noticeably higher weights to smaller subsets
than big ones. Without doing so, GA was not able to converge close to the
optimal subset size.

Accuracies of the final selected subsets by the three methods are shown in
Figure 2(d). The figure indicates that DSS had a better and more consistent
performance, followed by GA and finally PSO.

The classification for both 9-Tumors and Brain-Tumor1 was implemented us-
ing a 10-fold cross validation approach due to the limited number of samples. A
linear SVM classifier was used for both datasets. Due to the large number of fea-
tures in both datasets, an upper subset size of 250 for the initial population was
enforced. For the 9-Tumor dataset, accuracies of best feature subsets achieved
by the three feature selection methods in each iteration (averaged over 10 runs)
are shown in Figure 2(e). Results indicate that DSS achieved ”perfect” perfor-
mance for this dataset. The performance of GA was noticeably better than PSO,
but not as goos as that of DSS. For the Brain-Tumor1 dataset, DSS had a slow
start, but it outperformed GA after 300 iterations, as shown in Figure2(g). The
performance of PSO was not as competitive, which indicates that PSO could
not handle very well the search for optimal subsets in datasets containing large
number of features.
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Fig. 2. Accuracy of DSS, GA and PSO for the EEG, Madelon, Tumor1 and 9-Tumors
datasets
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Accuracies of the final selected subsets by the three methods are shown in
Figures 2(f) (the 9-Tumor dataset) and 2(h) (the Brain-Tumor1 dataset). Those
two figures confirm the superiority of the proposed method in terms of both
classification accuracy and consistency when compared to GA and PSO. The
second best performance was achieved by GA, while as mentioned earlier PSO
did not achieve competitive performance for those two datasets.

5 Conclusion

A powerful feature selection algorithm that utilizes dependency between features
to guide the search in the feature space was proposed. A novel fuzzy-based mu-
tual information method was presented to estimate dependency between feature
pairs. The proposed feature selection method proved to be very successful in ex-
ploring the feature space and avoiding local minima. Four different classification
problems with different dataset sizes were used to evaluate the performance of
the proposed method. Results indicated that the proposed method achieved a
consistently high performance in comparison to the well-known GA- and PSO-
based feature selection.
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Abstract. Online forums or message boards are rich knowledge-based
communities. In these communities, thread retrieval is an essential tool
facilitating information access. However, the issue on thread search is how
to combine evidences from text units(messages) to estimate thread rele-
vance. In this paper, we first rank a list of messages, then score threads
by aggregating their ranked messages’ scores. To aggregate the message
scores, we adopt several voting techniques that have been applied in
ranking aggregates tasks such as blog distillation and expert finding.
The experimental result shows that many voting techniques should be
preferred over a baseline that treats threads as a concatenation of their
messages’ text.

Keywords: Forum thread search, Ranking aggregates, Voting techniques.

1 Introduction

Online forums are virtual places(communities) that facilitate seeking and shar-
ing knowledge through in depth discussions. A user starts a discussion through
posting an initial message, then other users read the initial message and answer
it through reply messages. The initial message and its replies form a threaded
discussion(thread).

One challenge in accessing information in forums is information overload.
Thread retrieval is one way to tackle it. However, the actual contents are not
the threads but the messages. Therefore, given a query, a retrieval system must
infer the thread relevance using the message text. In that aspect, thread re-
trieval resembles ranking aggregates tasks such as blog feed retrieval[14,4,6] and
expert finding[7]. In these tasks, given a query, the objective is to rank aggre-
gates( blogs, experts) by leveraging associated text units( blogs’ postings, ex-
perts’ writings)[8]. An analogy between ranking aggregates and thread retrieval
is that threads are the aggregates, and messages are the associated texts or
documents.

Voting techniques performed well in ranking aggregates tasks [7,6,8]. However,
the effectiveness of each voting technique varies between tasks and datasets [8].
In addition to that, threads have a conversational structure that does not exist
in other ranking aggregates contexts. In threads, the meaning of a message is

A. Ell Hassanien et al. (Eds.): AMLTA 2012, CCIS 322, pp. 439–448, 2012.
� Springer-Verlag Berlin Heidelberg 2012



440 A.T. Albaham and N. Salim

fully understood within its discussion context. Furthermore, messages are mostly
replies, hence they tend to be shorter than blogs’ postings and experts’ writings.
In other words, that might alter the performance of voting techniques. In this
paper, we review several voting methods and investigate their performance on
thread retrieval.

2 Voting in Thread Retrieval

Voting techniques were first proposed by [7] to the expert finding task. In voting
techniques, we first rank a list of documents( e.g. expert’s writings) based on
their relevance to the given query. Then, we rank aggregates( e.g. the experts)
based on their scores obtained from fusing their ranked documents’ scores or
ranks. Similarly, in this work, given a query Q = {q1, q2, ..., qn}, we first rank a
list of messages RQ with respect to Q. Then, we score threads by aggregating
their ranked messages’ scores or ranks. In addition, threads are ranked based on
their aggregated scores in a descending order.

In estimating the relevance between the query Q and a message M, we employ
the query language model[12] assuming term independence, uniform probability
distribution for M and Dirichlet smoothing as follows[17]:

P (Q∣M) = ∏
q∈Q

(

n(q,M) + μP (q∣C)

∣M ∣ + μ
)

n(q,Q)

(1)

where q is a query term, μ is the smoothing parameter. n(q,M) and n(q,Q) are
the term frequencies of q in M and Q respectively, ∣M ∣ is the number of tokens
in M and P (q∣C) is the collection language model. The outputs of P (Q∣M) and
P (Q∣C) are probabilistic values.

To rank threads, the twelve aggregation methods proposed by [7] are adapted:
Votes, Reciprocal Rank(RR), BordaFuse, CombMIN, CombMAX, CombMED,
CombSUM, CombANZ, CombMNZ, expCombSUM, expCombANZ and exp-
CombMNZ. In addition to these methods, this study uses CombGNZ— the
geometric mean of the relevance scores. We use this method because it is the
aggregation method employed by [5,13].

In these methods, the relevance between a thread T and Q, rel(T,Q), is the
score obtained through the aggregation of all T ’s ranked messages RT as shown
below:

relVotes(Q,T ) = ∣RT ∣ (2)

relRR(Q,T ) = ∑
M∈RT

1

rank(Q,M)
(3)

relBordaFuse(Q,T ) = ∑
M∈RT

∣RQ∣ − rank(Q,M) (4)

relCombMIN(Q,T ) =MINM∈RT
P (Q∣M) (5)
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relCombMAX(Q,T ) =MAXM∈RT
P (Q∣M) (6)

relCombMED(Q,T ) =MedianM∈RT
P (Q∣M) (7)

relCombSUM(Q,T ) = ∑
M∈RT

P (Q∣M) (8)

relCombANZ(Q,T ) =
1

∣RT ∣
× ∑

M∈RT

P (Q∣M) (9)

relCombGNZ(Q,T ) =
⎛

⎝

∏

M∈RT

P (Q∣M)
⎞

⎠

1
∣RT ∣

(10)

relCombMNZ(Q,T ) = ∣RT ∣ × ∑

M∈RT

P (Q∣M) (11)

relexpCombSUM(Q,T ) = ∑
M∈RT

exp(P (Q∣M)) (12)

relexpCombANZ(Q,T ) =
1

∣RT ∣
× ∑

M∈RT

exp(P (Q∣M)) (13)

relexpCombMNZ(Q,T ) = ∣RT ∣ × ∑

M∈RT

exp(P (Q∣M)) (14)

where rank(Q,M) is the rank of the message M in RQ, ∣RQ∣ is the size of RQ,
and ∣RT ∣ is the number of T ’s ranked messages.

As an illustrative example, let RQ = {M1,M2,M3,M4,M5,M6} denote a list
of ranked messages, where there are 3 threads associated with these messages
T1,T2 and T3; and, M1 belongs to T1; also, M2 and M3 belong to T2; lastly, M4,
M5 and M6 belong to T3. In addition, let the relevance scores between the user
query and these messages assigned by query language relevance model to be 0.06,
0.05, 0.04, 0.03, 0.02 and 0.01 respectively, whereas the ranks of these messages
are 1,2,3,4,5 and 6 respectively. Then, we calculate the relevance between the
given query Q and the thread T3 using the Votes, CombSUM and BordaFuse
aggregation methods as follows: relVotes(Q,T3) = ∣RT3 ∣ = 3, relCombSUM(Q,T3) =

P (Q∣M4) +P (Q∣M5) +P (Q∣M6) = 0.03+ 0.02+ 0.01 = 0.06, relBordaFuse(Q,T3) =

6 − rank(Q,M4) + 6 − rank(Q,M5) + 6 − rank(Q,M6) = 2 + 1 + 0 = 16.

3 Related Studies

The voting techniques approach to the ranking aggregates tasks are inspired
by works on data fusion(meta search)[15,11,1]. A meta search algorithm aims to
combine several ranked lists of documents into a unified list [1]. These ranked lists
are generated by various retrieval methods. The essences of the data fusion are
two folds[16]. First, the more retrieval methods retrieve a particular document,
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the more the document is expected to be relevant to the user query. Second,
a document that is ranked at top ranking positions by many retrieval methods
might be more relevant than a one that was found at the bottom of several ranked
lists. Data fusion methods can be categorized into score based and rank based
aggregation methods. The score based methods — such as [15]’s CombMAX,
CombMIN, CombMED and CombSUM methods, use the relevance scores of
documents, whereas the rank based methods, [1], utilize the ranking positions
of these documents on the ranked lists.

[7,6] approached the problem of ranking aggregates as a data fusion problem:
each document is an evidence about its parent aggregate’s relevance to the query.
Generally, the the voting approach was found to be statistically superior to
baseline methods [7,6]. However, the performance of each voting technique was
not consistent across tasks[8]: the CombMAX method, which performed well on
the expert finding setting, was significantly worse than the baseline methods on
the blog distillation setting[6]. Therefore, how will these methods perform on
the thread retrieval task is the focus of this study.

Several combination techniques have been proposed to address evidences com-
bination for thread retrieval. [5] proposed two strategies to rank threads: inclu-
sive and selective. The inclusive strategy utilizes evidences from all messages
in order to rank parent threads. Two models from previous work on blog site
retrieval [4] were adapted to thread search: the large document and the small
document models. The large document model creates a virtual document for
each thread by concatenating the thread’s message texts, then it scores threads
based on their virtual document relevance to the query. In contrast, the small
document model defines a thread as a collection of text units ( messages). Then,
it scores threads by adding up their messages’ relevance scores. In contrast to the
inclusive strategy, [5]’s selective strategy treats threads as a collection of mes-
sages; and it uses only few messages to rank threads. Three selective methods
were used. The first one is scoring threads using only the initial message rele-
vance score. The second method scores threads by taking the maximum score
of their message relevance scores. The third method is based on the Pseudo
Cluster Selection(PCS) method[14]. PCS scores threads in two steps: it scores
a list of messages, then it ranks threads by taking the geometric mean of the
top k ranked messages’ scores from each thread. Generally, it was found that
the selective models are statistically superior to the inclusive models[5,3]. Our
work extends this selective strategy by investigating more aggregation methods.
In addition, PCS focuses on the top k ranked messages, whereas we focus on all
ranked messages. Applying voting techniques as aggregation methods in PCS is
an interesting problem, but we leave it for a separate study.

Another line of research is the multiple context retrieval approach proposed
by [13]. This approach treats a thread as a collection of several local contexts—
types of self-contained text units. Four contexts were proposed: posts— identical
to messages, pairs, dialogues and the entire thread. The thread and post contexts
are identical to [5]’s virtual document and message based representations. In the
pair and the dialogue contexts, the conversational relationship between messages
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is exploited to build text units. In the pair context, for each pair of messages
mi,mj that have a reply relationship— mj is a reply to mi, a text unit is built
by concatenating their texts. In the dialogue context, for each chain of replies
that starts by the initial message; and, there is a reply relation between each
message and its neighbour in the chain, a text unit is built by concatenating the
chain’s message texts. To rank threads using the post, pair and dialogue contexts,
PCS was used. It was observed that the retrieval using the dialogue context
outperformed retrieval using other contexts. Additionally, the weighted product
between the thread and the dialogue contexts achieved the best performance.
In our work, we are focusing on how to combine the ranked contexts’ relevance
scores. Therefore, our work is complementary to [13]’s work.

The third line of work is the structure based document retrieval proposed
by[2]. In this approach, a thread consists of a collection of structural components:
the title, the initial message and the reply messages set. In this representation,
the thread relevance to the user query is estimated using [10]’s inference network
framework. Our work can be applied to [2]’s representation as well. We could
use [2]’s inference based relevance score the same way the thread context score
was used in [13].

4 Experimental Design

Thread retrieval is a new task and the number of test collections is limited. In
this study, we used the same corpus used by [2]. It has two datasets from two
forums— Ubuntu1 and Travel2 forums. The statistics of the corpus is given in
Table 1. Text was stemmed with the Porter stemmer, and stopword removal was
applied at the ranking stage. In conducting the experiments, we used the Indri
retrieval system3.

Table 1. Statistics of test collection

Ubuntu Travel

No of threads 113277 83072
No of users 103280 39454
No of messages 676777 590021
No of queries 25 25
No of judged threads 4512 4478

As for evaluation, we use [5]’s virtual document model V D as a baseline. This
model has been used as a strong baseline in previous studies [5,13,2]. For each
query, we calculated the standard used measures on Ad Hoc retrieval [9]: Preci-
sion at 10 (P@10), Normalized Discounted Cumulative Gain at 10 (NDCG@10),

1 ubuntuforums.org
2 http://www.tripadvisor.com/ShowForum-g28953-i4-New York.html
3 http://www.lemurproject.org/indri.php
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Mean Reciprocal Rank(MRR) and Mean Average Precision (MAP). In all ex-
periments, we used the same relevance protocol followed in [2,13], a thread is
considered as relevant if its relevance level is greater or equal to 1— if it is
partially or highly relevant; and, it is irrelevant if the relevance level is zero.

As for parameter estimation, we estimated the smoothing parameters, μ, for
the virtual document and message language models. In addition, for all voting
techniques, we estimated the size of the initial ranked list of messages RQ. To
estimate μ, we varied its value from 500 up to 4000; adding 500 in each run. To
estimate the size of RQ, we varied its value from 500 up to 5000 adding 500 in
each run. Then, an exhaustive grid search was applied to maximize MAP using
5-fold cross validation.

5 Result and Discussion

Table 2 and Table 3 present the retrieval performance of voting methods on
thread retrieval for the Ubuntu dataset and the Travel dataset respectively.
Several observations can be found from the data shown in these tables. The
first observation is the performance of the aggregation methods as compared
to the ”baseline method”— the virtual document(VD) model. In high precision
measures ( P@10 and NDCG@10), RR, BordaFuse, CombSUM, CombMNZ,
expCombSUM, expCombSUM and expCombMNZ are able to produce better or
comparable result with respect to VD. These methods favour threads with highly
ranked messages. In contrast, CombGNZ, CombMED, CombANZ, CombMIN

Table 2. Retrieval performance of voting methods on the Ubuntu dataset

Method MAP MRR P@10 NDCG@10

VD 0.3437 0.7258 0.4200 0.3284

CombGNZ 0.2272▽ 0.4974▼ 0.2760▽ 0.1971▽

Votes 0.2749▽ 0.6550 0.4680 0.3551

RR 0.3313 0.6287 0.4600▲ 0.3428
Bordafuse 0.3153 0.6913 0.5080 0.3778

CombMIN 0.1779▽ 0.5000▼ 0.2600▽ 0.1849▽

CombMAX 0.3074▽ 0.6420 0.4480 0.3257
CombMED 0.2212▽ 0.5021▼ 0.2760▽ 0.1927▽

CombSUM 0.3100 0.6667 0.4720 0.3633

CombANZ 0.2314▽ 0.4971▼ 0.2800▽ 0.1991▽

CombMNZ 0.3108 0.6933 0.4880 0.3720
expCombSUM 0.3088 0.6933 0.4840 0.3676

expCombANZ 0.2315▽ 0.4971▼ 0.2800 ▽ 0.1991▽

expCombMNZ 0.3088 0.6933 0.4840 0.3676

The symbols △ and ▲ denote statistically significant improvements over the virtual
document model (VD) at p-value < 0.01 and 0.05 respectively using paired randomiza-
tion test. Similarly, ▽ and ▼ denote statistically significant degradations over (VD) at
p-value < 0.01 and 0.05 respectively.
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Table 3. Retrieval performance of voting methods on the Travel dataset

Method MAP MRR P@10 NDCG@10

VD 0.3774 0.6967 0.4800 0.3549

CombGNZ 0.2001▽ 0.4838▼ 0.3320▽ 0.2319▽

Votes 0.3066▽ 0.7491 0.5080 0.4063

RR 0.3155▽ 0.6120 0.4520 0.3431
BordaFuse 0.3630 0.7547 0.5640 0.4350
CombMIN 0.1574▽ 0.4843▼ 0.3040▽ 0.2199▽

CombMAX 0.2724▽ 0.5754 0.4360 0.3216

CombMED 0.2004▽ 0.4841▼ 0.3480▽ 0.2388▽

CombSUM 0.3668 0.8000 0.5560 0.4440▲

CombANZ 0.2065▽ 0.4841▼ 0.3400▽ 0.2346▽

CombMNZ 0.3575 0.7790 0.5280 0.4205
expCombSUM 0.3513 0.7937 0.5200 0.4109
expCombANZ 0.2065▽ 0.4841▼ 0.3400▽ 0.2346▽

expCombMNZ 0.3513 0.7937 0.5200 0.4109

The symbols △ and ▲ denote statistically significant improvements over the virtual
document model (VD) at p-value < 0.01 and 0.05 respectively using paired randomiza-
tion test. Similarly, ▽ and ▼ denote statistically significant degradations over (VD) at
p-value < 0.01 and 0.05 respectively.

and expCombANZ might be effected by threads that have a lot of low scored
messages. This behaviour was also reported in applying voting techniques to
expert finding[6]. Therefore, based on [7]’s conclusion, we assert that highly
ranked messages are good indicators of relevant threads.

To confirm this conclusion, the effects of varying the size of the initial ranked
list was studied. As Figure 1 and Figure 2 show, the retrieval performance de-
creases as the size gets relatively big ( more than 1000). In addition, one can see
that almost all methods suffer from this problem except RR and CombMAX.
This is expected because RR and CombMAX address the problem of low scored
messages inherently. RR adds up the inverse of the messages’ ranks, thus it penal-
izes threads with a lot of low ranked messages. In the case of CombMAX, it takes
only the best scoring message; therefore, if no threads are introduced as the size
increases, the order of threads will not change. That explains the convergence
of CombMAX and RR and the consistent decrement of the other methods. This
was replicated with other measures such as P@10 and NDCG@10(Not shown in
this paper) as well. This indicates the importance of highly ranked messages to
thread retrieval.

Another observation is the importance of utilizing non score signals. For in-
stance, the Votes method’s performance is relatively good as compare to other
methods. Similarly, CombMNZ ,which makes use of the number of ranked mes-
sages in addition to sum of scores, has similar performance as well. All of these
methods leverage information that is not coming from scores: the number of
ranked messages. Nevertheless, exhaustive emphasis on these signals will hurt the
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Fig. 1. The performance of aggregation methods as the size of the initial ranked list
increases on the Ubuntu dataset

Fig. 2. The performance of aggregation methods as the size of the initial ranked list
increases on the Travel dataset

performance. One could see that from fast decrement of Votes and CombMNZ
methods as size increases. One possible reason is that adding up low scores has
less impact than multiplying by the number of these messages; CombSUM’s
decrement is always less than those of the Votes and CombMNZ methods.



Adapting Voting Techniques for Online Forum Thread Retrieval 447

Although the voting methods improvements are not statistically significant,
they are consistent on both datasets and require only using the message index.
That gives the voting approach an extra advantage over the virtual document
model because it coincides with what users contribute, hence it frees the retrieval
system from re-concatenating messages into a virtual document whenever a new
message is created or edited.

6 Conclusion

In this paper, we studied applying voting techniques to online forums thread re-
trieval. We used thirteen voting methods that aggregate ranked messages scores
or ranks in order to score the parent threads. The experimental result shows that
voting techniques—RR, BordaFuse, CombSUM, CombMNZ, expCombSUM, ex-
pCombSUM and expCombMNZ, that favour threads with highly ranked mes-
sages produced comparable or better performance as compare to baselines; and,
none of them is a winning method. Although the observed improvements were
not statistically significant, we recommend using voting methods because their
improvements are consistent across datasets, and they coincide with what user
contributes.

Nevertheless, this experiment has motivated us to further study the effects
of voting techniques when aggregating only the top k messages. Another future
direction is incorporating these voting methods into [13]’s multiple context mod-
els. Similar approach will be applied to incorporate the structural component
representation of [2].
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Abstract. As vehicles become more intelligent, it is predictable that in
the near future they will be outfitted with a wireless comparison. This
will allow the construction of vehicular networks, commonly referred to
as VANETs, as an example of mobile ad hoc networks where cars are the
mobile nodes. VANETs (Vehicular Ad hoc Networks) are vastly mobile
wireless ad hoc networks and will cooperate an imperative role in pub-
lic safety communications and commercial applications. Mobilization of
these VANETs aim of the mission and duties for the rapid changes in
topology and dynamics of high-speed car. Position based routing proto-
cols are becoming trendy due to development and accessibility of GPS
devices. One of the major VANETs question often leads to rupture of
the corridor high-speed vehicle dynamics, which leads to a broken step,
which leads to low throughput and high overhead costs. VANET has
become a dynamic spot of research in the last years; one of the impor-
tant and promising research topics is applying data mining techniques
to extract useful patterns from VANET, such as clustering, association,
classification, and more. Therefore this paper surveys some of VANET
applications that used data mining techniques.

1 Introduction

An example of an ad hoc network application is Vehicular Ad Hoc Networks
(VANET). In order to enable short-range communication between vehicles on
the road such as vehicle-to-vehicle (V2V) communication, integration of ad hoc
networking with the modern wireless network is done. Aimed to ensure passen-
gers’ safety and comfort on the road, a platform for intelligent wireless services
is developed through projects such as the CAR-2-CAR communication consor-
tium, CarLink as well as Fleetnet. Furthermore, devices such as Global Position-
ing System (GPS) providing the ability to track the positioning of the vehicle,
the direction of a vehicle in motion including the speed of the motion is now
widely equipped in modern vehicles. Any vehicle can become a node of the net-
work and start receiving and relaying messages if it is equipped with wireless
communication device such as Onboard Unit (OBU), the transmission signal
range is 100 to 300 meters and when vehicles fallout of the signal range other
vehicles can join the network [1, 2]. The road side units allows the vehicles to

A. Ell Hassanien et al. (Eds.): AMLTA 2012, CCIS 322, pp. 449–462, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



450 Y.A. AL-Khassawneh and N. Salim

connect to external networks such as internet, RSUs are separated and working
infrequently as a junction point between vehicular nodes and nodes of central
authority (CA) who are responsible for maintaining the network [3]. The three
categories of architectures proposed for VANETs include 1) The Wireless Wide
Area Network (WWAN) in which the access points of the cellular gateways are
fixed allowing direct communication between the vehicles and the access points.
These access points however, require costly installation which is also not feasible,
2) The Hybrid Wireless Architecture in which HWAN access points are used at
certain points while an ad hoc communication provides access and communica-
tion in between those access points, and 3) The Ad Hoc V2V Communication
which does not require any fixed access points in order for the vehicles to com-
municate. Equipped with wireless network card, spontaneous setting up of an
ad hoc network can be done for each vehicle.

The purpose of Vehicular Ad hoc NETworks (VANETs) is to allow wireless
communication between vehicles on the road including the road-side wireless
sensors enabling the transfer of information to ensure driving safety and plan-
ning for dynamic routing, allow mobile sensing as well as provide in-car enter-
tainment. As VANETs have uniqueness in their characteristics which include
dynamic topology, frequent disconnection of the networks and varying environ-
ments for the communication, the routing protocols for traditional Mobile Ad
hoc NETworks (MANETs) such as Dynamic Source Routing (DSR) [4], Ad hoc
On-demand Distance Vector (AODV) [5], Distributed Dynamic Routing (DDR)
[6] Optimized Link State Routing (OLSR) [7], Fisheye state routing (FSR)
[8] are not directly usable for VANETs. Researchers have developed various
efficient routing protocols for VANETs including Greedy Perimeter Stateless
Routing (GPSR) [9], Greedy Perimeter Coordinator Routing (GPCR) [10], Con-
nectivity Aware Routing (CAR) [11], Road-Based using Vehicular Traffic-
Reactive (RBVT-R) [12], Greedy Traffic-Aware Routing (GyTAR) [13], and
GeoCross [14]. The current issue however, is that the range of the wireless sen-
sors on vehicles are limited to a few hundred meters at most and the conditions
of the traffic in a vehicular urban environment often change dynamically. Other
than that, VANET routing protocols also face other problems including the issue
of unstructured roads, the difference in the sizes of the intersections in a certain
area, the sharp curves of the roads, the uneven slopes and other obstacles such as
large buildings, traffic lights, trees and sign boards. As it is impractical to spend
excess cost on rebuilding or restructuring the existing roads in urban environ-
ments, a routing protocol for the purpose of larger distance of data communi-
cation in one-to-one and one-to-many transfers specific for VANETs need to be
developed.

The paper is organized as follows: the following section explains the VANETs
applications; Section (3) discusses the VANETs data mining techniques. A deep
comparative analysis between data mining techniques for VANETs is given in
section (4). Finally the paper concludes in section (5).



On the Use of Data Mining Techniques in Vehicular Ad Hoc Network 451

2 Applications of VANETs

Vehicular network applications range from road safety applications oriented to
the vehicle or to the driver, to entertainment and commercial applications for
passengers, making use of a plethora of cooperating technologies. The primary
vision of vehicular networks includes real-time and safety applications for drivers
and passengers, providing safety for the latter and giving essential tools to decide
the best path along the way. These applications thus aim to minimize accidents
and improve traffic conditions by providing drivers and passengers with useful
information including collision warnings, road sign alarms, and in-place traffic
view. According to B. Mishra, et al 2011 [15] and Rezwana Karim [16], VANETs
applications can be categorized as the following:

• Safety applications: Road safety can be improved by VANETs by sharing
the valuable information between vehicles about road and weather condi-
tions and car accidents. Warning messages will be sending to the vehicles in
the range of the accident by the vehicles involved in the accident, so more
drivers will be notified about the accident before reaching it. Furthermore by
slowing down the speed, or using the electric break lights, or when there is a
landslides, road curve or turn conflict, the accidents could be prevented by
spreading warning messages to the vehicles on that road. Fig 1 is an example
of these applications.

Fig. 1. A VANET in a city scenario. Vehicles are warned of the truck blocking the road
and find alternate routes [17].

• Convenience applications: If the neighboring vehicles slow down the speed,
that means there is a road congestion, so the traffic management vehicles
pass this information to other vehicles on the network to take an alternative
way. Also in this application there are some techniques can help vehicles to
find a free (available) place in the parking areas, and also it can help to collect
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the toll without stopping for long time. Also in this type of applications, it’s
important to avoid collision domains especially at an intersection. [18]. Fig
2 illustrates how this application is used to avoid the chain collision (multi
car pile-ups).

Fig. 2. A VANET preventing a multi-vehicle collision [17]

• Commercial applications: The overall objective of these applications to im-
prove passenger’s comfort and efficiency of traffic. May include the nearest
POI (Points of Interest) settlement, and the current traffic or weather in-
formation and interactive communication. Can be applied to all types of
applications, which may work on top of TCP/IP stack, for example, online
games or instant messaging. Another application is receiving data from com-
mercial vehicles and infrastructure on the side of the road for their actions
(propaganda radio). Companies (shopping malls, fast food, gas stations and
hotels) can set up the gates for the transfer of fixed marketing data to po-
tential customers passing by. Moreover, this can be integrated with electric
payment services. Important advantage of these applications is that they
should not overlap with safety applications. In this scenario prioritization of
traffic and use of detached physical channels is a workable solution.

3 Data Mining Techniques for VANETs

3.1 Association Techniques

Association Rules have been used to obtain information about the incidence of
certain events based on the minimum value of support provided in the founda-
tion of criteria for how the data mining will be delicate process [19] and [21].
These Association Rules can be used to detect common features or liaison among
juveniles or objects, as long as they appear under the same domain of the given
dataset [22]. Rezgui and Cherkaoui, 2011 [23], have suggested a new approach for
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the detection of false and noxious vehicles based on data mining techniques, and
this is significant to insure the dependability and efficiency of safety applications
through VANETs, since it relies on the reliability of contacts between vehicles.
For the detection of faulty and / or adverse vehicles (vehicles that are not linked
to the district pursuant to the Association Rules), this approach proposed a
mechanism called VANET Association Rule- based (VARM), this mechanism
has to maintain all the information about each single vehicle and transport in
the neighboring for the extraction of rules temporal relations between all vehi-
cles involved in the area of transmission. The proposed approach is the first one
of its kind that reveals the defects / adverse vehicles through the generation of
Association Rules on the activities of vehicles. For the detection of anomalies
using the method of VARM, each vehicle stores the transmitted data (data re-
ceived from a routine message) in the base transaction data temporarily and
then VARM uses a data structure tree-based called itemset-tree (enhancement
the idea of FP-tree [24] and Cats-tree [25]) to generate the local general rules on
this event, which can be produced by the vehicle, VARM then merge the local
rules to for the establishment of global rules and then analyze these global rules
for the discovery of defective or malignant vehicles. When VARM disclosure a
false information from defective or adverse vehicle it will uses (1: N) technique
which is a spare relationships resorted to re-establish the validety of the data
collection between vehicles in the same network. To demonstrate the idea to
the discovery of defective /adverse vehicles capture the next instance of a local
sequential association rule:

(m1 ⇒ m3, m4, m5, m6, 93%, α) (1)

It means that there is a 93 percent opportunity that if we get an episode from
vehicle m1 then we’ll get the same episode from vehicles m3,m4,m5 and m6

within α units of time but if we don’t get the predictable episode from one of
the those vehicles then it is a defective or adverse vehicle i.e. it is not interrelated
with vehicles in the neighborhood. The results of the simulation technique for
the effective performance when compared VARM itemset-tree structure with the
other two structures (FP-tree [24] and Cats-tree [25]) in terms of compactness
(the original size versus the size of advanced structure) in the itemset-tree and
was more compact than other structures. Bae and Olariu 2010 [26], have also
taken exploitation of Association Rules Mining in an Applications for VANETs.
In their work, Association Rules Mining was used to extract the rules governing
the system of linguistic information in the context of their proposed science
driving assistance system that helps to prevent traffic accidents. Based on the
current vehicle status information and the extracted rules, a mechanism similar
to the pattern is used to find a relationship between the current events and those
in the information system, which led to accidents or death. Using this mechanism,
the system can provide drivers with the most efficient procedures and secure,
should be taken to avoid the accidents or to reduce the impact of an accident
like this occurring. A. F. Merah, et al [27] proposed a data mining method to
extract models that show the vehicles crossing movements during their journey
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between the source and final destination. This style form of movements is a
subset or special case of a well-known data mining method known as sequential
models. The objective of this proposed system is the application of the rules
of the movement models to predict the path of a specific vehicle, such as this
expectation is very useful in the following cases: (1) Discovering the shortest
path a vehicle can take; (2) Predicting the easy and habitual routes taken by
criminals, so it becomes easy for the police forces to catch them at the time, and
(3) Helping to find alternative roads for the cars in the case of congestions or
accidents.

In order to derive traffic patterns, proposed approach begins with the prepa-
ration of the operation of data collection for all routes the vehicles cross and
store this information in a movement database. To achieve this, the approach
displays two mechanisms to prepare the data, Road-Side Units (RSU) scheme
and Newest-Edge vehicle scheme. Both of the schemes gather the information
paths for each vehicle through the registration of each edge the experience of
the vehicle and the information received from vehicles (partial path) will be
stored in the movement database, will create a full working path when the ve-
hicle reaches its final distention a and the vehicle remove all the edges stored in
the path information except for the last edge (the current edge) to be used for
the journey ahead. The Newest-Edge vehicle based scheme has the same idea of
the RSU scheme with two major differences: (1) In Newest-Edge vehicle based
scheme vehicles are responsible for transmission the information while in the
other scheme the RSU handle the sending scheme. and (2) In Newest-Edge ve-
hicle based scheme the vehicles send their edge information only when and edge
modify occurs while in RSU scheme the vehicles send edge information every x
seconds which will cause message overhead since there might be slow vehicles
that will remain on the edge after x seconds. To estimate the functioning of the
scheme the authors used the SUMO simulator and two measurements which as-
sess the cumulative number of message exchanged in each flow and the volume
of the messages exchanged.

3.2 Clustering Techniques

Vehicle ad networks are a unique version of MANETs (Mobile Ad hoc NET-
works), where the mobile nodes are the means of movement with the qualities
of both deterministic and random. The deterministic aspects of vehicles move-
ments include, following the speed of the front vehicles and driving within the
speed limits. While random aspects include: changing lane, passing other ve-
hicles, radical changing the speed because of an accident or the appearance of
heavy traffic and excessive speed. A clustered network has an ample motivation
because of there are many challenges within the VANETs. VANETs have a huge
problem caused by routing in an intensive and rapid movement environment and
also have a problem with invisible terminals. Overcrowding and the problem of
invisible terminals can be mitigated by clustering the network. Furthermore to
be easy for VANETs to cope with delayed information and safety messages, a
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Quality-of-Service (QoS) required being included within this network. Clustering
techniques have the ability to handle QoS requirements, as discussed in [28].

Many researches were done in the field of clustering VANETs. Wang and Lin
[29] suggested three proficient reflexive clustering-based techniques to advance
the routing act in VANETs, called VPCs; the suggested plans take advantage of
a significant characteristic of the native clustering technique which is to limit the
public expenditure in the discovery of roots. The VPC techniques aimed at iden-
tifying the occasion vehicle to take part discovering a rout, to do so it employs
three standards to help identifying the proper vehicle to become a cluster-head
or gateway. The standards are: (1) Vehicle density: the base standard of VPC1,
the main goal for this standard is for choosing a proper cluster-head or gateway,
the intensity of vehicle should be taken in to consideration, the vehicle with more
numbers of neighbors is a good choice since this node will decrease the delivery
delay, (2) Link quality: a cluster-head or gateway is chosen depending on this
standard which is base of VPC2 designing; the connected link should be trust-
worthy, (3) Link sustainability: to assess the sustainability of a link, VPC3 has
been designed based on this standard, for increasing the proportion of packet
delivery the routing protocol ought to select a more permanent paths consisting
of constant links.

The donation of this approach is that it is the first one to assess the impact
of techniques on the characteristics of VANET on the pc. For the assessment
process of the VPCs protocols, compareing to the traditional Passive Clustering
technique the simulation showed better results for packet delivery ratio, end-to-
end delay and network throughput. Dornbush and Joshi, 2007 [30] have suggested
a smart system of traffic in the street to detect jams and broadcast vehicles using
Vehicular Ad-Hoc Networks (VANETs). The major purpose of the system is to
provide a method for saving the wasted time and fuel spent in travelling through
traffic jams through the discovery and spread of patterns of traffic jams.

Providing more accurate real time about jams information and the ease and
cheap of implementation on all types of the roads, is the main differences between
this system and other systems that offer data about traffic jams. To efficiently
discover and spread the traffic patterns, and because of the high mobility of
VANETs, the proposed system uses circulated clustering techniques with high
performance communications. The system uses Global Positioning System (GPS)
and peer-peer wireless communication medium (801.11 or 801.15). Every vehicle
creates its own map based on noticing the speed of other vehicles moving around
within the chosen roads, and all vehicles after that can exchange the speed maps
with each other. Any vehicle through the network can get the speed map for every
road even if it is not using these roads. The suggested system represents the traffic
as a set of clusters of slow traffic, every node in the network maintains a summary
statistics about clusters of every other node, the node only communicate when
recorded speed is outside the variance of expected speed on that road segment.
Nodes exchange the statistics by the epidemic communication and each node
calculate the higher level cluster using its local statistics and those gathered
from the network.
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Simulation has showed that the system is effective in a challenging environ-
ment with non stationary data and high mobile nodes since smart system do not
require constant connectivity. Because traffic jam problem is big issue nowadays
specially in the major cities, many studies were done in this field. G. Thakur,
2011, et al [31] suggested a new scheme to mine image data of vehicles for mea-
suring traffic jam and a new scheme for vehicular traffic data collecting from
general traffic web cams. This scheme collects image data foe vehicles using the
web cams installed on the roads of traffic jam and intersections in 10 different
cities for several months. The collected data being used to analyze the attitude
in traffic in these cities. The collected data was an ample dataset includes the
movement of the vehicles, around 7.5 Terabytes of vehicle movements and vehicle
images, which reached to 125 million images, as well as a set of driving time and
distance between consequent pairs of sites using geographical coordinates of the
cameras, thus this scheme considered the first one in this area that applies data
mining techniques to extract the knowledge and information form huge datasets
to approximate the intensity of traffic. This approach has two steps to calculate
the driving distances and consequent time for the pairs of sites in every city, after
that it applies a special type of data mining techniques called Spatio-temporal to
analyze the dataset on three chosen cities (Connecticut, London, Sydney). The
first step is to analyze the dynamics structural of the cities by making a com-
parison between driving distances and consequent driving time because there is
a relation between both of them. The findings showed that if a short distance
takes more than expected time regarding to the statistics then that part is highly
susceptible to overcrowding (low to negative correlation), on the contrary (the
values of high correlation) show overcrowding-free traffic and even distribution
of traffic speed on that part. The second step is to apply the special data mining
technique spatio-temporal and analyze the traffic intensity known from mining
imagery dataset. The dataset is an aggregation statistics from all cameras dur-
ing different hours of the day, because of that the analysis showed that it was
very difficult to approximate the traffic model for a city. The results showed
that the traffic approximates of 42 days was stabilized for various hours, also the
results showed that the traffic jam has a high relation for 1-2 hours (80%), while
it has a low correlation for 4 hours (25%-30%). Based on spatial data mining
from GPS, Lima and Ferreira 2009 [32] suggested an algorithm for extracting
automatic road network. This approach creates a powerful new way of infras-
tructure for remote sensing in order to obtain spatial data through networks of
vehicles VANETs. To create this, it uses the information from the GPS receivers
installed in the modern vehicles and the free communications infrastructures to
get the information gathered by vehicles. This new approach provides an im-
portant geographic information such as topological connectivity, status of traffic
and speed patterns, temperatures and humidity of roads, air contamination lev-
els, as well as the occurrence of potholes on the road, all of that is provided in
an truthful, low-cost and up to date manner, also it enhances the maps of the
roads and update the road networks. From different road networks, millions of
points collected in GPS receivers in VANETs, this approach automatically uses



On the Use of Data Mining Techniques in Vehicular Ad Hoc Network 457

this dataset, and uses spatial SQL queries to gather the data from many GPS
to form a weighted-mean of road maps. The algorithm needs a huge dataset
for accomplishment; more than 30 million points collected by a vehicle track-
ing company were used to build the road map of Arganil city in Portugal. To
get a valuable input data, the algorithm used three filters to reduce wrong and
changeable data from GPS. Referring to [32] when the directional road maps
for Arginal city created by the proposed algorithm being compared to Google
Maps for the same city, the results showed the presence of minute overlap of the
road network. A comparison between the automatic road extraction form this
algorithm and the traditional approaches were done for the purpose of process
evaluation, based on chiropractic to aerial images using three measurements:
how many kilometers in Arginal city were extracted, how many kilometers have
been matched with Portugal geographic map and how many kilometers were not
found in Portugal geographic map because of the updating of the map. Com-
paring to the traditional approaches, this algorithm has many advantages: (1)
This approach provides an important geographic information such as topological
connectivity, status of traffic and speed patterns, temperatures and humidity of
roads, air contamination levels, as well as the occurrence of potholes on the road,
all of that is provided in an truthful, low-cost and up to date manner, also it
enhances the maps of the roads and update the road networks; (2) the ability to
discover roads that are invisible in aerial images; (3) inexpensive and updated
representation of all details on the road due to the use of large number of GPS
traces, and (4) the ability to supply low-cost means to perform and accurate
update maps.

3.3 Classification Techniques

Through this technique of data mining a model being created for describing
a group of predefined categories from a group of tuples called training group.
This technique is designed to identify a group of unfamiliar organisms according
to some characteristics of this unfamiliar organism. This technique needs the
input to be entered by the user, which means it’s a supervised technique. In
this case the input is the training group, which is being used to build and train
the classified model [20]. To assist the security needed for many applications
in VANETs, the authors in [33] tried to provide an approach for this case. To
obtain this goal, the authors suggested using classification mining techniques
for analyzing a broad range of applications in VANETs, classifying based on
the safety necessities (such as high level of verification needed, return potential
attack, etc), and offer a safety answer for every class in the application. By
the use of the suggested model, a new implementation can be evaluated on the
basis of the necessities of the safety procedures and suitable safety actions could
be applied. T. Kim, et al 2010 [34] proposed a nomination form to differentiate
between fake (invalid) and lawful (valid) messages, to enhance road safety in view
of the fact that harmful message may cause serious cases that could conduct
to accidents through the dissemination of false alarms or restrict the security
serious alarms. The suggested approach offers a construction for detecting of
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* R. Lin, E. Khalastchi and G. A. Kaminka, “Detecting anomalies in unmanned vehicles using the
Mahalanobis distance", in Proc. of ICRA, pp. 3038-3044, 2010.

Fig. 3. Comparison between data mining techniques for VANETs

VANET misconduct which exploits several sources of information accessible in
a VANET background to empower the on board unit (OBU) to differentiate
between harmful alerts from lawful alerts.

The sources of information are formerly individual instrument for detecting
misconduct, they are five sources listed as the follows: (1) Cryptographic Au-
thentication: for checking the digital signature if it’s included with the message
or not for confirmation reason; (2) Source Location: for checking the sender lo-
cation to make sure that he can send the message to other vehicles or not; (3)
Local Sensor: for checking the ability of the local sensors to support the alert;
(4) Infrastructure Validation: for checking the ability of the road side unit (RSU)
to support the message and (5) Sender Reputation: for checking if any previous
messages from the sender were harmful messages.

The on board unit OBU merge the supplementary sources of information and
according to the combined results from the applicable ones, it can filter out bad
messages. The model relies on two central elements: (1) The threshold curve: to
determine the importance of events to the driver based on the distance between
the driver and the event, the more near events are more important than far ones,
and (2) COE curve: to illustrate the confidence of actions, the OBU of a vehicle
be able to choose the authority of a convinced incident based on the number of
the applicable messages established.

If the OBU received the alert message from many vehicles, that means the
event in this message is valid, because the hypothesis of this approach is that mi-
nority opportunities for harmful drivers. When the driver arrives the real event
location the CEO value become more and the driver will be warned about the
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event when he crosses the threshold curve, because the OBUs will generate an
alarm at that time. In the simulation the authors applied the detection tech-
niques to detect the behavior to the EEBL (electronic emergency break light)
application using the NS2 simulator by measuring the collision percentage the
results were very good.

Fig. 4. Comparison between data mining techniques for VANETs

Fig. 5. Comparison between data mining techniques for VANETs
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4 Comparison between Data Mining Techniques for
VANETs

The main feature of the approaches discussed in the previous section given in
Figures [3-5]. The comparison is based on the objectives of the approach, as well
as the use of methods of data mining, the dataset used, the main contribution
and benefits.

5 Conclusions

Vehicular networking is the enabling technology that will support several appli-
cations varying from global Internet services and applications up to active road
safety applications. Data mining techniques have been applied in VANETs to
extract useful patterns and information to achieve better performance, improve
the vehicle and road safety, and save the wasted resources. The studies discussed
in this paper are the main works in this area.
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Abstract. Due to the increasing complexity of data warehouse (DW), conti-
nuous attention must be paid for evaluation of their quality throughout their  
design and development. DW quality depends on the quality of all require-
ments, conceptual, logical and physical models used for DW design. Therefore, 
identification of various data quality (DQ) dimensions in those phase of DW 
development are very much needed. 

In this paper, we surveyed and evaluated the literature related to the DQ  
dimension in every phase of DW development and proposed an integrated ap-
proach for incorporating DQ in DW development in order to minimize risk of 
DW project failure. 

Keywords: data quality, dimension, data warehouse, integration. 

1 Introduction 

A data warehouse (DW) is a special database used for storing enormous amounts of 
data, gathered from heterogeneous data sources in order to satisfy decision-making 
requests [20]. DWs are increasingly being used by many organizations in many sec-
tors to improve their operations and to better achieve their objectives. DW enables 
executives to access the information they need to make informed business decisions 
[33]. Therefore DW has to deliver highly aggregated, high quality data from hetero-
geneous sources to decision makers [15]. However, many DW projects fail for many 
reasons, all of which can be traced to a single cause: non quality [2]. There should be 
a way of guaranteeing that the data in the sources is the same data that reached the 
DW, and the DQ is improved; not lost [26].  

In the data warehousing process, data passes through several stages each one caus-
ing different kind of changes to the data to finally reach the user in a form of a chart 
or a report. All these stages of data warehousing are responsible for DQ in the DW. 
Understanding the key DQ dimensions in every stage of DW development phase is 
the first step to DQ improvement [30].  

Even though many papers have been written, there is still no consensus on a devel-
opment method yet. Most methods agree on the opportunity of distinguishing between 
the following phases: requirements analysis, conceptual design, logical design, and 
physical design. In order to meet the DQ requirements in those phases, it is essential 
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to determine the DQ dimensions that are important to each phase and to identify ways 
of improving DQ in every phase of DW development. 

Organizations are often aware of DQ problems. However, their improvement  
efforts generally focus narrowly on only the accuracy of data, and ignore the many 
other DQ attributes and dimensions that are important [26]. This paper describes an 
empirical study of DQ in a DW development. A conceptual framework for under-
standing the relationships between DW development phase and categories of DQ 
dimensions was developed from an analysis of the DQ and data warehouse literature.  

This paper will be organized as follows: section 2 will be briefly survey the DQ di-
mension for DW. Section 3 descibes the DW development. Section 4 discusses the con-
ceptual framework for understanding relationships between DW development phase and 
categories of DQ dimensions. And final section contains some concluding remarks. 

2 Data Quality Dimension for Data Warehouse 

DW is one of the most complex information system projects. The main contribution 
of a DW is its capability of turning data into strategic information, accessible to  
 

 

Fig. 1. Data Quality Dimension for Data Warehouse [21; 22] 
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decision-makers in the highest level of an organization [24]. Effective business deci-
sion-making depends on good quality data, and poor DQ can be costly and sometimes 
disastrous [26]. A key factor in the success of data warehousing is the quality of the 
data provided [16]. Organizations therefore need to understand DQ, and establish 
procedures to assure the quality of data in DWs.  

There is consensus that quality involves several dimensions [1]; [2]; [13]; [28]; 
[26], but there is no general agreement on what the set of dimensions should be. [1] 
included accuracy, timeliness and completeness; although they have pointed out that 
other dimensions may also be relevant. Author of [13] grouped DW quality dimen-
sions into design and administration quality dimensions (e.g. correctness, complete-
ness, minimality, traceability, interpretability and metadata evolution), data usage 
quality dimensions (e.g. responsiveness, timeliness, interpretability, security and 
availability) and DQ dimensions (e.g. accuracy, completeness, consistency, credibility 
and data interpretability). A complete set of DQ dimension is presented in fig. 1. 

3 Data Warehouse Development Phase 

Basically, classical model describes the whole design process of DW starting from 
requirements analysis, conceptual design, logical design and physical design. During 
all this process DQ dimensions can be incorporated in order to minimize risk of DW 
project failure. Detail process of DW development can be seen in figure 2. 

4 Proposed Data Quality Dimensions for Each Phase of Data 
Warehouse Development 

Due to the increasing complexity of DW, continuous attention must be paid for evalu-
ation of their quality throughout their design and development. DW quality depends 
on the quality of all requirements, conceptual, logical and physical models used for 
DW design. Therefore, identification of various DQ dimensions in those phase of DW 
development are very much needed.  

[21;22] proposed a useful framework for integrating DQ into the DW development. 
However, their model does not provide a detail explanation about DQ dimension in 
every phase of DW development. Understanding DQ dimensions that are important  
to each phase of DW development is so critical to identify ways of improving DQ  
in DW. 

It is true that, in the relevant literature, we can find several initiatives for the inclu-
sion of DQ dimension in DWs [13;15;24-26]. However, none of them considers DQ 
dimension aspects which incorporate all stages of the DW development cycle. We 
have analyzed research work done in the DW development (fig. 2) and its related 
issues in DQ dimension (fig. 1). A brief tabular has been provided below in table 1, to 
the DQ dimensions in every phase of DW development.  
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Fig. 2. Data Warehouse Development Phase [14] 

In a DW where data is processed in stages, and where the quality of data at  
one stage is dependent on the DQ measurements in preceding stages, the use of a 
framework for managing DQ is very much needed [21]. Within a framework, DQ 
dimension can be treated as a continuous improvement in the whole phase of DW 
development. Furthermore, DQ can be assessed and monitored continuously in order 
to guarantee high quality levels.  

In requirements phase, the DQ is often defined as ‘fitness for use’. The assessment 
of DQ dimensions should consider the degree to which data satisfy requirements’ 
needs. In order to evaluate the DQ with respect to requirements phase, DQ dimen-
sions must be associated with specific dimensions. Only a few subsets of dimensions, 
such as consistency and timeliness can be used in external-driven. However, some 
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dimensions such as conciseness, it is not possible to define an objective measure for 
user-driven. Consequently, quality assessment must be based on the subjective per-
ception of users.  

In order to analyze the requirements from the perspective of decision makers and 
organization (goal-driven), the approcah does not covering the analysis on technical 
dimensions. Therefore, decision making often refer to information that does not exist 
in required form and must be derived from data sources.  

Within data-driven, technical dimensions are very dominant aspects. But, we can 
not use this alternative wherenever a deep analysis of data sources is unfeasible  
 

Table 1. Data quality dimension for every phase of DW development 

Data Quality Dimension

Data Warehouse Development Phase

Requirements Analysis Conceptual
Logical Physical ETL

UD GD ED DD PD MD SC

Performance [27;35] [10]

Non Function
al Security [27;35] [10] [13] [13]

[3;25]
Multidimensionality [35] [30;10] [30] [31] [31] [31]

Business
User Friendliness [8] [35] [8] [30;10] [30] [8] [8]

Quality
Represent Fact [35] [24;30] [30;10;8] [30] [31] [31] [31]

[9;11;34]
Distinguish Dimensions to facts [35] [24;30] [30;10;8] [30] [31] [31] [31]

Functional
Summarisability [35] [24;30] [30;10] [30] [30]

[3;24]
Integration with Data Source [8] [35] [23;24] [8] [30;10;8] [30;8] [31] [31] [23;30;31]

Fast Track of User Req. Changes [35] [24;30] [30;10] [30] [31] [31] [30;31]

High Quality Documentation [24] [10;13] [13] [13] [13;30]

Soundness

Accuracy [26;8] [27] [12;23;14;29] [12;8] [14;29;8] [8] [13] [7;12;23;30;14;29;36]

Consistency [12;26;8] [12] [12] [12;23;30;14;29] [12;8] [14] [14] [8] [13] [12;23;30;14;29;8]

Applicability [26] [30]

Content
Timeliness [12;26;8] [12] [12] [12;23;30;14;29] [12;8] [30;14;8] [30;14] [8] [14] [12;23;30;14;29;8]

[6]

Relevance

Conciseness [8] [30;8]

Comprehensiveness [26] [30]

Clarity [26] [30]

Information
Correctness [26] [30] [13] [13] [13] [30;36]

Quality

Infrastructure

Security [8] [13] [13;36]

[9;11;34]
Currency [14] [14] [14] [8] [14] [30;14;8]

Accessibility [8] [14] [14] [14] [13;8] [13;15;16;19;14;8]

Access
Convenience [8] [8] [8]

[6]

Process

Traceability [8] [26] [8] [13;8] [13;8] [13]

Maintainability [26] [13] [18;30;32]

Interactivity [26]

Speed [8] [26] [8] [8] [8] [8] [30;8]

Correct [17] [17;30] [13] [13] [13] [17;36]

Technical
Unambiguous [17] [17] [17]

Quality
Consistent [17] [17] [17]

[9;11;34]
Complete [17] [8] [12;17;23;14;29] [8] [13;14;8] [13;14;8] [13;8] [13] [7;12;17;23;30;14;29;8;36]

Legend : UD User Driven; GD Goal Driven; ED External Driven; DD Data Driven; PD=Process Driven; MD
Multidimensional Modeling; SC Star/ Snowflake Schema  
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(e.g. if the DW is fed from an ERP system, whose logical schema is huge and hardly 
understandable), or data sources reside on legacy systems whose inspection and nor-
malization is not recommendable. 

In a process-driven, what the decision makers actually need is a view of their busi-
ness processes and its data, which allows them an extensive analysis of their  
data. Therefore, accuracy, consistency, timelines, traceabilty, speed, completeness, 
integration with data sources & user friendlines are main dimensions that should be 
considered. 

In terms of DW quality, the conceptual model defines a theory of the organization. 
Actual observation can be evaluated for quality factors such as functional, non-
functional, accuracy, timeliness, completeness with respect to this theory. Moreover, 
the fact that DW views intervene between client views and source views can have 
both a positive and a negative impact on information quality. 

The logical perspective conceives a DW from the view point of the actual data 
models involved. Researchers and practitioners following this perspective are the ones 
that consider a DW simply a collection of materialized views on top of each other, 
based on existing information sources. 

The physical perspective interprets the DW architecture as a network of data 
stores, data transformers and communication channels, aiming at the quality factors of 
reliability and performance in the presence of very large amounts of slowly changing 
data. 

In data warehousing, ETL (Extract, Transform, and Load) processes are in charge 
of extracting the data from the data sources that will be contained in the DW. Due to 
their relevance, the quality of these processes should be formally asessed in order to 
avoid populating the DW with incorrect data. Unfortunately, to the best of our know-
ledge there is no proposals evaluates the quality of ETL processes. Therefore, we 
attempts to assure the quality of ETL process by evaluating quality dimensions in 
ETL process. DQ refers that data is exactly fit for the purpose of business use; that it 
is consistent, accurate, complete and unambiguous. Cleaning of data refers to an ac-
tivity which determines and detects the unwanted, corrupt, inconsistent and faulty 
data to enhance the quality of data. 

5 Conclusions and Future Works 

In this paper we have seen that several approaches have been proposed by various 
authors to determine the DQ for DW development, but none of the approaches deter-
mine DQ dimensions for requirements level to final implementation.  

DQ is an important factor in the success of data warehousing projects. This paper 
has proposed a framework for understanding DQ dimensions in every phase of DW 
development and integrates them into each phase of DW development. Our future 
research is determining the DQ measurement in every phase of DW development in 
order to identify ways of improving DQ in DW development. 
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Abstract. Growing concerns of decision makers about measuring Information 
and Communication Technology (ICT) investments has increased the wide in-
terest in developing and analyzing the return on investment (ROI) methodolo-
gies. Researchers and professionals have presented several models for accessing 
return on ICT investment from the financial and non-financial perspectives. 
Due to disperse dimensions of investment and its measuring return, still the 
government and ICT investors are puzzled to opt the best comprehensive  
evaluation strategy which can help them out for entire evaluation phases. Con-
ceptually ROI can be divided into two types of measuring returns; financial  
and non-financial value. In this paper, we aim to develop the framework for 
building return methodology which can deal with both values. Therefore, we 
investigate the relationship between types of ICT investment and its returns 
value type. Stakeholder analysis and value measuring variables give strength to 
our proposed model and increase its feasibility. Overall the methodology has 
six stages to evaluate ICT investment which are dependent on its investment 
type, evaluation type, value measuring variables and stakeholders. 

Keywords: ICT Investments, Return on Investment, Value on Investment,  
Value Measuring Variables, Stakeholder. 

1 Introduction 

The fast growth of ICT has built more pressure on the emerging organizations like; 
education, hospitals, banks, and other industries to adopt and upgrade ICT resources 
timely. Currently, the competitive environment not allows the organization to waste 
money and time, therefore, the ICT investor are more worried about the methods of 
measuring return from investments. One of such method is to study “return public 
value” from the investments, which considers non-financial measuring factor. This 
method was initiated by Gartner [1] who introduced the concept of measure Value on 
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Investment (VOI); return from list of intangible benefits. According to Gartner, VOI 
model is based on five basic measureable values, (i) business process reinvention, (ii) 
cultivation, management of knowledge assets, (iii) impact on communities, (iv) orga-
nizational performance, and (v) leadership quality. In addition, three other primary 
dimensions; (i) Scope of the investment, (ii) Organizational Impact, and (iii) Organi-
zational Dynamics. There are several other research articles in which scholars  
discussed VOI concept as an ICT investment measuring method such as [3, 8]. The 
complex issues associated with VOI method are its scattered measurements which are 
ultimately link with the public value. Since the public value can calculates from the 
shared resources use by citizens of the particular organization or country. Anthony  
et al. [6] illustrated the public value measurement is a combination of values which 
extracting out of; the stakeholders, the technology investments, and government pro-
grams & operations. It shows the boundaries of VOI calculation are boundless and 
stretch around ICT strategy, stakeholders, and government programs. 

In this study, we proposed a general framework for the evaluation of ICT invest-
ments. We concentrate on classifying the taxonomies of measuring ICT investment 
techniques, types of ICT investment, and types of stakeholders respectively. Further, 
the context of ICT investment and return value type will enhance the model’s appli-
cability and reusability in different environment.   

The succeeding sections of this study outlined as follow: Related work on measur-
ing return on investment is discussed in Section 2. In Section 3 the proposed model 
and conceptual work presented under the methodology part. Final discussion on this 
study is described in Section 4. In the end we presented the conclusion and future 
work. 

2 Related Work 

The previous literature illustrate that there have been several discussions on return on 
ICT investments. As long as ROI has discussed and improved around the world many 
times [6-8] is considers most common method in building evaluation model. Apart 
from ROI which deals with only financial matrix and has criticized in many re-
searches [4, 7, 9] the focal point in this research is to enhance the ROI (return finan-
cial value) with the essence of VOI (return public value). REDF Network [8] used the 
social return on investments (SROI) to understand the social and environmental value 
being produced by enterprises in addition to the financial value created. It is a pur-
poseful method for measuring the extra-financial value from the investment using 
stakeholder’s analysis who receives the value. The major constraint in SROI is the 
assessment of only social values. While the public value (non-financial) may apply  
on other dimensions also as described in methodology section. Also it’s a private 
network which not supposes to perform the tasks for all government technology  
programs.  

These related works highlights good examples for initiating the same kind of work 
in KSA. The major limitations of these works are the restricted list of public value 
and stakeholders covered in assessment phase. In this study we are classifying the 
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steps of building comprehensive framework and enhancing previous models. The 
major concern of this study is not to reject the previous methodologies but to enhance 
and modify them under the environment and culture of KSA. Also the government 
programs, policies and investment size vary from country to country. Therefore, our 
geographical concern in this study is to design the methodology which highlights the 
public values of KSA.  

3 Methodology 

Since the previous discussion on proposing the general framework for evaluation of 
ICT investment in KSA, in this section we will discuss the methodology for the  
proposed model (depicted in Figure 1). Therefore, we discussed the possible stages 
(section 3.3) for evaluation the ICT investments. Before presenting the proposed 
model following we are presenting the need of this framework under the circums-
tances of KSA. 

3.1 The Purpose of Proposed ICT Investment Assessment Model – Case Study 
of Kingdom of Saudi Arabia 

In related work we presented several examples from developing countries who have 
built the ICT investment evaluation model to provide better government services, and 
to make good relation in between government and citizens. Currently, KSA ICT mar-
ket has astonishingly reached at the top in the Gulf and Middle East region. Specially, 
ICT industries and telecommunication represent around 55% and 51% of the total 
Middle East market respectively. [12]. The total ICT spending reached at Saudi Riyal 
(SR) 83 billion in 2011 and is forecast to increase by 10% more until the end of 2012 
[13]. Further details of ICT spending in different industries and projects can be found 
in [2].  

According to our findings, we found short progress made in KSA regarding as-
sessment and calculation of return on investment from the huge amount of spending 
in government technology program/projects. Yesser e-government program [14] has 
one of the objectives to work for increase in ROI. But no comprehensive framework 
for evaluation has been available yet as compare to [5, 8] which can assess the public 
value (non-financial). Moreover, we have studied several official reports [2, 12, 15] 
published by higher authorities of KSA but not successful to get such methods. There-
fore, in this study we proposed a model for measuring ICT investment under the con-
ditions of KSA. 

3.2 How to Measure Return from ICT Investment 

Measuring return from the ICT investment has never been an easy task for the imple-
mentation. Conceptually, it has been divided into two forms; ROI uses to calculate 
financial return from the invested amount [16], on the other side VOI (also known as 
public value) considers to measure the non-financial [1]. But both play essential role 
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for completing the evaluation strategy as discussed in section 2.  ROI measurement 
can perform using quantitative analysis (financial factors) which is comparatively 
easy to implement, but VOI as its qualitative behavior (non-financial factors), which 
makes it more complex. In looking over the previous methodologies, from ROI  
perspective they are complete. But from VOI perspective, the shortened analysis on 
public value may generate incomplete results. Also, deficient relationship between 
ICT investment and its value receivers (stakeholders) can mislead the final assess-
ment. We conclude this section on the description of essential factors (described in 
table-1) selected for proposed model (section 3.3) for ICT investment evaluation. The 
conceptual framework using overall methodology and Table-1 description presented 
in Figure-2. 

Table 1. Essential Factors to be used in Proposed Model 

Stages Descriptions Prototypes 

1. Context of ICT Investment  (CI) Examine the background, risks, 

reasons, and goals of the ICT in-

vestment/project; (Improve Services, 

Political Concerns, and Government 

Establishment etc).   

CI 

2. Type of ICT Investment (TI) According to the (CI) and purpose 

behind investment select the (TI); 

(Government, Public Service, Politi-

cal, Social, etc). It will help finally in 

selection of (TE). 

CI  TI 

3. Stakeholder Analysis (SA)  Who will receive the value from 

investment according to (CI & TI); 

(Investor, Vendor, Government, and 

Citizen, etc). 

CI + TI  SA 

4. Value Measuring Variables (VMV) 

 

 

 

List of value measuring va-

riables/impact factors will be up-

dated after (SA) analysis; (Opera-

tional Efficiency, Targeted Goals, 

etc). 

SA  VMV 

 

 

 

5. Type of Evaluation (TE) With the help of (TI), select the type 

of evaluation for final assessment; 

(Strategic Value, Financial Return, 

etc).  

TI + VMV TE 

6. Return Value (RV) The final result of the evaluation 

strategy. 

VMV+TE  RV 

3.3 Proposed Framework – Stepwise Description  

In this section we will discuss the proposed model which constructed using  
stepwise (Stage 1 – 6) strategy (demonstrated in Figure-1), where each step extracted 
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by covering comprehensive literature review. Measuring public value from the ICT 
investment is a type of measurement need proper evaluation framework. A framework 
which must cover the maximum boundaries of the invested amount such as described 
in figure-1. The subsequent subsections provide the complete review process for 
building the model and its stage wise description. In this study we are not rejecting 
the previous methodologies, but enhancing to provide complete evaluation system in 
KSA. In future it will be improved through observations, questionnaires and testing 
on different cases.  

 

Fig. 1. Stepwise Demonstration of Proposed Model 

Stage 1: Examine the Context of ICT Investment. Every process requires fine start 
to get the best output. Therefore, this stage regards as the backbone of the complete 
evaluation strategy. Evaluation process has to begin from somewhere to collect the 
utmost information for further procedure as Anthony [17] described this stage as in-
itiator for assessment of ICT investment. In this phase, examine the context of ICT 
investment will provide the sufficient amount of information before proceeding to the 
further steps. It will help for the best classification of value receiving stakeholder as 
well as to get the information regarding goals and its limitations.  

Justification. Anthony [17] explained the ICT evaluation is context-dependent. The 
complete procedure has to have the complete information about the investment; pub-
lic value, goals, and limitations of the investment, which can collect by analyzing the 
context of ICT investment. Therefore, this stage plays a significant role for having the 
favorable results in the end.   

Deliverables. There are several deliverables of Stage-1 as follows: 

• The complete background, information, and stakeholders of the ICT investment. 
• Goals, limitations of the investment which will be helpful to precede next step. 
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How to Obtain. There will be many questions to be answered to obtain the said deli-
verables such as (but not limited to): 
 

• In which project invest the amount? Who will receive the value? 
• What is the level of risk factor, reasons and goals behind the investment? 

Stage 2: Types of ICT Investment. Using the previous step deliverables, illustrate in 
this stage the type of investment. The type of investment such as, strategic, political, 
financial, and etc, will help to set the goals of the investment. According to the goal, 
then value measuring variable will be defined. The investigation in this stage will help 
to select the measuring variables or impact factors, in addition the type of evaluation 
to be applied in the end.  

Justification. To justify this phase we maintained the type of ICT investment taxono-
my (Table-2) based on the previous applied methodologies. These are the possible 
types of investment we prepared form the literature review, possible enhancement 
will be applied accordingly.  It shows the importance of choosing type of ICT in-
vestment in the evaluation process. It will help to finalize the value measuring va-
riables to assess the investment, and list of stakeholders; who will be impacted direct-
ly or indirectly.  

Deliverables. The possible deliverables are defined as follows: 

• Gathered information will assist to choose the evaluation strategy. 
• There are several internal and external stakeholders need to be identified properly. 
 

How to Obtain. Following are some points will be used to obtain the desired results: 
 

• Using the context of ICT investment. Who will affect by the investment?  
• Conduct interview with the investors. 
• The impact factors (table-2) will be measured in evaluation phase, using question-

naires and financial returns after the investment.  
 

In the following taxonomy factors; types, list of possible stakeholders, goals and val-
ue measuring variables has extracted using ‘Referenced’ (the last column) model. 
There can be less or more information in all extracted features by observation and test 
implementation. The list of stakeholder showed the direct and indirect impacted ele-
ments. Measuring variables also described according to the methodology but it will be 
based on the respective government. For example, under the KSA environment the 
measurements factors can depend on Kingdom Royalty, Muslim world, Hajj (pilgrim) 
Management, and Oil reserves. The main purpose of this taxonomy is to identify the 
major factors work behind every ICT investment.  

Stage 3: Classification of Stakeholders. The evaluation process of ICT investment 
does not complete without analysis of public value impact during value creation 
phase; the value receiver stakeholders. Anthony et al. [6] described stakeholders that, 
every ICT investment has its direct and indirect impacts on different kinds of internal 
and external stakeholders. In this phase the stakeholder analysis helps to collect the  
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Table 2. Taxonomy – Types of ICT Investment (Using Previous Literature) 

Types 

Possible 

Stakehold-

ers 

Goals 

(Possible Outcomes) 

Value Measuring 

Variables / Impact 

Factors (to assess 

the investment) 

Ref. 

Strategic Government- 

Invest amount for the sake 

of government agencies, 

policies to initiate, modify 

and implement strategies. 

Real beneficiaries in this 

investment are govern-

ment’s associated group. 

Government 

Investors 

Vendors 

Partners 

The goal is to provide the 

facilities to government 

employees, agencies, 

investors and other related 

collaborative groups. To 

upgrade the business 

process and technology. 

Efficient Process. 

Common Facilities. 

Special Services. 

Profitable Business. 

Fresh Environment. 

 

[5] 

Strategic Public- Govern-

ment ICT strategy program 

are part of it. Reasons 

behind the investment are 

efficient public services, 

update technology, and to 

provide modern facilities. 

Citizens 

Government 

Partners 

 

Increase the service level 

high. Provide public re-

sources, current technology 

and better living standards. 

Ultimately this investment 

will support government. 

Quick services. 

Online Facilities. 

Customer Satisfac-

tion. 

Workforce Power. 

Profitable Operation. 

Human Resources. 

[1] 

[10] 

 

Development: Investment 

amount which require in 

developing and maintaining 

ICT project. Development is 

necessary to provide up-

dated technology/resources 

to the citizens/employees. 

Citizens 

Government 

Investor 

Vendors 

Develop and maintain the 

business processes and 

technological factors. The 

new technology will sup-

port the program in better 

way. 

Efficiency. 

Effectiveness. 

Updated Facilities. 

Availability. [3] 

Political: The investment 

amount for political affairs, 

such as marketing and 

elections campaigns. The 

current government has the 

right to use this investment 

in their benefits. 

Citizens 

Government 

Investors 

To get personal, communal 

& tribal support for all type 

of government actions and 

policies. It will support 

political affairs to make the 

status stronger for current 

and futures angle. 

Overall Responses. 

Public Benefits. 

Loyalty. 

Trust. 

 

[5] 

[11] 

 

Social: Investment for 

making corporate and social 

life stronger. It will provide 

facility to the citizens and 

investors to build good 

social and business relation-

ships. 

Citizens 

Investors 

Vendors 

Government 

Affect in increasing the 

social and corporate links. 

Specially use for building 

relationship, profiles, 

personal identification and 

social communities.  

Social Development 

Social Responsibili-

ty. 

Corporate Responsi-

bility. 

Trusty Environment. 

[8] 
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Table 2. (continued) 

Environmental: Govern-

ment makes this investment 

for building safe and 

healthy environment in the 

order to better living and 

doing business for respec-

tive citizens and investors. 

Citizens 

Investors 

Partners 

 

Impact on increasing in the 

artificial and natural re-

sources to provide best 

atmosphere for living.  

Environmental 

Development. 

Safe Environment. 

 [8] 

Cultural: Investment for 

organizing Cultural and 

religious activities. It will 

help to remind the cultural 

and religious responsibili-

ties. 

Citizens 

Investors 

Partners 

Cultural and religious 

activities are major part of 

every society. It will help to 

make the society stronger 

and more social.  

Cultural Activities. 

Religious Activities. 

Social Activities. 
[8] 

 
value measuring variables through the impacts of investments. This process consists 
on in depth knowledge of investment’s context (stage-1).  

Justification. The justification of this stage can be extracted through the list of stake-
holders (Table-3). This table has proper definition of each stakeholder. Furthermore, 
we created the possible relationship between each stakeholder to its related type of 
investment, and value measuring variables. The taxonomy has built from the refer-
ence of previous literature explained in table-2, where we explained the investment’s 
type.  

Deliverables. In this stage the deliverables are as follows: 

• Generate the stakeholders list by using the in depth knowledge of investment’s 
context. 

• It will help to maintain the value measuring variables, and ultimately complete 
evaluation strategy. 

How to Obtain. Obtaining methodology is as follows: 

• Using the information collected from previous two stages. 
 
Stage 4: Value Measuring Variables / Impact Factors. This is the critical point of 
the overall methodology. Point out the value measuring variables is a difficult task as 
the wrong selection may lead to the inaccurate result. With the help of measuring 
variables, we can measure the invested costs and its return benefits. There are differ-
ent approaches to select these factors, in table-3 using the literature review we illu-
strated the taxonomy of stakeholders and their corresponding possible impact factors 
(which affected by investment). Those factors are useful entities for evaluation the 
assessment depend on the “Level of affection” rates “High” or “Low”.  

Justification. Every evaluation strategy has impact factors or value measuring va-
riables to generate the analytical outcome.  [17] described the measuring variable are 
the important factors for the evaluation of investment. It may consist of several kind 
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of measuring variables such as; Efficiency Measures, Impact Measures, Risk Analy-
sis, Cost Effectiveness, finally measuring cost. Moreover, SROI [8] model calculate 
social value, enterprise index of return, and blended index of return in evaluation 
phase of ICT investment. It clearly justifies the importance and use of measuring 
variable in evaluation process.  

Table 3. Taxonomy – Types of Stakeholder (Reference from Table-2) 

Type of Stakeholder (Direct and 

indirect value receivers) 

Possible Related ICT Investment 

(What is related ICT investment; 

who impact on the stakeholder) 

Value Measuring Variables 

(Factors which can use for 

evaluation of expected value) 

Citizens: In stakeholder’s list, 

citizens of any country receive the 

great impact of ICT investment. 

The population of a country has 

impact on the budgeting too. 

Citizens receive impact from almost 

every kind of ICT investment. They 

play essential role in the success 

and failure of any investment. 

Service Performance 

Value Impact 

Online Facilities 

Customer Satisfaction 

Human Resources 

Government: In ICT investment 

government role is essential. The 

Government agencies, employees, 

and partners receive larger impact 

from the investment. 

Government has big relation and 

control on any kind of investment. 

They do invest as a whole or pro-

vide space to collaborative work 

with investors and vendors. 

Risk Factors 

Return Value 

Value Impact 

Operational Efficiency 

Strategic Establishment 

Investors: Investors may have 

different categories (i.e. Vendor 

and partners). We described all of 

three as different entity to construct 

proper variable/evaluation. 

This category may also involve in 

almost every kind of investment. 

The investor or businessman invests 

money as a large stakeholder. 

Return Value 

Efficient Business Process 

Value Impact 

Secure and wide space 

Risk Factors 

Partners: They work as an associ-

ation with the government and 

other private organizations. This 

type of stakeholders can invest as 

local or foreign citizen. 

Strategic Government (partially). 

Cultural. 

Strategic Public. 

Environmental. 

Return Value 

Risk Factors 

Business Satisfaction 

Value Impact 

Business Process 

Vendors: Vendors are those 

personnel who involve as a dealer, 

seller, wholesaler, and retailer. 

They invest partially and fully with 

the support of government agencies 

and policies. 

Strategic Government (partially). 

Development. 

Social. 

Return Value 

Risk Factors 

Value Impact 

Trust on Government Policies 

Protected Environment 

Deliverables. The possible outcomes of this analysis are as follows:  

• Depends on the types of ICT investment and its stakeholders it will generate possi-
ble list of measuring variables.  

• The extracted variables such as; social value, strategic establishment, operational 
efficiency, customer satisfaction, which will help to interpret the return of the in-
vestments. 
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How to Obtain. The following methodology will be used to obtain the result: 
 

• There is no proper format or method to generate the variables who impacted the 
stakeholders in value generation phase. 

• Stakeholder analysis and list of question will help to finalize the measuring va-
riables. The example questions used in different methodology described in [8, 3].  

Stage 5: Evaluation Value(s) Type. Once we obtain the all previous features defined 
from stage (1-4). Now, it’s time to select and apply the evaluation strategy. In this 
section we identify the relationship between ICT investment and its evaluation strate-
gy (depicted in Table-4) with the help of stakeholders list the measuring variable al-
ready identified. This table is illustrated from the combination of Table (2-3), where 
we observed the previous methodologies and their way of processing the evaluation. 
These observations will be maintained through practical implementation of the pro-
posed model using case studies of KSA in future work.  

Justification. This is the final stage of proposing the evaluation strategy which is 
composed from the previous four phases already described in detail. The relationship 
between the ICT investment and how the investment will be evaluated depicted in 
table-4, which shows the overall procedure the measure the investment. In future, new 
investment type will cause of generate new evaluation strategy. This procedure is 
basically making the evaluation more organized.   

Deliverables. This phase will generate the following results: 

• Select the type of evaluation strategy will be applied accordingly. 
• Calculate value measuring variables and final return using stakeholder’s data.  

Table 4. Relationship between Investment and Evaluation Type (Ref. Table: 2-3) 

(TI) 

Investment Type 

(SA) 

Stakeholder Type 

(VMV) 

Value Measuring Variables 

(TE) 

Evaluation (s) 

Value Type 

Strategic – 

Government 

Government 

Investors & Vendors 

Risk Factors 

Value Impact & Loyalty 

Strategic Value 

Financial Return 

Strategic– 

Public 

Citizens 

Government & Partners 

Service Performance 

Value Impact/Satisfaction 

Strategic Value 

Financial Return 

Development Citizens 

Government & Investor 

Efficiency & Effectiveness 

Updated Facilities 

Development Value 

Financial Return 

Political Citizens 

Government & Investor 

Overall Responses 

Public Benefits & Loyalty 

Political Value 

Financial Return 

Social Citizens & Government 

Investors/Vendors 

Social Development 

Social Responsibility 

Social Value  

Financial Return 

Environmental Citizens 

Investors & Partners 

Environmental Development 

Safe Environment 

Environmental  

Financial Return 

Cultural Citizens 

Investors/Partner 

Cultural Activities 

Religious/Social Activities 

Cultural Value 

Financial Return 
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How to Obtain. Following are the points for obtain the final outcomes: 

• The financial return value will calculate by collecting all financial data. 
• Qualitative analysis will be applied on non-financial data to calculate return value. 
• Surveys and questionnaires will be used to obtain the feedback from the  

stakeholders.  

Stage 6: Final Return Value. Final return value calculated in the previous stage. In 
this phase reports and analysis will be generated to get to know about the status of 
ICT investment. Proper evaluation will provide the success and failure rate of ICT 
investment. Future investment can be based on the final return value. Following is the 
figure-2 illustrated the conceptual framework describing the overall flow of the pre-
sented methodology. 

4 Discussion 

This section describes the discussion on the methodology and conceptual framework 
presented in the previous section. This study will assist the ICT investors and decision 
makers of KSA; which known as a largest ICT investor in the Gulf and Middle East 
religion. The methodology and framework can provide detailed analysis on previous 
invested amount and will help to take decision for future investments. The presented 
model can assess the numerous measurement factors such as; service performance, 
risk factors, utilization of resources, financial return, public value and etc.  

 

Fig. 2. Conceptual Framework for Evaluation of ICT Investments 
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Basically, the presented methodology is step wise general approach to build the 
evaluation strategy for invested amount in any environment. Start from analyzing the 
context of ICT investment, stakeholder analysis which will help to extract the value 
measuring variables. Finally, the last step is help to select evaluation strategy and 
calculate return value. The detailed description of each stage, its deliverables, and list 
of steps to obtain the outcome are proposed guidelines which will help in evaluation. 
In addition, proposed conceptual framework acquired using defined methodology will 
help to understand the flow of working on different tasks. This study is not rejecting 
the previous methodologies, but the main concern is to build and enhance such strate-
gies like [5, 8], under the conditions of KSA. In last, we found in this study that, wide 
boundaries of measuring the ICT investment are still open to work on building new 
evaluation strategy using stakeholder’s analysis and their value measuring factors. 

5 Conclusion and Future Work  

This study describes the several phases involved in evaluation of ICT investment. It’s 
a basic approach which leads the ICT investment decision until its proper evaluation 
using different measuring factors and stakeholder’s perspective. Larger investments 
and lack of evaluation methodology applied in KSA, this study will create a new 
boom in this field. The proposed framework will provide the secure environment to 
the decision makers for new ICT investment and projects. Continuous improvement 
through feedback and survey strategies from the official authorities and stakeholders 
will help to make this framework in better form.  

The proposed model showed the stepwise approach consists of the six stages. In fu-
ture the case based implementation on Saudi governmental organization will guide to 
improve the model. The measuring variables and list of stakeholders has identified 
using the previous methodologies, the future task is to apply it on Saudi organization 
to test and validate the proposed model. 
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Abstract. The retrieval-only Case-Based Reasoning (CBR) systems do not  
provide acceptable accuracy in critical domains such as medical. Besides, the 
case adaptation process in CBR is often a challenging issue as it has been tradi-
tionally carried out manually by domain experts. In this paper, a new case-
based approach using transformational adaptation rules called "range adaptation 
rules" is proposed to improve the accuracy of a retrieval-only CBR system. The 
range adaptation rules are automatically generated from the case-base. In this 
approach, after solving each new problem, the case-base is expanded and the 
range adaptation rules are updated automatically. To evaluate the proposed  
approach, a prototype is implemented and experimented in agriculture domain 
to classify the IRIS plant types. The experimental results show that the pro-
posed approach increases the classification accuracy comparing with the re-
trieval-only CBR system. 

Keywords: Case-based reasoning (CBR), Case adaptation, IRIS plant classifi-
cation, Range adaptation rules. 

1 Introduction 

Case-Based Reasoning (CBR) is a reasoning methodology that simulates human rea-
soning using past experiences to solve new problems [1]. The classical model of the 
CBR problem solving cycle consists of four steps [2]: (1) RETRIEVE step that is 
responsible for retrieving one or more similar cases to the new problem (a new 
case);(2) REUSE step that is responsible for reusing the solution of the most similar 
case to the new case. It may include the adaptation task in which the solution of the 
retrieved case is adapted to fit the new case; (3) REVISE step that is responsible for 
revising the suggested solution for confirmation and  (4) RETAIN step that is respon-
sible for retaining the learned case for future use. 

CBR has been successfully applied in various domains [1, 3-6]. However, adapta-
tion is often a challenging issue and has been traditionally carried out manually by 
domain experts [7]. Besides, most retrieval-only CBR systems fail to solve some of 
the new problems, so they do not provide convincing accuracy in critical domains like 
medical. In this paper, a new case-based approach using range transformational adap-
tation technique is proposed to improve the retrieval-only CBR system accuracy. This 
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approach has three main objectives. Firstly, extracting range transformational adapta-
tion rules from the case-base automatically. Secondly, exploiting and updating these 
range adaptation rules in the CBR cycle dynamically. Thirdly, evaluating the pro-
posed approach by implementing a prototype to classify the IRIS plant types. This 
evaluation shows that the proposed approach increases the accuracy of retrieval-only 
CBR system. 

The rest of this paper is organized as follows. Section 2 reviews some recent re-
lated CBR systems. The approach conceptual view is introduced in section 3. Section 
4 presents how the range adaptation rules are extracted from the case-base. Section 5 
shows IRIS plants classification example and experimental evaluation. Finally, sec-
tion 6 concludes the paper. 

2 Related Work 

 In the past 20 years, Case-based reasoning (CBR) methodology has attracted much 
attention since the underlying idea of reusing the experiences of solving previous 
problems is a powerful and frequently used way of human problem solving [8]. CBR 
systems may use adaptation technique to solve more new problems [9]. In general, 
adaptation knowledge describes how the feature-value differences between the new 
case and the retrieved similar cases affect the differences in their solutions [10]. There 
are four types of adaptation techniques: Null adaptation, Transformational adaptation, 
Derivational adaptation, and Compositional adaptation [11]. 

Adaptation is becoming increasingly important to ensure that cases remain relevant 
over time [12]. Huan Li et al [8] proposed a method for learning adaptation rules and 
applied them on a case-base of plants and flowers. However, their method generates a 
lot of adaptation rules, which are needed to be refined before being used in the CBR 
cycle.  

On the other hand, CBR has many different applications in the medical and health 
domains. Adaptation is often a challenging issue in the health sciences and has been 
carried out manually by physicians/experts of the domain. According to Shahina Be-
gum et al [7] and Yusof and buckingham [9], only some of the recent medical CBR 
systems [13, 14, and 15] adopted and explored different approaches of automatic and 
semi-automatic adaptation strategies. Although these systems apply adaptation, the 
adaptation knowledge remains static during the CBR life cycle.  

In this paper, a new case-based approach using range transformational adaptation 
rules technique is proposed to improve the retrieval-only CBR system accuracy. The 
range adaptation rules are automatically learned from the case-base and they are dy-
namically updated during the CBR life cycle.  

3 Approach Conceptual View  

Figure (1) shows the conceptual view of the proposed case-based approach. The ap-
proach develops the classical CBR by integrating an additional module called Range 
Adaptation Rules Generation Module. Initially, based on the case-base, the Range 
Adaptation Rules Generation module is responsible for extracting the range adaptation 
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rules.  After that, the CBR process life cycle starts when a new problem needs to be 
solved. In the RETRIEVE step, similar cases to the new problem are retrieved from 
the case-base. In the REUSE/ADAPT step, the solution of the retrieved similar case is 
either reused to the new problem or adapted using the range adaptation rules to fit the 
new problem as a suggested solution. In case of adaptation process failure, the solution 
of the most similar case is returned as a suggested solution. In the REVISE step, the 
suggested solution is revised to be confirmed and the confidence value of range adapta-
tion rules may be updated. In case of adaptation, if the adapted solution is suitable, the 
range adaptation rules are updated by increasing the confidence value of the used range 
adaptation rule. Otherwise, if the adapted solution is not suitable for the current prob-
lem, a more suitable solution is provided by a domain expert and the confidence value 
of the used range adaptation rule is decreased. In the RETAIN step, the case-base is 
expanded by adding the new learned case. Because of a new learned case, the Range 
Adaptation Rules Generation module may add new/update range adaptation rules.  

 

Fig. 1. The Approach Conceptual View 

4 Range Adaptation Rules Generation Module  

The range adaptation rules relate the changing of the problem feature value ranges to 
the changing in the solution feature value. Figure (2) shows a general form of the 
range adaptation rule in IF-THEN format.  
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Rule :RangeRule1  Confidence value: c1 
IF PFeature1 CHANGES FROM [min1  , max1] TO [min2  , max2]  AND PFeature 2 CHANGES 
FROM [min3 , max3]  TO [min4 , max4]  AND...etc. 
THEN SolFeature1 CHANGES FROM X TO Y 

Fig. 2. Range adaptation rule general form 

The Range Adaptation Rules Generation module extracts the range adaptation rules 
in three steps: Case-Pair Comparison, Transformational Adaptation Rules Generation, 
and Range Adaptation Rules Generation. 

Step1: Case-Pair Comparison  
The first step of range adaptation rules generation module is to calculate the dissimi-
larity between all cases. The case-pair comparison technique proposed in [16, 17] is 
exploited to generate the transformational adaptation rules. Distance formula (1) pro-
posed in [18] is used to compute the distance between any two cases. Where   
represents the f feature weight and  ( , ) represents the difference between the 
feature values of q and c cases that is calculated by formula (2). 

 

( , ) = ,  (1) 

, =           , 0                    , , =1                    , ,0.5                    ,  (2) 

 

As a result of distance calculating, a diagonal matrix is generated, which contains the 
distances between all cases as shown in figure (3). 

 
 C1 C2 C3 .. Cn 

C1 0 d12 d13 .. d1n 

C2 d21 0 d23 .. d2n 

C3 d31 d32 0 .. d2n 

.. .. .. .. .. .. 
Cn dn1 dn2 dn3 .. 0 

Fig. 3. Case-pair distances matrix 

Step2: Transformational Adaptation Rules Generation  
The transformational adaptation rules relate the changing of the problem feature val-
ues to the changing in the solution feature value. Figure (4) shows a general form of 
the transformational adaptation rule in IF-THEN format.  
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Rule :Rule1  Confidence value: c1 
IF PFeature1 changes from val1 to val2 AND PFeature 2 changes from val3 to val4 AND...etc. 
THEN SolFeature1 changes from X to Y 

Fig. 4. Transformational adaptation rules general form 

After the case-pair distances matrix is derived in step 1, it is used to generate the 
transformational adaptation rules. The differences between the feature values of each 
pair of the compared cases are used to generate the antecedent part of the transforma-
tional adaptation rule, and the differences between the solutions in the compared cases 
become the rule consequent part. If the distance between any two compared cases is 
greater than a certain threshold value (t) which is determined by the domain expert, 
they are not used to generate a transformational adaptation rule.  

Step3: Range Adaptation Rules Generation 
The transformational adaptation rules generation step generates a lot of adaptation 
rules, so they need to be generalized to extract the range adaptation rules to be ex-
ploited during the CBR cycle. Figure (5) shows the range adaptation rules generation 
algorithm. 
 

Input: Transformational adaptation rules (AR) 
Output: Range adaptation rules 
Cluster the adaptation rules (AR) based on the number of adaption rule conditions (CFCS)   
 For each cluster C in (CFCS) clusters do 
Cluster the adaptation rules in cluster C based on adaption rule action (AFCS)   
For each cluster A in (AFCS) clusters do 

For each condition feature (Fi) in adaption rule conditions do 
Get minimum value of the from part (FromMin Fi) 
Get maximum value of the from part (FromMax Fi) 
Get minimum value of the to part (ToMin Fi) 
Get maximum value of the to part (ToMax Fi) 
Generate the feature Fi changing ranges:  

                           from range of (Fi)=[ FromMin Fi , FromMax Fi] and To range of (Fi)= 
                          [ToMin Fi, ToMax Fi] 

Generate the range adaptation rule Ri 
Add Ri to the range adaptation rules 

Fig. 5. Range adaptation rules generation algorithm 

5 Classification Example and Experimental Evaluation 

In the following, to show how the presented approach works, IRIS plant classification 
example is illustrated in details. Besides, a prototype has been implemented to expe-
rimentally evaluate the approach using the IRIS plant case-base. In this example, the 
case-base contains the IRIS plant data set, which is obtained from UCI Machine 
Learning Repository [19]. It includes three classes, where each class contains 50 ob-
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jects. Each class refers to a type of IRIS plant.  Each case consists of four equally-
weighted attributes (sepal length, sepal width, petal length, petal width) and the  
solution attribute, which is the IRIS plant type (Iris Setosa, Iris Versicolour or Iris 
Virginica).  

5.1 IRIS Plant Classification Example 

Table 1 shows a sample of the IRIS plant case-base. To solve an IRIS plant classifica-
tion problem (sepal length= 7.0, sepal width=2.9, petal length=5.5, petal width =1.5), 
the presented approach went through two phase: range adaptation rules generation 
phase and IRIS plant classification phase. 

Table 1. IRIS plant case-base sample 

 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 

sepal 

length 

4.3 4.8 5.7 6.0 6.0 4.9 7.9 

sepal 

width 

3.0 3.4 4.4 3.4 2.9 2.5 3.8 

petal 

length 

1.1 1.6 1.5 4.5 4.5 4.5 6.4 

petal 

width 

0.1 0.2 0.4 1.6 1.5 1.7 2 

Class Iris-setosa Iris-setosa Iris-setosa Iris-

versicolor 

Iris-

versicolor 

Iris- 

virginica 

Iris-

virginica 

 
Initially, during  the range adaptation rules generation phase, the transformational 

adaptation rules were generated from the case-base and then the range adaptation 
rules were extracted to be used in the CBR cycle. By default, the confidence values of 
the range adaptation rules were set to 1. 9280 transformational adaptation rules were 
generated and 34 range adaptation rules were extracted. Table 2 shows a sample of 
the range adaptation rules generated from the case-base. 

Table 2. Range adaptation rules sample 

Name 
 

Adaptation Rule 

Range rule 1 IF [sepal length] changes from [5.9,6.5] to [6,7.2] AND [petal length] changes from 
[4.5,4.8] to [5,6] THEN [IRIS class] changes from ‘Iris-versicolor’ to ‘Iris-virginica’ 

Range rule 2 IF [sepal length] changes from [4.9,7] to [4.3,5.8] AND [sepal width] changes from 
[2.2,3.4] to [2.9,4.4] AND [petal length] changes from [3.3,5.1] to [1,1.9] AND [petal 
width] changes from [0.1,1.8] to [0.1,0.5] THEN [IRIS class] changes from ‘Iris-
versicolo’r to ‘Iris-setosa’   

Range rule 3 IF [sepal length] changes from [4.3,5.4] to [5.4,7] AND [petal length] changes from 
[1.1,1.9] to [3.6,5] AND [petal width] changes from [0.1,0.5] to [1.3,1.8] THEN 
[IRIS class] changes from ‘Iris-setosa’ to ‘Iris-versicolor’ 



 Learning and Applying Range Adaptation Rules in Case-Based Reasoning Systems 493 

Secondly, during the IRIS plant classification phase, the CBR cycle steps were in-
voked to solve this problem as follow. 

• RETRIEVE and REUSE/ADAPT Steps  

In the RETRIEVE step, the distances between the new problem and all cases in the 
case-base were calculated using formula (1). No case with distance 0 to the new prob-
lem, so the case with the smallest distance to the new problem was returned (case 5).  

In the REUSE/ADAPT step, the retrieved solution of case 5 needs to be adapted to 
fit the new problem. To select the appropriate range adaptation rule to be used in 
ADAPT step, the difference attributes set between the retrieved case (case 5) and the 
new problem was derived using formula (3) [9]. DiffAtt( , ) =  | , , , , (3) 

Where Ce is the attributes set of a case e, Ct is the attributes set of a target problem t, 
ae denotes attribute of the case e, at denotes attribute of the target problem t, E is the 
retrieved cases space, T is the target problem space. 

For this problem, the DiffAtt (Case 5, the new problem) = {“sepal length”,” petal 
length”}. The range adaptation rules that include these difference attributes were cho-
sen from the range adaptation rules set, and then they were ordered by their confi-
dence values. Based on the attribute values transition range, the range adaptation rule 
1 (presented in table 3) was chosen and the solution of Case 5 was updated to fit this 
problem  by substituting the value of “class” attribute from ‘Iris-versicolor’ to ‘Iris-
virginica’ and then returned. Therefore, this problem belongs to Iris-virginica class.  

• REVISE and RETAIN Steps  

By comparing the derived solution of the new problem with its original solution in the 
testing data set, it was correct. Therefore, the confidence value of the range adaptation 
rule 1 was increased by one. Also, a learned case was composed and added to the 
case-base. As a result of adding the new learned case, the range adaptation rules were 
updated if necessary. 

5.2 Experimental Evaluation 

To evaluate the presented approach, a prototype has been implemented to classify the 
IRIS plant types. One hundred and twenty cases (80%) were selected as a training 
data set and thirty cases (20%) were separated as a testing data set. The experiment 
was conducted in two steps: 

1. Applying retrieval-only CBR: In this step, the testing data was tested using the 
classical CBR without applying the range adaptation rules. 

2. Applying the developed prototype: In this step, the range adaptation rules were 
applied. 

The developed prototype increased the classification accuracy comparing with the 
retrieval-only CBR systems. As shown in figure (6), the classification accuracy of the 
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retrieval-only CBR system was 83.33 %, where the developed prototype classification 
accuracy was 100%. The classification accuracy was calculated using formula (4).    = ⁄   

 

(4) 

Where TC is the total number of test cases classified correctly and TT is the total 
number of the test cases. 

 

 

Fig. 6. Retrieval-only CBR vs. the developed prototype classification accuracy 

In addition, the developed prototype achieved 100% classification accuracy versus 
one of the recent IRIS plant classification systems [20], which gave classification 
accuracy ranged from 83.33% to 96.66%. 

6 Conclusion 

In this paper, a new case-based approach using range transformational adaptation 
rules was proposed to improve the retrieval-only CBR system accuracy. The range 
adaptation rules are automatically extracted from the case-base. Also, after solving 
each new problem, the case-base is expanded and the range adaptation rules are up-
dated dynamically. IRIS plants classification was presented as a case study to show 
how the developed approach prototype improved the classification accuracy of the 
retrieval-only CBR systems.  
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Abstract. A regional chemical transport model assimilated with daily mean sa-
tellite and ground based Aerosol Optical Depth (AOD) observations is used to 
produce three dimensional distributions of aerosols throughout Europe for the 
year 2005. In this paper, the AOD measurements of the Ozone Monitoring In-
strument (OMI) are assimilated with Polyphemus model. In order to overcome 
missing satellite data, a methodology for pre-processing AOD based on Neural 
Network (NN) is proposed. The aerosol forecasts involve two-phase process as-
similation, and then a feedback correction process. During the assimilation 
phase, the total column AOD is estimated from the model aerosol fields. The 
model state is then adjusted to improve the agreement between the simulated 
AOD and satellite retrievals of AOD. The results show that the assimilation of 
AOD observations significantly improves the forecast for total mass. The errors 
on aerosol chemical composition are reduced and are sometimes vanished by 
the assimilation procedure and NN preprocessing, which shows a big contribu-
tion to the assimilation process. 

Keywords: air quality, data assimilation, neural network, satellite observations, 
aerosol. 

1 Introduction 

Aerosols are small particles produced by natural and man-made sources that both 
reflect and absorb incoming solar radiation. Aerosol concentration and chemical 
properties are important parameters in climate change modeling, in studies of regional 
radiation balances and the hydrological cycle [1]. Using radiance observations from 
satellite instruments, it is possible to estimate the attenuation of solar energy as it 
passes through a column of atmosphere due to particulates, a quantity commonly 
known as (AOD). Since radiance intensity depends on AOD, deterministic forward 
simulation algorithms are used to “retrieve” AOD [2, 3]. These algorithms predict 
radiances for candidate aerosol types and amounts and select the types and amounts 
that most closely match the observed radiances. While deterministic algorithms pro-
vide accurate retrievals, they are computationally demanding, and this limits achieva-
ble spatial resolution and the ability to provide timely updates. To address these issues 
we are exploring a complementary statistical approach based on supervised learning. 
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In preliminary work, we used artificial neural networks (ANNs) to construct global 
aerosol predictors by learning from all available labeled aerosol data [4]. While the 
results were encouraging, the heterogeneous spatial-temporal nature of aerosol makes 
it unlikely that a single aerosol predictor could fully exploit distinct properties of spe-
cific spatial regions [4]. An alternative is to construct a number of local predictors, 
each specific to a given spatial area. While development of local models addresses the 
data heterogeneity problem, the scarcity of region-specific data could raise issues 
related to the choice of model complexity and over-fitting control in supervised learn-
ing. Therefore, integration of local and global models is an attractive alternative. In a 
more recent study, we proposed an integration approach where global and local neural 
network models were appropriately combined resulting in more accurate retrievals 
than provided by the component models in isolation. 

In this paper, the AOD measurements of the OMI are investigated. Two algorithms 
are applied to retrieve aerosol parameters from OMI reactance measurements, referred 
to as the near- ultra violet (UV) algorithm and the multi-wavelength algorithm respec-
tively. OMI aerosol optical thicknesses are better retrieved in the multi-wavelength 
retrieval than in the near UV [5]. Moreover, especially over land, the multi wave-
length AOD shows a better correlation with ground observations than near-UV  
algorithm [6, 7].  In this paper, AOD with wavelength 440nm is used and applied 
afterward in all assimilation and validation processes. 

In this paper, one uses a 3-D Chemical Transport Model (CTM) (Polair3D, [8]) 
coupled with a SIze-REsolved Aerosol Model (SIREAM, [9]) in the framework of the 
Polyphemus system [10]. The system has been evaluated for aerosol outputs of differ-
ent Particular Matter (PM) (PM10, PM2.5 and chemical composition) and gas-phase 
species at the ground level for year 2005 over Europe [11] and over Greater Paris [12]. 

The paper is organized as follows: The ANN constructed for the preprocessing 
stage, and the assimilation technique is firstly described. In the second part, the re-
gional 3D chemical transport model is described along with the assimilation algorithm 
used. The next section shows the main validation, and sensitivity analysis results of 
the assimilation process. Finally, the fifth section demonstrates the conclusion and the 
suggested issues. 

2 Methodology 

Data assimilation is a technique that allows an optimal use of observations of atmos-
pheric compounds in a chemistry-transport model to derive global three-dimensional 
distributions of atmospheric species. Firstly, we describe the ANN used in the prepro-
cessing stage. 

2.1 Neural Network 

Artificial Neural Network (ANN) can be used effectively to reconstruct non-linear 
relationship learning from training. An ANN model basically consists of processing 
elements (called neurons) and connections between elements. Every single neuron 
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performs a weighted sum of inputs that receives from neighboring neurons, then  
uses an activation function to process data and passes results to following neurons. 
Neurons are structured in layers that can be of 3 different typologies: input layer 
(where input data enter the network), hidden layers (where real calculations are per-
formed) and output layer (where final results are produced). Different possible Neural 
Network structures can be used, depending on the architecture of the network (num-
ber of layers, neurons, etc...), the model parameters, and the transfer function used. In 
this paper, a cascade-forward network with 2 layers is chosen, characterized by the 
following equations: 

 cpwaOWpf i

R

i
il

S

j
j +⋅+⋅= 

== 11

)(  (1) 

with 

 )( jiijj bpIWTFa +⋅=  ⋅
 (2) 

Where: 
IW and OW are weight matrices of first and second layers; w is the weight vector 

of second layer coming from first layer input; b and c are network bias weights; S is 
the number of neuron of the first layer; R is the size of input vector; and TF is the  
 

 

Fig. 1. The methodology used to reconstruct missing data using ANN 
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used Transfer Function. After ANN has been identified, the reconstruction of missing 
data using ANN is performed using algorithm shown in Fig. 1  

2.2 Construction of a Global Neural Network Model 

Given a set {xi} of satellite-based radiance observations, each data point xi is 
represented as tuple xi = [ti,lati ,loni, xi1… xiM], where ti is the time of the observation, 
lati and loni denote the spatial location, and xij, j = 1…M, are derived from the observed 
radiances and the corresponding geometric parameters which describe satellite camera 
view angles, and sun angle at time ti . Given a set of K data points with observation 
attributes obtained from the deterministic algorithm over a period of time. Use them 
to construct a set of labeled points for training a regression model. ANNs have been 
successfully used in many applications and we use them here. Specifically, we use a 
feedforward neural network with a single hidden layer of sigmoidal units to predict 
AODs. The design objectives are feature selection, identification of an appropriate 
ANN structure, as well as choice of training algorithm to maximize prediction accura-
cy on out-of-the-sample test data. Prediction accuracy is measured by the coefficient 
of determination R2 = 1 – MSE/Var(y), where Var(y) is the variance of the AOD tar-
get variable. OMI data provide a large number of informative attributes [ti,lati ,loni, 
xi1… xiM] (M=111 in our case).This results in a neural network with a large number of 
weights, and requires significant training time. Under these circumstances, over fitting 
problems can result when learning from limited training data. Therefore, we used 
Principal Component Analysis (PCA) to reduce data dimensionality to k < M 
attributes, and used the largest k principal components as inputs to our ANN. We 
determined the appropriate number of hidden units in our ANN, and the best training 
algorithm experimentally. We considered 5, 10, 15 and 20 units, and the following 
training methods: Bayesian regularization, Powell-Beale conjugate gradient, Polak-
Ribiere conjugate gradient, scaled conjugate gradient, Levenberg-Marquardt and qua-
si-Newton back propagation. 

2.3 Optimal Interpolation (OI) 

In the OI method, observations, as soon as available, are used to produce an analysis. 
This analysis is supposed to be a better estimate of the true state. It replaces the  
current state of the model and it therefore serves as initial conditions for the next  
 

 
Fig. 2. Optimal Interpolation 
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model iterations. This procedure is repeated at the frequency of measurement as 
shown in Fig. 2.  

The analysis is given by the best estimate (linear and unbiased) in the least  

squares sense. The analysis, or analyzed state vector, ax , is solution of the minimiza-

tion problem 

 Jxa minarg=  (3) 

Where J is the cost function defined by: 

 ))(())(()()()( 11 xHyRxHyxxBxxxJ T
b

T
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xb is the background state vector, or a priori state vector (i.e., the AOD forecast pro-
vided by the model), y is the vector of observations (measured AOD), and H is an 
interpolation function that maps the state x to the observational data. B and R are the 
matrices of error covariance’s matrices, for background and observations respectively. 
Upon minimization and under the assumption of the linearity of H, xa is given by: 

 ))(( xHyKxx ba −+=  (5) 

where K is the so-called gain matrix defined as 

 )( 1−+= RHBHBHK TT  (6) 

During the assimilation period, the process is repeated each time the observations are 

available. So, at time h, the assimilation produces an analysis )(h
ax  , which serves as a 

new model state[13]. Starting from that new state, the model computes a forecast 
)1( +h

fx at time h + 1. This forecast is actually called background, xb. The assimilation 

takes place to compute
)1( +h

ax , and so on and so forth. 

2.4 Redistribution over Sections and Chemical Species 

The correction applied to the simulated AOD at the ground is provided by the OI 
method. The controlled variable is thus the AOD concentrations over the whole hori-
zontal domain, in the first layer only (in the reference configuration) or in more lay-
ers. Forecast AOD are computed by summing the concentrations of all aerosol species 
simulated over all sections (size discretization). The contribution of aerosol species on 
the value of AOD is shown in Table1. AOD/PM aerosol components are also shown 
in Fig. 3. A closer look at Fig. 3 shows that there is an increase in contribution of 
anthropogenic aerosols to PM - west to east sulfate is a significant anthropogenic 
component of PM, dust from south is a significant contributor to PM, primary contri-
butors to AOD (fine mode aerosols) different from primary contributors to PM. 
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Table 1. Polyphemus basic Aerosol species contribution on AOD 

Species Refract index 
at 550nm 

Mode 
radius 
[µm] 

Stand. Dev. of 
size distribution 

Particle 
density 
[g/cm3] 

Extinction 
coefficient cm3 
at 550nm[km-1] 

Single 
scattering 

albedo 

Sulfate/nitrate 
Rh=70% 

15.3-0.0055i 0.028 2.24 1.33 7.9 e-6 0.981 

Mineral dust,  1.53-0.008i 0.471 2.51 2.0 8.5 e-3 0.73 
Mineral dust, 
low hematite  

1.53-0.0019i 0.471 2.51 2.0 8.5 e-3 0.891 

Sea salt, 
accumulation   

1.36-0i 0.378 2.03 1.2 3.14 e-3 1.0 

Sea salt, coarse 1.36-0i 3.17 2.03 1.2 1.8 e-1 1.0 
Biomass 
burning soot 

1.63-0.036i 0.0118 2.0 1.0 1.5 e-7 0.698 

Diesel soot 1.49-0.67i 0.0118 2.0 1.0 7.8 e-7 0.125 
Transported 
minerals, high 

1.53-0.0055i 0.5 2.2 2.6 5.86 e-3 0.837 

Hematite  
 

1.53-0.0019i 0.5 2.2 2.6 5.86 e-3 0.93 

 

 

Fig. 3. AOD/PM aerosol components 

3 Polyphemus 

CTM components used in this paper and its stages are described in this section. In 
addition, because of the importance of system configuration, specific model configu-
ration that was applied in the experiment is shown in much detail. 

3.1 Polyphemus System and Experiment Configuration 

Polyphemus system can deal with applications of passive tracers, radioactive decay, 
photochemistry, and aerosol dynamics from local to continental scales [10]. It is made 
of four distinct components:  i) Preprocessing. ii) Eulerian chemistry-transport models 
(Polair3D and Castor) iii) Drivers for handling the models. iv) Postprocessing tools. 

3.2 Comparison with Ground Observations 

Ground observations are useful for validating the model simulations. They can be 
further used for quantifying the improvements due to satellite data assimilation. In 
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this paper, the ground observations are from the European Monitoring and Evaluation 
Programme (EMEP) network. It provides the hourly and daily measurements of AOD 
in Europe. The important advantages of EMEP measurements are the common quality 
control standards applied and their station locations; the latter makes the measure-
ments representative of regional background conditions, relatively unaffected by local 
emissions. Several other monitoring networks (urban, suburban, etc.) are not used 
here, since they would pose serious problems concerning criteria of data selection and 
treatment of uncertainties. An obvious disadvantage of the EMEP network is the ra-
ther sparse distribution of stations for AOD (totally 25 in 2005). The statistics are 
computed station per station and then averaged. The mean RMSE is 6.9 μg m-3 be-
tween model and ground observations; the mean correlation is 0.62, indicating a good 
consistency between them. Model results are higher than ground observations on 
average: 12.4 μg m-3 versus 8:1 μg m-3, this difference is now discussed. The ground 
AOD is measured by sun photometer monitors and the values can be systematically 
overestimated because of interferences of other compounds [14]. However, with 
model results being larger than ground observations, these measurement errors cannot 
explain the discrepancy. 

4 Validation and Sensitivity Tests 

Several experiments are conducted to verify and validate the model prediction before 
and after assimilation, and with and without using ANN. The analysis assists to meas-
ure the correlation and root mean square errors, in both spatial and temporal domains. 

4.1 Simulations 

The aerosol model used in this paper is SIREAM [15], plugged to the chemistry-
transport model Polair3D. SIREAM includes 16 aerosol species: 3 primary species 
(mineral dust, black carbon and primary organic species), 5 inorganic species (am-
monium, sulfate, nitrate, chloride and sodium) and 8 organic species predicted  
with the Secondary ORganic Aerosol Model –SORGAM [16]. In the usual 
configuration, SIREAM includes 5 bins logarithmically distributed over the size 
range 0.01 µm−10 µm.  

A previous study in [12], evaluated the model configuration for the year 2005 with 
comparisons to three databases (also used in this study and described hereafter) and 
with respect to the performance of other CTMs used in Europe (Chimere, EMEP, ...). 
Polyphemus shows a tendency to underestimate AOD, and to overestimate nitrate 
concentrations in wintertime. Other models also show similar behavior. The 
configuration of the simulations of this paper is essentially the same as in [12].  

4.2 Operational Forecast 

In operational conditions, at time t0, only the data for the past is available. It is possi-
ble to assimilate the past data over a few days before t0. The model results from (t0 
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day) to (t0+1 day) are called one-day forecasts; the results from (t0+1 day) to (t0+2 days) 
are called two-day forecasts, etc. This operation can be repeated every day (“moving 
window”); one-day forecast and two-day forecast are then available every day. Table 
2 summarizes the performance of the model without assimilation, and of the one-day 
and two-day forecasts, when compared to EMEP observations. Besides, in this table, 
the effect of applying ANN preprocessing is shown. It is noteworthy that, as expected, 
the one-day forecast clearly shows better statistics for PM10 and AOD than the simu-
lation without assimilation, and much better with the ANN preprocessing. The de-
crease of the RMSE is 1.5 μgm−3 for PM10 and 1.4 μgm−3 for AOD, that is,  
about 10%. The increase of the correlation is more than 10% for PM10 and AOD. 
Mean Fractional Error (MFE) and Mean Fractional Bias (MFB) are also markedly 
improved; the improvement in MFE brings the model to satisfy the performance ob-
jective of 50% defined by Boylan and Russell [17] – see also Sartelet et al.[11]. 
Moreover, the effect of ANN preprocessing has significantly improved the assimila-
tion process by another 10%, making a correlation value for both PM10 and AOD 
increase above 50%. 

Table 2. of the simulations on the EMEP for PM10 and AOD. Period: 4 to 30 January 2005. 

Species Simulation # stations OBs.Mean μg m-3 
Sim. Mean μg m-3 RMSE μg m-3 Correl. % MFE  % MFB  % 

PM10 Model 156 21.8 17.4 16.6 35.7 55.3 -9.2 

 One-day    18.7 15.1 46.8 49.9 -3.5 

 One-day NN   20.1 14.5 53.2 46.2 -2.7 

 Two-day    17.7 16.4 37.9 54.6 -8.2 

 Two-day 
NN 

  18.5 14.4 44.6 50.1 -6.5 

AOD Model 8 19.8 15.8 15.0 30.2 57.9 -10.3 

 One-day    16.9 13.6 43.2 53.3 -3.9 

 One-day NN   19.1 13.0 51.8 47.8 -2.4 

 Two-day    15.9 14.8 32.3 57.4 -9.4 

 Two-day 
NN 

  17.0 13.5 45.8 51.2 -7.9 

 
Since the OI method only changes the initial conditions, the model tends after all to 

its reference trajectory (without assimilation). Here, the two-day forecasts show a less 
obvious improvement. Two-day forecasts show slightly better statistics than the free-
running model, but the decrease of the RMSE is only 0.2 μgm−3 and the increase of 
the correlation is 2%. The time period after which the corrections due to DA become 
essentially ineffective are discussed in the next section. 

Figs. 4, 5, and 6 show the daily evolution (averaged over the period 4 to 30 January 
2005) of the RMSE, the correlation and the mean concentrations respectively for the  
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Fig. 4. Hourly evolution of the RMSE for the PM10 forecast without assimilation (blue line) 
and for the one-day forecast (green line), and for NN (red line) 

 

Fig. 5. Hourly of the correlation for the PM10 forecast without assimilation (blue line) and for 
the one-day forecast (green line), and for NN( black)  

 

Fig. 6. Hourly of the mean concentration for the PM10 observations (red line), for the forecast 
without assimilation (blue line) and for the one-day forecast (green line), and for NN (black) 

model without assimilation, one-day forecast and for the one-day forecast using ANN. 
These figures underline the tendency of the assimilation procedure to be almost inef-
fective after 24 h of forecast. Actually, after 12:00 UTC, the differences in RMSE and 
in mean concentration are lower than 1 μgm−3, and the difference in correlation is 
about 2%. However, using ANN increases correlation value by 10%, reduces RMSE 
of one-day forecast, and makes the effect of assimilation process much longer. The 
fact that DA with the OI method has some influence only during such a short period 
of time (one day in this experiment) is not only a limit of the OI method. Actually, in 
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air quality models, concentrations are not much influenced by initial conditions [18]. 
Besides, it depends on several parameters and on the pollutant. For ozone, the influ-
ence is a bit longer – see Wu et al.[19]. 

5 Conclusions 

In this paper, we have performed the data assimilation of OMI AOD in the Polyphe-
mus air quality system. Good consistency is presented in the comparisons of model 
simulation, satellite data and ground observations before assimilation. In order to 
enhance satellite image, ANN using multi layer perceptron is used to fill incomplete 
data grid. The optimal interpolation method is then applied to produce analysis of 
AOD. The assimilation is carried out with available satellite data in the studied pe-
riod, and the next-day prediction is also performed. The model results from the refer-
ence simulation, assimilation and prediction) are compared with the EMEP ground 
observations for evaluation. It is found that in winter the RMSE between model and 
ground observations is less with assimilation than that without assimilation, reduced 
by 19% on average. The next-day predictions also show a better forecast of AOD with 
RMSE decreased by 15%. Therefore, OMI data assimilation has the potential to im-
prove the forecast of surface aerosol concentrations in the cold season. The sensitivity 
tests show that, in this specific paper, the uncertainties on the condensation process 
might be greater than the uncertainties on the emissions. These uncertainties could 
originate from uncertainties in the concentrations of condensable gas species or in the 
modeling of the condensation process itself. 
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Abstract. The aim of this paper is to identify potential risks of digital cultural 
resources in Malaysia. Apart from that, it proposed watermarking as a way to 
authenticate digital items for future work. A multiple case studies approach is 
used to examine the potential risks of digital cultural resources in four (4) se-
lected Malaysian cultural institutions. Data is collected through a structured in-
terview with information professionals who are involved in digitisation works 
in the selected cultural institutions. Findings reveal that digital cultural heritage 
resources in Malaysia is at risk in terms of digitisation policies, selection crite-
ria, cost, staffing, technology, storage, metadata management and copyright. 
This study is very significant to professionals who are involved in archiving the 
digital cultural heritage as it can be a guide for managing risks in preserving the 
valuable digital resources. The result of this study can be a practical tool of 
managing risks not only for digital cultural heritage but also to all documents in 
digital format. The study gives insight to other researchers to seriously investi-
gate other risks of digital cultural resources besides the risks that have been 
identified in this study. 

Keywords: Digital Resources, Risk management, Cultural Heritage Resources, 
Malaysia.  

1 Introduction 

The numbers of records created in electronic form is increasing because the organisa-
tions are too depending on digital technology to make, process, store, communicate, 
and use information in their activities. The technological challenge is compounded by 
the long-term expansion of information technology, creation the cultural heritage 
information increasingly more diverse and complex (Lim, Ramaiah & Pitt, 2003). 
Besides that, in Betts (1999) case study, he asserts that digital cultural heritage infor-
mation is at possibility of disappearing of becoming unreachable because of the de-
cline of storage media like magnetic tapes. Other concerns include ever-changing data 
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formats and the fact that software and hardware become obsolete quickly. The great-
est challenge to electronic record keeping is the evolution of technology (Coombs, 
1999). Therefore, in order to preserve this information, institutions must manage  
collections in a consistent and decisive manner. It is important to decide what should 
be preserved, in what priority, and with what techniques. Hence, they most often 
overlook the issue of sustainability of their materials that have been digitised.  

Content authentication can be achieved through the use of watermarking algorithm 
(Raja, A & Ahmed, A, 2004). Two types of authentications exist: exact and selective 
authentication. Exact authentication can be achieved through the use of fragile wa-
termark, embedded signatures and erasable watermark while selective authentication 
can be achieved by semi-fragile watermark, embedding semi-fragile signatures and 
tell-tale watermark (Raja, A & Ahmed, A, 2004).  

In addition, there are a number of risks related issues that might be faced by cultur-
al institutions if their digital files are not being managed accordingly. Zuraidah and 
Aliza (2009) describe in their findings that among the risks related issues that would 
be faced by cultural institutions if their digital resources are not managed accordingly 
would include availability and accessibility of information; authenticity and integrity 
of information; long-term storage of information; and information disaster recovery 
issues. The aim of this study is to identify the potential risks in preserving Malaysian 
digital cultural heritage information that are practiced by several cultural institutions 
in Malaysia.  

2 Methodology 

This research uses multiple case studies at four (4) public cultural institutions in Ma-
laysia. The data were collected through interviews. The analysis methods included the 
descriptive and comparative analysis. For the purpose of this article, only comparative 
analysis is discussed. Purposive sampling is used in this study where only four (4) 
main cultural heritage institutions (CHIs) in Malaysia are selected. The four selected 
cases were chosen because they are the main cultural institution under Ministry of 
Information, Communication and Culture of Malaysia which have been involved in 
digitisation projects since 2000. The research unit of analysis is information profes-
sionals who are dealing with digitisation of cultural heritage resources in their  
organisations.  

3 Findings and Discussions 

Potential risks include selection criteria, digitisation policy, cost, staffing, technology, 
storage, metadata and copyright issues.  

3.1 Selection Criteria 

According to Puglia (1999), items selected for digital collections should fit into the 
scope, purpose, and audience of the project itself as stated on the project description 
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form. The findings found that most of the cultural institutions select materials to be 
digitised based on these criteria (arranged by the most preferred criteria): 

1. Cultural value 
2. Historical value 
3. Materials that allow copyright access 
4. Materials that have digitisation procedures and standard 
5. Frequently used by users 
6. Help them to save space without considering the value of resources 
7. Educational and research purpose 

Majority of the cultural institutions select materials to be digitised which have cultural 
and historical value and materials that allow copyright access. These WIU Libraries 
Digitization Policies Committee (2009) and Dasar Pendigitalan Koleksi Perpusta-
kaan Negara Malaysia (2010) support these findings where both of the policies high-
light cultural and historical value are the most essential resources need to be digitised. 
As cultural institutions, all of the cases in this study are not at risk in selecting the 
right materials to be digitised since they totally select materials based on the main 
function of their organisation.  

Hirtle, Hudson and Kenyon (2009) believed that copyright is an important issue to 
be considered in doing digitisation projects. It is found that all the respondents prefer 
to choose materials that are copyright free since they are not bounded with Copyright 
Act. However, as cultural institutions, they cannot limit to select materials that are 
only copyright free since there are a lot of resources out there which are valuable even 
though they are copyrighted. Hereby, majority of the cultural institutions are at risk as 
they only prefer to choose materials that are copyright free to avoid copyright prob-
lems without considering the value aspect of copyrighted materials.  

The findings report that only two of the cases prefer to digitise materials that have 
digitisation procedures and standard. Another two cultural institutions do not consider 
this criterion because for them, they do not need specific standard and procedures in 
digitising the materials as their procedures are very simple. Nevertheless, these two 
cultural institutions should be aware that choosing the materials that already have the 
digitisation procedures and standard will minimise risk of accessibility of the digital 
resources later. The findings shows that our digital cultural information at risk since 
the cultural institutions do not really prefer to choose materials that do not have the 
digitisation procedures and standard.  

3.2 Digitisation Policy 

More than half of the cases in this study do not have a standard digitisation policy. 
Only CASE A has developed their digitisation policy and it was published in July 
2010 namely Dasar Pendigitalan Koleksi, Perpustakaan Negara Malaysia (2010). It 
is a complete digitisation policy and was developed based on the best practices of 
international organisation which are involved in digitisation projects earlier. The best 
practices are such as National Library of Australia and NISO.  
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All cases in this study except CASE A do not have a digitisation policy. However, 
CASE B is developing their digitisation policy and it is estimated to be published in 
2014. The ongoing process of digitisation policies shows that CASE B is aware per-
tain to the importance of having a digitisation policy. However, the other two (2) 
cultural institutions do not have any since for them their digitisation process are not 
complicated as others. The result indicates that not all cultural institutions in Malaysia 
have systematic procedures in digitising their resources. This is one of the risks for 
the digital resources since they are not produced in a proper way and this will affect 
the long-term accessibility of the resources. 

The findings reveal that even though CASE B does not have a digitisation policy, 
they are able to minimise risks by following guidelines from NISO and NARA. Ac-
cording to CASE B, they choose to follow the international guideline because they 
want their digital resources to fulfill international standard requirement so that the 
resources can be accessed internally and externally.  

3.3 Cost and Staffing 

As stated in the findings, all of the cultural institutions are not allocated with specia-
lised budget for digitisation. This condition is one of the barriers for Malaysian cul-
tural institutions to excel and provide good digital collections. Majority of the cases in 
this study are given one-off budget if there is any projects that need them to digitise 
their collections. For instance, CASE B, which have been given large amount of 
budget for digitisation to support Economic Transformation Program (ETP) in 2010. 
Nevertheless, if the cultural institutions only get one-off budget for digitisation, this 
situation will limit them to digitise their collections since such a special projects 
should have their certain target, for instances, project given to CASE B should digitise 
two (2) billion collections only. 

In addition, majority of the cultural institutions hire staffs based on academic 
achievement and experiences. These two (2) criteria are very important since staffs 
that have suitable academic qualification and at least minimal experience is capable to 
produce quality of works. Without knowledge, skills and the right attitude of the pro-
fessionals, the initiatives will go nowhere and eventually collapse. 

3.4 Technology, Storage and Scalability 

Zuraidah (2006) asserts in her study that digitisation is a costly exercise requiring 
high investment usually from public funds. There are significant risks to these in-
vestments due to the adoption of inappropriate technologies and standards. This can 
result in creating resources which are quickly obsolete and unusable or which require 
the investment to be repeated within a short time frame.   

Findings report that only one of the cases do not has a specialised system to man-
age the digital collections. This finding shows that three (3) of the institutions are 
aware the significance of having a digital resources management system. Another 
cultural institution is going to have a system in 2014 and now the system is still in 
developing process. As for storage, all of the cultural institutions store their digital 
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resources in-house. They could not afford to keep the digital collections in service 
providers’ servers. This is a risk for the cultural institution since they do not have 
other backup server outside the institutions if there is anything happened to their 
building and existence servers. 

According to Mayesti, Rachman, and Yayan (2011), the computer storage capacity 
will determine how many data and files could be stored inside. Findings of this study 
found that only storage in one cultural institution is not scalable. Other storages in 
another three (3) institutions are scalable. Mayesti, Rachman and Yayan (2011) report 
that if the storage has only small capacity, the digital files that could be stored will be 
limited.  

3.5 Metadata 

The two aspects of cultural institutions data quality are the quality of the data in the 
objects themselves, and the quality of the metadata associated with the objects  
(Diallo, 2011). Low quality metadata can render an information institution almost 
unusable, while high metadata quality can lead to higher user satisfaction and in-
creased use (Stvilia1 et al., n. d.). The finding of this study reveals that one of the 
cultural institutions has a metadata scheme. However, the metadata scheme that is 
used is not user friendly in term of managing metadata of their digital resources as the 
scheme is more suitable for profit making organisation, and not for non-profit organi-
sation such as cultural institutions. This situation contributes risks for the digital  
resources since it will lead to loss of data and other consequences. If compared to 
other institutions, the risk that they have is much minimum rather than other cultural 
institutions which do not have metadata scheme. 

All of cases in this study include the descriptive metadata for their digital re-
sources. Descriptive metadata encompass a range of information from basic elements 
such as title and subject to more advanced elements such as geographic or temporal 
coverage and relationships (UMDM, 2011). There are three (3) of the cultural institu-
tions include the technical metadata for their digital resources. According to IBM 
(2011), technical metadata is data about the processes, the tool sets, the repositories, 
the physical layers of data under the covers. However, findings shows that most of 
cultural institutions do not consider the technical metadata is important for them. In 
term of putting IPR, only one of the cases does not include it. Besides that, not all the 
cultural institutions consider that history metadata is an important part to be included.  

3.6 Copyright 

Copyright assessments play a defining role in digitising projects and must be ad-
dressed early in the selection process. Therefore, the use of watermarking technique 
can be used. A watermarking technique is to prevent digital images that belong to the 
rightful owners from being illegally commercialised or used, and it can ascertain the 
intellectual property right (Lee, Lin, Su & Lin, 2008). The findings reveal that most of 
cultural institutions embedded visible watermarking but only one of the institution 
embedded invisible watermarking. Invisible watermarking is more effective than 
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visible watermarking even though digital watermarking cannot by itself prevent copy-
ing, modification, and re-distribution of documents, and furthermore if encryption and 
copy protection fail, watermarking allows the document to be traced back to its 
rightful owner and to the point of unauthorised use (Su, Hartung & Girod, 1998).  

3.7 Sustainability Factors Adopted 

In considering the suitability of particular digital formats for the purposes of preserv-
ing digital information as an authentic resource for future generations, it is useful to 
articulate important factors that affect choices. The sustainability factors that are tak-
en as important consideration planned by Library of Congress are very systematic. 
The factors that are considered by them are applied in this study which consists of 
disclosure, adoption, transparency, self-documentation, external dependencies, impact 
of patents, and technical protection mechanisms. The findings show that Malaysian 
cultural institutions do not take the sustainability factors seriously. However, they are 
aware of the importance of technical protection mechanisms factor. Sustainability in 
the institutions maybe the factors have been applied by them without their awareness 
since the processes are in embedded in their routines processes. Besides that, they are 
not familiar with these specific factors. 

4 Conclusion 

It is reported in finding that in term of selecting criteria and storage, the digital cultur-
al information in Malaysia are somewhat saved from hazardous risks. Selecting crite-
ria that are considered by all the cultural institutions are totally based on their cultural 
and historical values of the resources. It can be concluded that digital cultural infor-
mation in Malaysia is exposed to risks since most of the cultural institutions produc-
ing the digital resources are not managing digitization projects according to standard 
digitisation policy. Digitisation of resources is done based on their general skills and 
knowledge.  

A part from that, the lack of skilled workers who produce the digital product is 
another risk which could not be ignored. This is a hazardous situation since digitisa-
tion process is extremely complex, difficult in manner and need highly qualified and 
experienced professional to do the job efficiently. Moreover, inappropriate metadata 
management of digital contents is another risk of Malaysian digital cultural resources 
management. The metadata associated with digital objects could affect the access to 
and usability of items in the collection.  The process of digitisation in the cultural 
institutions do not take sustainability factors as important consideration due to the 
lack of understanding among them towards these factors.  

Therefore, the management of digitisation process of the cultural information in 
Malaysia will not be in an excellent condition until the issues of the followings are 
resolved. One of the major issues is allocated budgets for digitization projects. 
Projects with sufficient budget will cover the installation of quality digital resources 
management system, recruiting sufficient number of skilled and knowledgeable staffs, 
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having enough and sophisticated facilities, having a systematic and efficient metadata 
scheme and embedded both visible and invisible watermarking to the digital re-
sources. In a nut shell, the requirement of a framework that show the potential risks 
that might be exposed to the digital cultural information is really necessary for cultur-
al institutions so that they are always aware of it to avoid deterioration of the valuable 
information sources. In addition, a proposed watermarking algorithm could be used in 
order to authenticate the digital content. 
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Abstract. Data encryption has become a crucial need for almost all
data transaction application due to the large diversity of the remote in-
formation exchange. A huge value of sensitive data is transferred daily
via different channels such as e-commerce, electronic banking and even
over simple email applications. Advanced Encryption Standard (AES)
algorithm has become the optimum choice for various security services
in numerous applications. Therefore, many researches get focused on that
algorithm in order to improve its efficiency and performance. This pa-
per presents a survey about the cutting edge research conducted for the
AES algorithm issues and aspects in terms of developments, implementa-
tions and evaluations. The contribution of this paper is targeted toward
building a base for future development and implementation of the AES
algorithm. It also opens door for implementing the AES algorithm using
some machine learning techniques.

Keywords: Cryptography, Advanced Encryption Standard, FPGA,
ASIC, Machine Learning.

1 Introduction

Cryptography is the process of transferring data into scrambled format, but at
the same time, it allows the intended recipient to restore the original data by
using a secret key. Encryption and decryption are the two major functions in any
cryptography system. Encryption is transferring data into unintelligible format
by secret key to guarantee the user privacy. Decryption is the opposite function
used to recovery the original encrypted data by using secret key. Data encryption
is an important process in almost all data transaction applications [1].

There are two classes of data encryption algorithms; symmetric key and asym-
metric key [2]. In symmetric or private key algorithm, the communication is
achieved by using only one key. In contrary, asymmetric key algorithm uses
more than one key for data encryption and data restore. One key is a public
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key, and it is used for data encryption, where the other key is a private key, and
it is used for data decryption. The symmetric algorithms are much faster than
asymmetric key which need bigger key and complex computation [1], [3].

Advanced Encryption Standard (AES) [4] algorithm is one of the symmetric
key block ciphers with block size varies from 64 to 256 bits as the processors
become more sophisticated. However, the AES can accept block size up to 256
bit, its speed still slow compared to the stream-based ciphers in the time of all
applications are seeking for faster encryption process such as web servers and
Automatic Teller Machines (ATMs). On the other hand, some AES applications
are keep struggling for low implementation area such as smart card and cellular
phone related hardware. Therefore, the encryption speed and implementation
area are the two important factors of the real time deployment of AES algo-
rithm. The problem of AES spreading out is the compromising between the
encryption/decryption speed and the implementation area.

Field Programmable Gate Array (FPGA)[5] is an Integrated Circuit(IC) that
can be repeatedly reconfigured as requested by the operated applications, and it
can produce different behaviour by simple configuration changes [6]. According
to the previous property and its low cost, FPGA is considered as a good en-
vironment for simulating the hardware implementation of the AES encryption
algorithm [7]. This paper emphasizes the deployment of AES algorithm on the
FPGA environment and focusing on the cutting edge approaches for enhancing
the encryption speed and reducing the required implementation area. Due to
their friability and inelegance, machine learning techniques are also good candi-
dates for efficient AES development and cryptanalysis processes [8].

The contribution of this research lies on reporting the state-of-the art imple-
mentations of the AES algorithm over the FPGA modules, and get focusing on
the raised implementation issues and aspects. This contribution is significant for
any future developments and implementations of the AES encryption algorithm.
It is considered as a ground truth information for evaluating any new AES de-
velopments by comparing the output results of the proposed approaches with
the results reported in this research.

The rest of this paper is organized as follows. Section 2 presents the theo-
retical background of the AES algorithm with respect to algorithm’s structure,
data encryption and data decryption methodologies. Section 3 reports the cut-
ting edge research about the AES implementation over the FPGA environment
with speed and area considerations. Furthermore, the new machine learning im-
plementation of AES are also reported in section 3. Conclusions and future work
are reported in Section 4.

2 Advanced Encryption Standard Algorithm

Data Encryption Standard (DES) [9] was considered as a model for the sym-
metric key encryption which has a key length of 56 bits. but this key length is
become small and can easily be hacked [10]. The National Institute of Standards
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Table 1. Different AES keys and their attributes

Key length (Nk) words Block size (Bb) words Number of round (Nr)

AES128 4.0 4.0 10.0
AES192 6.0 4.0 12.0
AES256 8.0 4.0 14.0

and Technology NIST [11] released a contest to choose a new symmetric crypto-
graph algorithm that would be called Advanced Encryption Standard to replace
the DES. A five algorithms have been chosen as Mars, RC6, Rijndael, Serpent
and Twofish. After two years of detailed evaluation NIST announced Rijndael
as a proposed AES [12], [13]. AES has length of bits 128 which can encrypt and
decrypt with the three different key lengthes as 128 bit, 192 bit and 256 bit
which known as AES128, AES192 and AES256 [14]. The key length, block size
and the number of rounds for each AES mode (128, 192, and 256) are reported
in Table 1.

The encryption operation is performed on a two dimensional array of bytes
(Each block is organized as a 4 × 4 matrix of bytes) called State which con-
sists of 4 rows of bytes and each row has Nb bytes. By considering AES 128
algorithm in which its initial round state is XOR with a selected key. The regu-
lar round consist from four main operations which called SubBytes, ShiftRows,
MixColumns, and AddRoundKey. In the last round, only three operations are
found while MixColumns operation is eliminated [15].

SubBytes are nonlinear transformation that uses 16 identical 256-byte substi-
tution tables (S-box) for independently mapping each byte of State into another
byte. S-box entries are generated by computing multiplicative inverses in Galois
Field GF(28) and applying an affine transformation. SubBytes can be imple-
mented either by computing the substitution or using look up table. ShiftRows
cyclically shifts the bytes in the second, third and fourth rows by one, two and
three, respectively. This function requires no resource hardware and it can be
executed on an FPGA as plain wiring [12]. MixColumns is a linear transformation
and it is conducted on the State array column by column. The key scheduler
of the AES generates a total of Nb (Nr + 1) words in order to complete the
encryption and decryption processes [16], [17], [18].

The decryption process is the inverse operation of encryption which inverse the
round transformations to obtain the original plain data. The round transforma-
tions of the decryption process have four functions: AddRoundKey, InvMixColumn,
InvShiftRows and InvSubBytes, respectively. AddRoundKey is an XOR function.
InvShiftRows have the same function as ShiftRows but only in the inverse di-
rection. The first row is not changed, but the second is shifted by one, the third
is shifted by two and last is shifted by three. The InvSubBytes transformation
is done using a permutation table called InvS-box that has 256 numbers (from
0 to 255) [10]. It is worth notice that the AES algorithm can operate in four
modes, Cipher Block Chain (CBC), Cipher Feedback (CFB), Output Feedback
(OFB) and Electronic Code Block (ECB) [1], [19].
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Table 2. AES restrictions and achievements by [20]

Target FPGA Device Virtex XCV600 BG 560-6

Optimization goal Speed
Maximum operating frequency 140.390MHz
Encryption/decryption throughput 352 Mbit/sec
Total memory usage 130248 Kbytes

3 FPGA Implementations

The FPGA toolkit consists of a matrix of programmable logic cells, known as
configurable logic blocks (CLBs) with a grid of interconnecting lines and switches
between them. The I/O cells exist around the perimeter and they work as inter-
face between the interconnect lines and the chip’s external pins [5]. The exact
functionality of a logic cell varies with the manufacturer of the chip, but it is
typically comprised of a small amount of functional logic and/or some register
storage capability. Programming (configuring) the FPGA consists of specifying
the logic function of each cell and the switches on the interconnecting lines.

3.1 AES Speed Optimization

Ghewari et al. [20] used iterative operations in order to reduce the consumed
resources by the AES. The AES algorithm is implemented using VHDL language
in Xilinx ISE 9.2 with Device XCV600 of Xilinx Virtex Family. The achieved
encryption/decryption throughput is around 352 Mbit/s. The problem with this
approach is a high memory consumption. Table 2 shows the restrictions and
achievements of the mentioned algorithm.

Thulasimani et al. [21] developed a hardware architecture and implementation
for AES128, AES192 and AES256 on the same hardware, and they used the
iterative round technique to reduce the resource consumption. The AES has
been implemented using the VHDL code running on Xilinx 9.2 with maximum
throughput around 666.67 Mbit/s. The advantage of this approach is the low
power consumption as the the implementation of three keys on single chip leads
to consumed power reduction which is useful for applications such that radio
software. The implementation results and achievements of this approach is shown
in Table 3.

Table 3. AES restrictions and achievements by [21]

Target FPGA Device XC2V6000BF957-6

Optimization goal Speed
Maximum operating frequency 62.5MHz
Encryption/decryption throughput 666.67 Mbit/sec
Total memory usage Not reported
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Fig. 1. Flowchart of the AES implementations over the ASIC chip

Yin et al. [22] proposed an implementation of the AES algorism on Appli-
cation Specific Integrated Circuit (ASIC) which supports three key lengthes as
128, 192 and 256. The encryption/decryption processes are implemented using
the same sequential architecture, but with more efficient control. The implemen-
tation flowchart is shown in Fig.1. The achieved throughput with different key
lengths is shown in Table 4.

Liberatori et al. [23] used Spartan3 to implement AES algorism which have
only 173 single ended I/O pins. Therefore, two buses of 64 bits have been used for
input and output data and another 32 bus for encryption key and the remaining
13 pins have been used for managing the control signal. They have used Xil-
inx6.3i, ModelSim5.8 and ModelSim3.0SE plus for the implementation purpose.
The achievements of the proposed approach are reported in Table 5.

The above reported researches are interested only in enhancing the encryp-
tion/decription speed regardless of the consumed FPGA area as some of these
research did not even consider reporting the value of implementation area. En-
hancing the encryption/decription speed does not optimize the overall deploy-
ment of AES as some applications are interesting in small implementation area.
The following part reports the researches about optimizing the AES implemen-
tation area over the FPGA.

Table 4. AES throughputs with different key lengthes [22]

Key length 128 bit Key length 192 bit Key length 256 bit

Data length 128 bit 1.03 Gbps 0.853 Gbps 0.73 Gbps
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Table 5. AES restrictions and achievements by [23]

Target FPGA Device Spartan 3 XC3s200FT256-5

Optimization goal Speed
Maximum operating frequency 91.049MHz
Encryption/decryption throughput 224 Mbit/sec
Total memory usage Not reported

3.2 AES Area Optimization

Hamalainen et al. [15] tried to reduce the implementation area (number of gates)
by parallelizing the AES operations on FPGA. The high level architecture con-
sists of byte permutation, MixColumn multiplier, parallel to serial converter, S-
box and key scheduler. The proposed design is implemented on a 0.13 μm CMOS
technology, therefore, this approach is appreciated for low cost and low power
applications. The achieved results are shown in Table 6.

Another area improvement approach is introduced by Rady et al. [24]. The
proposed AES core architecture consists of three units; controller unit, interfaces
unit and the main Enc/Dec AES unit with the key expansion and storage. The
proposed architecture introduced two ways to improve the AES area. The first
way is by iterative the key expansion and ordinary round. The second way is by
sharing specific resource in the ordinary round and key expansion. This design
introduce improvement in area implementation of the Enc/Dec AES core by
VHDL code with Spartan3(Xc3s400) FPGA kit using the iteration architecture
and the resource sharing. This design consumes 2699 slices and two BRAM. It
is simulated with the timing simulation of ModelSim V 6.0.

Away from the AES hardware implementations, machine learning techniques
contribute very well not only for AES development, but also for encryption hack-
ing and cryptanalysis operations. Siddeeq and Ali [25] used the Neural Networks
technique for building and simulating the AES based cryptosystem. The ini-
tial weights for neural network representing the key used in both encryption
and decryption processes. The simulation results prove that the performance of
NN-AES is equivalent to the normal one. Albassal and Wahdan [26] used the
neural networks for attacking and cryptanalysis of a Feistel type block cipher.
The achieved results can be used in the future for filling some holes of encryption
algorithm. They have also extended their work to include Genetic Algorithms
as a machine learning techniques for cryptanalysis process [27].

Table 6. CMOS implementations of AES for area optimization [15]

Width Area Freq. Power Thro.
(bit) (Kgates) (MHz) μW/MHz Mbps

Area 8 3.1 152 37 121
Power 8 3.2 130 30 104
Speed 8 3.9 290 62 232
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4 Conclusions and Future Work

Data encryption is a basic notion of information security, and it is used by
almost all data transaction applications. The Advanced Encryption Standard
(AES) is one of the most efficient encryption algorithms, and it has received
great research attention due its simplicity and applicability. The AES related
researches are focused in the encryption speed and the hardware implementation
area as two important factors for algorithm‘s performance. This paper presented
some cutting edge researches for enhancing the AES speed and implementation
area. According to the reported results, it is clear that these is trade-off between
the two factors. As a future work, we are going to continue this research in order
to get the maximum encryption speed in limited implementation area. Moreover,
some machine learning techniques can be used for simulating the AES encryption
and cryptanalysis processes.
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Abstract. Fingerprint is considered as a dominant biometric trait due
to its acceptability, reliability, high security level and low cost. Due
to the high demand on fingerprint identification system deployments,
a lot of challenges are keep arising in each system’s phase including fin-
gerprint image enhancement, feature extraction, features matching and
fingerprint classification. Machine learning techniques introduce non tra-
ditional solutions to the fingerprint identification challenges. This paper
presents a short survey that emphasizes the implementations of basic ma-
chine learning notions for compensating some fingerprint problems. This
survey contributes as a ground truth for developing machine learning
based algorithms for fingerprint identification in the near future.

Keywords: Biometrics, Fingerprints, Machine Learning Techniques.

1 Introduction

Biometrics technology is a way of personal identification using the phycological or
the behavioural characteristics. Driven from the security needs for the electron-
ically connected world, biometrics identification compensates some weaknesses
of token- and knowledge-based identification in terms of loss, duplication and
theft. Biometrics traits contain iris pattern, retinal scan, fingerprints, voice and
signature. Fingerprint is one of the dominant biometrics traits that keeps spread-
ing out because its uniqueness, acceptability, and low cost [1]. According to the
biometrics market and industry report [2], Fig. 1 represents the total fingerprint
revenue which is around 66% compared to the other biometrics technologies.

In spite of fingerprint identification provides high security level and it has
large application domains, fingerprint identification system (will be explained
in Section 2.2) is attacked by many challenges that lead to system performance
degradation with respect to identification time and accuracy [3]. These challenges
are found in fingerprint acquisition, fingerprint preprocessing and enhancement,
feature extraction, fingerprint matching and fingerprint classification [4]. How-
ever, these problems have been tackled by many researches using different tech-
niques in order to enhance the overall identification system performance, the
ideal solutions for some of these problems are still unavailable.
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Fig. 1. Biometrics technologies deployment in 2009

Machine learning techniques such as Artificial Neural Networks (ANN), Sup-
port Vector Machine (SVM) and Genetic Algorithms (GA) [5] play an important
role for presenting non traditional solutions for fingerprint identification prob-
lems. The idea behind these techniques is to build a feature vector and train
(learn) the machine how to process that vector according to some particular
rules. This way, machine learning techniques can process efficiently the compli-
cated fingerprint data, and hence, contribute in solving some problems of the
fingerprint identification system.

The contribution of this paper is to introduce a precise survey about some
machine learning techniques that have been used in fingerprint identification.
The survey can be used as ground truth for developing new machine learning
based algorithms for fingerprint identification system. The methodology of this
research is to consider only the most promising techniques in machine learning
and their deployment in some phases of the fingerprint identification system.

The reminder part of this paper is organized as follows. Section 2 gives a
preliminary information about the fingerprint identification system components
staring from fingerprint acquisition phase and ending with fingerprint match-
ing phase. Moreover, fingerprint structure has been explained as a first part of
that section. Section 3 reports the research progress of deploying three machine
learning techniques, namely, ANN, SVM and GA over fingerprint identification
system. Finally, conclusions and future work have been reported in Section 4.

2 Fingerprint Identification

This section covers the fingerprint identification system in order to fully under-
stand the implementations of the machine learning techniques in each phase.

2.1 Fingerprint Structure

Fingerprint is defined as the ridge and valleys formed on the fingertip [6]. It is
constructed from harmonic patterns of alternating ridges and valleys. However,
fingerprint ridges and valleys are parallel in most regions, several deforming
features such as scars, cuts, cracks and calluses, are also present on the finger
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Fig. 2. Fingerprint global structure with singular points illustrations (Circles- for core
points and Triangles- for delta points)

tip [7]. In common, there are three representation levels of fingerprints: (i) Global
structure, (ii) Local structure, and (iii) Low level structure [8]. Fig.2 shows three
different examples of fingerprint images with ridges and valleys representations.

The global fingerprint representation expresses the overall shape of the finger-
print. In global structure, a single representation is valid for the entire fingerprint
image [9]. Another important feature of the global structure is the singular points
(Circles and Triangles in Fig. 2) [10]. Singular points are unique for each fin-
gerprint class, therefore, they are widely used as a feature for fingerprint coarse
registration and classification [11]. The local fingerprint structure represents the
ridges and valleys format at local interesting region. The most famous ridge
property is ridge ending and ridge bifurcation (it is called Minutiae) [12], [13].
The local structure is mostly used in fingerprint matching because minutiae are
the highest discriminant feature of fingerprint images. The low level (level-3)
structure considers the sweat pores on the fingerprint skin. The low level struc-
ture is difficult to get captured as it needs properly environment with very high
resolution sensor that requires high cost [8].

2.2 Fingerprint Identification System

Automatic Fingerprint Identification System (AFIS) has replaced human experts
in fingerprint recognition as well as classification. It consists of two phases: (i)
Enrollment phase and (ii) Identification phase. The enrollment phase is directed
to register the individual identity in the database for future usage. While, the
identification phase is responsible for extracting the individual identity from the
database according to the user claimed identity [3].

Each phase is decomposed into the following sub-stages: (i) Fingerprint ac-
quisition, (ii) Preprocessing, (iii) Feature extraction and (iv) Database storage.
Fig. 3 shows the flowchart of fingerprint identification system. Generally speak-
ing, fingerprint acquisition, preprocessing and feature extraction are the common
stages for both enrollment and identification. However, fingerprint matching is
an extra mandatory step for the identification phase to extract the claimed iden-
tity from the pre-collected database [1]. Processing time and identification accu-
racy are two import factors for increasing the system performance [3]. Machine
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Fig. 3. A flowchart of fingerprint identification system (basic components)

learning techniques can be good contributors for enhancing the system perfor-
mance as reported in Section 3.

3 Machine Learning Techniques

Machine learning systems are concerned with building fixable algorithms or tech-
niques that their performance is automatically improved with experience (train-
ing) [14]. Machine learning system is first trained with source data, and following,
it is used to perform required operations according to its acquired experience.
The problem of machine learning techniques is related to their sensitivity to
the training data and the training parameters as they may produce different
results by changing the training data. However machine learning includes many
techniques such as Artificial Neural Networks, Support Vector Machine, Genetic
Algorithms, Bayesian Training and Probabilistic Models [15], we will stress only
on the implementation of the first three techniques on fingerprint identification.

3.1 Artificial Neural Networks

Artificial Neural Networks is the most widely used algorithm of the machine
learning system [16]. The quality assurance of the acquired fingerprint image is
an important process before the feature extraction. Xie and Qi [17] designed a
supervised back propagation neural network that uses the gray scale fingerprint
image for continuous image quality estimation. The problems of this method
are the lack of evaluation as it has been evaluated for small fingerprint images
from Fingerprint Verification Competition 2002 (FVC2002)[18]. Moreover, the
fingerprint image needs to be divided into blocks which is computationally ex-
pensive process before running the proposed method. Zhu et al. [19] used the
neural network for quality estimation of the fingerprint images using fingerprint
ridge orientation. The correct ridge orientation is estimated using the trained
neural networks. Labati et al. [20] proposed the usage of neural network for im-
age quality measurement in contactless fingerprint acquisition. They discovered
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a set of new features for contactless images and designed a neural network to
extract the complex features for future fingerprint matching. The bottleneck of
this method is the computational complexity as it needs 1.5 to 3.7 seconds for
the implementation of the region of the interest needed for that method.

Feature extraction is another application of neural networks in fingerprint
identification. Liu et al. [21] used back propagation neural network for singu-
lar point detection from the gray scale fingerprint images. The problem of this
method is the image division process as the image needs to be divided into small
blocks (35×35 pixels) which is time consuming operation, and the location of
the detected singular point is not accurate. Bartunek et al. [22] used the back
propagation natural networks for extracting minutiae points (ridge termination
and bifurcation) from thinned fingerprint images. A sliding (5×5 pixels) window
has been used to access the whole fingerprint image searching for minutia points.
The problem with this method is the huge processing time to get the thinned
image. Yang et al. [23] used the fuzzy neural networks for minutiae extraction
from the gray scale image with high invariant to rotation and gray level changes.

Fingerprint classification is an important process for reducing the identifica-
tion time. Sarbadhikari et al. [24] proposed two-stage fingerprint classifier. In
the second stage, Multi-Layer Perceptron (MLP) feed forward neural network
was used to classify the directional Fourier image. The achieved classification
accuracy was around 84%. Mohamed and Nyongesa [25] proposed the usage of
fuzzy neural networks as a classification mechanism due to its ability to work
as an adaptive filter in order to produce reliable results. They constructed a
feature vector using five different parameters including number of core points,
number of delta points, directional image, core point direction, and the position
of delta point. The algorithm achieved 85.0% for classifying the Left Loop class,
and 98.35% for classifying the Whorl class. Kumar and Vikram [26] used multi-
dimentional ANN (MDANN) for fingerprint matching using minutiae points.
The algorithm achieved a maximum recognition rate as 97.37%.

Kristensen et al. [27] presented a comparative study on different neural
networks and support vector machine. They implemented four types of neu-
ral networks including Multi-Layer Perceptron (MLP), Bidirectional Associative
Memory (BAM), Hopfield and Kohonen neural networks, as well as the support
vector machine. They concluded that MLP neural network achieved the best per-
formance with an overall accuracy as 88.8% for the 5− class problem. Support
vector machine came in the second rank with classification rate about 87.0%,
but both classifiers failed to classify most of Tented Arches class. In general, the
other three classifiers could not perform well compared to multi-layer perceptron
and support vector machine.

3.2 Support Vector Machine

Support Vector Machine is a training algorithm for linear classification, regres-
sion, principal component analysis and for non-linear classifications. The idea
behind the support vector machine is to maximizing the margin between the
training patterns and the decision boundary [16].
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Liu et al. [28] used the support vector machine technique with five features
vector length to determine the fingerprint image qulaity. fingerprint has been
classified into high, medium and low quality images with the accuracy of 96.03%.
The problem with Liu’s method is the long processing time of the feature extrac-
tion step. Zhao et al. [29] implemented support vector machine for fingerprint
image segmentation as it is an important step before feature extraction. They
divided the image into (12× 12 pixels) blocks, and five features have been used
to construct the feature vector. These features are gray mean, gray variance,
contrast, coherence and the main energy ratio. The proposed method is con-
sider as robust for small scale evaluation. From the other side, Li et al. [30] used
the support vector machine for fingerprint classification into 5 − classes with
total achieved accuracy 93.5% with a combination of singular points and orien-
tation image. However, using the orientation coefficients only produced 87.4%,
and using singular point only produced 88.3% at maximum.

3.3 Genetic Algorithms

Genetic Algorithms are promising machine learning techniques for solving fin-
gerprint related problems. Mao et al. [31] succeeded to use genetic algorithm for
singular point extraction. They presented a new definition for core point loca-
tion and orientation which is used as fitness function for the genetic algorithm.
The challenge of this method is processing time is become higher with increased
accuracy (1×1 pixels with 10◦ accuracy). Tan et al. [32] implemented genetic
algorithm for fingerprint matching process using optimized minutiae transfor-
mation. However the genetic algorithm achieves promising matching results, the
required times are 15 and 8 seconds for genuine and imposter matching, respec-
tively. Therefore, an optimization process is become a crucial need.

Tan et al. [33] developed a classification algorithm based on some new learned
features. In the proposed approach, they tried to find unconventional primitives
from the orientation images using the Genetic Programming (GP) technique.
The learned features might never be imagining by humans experts. Then, a
Bayesian classifier was used for conducting the actual classification process. The
proposed method was evaluated over the NIST-4 database [34]. The first 2000
images were used for the training process, and the second 2000 were used for
the evaluation purposes. The total Percentage of Correct Classification (PCC)
was about 93.3% and 91.6% for the 4 − class and the 5 − class classification
problems, respectively.

4 Conclusions and Future Work

This paper introduced a precise survey on the usage of machine learning tech-
niques for solving some fingerprint identification problems. The paper has
focused on three important techniques which are Artificial Neural Networks,
Support Vector Machine and Genetic Algorithms, and their implementations
on image quality measurements, feature extraction and fingerprint classifica-
tion. The review confirms the superiority of using machine learning for tackling
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different fingerprint identification problems. The future work will be targeted
toward developing one of machine learning technique for tackling some pending
fingerprint challenges such as processing time reduction and identification accu-
racy enhancement. Moreover, another biometrics traits like palmprints and iris
patterns will be considered as an applications of machine learning techniques.
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Abstract. Keeping large scale data sets like data warehouse seems a vital de-
mand of business organizations. Proving copyright, ownership, integrity and 
non-repudiation have a growing interest of database community. Many water-
marking techniques have been proposed in the literature to address these pur-
poses. This paper introduces a new technique WRDN (Watermarking Rational 
Database with Non-Repudiation) to protect the ownership of relational database 
by adding only one hidden column with a secret formula where it has the ability 
to know the latest updates made by users. The calculation of this formula is 
based on the values of other numeric and textual columns. Moreover, the pro-
posed approach keeps track on the latest updates made to numeric and textual 
data by users. This approach is compared to two other alternative approaches. 
The proposed approach survives by 100% against insertion and deletion attacks. 

Keywords: Relational Database, Database Security, Copyright protection, 
Digital Watermarking. 

1 Introduction 

The massive use of the Internet offers a wide range of web-based services, such as 
database as a service, digital repositories and libraries. All these kinds of services 
allow people to share a divest database content like images and videos over the inter-
net. As a result, preserving the rights and roles of accessing this content in such envi-
ronment becomes a challenging vital task. Privacy, illegal redistribution, ownership 
claiming and theft are the most common attacks against rational database contents. 
The techniques of digital watermarking provide promising solutions for protecting 
data inside relational databases from illegal copying and manipulation. These tech-
niques embed directly the secret codes into the tables inside the databases. These 
secret codes called (watermarks), which can provide a better security for data protec-
tion, such as copyright protection, integrity checking, and fingerprinting. 

In this paper, Digital watermarking for integrity and copyright is presented. A wa-
termarking should not significantly affect the quality of original data and should not 
be destroyed easily. Moreover, watermarking aims to identify pirated copies of origi-
nal data. Watermarking does not prevent copying, but it deters illegal copying by 
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providing a means of establishing the ownership of a redistributed copy. The digital 
watermarking for integrity verification is called fragile watermarking as compared to 
robust watermarking for copyright protection. Watermarking techniques apply to 
various types of host content. Here, one concentrates on relational databases. 

In this paper, one proposes a novel technique WRDN (Watermarking Rational  
Database with Non-Repudiation). WRDN is based on changing database schema by 
adding a new column. The values inside depend on the values of related attributes, 
which are applied over a secret formula. WRDN adds the user fingerprint for each row 
to have the ability to recognize authorized from unauthorized users. The rest of this 
paper is organized as follows: Section 2 presents an overview of the related work. The 
proposed WRDN insertion and detection algorithm is presented in Section 3. Section 4 
introduces a security analysis of WRDN in comparison with other algorithms. Finally, 
the conclusion of this paper with summaries is introduced in Section 5. 

2 Related Work 

Database watermarking consists of two basic processes; in the first Watermark Inser-
tion: Watermark (W) is embedded into the relational database (D) with a secret key 
(K), and distributes the watermarked relational database (DW). In the second Water-
mark Detection: The watermarked database (DW) with the same secret key (K) will 
be extracted in order to recover the original watermark data (D). The watermarking 
techniques proposed [9] so far can be classified along various dimensions as follows: 

─ Data type: Different watermarking schemes embed different types of watermark 
information (e.g. image, text etc.) into the underlying data of the database. 

─ Distortion: Depends on whether the watermarking introduces any distortion to the 
underlying data. 

─ Sensitivity: Watermarking schemes can be classified into either robust or fragile 
according to their sensitivity to database attacks. 

─ Watermark information: The watermarking can be performed by modifying or 
inserting information at a bit level or a higher level. 

─ Verifiability: The detection/verification process may be performed publicly (by 
anyone) or privately (by the owner only). 

─ Data Structure: Different watermarking schemes are designed to serve different 
purposes depending on the structure model that data is built on. 

In this paper, distortion as a classification technique is proposed. The watermarked 
database may suffer from various types of intentional and unintentional attacks, which 
may damage or erase the used watermarking. These attacks can be summarized into 
two types: the first type is attacks against watermark itself, where the attacker knows 
that there is a watermarking over this database and he is trying to destroy it. Moreover, 
the second type is attacks over data itself, where the attacker does not know that there 
is a watermarking in this data and he is just trying to add one’s own watermarking to 
one’s data.  

The approaches handle these types of attacks, which are based on the two main 
categories of algorithms. These algorithms can be summarized as: the first algorithm 
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is the distortion based algorithm, which introduces small changes in data values dur-
ing embedding phase where changes are tolerable and should not make the data use-
less. The watermarking scheme proposed by [1], also known as AHK, is one of the 
pioneering research in database watermarking. The fundamental assumption is that 
the watermarked database can tolerate a small amount of errors in numeric data. Al-
though the basic assumption of AHK scheme is that the relation has a primary key 
whose value does not change, Li et al. [15] suggest three different schemes to obtain 
virtual primary keys for a relation without primary key. Sion et. al [23] use the most 
significant bits of the normalized dataset instead of primary key. The work of Liu et 
al. [16] uses a hash function based on the private key and buyer’s ID. Unlike the 
above mentioned watermarking schemes, the right protection scheme proposed by 
Sion et al. [24] is based on categorical type data. Database watermarking based on 
cloud model is proposed by Zhang et al. [25]. A fragile watermarking scheme is able 
to detect and localize any malicious modification made to a relational database and it 
can also recover the true data from modified cells [12]. 

The second algorithm is the distortion free, where the proposed model is consi-
dered to be one of them. There is no modification made to any data item and the  
digital watermarking is used for integrity verification. The watermarking scheme 
proposed by Y. Li et al. [14] was the first distortion free algorithm made. The Basic 
idea was that all tuples are securely partitioned into (g) groups. A different water-
mark is embedded in each group such that any modifications can be detected and 
localized into the group level with high probabilities. The watermarking scheme 
proposed by Li and Deng [13] is applicable for marking any type of data. The inter-
esting feature of this scheme is that it does not use any secret key. Moreover, the 
unique watermarking key is used in both the creation and the verification phases. 
While, Kamel [10] suggested a way to improve the detection rate of malicious altera-
tion by watermarking not only the relational tables (data records) but also all relevant 
indexes by proposing a fragile watermarking technique for protecting data integrity 
in databases and more specifically in R-tree data structures. The approach proposed 
in [21] aims to generate fake tuples and insert them erroneously into the database. 
The fake tuple creation algorithm takes care of candidate key attributes and sensitivi-
ty level of non candidate attributes, while in [8] they add only one hidden column, 
using a secret formula to relational database that contains only numeric values. 
Moreover, it locks this calculated column from any attacks or manipulations. How-
ever, the work done by [7] uses the same schema made in [8] but by applying it over 
a non-numeric data over the watermarking on a new row. The watermarking 
schemes, which are able to detect any modifications made in database relation, are 
proposed in [3- 4 -5].  Partitioning is based on categorical attribute values, after 
partitioning the tuple level and group level of hash values for each group are com-
puted. Moreover, Cortesi et al [4] have removed the constraints on the presence at 
different categorical values and serve the purpose of temper detection of the asso-
ciated partition. In addition, Cortesi et al [5] have concentrated on the integrity of the 
relational databases by using a public zero distortion authentication mechanism. 
They have generated a gray scale image to trace the verification of database integrity  
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and employ a zero distortion public authentication mechanism to prove the owner-
ship. All of the work cited so far assumed that attacks facing database are outsider 
attacks and the number of users does not affect the performance. 

3 WRDN as an Approach 

In this section, one proposes WRDN (Watermarking Rational Database with Non-
Repudiation) approach to prevent the impacts of tampering dataset and localizing any 
changes made. WRDN has the ability to know the latest changes made by each user in 
the available database.  The proposed approach gives the database owner more con-
trol over his data. However, all other watermarking algorithms concentrated on prov-
ing their ownerships or integrity of database against outsider attackers; but what if the 
attacker is from inside our organization? The previous related works fail to know if 
the attacker is from insider or outsider the organization. Although the proposed ap-
proach tries to add a user fingerprint in order to be able to recognize the authorization 
from the unauthorized users. These developed steps added a new feature to the  
proposed watermarking algorithm where it becomes a non-repudiation approach. In 
subsection 3.1 WRDN insertion and detection mechanisms are introduced. The wa-
termark insertion algorithm for WRDN is presented in Subsection 3.2. Subsection 3.3 
presents the WRDN watermark detection algorithm and how to add a user fingerprint 
is described in Subsection 3.4. 

3.1 WRDN Framework 

Figure 1 shows the proposed WRDN framework. It can be summarized as follows: it 
relies on changing database schema; thus the structure of the database will be changed 
by adding a new column (altering the table). The function is used in constructing the  
 

 

Fig. 1. Insertion and Detection mechanism of WRDN 
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Table 1. Notation and parameters 

n  Number of attributes in the relation 
m  Number of tuples in the relation 
X Number of users 
PrK1..x User private key  
Rn+1 Watermarked column  
W(i,j) Watermark value of tuple i and attribute j 
PuK 1..x User public key 
K Database embedded key  
F() Special function used to calculate values in Rn+1  

W1(i,j) New column values calculated at detection phase 
 
 

new record as well as a secret key (K) known only by the data owner; each user has a 
private key. The public key for each user is available in public, then applies user pri-
vate key over Digital Signature Schema (DSS) to add user fingerprint. By adding user 
fingerprint, it gives the ability to differentiate authorized from unauthorized users. 
Finally, the proposed model combines some important features to database water-
marking Non-Repudiation, Integrity and Copyright protection. 

3.2 Watermark Insertion 

Table I shows the notations and parameters used in this paper. Suppose database rela-
tion has a primary key (P) and (n) attribute, denoted by R (P, C1, C2, ..., Cn). WRDN 
algorithm does not need to have a primary key attribute.  A new column Rn+1 is add-
ed to the existing schema. Rn+1 holds value from a special function F() of any values. 
The special function F() does not need to take numeric values.  

The watermarking insertion algorithm is shown in Algorithm 1.In step 1, the values 
of the new column need to be calculated. By applying all the corresponding attribute 
values over a special function F(), any mathematical formula can be used. In step 2, 
the user fingerprint over the new column needs to be added. Any Digital Signature 
Schema (DSS) insertion algorithm using the user private key (PrK) could be applied 
in [18-2]. Finally, the watermarking column needs to be locked using (K), which is a 
private key that is only known to the database owner, and then depending on the data-
base engine is used to hide the new column. 
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3.3 Watermark Detection 

The watermark detection algorithm is shown in Algorithm 2. In steps 1 and 2, one 
needs to calculate the value of watermark for each tuple W1 (i,j); by applying the row 
values over the same mathematical formula which is used when inserting the water-
marking. In steps 3 and 4, unhide and unlock the original watermark column are pro-
posed. Then in step 5, one needs to check the user fingerprint over the watermarked 
attribute. This is applied by using the same DSS detection algorithm for all users pub-
lic key (PuK).One will have the available watermarked value W (i,j) with the availa-
ble information for the user who made the latest updates.  From step 6, one needs to 
compare the new calculated result with the original watermark result. If they match, 
then one will be able to know which user made the latest updates by proving the data-
base ownership. Otherwise, it enables to prove which rows are changed and if the 
changes are made by an authorized or unauthorized user. 

3.4 Adding User Fingerprint 

Adding a user fingerprint or a digital signature is a mathematical scheme for demon-
strating the authenticity of a digital message or document. It is equivalent to tradition-
al handwritten signatures in many respects; properly implemented digital signatures 
are more difficult to forge than the handwritten type [20-17]. They must not be forge-
able. Recipients must be able to verify them and Signers must not be able to repudiate 
them later. In addition, digital signatures cannot be constant and must be a function of 
the entire document it signs. The signature types may direct digital signature which 
involves only the communicating parties and arbitrated digital signature which  
involves a trusted third party or arbiter. The usage of digital signature is for three 
reasons authentication, Integrity and Non-repudiation. In a Public-key technique, the 
user applies the Secure Hash Algorithm (SHA) to the message to produce message 
digest [6]. Then User’s private key is applied to message digest using Digital Signa-
ture Algorithm (DSA) to generate signature [11-19]; it has the following parameters: 

• M = message to be signed 
• H(M) = hash of M using SHA 
• M’, S’ = received versions of M, S 
• X = User private key 
• p, q, g, y = User public key 
• K =n User per message secret key 

Signing a message is done by the following steps: 

 r = (gk mod p) mod q, (1) 

 S = (H (M) + (X×r)) K−1modq (2) 

Verifying a sent message (S, r) is done by the following steps: 

 M′ = ((ge1 ×ye2) mod p) mod q. (3) 
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Where: 

 e1 = (H (M ′) × S′) mod q                     (4) 

 e2 = r × S′mod q (5) 

If the value of Eq.3 is equal to the value of Eq.1, then the signature is valid. 

4 Security Analysis 

WRDN is resilient against attacks facing data itself to prove integrity and copyright. 
To compare WDRN with other schemas, the algorithms in [21] and [22] are chosen 
since both are distortion free algorithms and considered to be the basic structure for 
WRDN where it adds a new row / column as the database watermark. In [21] it is 
assumed that only one row will be added as a watermark. In the experiments, it is 
assumed that only one user is using the database. In the following subsections, one 
focuses on attacks facing data itself.  Subsection 4.1 discusses results over insertion 
attacks. The Results after deletion attacks are presented in Subsection 4.2, and Sub-
section 4.3 introduces results after alternation attacks. 

4.1 Insertion Attacks 

Assume that an attacker adds new records over the existing dataset, as shown in Table 
III. Where (*) at watermark column represents new tuples added by the attackers. In 
The detection process, when watermark value is equal to zero then WRDN founds 
new unauthorized columns and drops them.  

Figure 2 shows that both WRDN and Pourn algorithm [21] survive by 100% even 
if the number of new tuples is equal to the number of already available tuples over the 
dataset. Meanwhile, Prasann algorithm [22] starts decreasing when the number of 
inserted tuples increases over 75% of the number of available tuples. 

Table 2. Values After Insertion Attacks 

t_numb R_indx L_d L_min Lon_d Lon_min A 
70 60 64 0 22 33 7.26913 
75 60 64 3 22 3 7.21177 
80 60 64 4 21 57 1.89074 
90 60 64 9 22 1 7.85921 
100 60 64 9 21 56 1.04897 
1 89 87 55 89 54 0* 
7 88 90 6 9 5 0* 

4.2 Deletion Attacks 

Assume that an attacker deletes some tuples. One will notice that in WRDN water-
mark value will be deleted at the same time with its tuples. Likewise, in the detection 
process, one will be able to detect all the available watermarks.  
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Fig. 2. WRDN and Other Algorithms results after Insertion Attacks 

 

Fig. 3. WRDN and Other Algorithms results after Deletion Attacks 

Figure 3 shows that WRDN survives by 100%, even if the attacker tries to delete 
99% of available tuples. In the meantime, Pourn algorithm [21] starts to decrease if 
99% of available tuples are deleted. Meanwhile, Prasann algorithm [22] decreases by 
10% each time the number of deleted tuples increases. 

4.3 Alteration Attacks 

Assume that some attributes will be updated. The available watermark value will not 
match the calculated value, where the data will be rejected due to tampering. There-
fore, it is noticed that WRDN can know which tuples have changed, where one could 
apply a backup mechanism to restore original data. 

Figure 4 shows that WRDN decreases by 10% when the number of alternation in-
creases. While Pourn algorithm [21] decreases by 5%, if 100% of tuples are changed, 
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Fig. 4. WRDN and Other Algorithms results after Alternation Attacks 

then both models will have 0% of detection. Prasann algorithm [22] survives by 100% 
against this type of attack, even if all tuples are altered. 

To survive against this type of attack, some changes need to be made over the algo-
rithm structure. One change is to use the encryption mechanisms instead of locking 
and applying it over the entire table. Thus, if a user is not authorized, the database will 
fail to make any update over data; but these changes will affect the database accessi-
bility mechanism performance. 

4.4 Overhead Matrices 

Presence of a new attribute (A) occupies and increases the storage space required of 
the database. Figure 5 illustrates that the number of attributes increases the space con-
sumed for watermarking as well. However, they increase by nearly a fixed amount 
equal to 0, 8. The opposite is in Prasann algorithm when the number of attributes in-
creases, the space consumed decreases. However, in Pourn algorithm, there is no rela-
tion between these attributes and the storage space, where it is assumed that only one 
watermarked row will be added as shown in figure 5. 
 

 

Fig. 5. Comparison between proposed model and other models 
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5 Conclusions 

In this paper, the Watermarking Relational Database with Non-Repudiation (WRDN) 
approach is introduced. The embedded watermarks can detect and localize any modifi-
cations made to the database with the ability to know which user made that update. 
WRDN does not depend on any particular type of attributes (categorical, numerical). It 
only adds a hidden watermark record where its values are known only by the data 
owner. It focuses on attacks (by authorized and unauthorized users) that affect the con-
stancy, integrity, and the content quality of rational databases. Moreover, WRDN is a 
Non- Repudiation approach, where it has the ability to know the latest updates made by 
authorized users. Nevertheless, it does not have sophisticated requirements or infra-
structure on either database design or administration. Because it does not modify any 
database items, it is distortion free, which it survives by 100% against insertion and 
deletion attacks. However, in alteration attacks, it starts to fail by 10% when the num-
ber of changing tuples increases; so it needs changes in the framework which has been 
made.  
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Abstract. This paper introduces a plagiarism detection scheme based on a 
Fuzzy Inference System and Semantic Role Labeling (FIS-SRL). The proposed 
technique analyses and compares text based on a semantic allocation for each 
term inside the sentence. SRL offers significant advantages when generating ar-
guments for each sentence semantically. Voting for each argument generated by 
the FIS in order to select important arguments is also another feature of the pro-
posed method.  It has been concluded that not all arguments in the text affect 
the plagiarism detection process. Therefore, only the most important arguments 
were selected by the FIS, and the results have been used in the similarity calcu-
lation process. Experimental tests have been applied on the PAN-PC-09 data set 
and the results shows that the proposed method exhibits a better performance 
than the available recent methods of plagiarism detection, in terms of Recall, 
Precision and F-measure.  

Keywords: Plagiarism Detection, Semantic Similarity, Semantic Role, Fuzzy 
Inference System, Rule Reduction.  

1 Introduction 

Paraphrasing is a technique to modify the structure of an original sentence by changing 
the sentence structure or replace some of the original words with its synonym. Without 
any proper citation or quotation marks, it can also be considered as plagiarism. The 
techniques used in current detection tools are not capable to detect the plagiarism men-
tion above due to the differences of the fingerprint between original and plagiarize 
document. These incidents are much harder to detect, as semantic plagiarism is often a 
fuzzy process that is hard to search for, and even harder to stop as they usually cross 
international borders. This study proposes new method for plagiarism detection. These 
methods will be based on Semantic Role Labeling and Fuzzy Logic technique. 

Semantic Role Labeling (SRL) is one of the Natural Language Processing tech-
niques that were used in many fields such as text summarization [1]. An improved 
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plagiarism detection scheme based on SRL was introduced recently by Ahmed et.al, 
[2]. The proposed method was trained to use an argument weighting scheme to study 
the behavior of the plagiarized user. In this paper, we are focusing on selecting the 
important arguments of plagiarized text using fuzzy rules and fuzzy inference system. 
Fuzzy logic techniques as a form of approximate reasoning provide decision-support 
and expert systems with powerful reasoning capabilities.  

The rest of the paper is organized as follows: Section 2 provides a description of 
the related work in plagiarism detection. Section 3 discusses fuzzy logic technique. In 
Section 4, a full description of the underlying idea involved in our method is covered. 
Section 5 discusses the experimental design used in our proposed method. Corpus and 
dataset, including similarity detection and results discussion of the proposed ap-
proach, are presented in Section 6, whereas Section 7 concludes the paper. 

2 Related Work 

This section discusses several recently proposed plagiarism detection techniques.  In 
ours Knowledge [2], a plagiarism detection based on SRL was proposed as a new 
semantic detection technique. The introduced method used a weight arguments 
scheme to improve a results that were obtained by SRL. Where the authors were stu-
died the behaviours of the plagiarized user and selected just the arguments that can 
affect on plagiarism process. 

The CHECK technique proposed by Si et al. [3] as a new mechanism for plagiar-
ism detection is similar to SCAM. Both methods adopted information retrieval  
techniques and work on overlapping detection based on the frequency of words. The 
CHECK technique, which is built on an indexed structure known as structural charac-
teristic (SC), is used to parse documents for building the SC. It captures plagiarism 
depending on the key words proportion of structural characteristic for the nodes. The 
CHECK covered the structured documents only while ignoring the unstructured doc-
uments. Another technique, Match Detect Retrieval (MDR), was proposed by Monos-
tori[4].  With this technique, plagiarism can be detected using string matching similar-
ity algorithms based on suffix trees. MDR concentrates on the copy-paste plagiarism, 
but its limitation appears when the plagiarized parts are modified by rewording or 
synonyms replacement. Another limitation appears when there is a need to build the 
suffix tree for the suspected documents.  

A semantic plagiarism detection technique introduced by Alzahrani and Salim [5] 
uses fuzzy semantic-based string similarity. The method was developed in four main 
steps. The first step is pre-processing, which comprises tokenization, stop words re-
moval and stemming. The second step is the retrieval of a list of candidate documents 
for each suspicious document using Jaccard coefficient and shingling algorithm. Sus-
picious documents are then compared sentence-wise with the associated candidate 
documents. This step entails the computation of the fuzzy degree of similarity that 
ranges between two edges: 0 for completely different sentences and 1 for identical 
sentences. Two sentences are marked as similar if they gain a fuzzy similarity score 
above a certain threshold. The last stage is post-processing in which consecutive sen-
tences are joined to form single paragraphs or sections. 
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A different method of semantic-based plagiarism detection was proposed by Chow 
and Salim [6]. The proposed method calculates the similarity between the suspected 
and original documents according to the predicates of the sentences. Each sentence 
predicate is extracted using the Stanford Parser Tree (SPT). The degree of similarity 
between the extracted predicates was calculated using the WordNet thesaurus. The 
drawback of this method is that it does not cover all parts of the sentence, only sub-
ject, verb and object.  

The literature review in this section has indicated many efforts that have been 
made in the past to detect the similarity between text documents. But, these methods 
still need to improve the detection capability in order to capture more plagiarized 
parts especially in semantically plagiarized parts.  

The main difference between the proposed method in this paper and other tech-
niques is that, the  proposed method is a comprehensive plagiarism detection tech-
nique which focused on many types of plagiarisms, such as copy paste plagiarism, 
rewording or synonym replacement, changing of word structure in the sentences, 
modifying the sentence from passive voice to active voice and vice-versa. 

3 Fuzzy Logic System 

Fuzzy logic, initially introduced by Zadeh[7], was later on used for control of a sim-
ple laboratory steam engine by Mamdani[8]. It is a mathematical assumption of ambi-
guous reasoning that allows it to obtain decision-making models in linguistic terms. 
Recently, fuzzy logic has become one of the main successful technologies in many 
applications and sophisticated control systems.  

Fuzzification is a fuzzy operation, in which the input values are translated into de-
grees of membership (in the [0;1] range) to the fuzzy sets of the linguistic terms by 
using a membership function. Equation (1) is a common fuzzification method of a set 
A, which is solved by keeping  constant and converting  to a fuzzy set that depicts 
the expression about   (  ) [9].  =                                                               (1) 

Where A is a Fuzzified set, X represents the universe of discourse and µ assumes 
values in the range from 1 to 0.  

The fuzzy set K( ix ) is referred to as the kernel of fuzzification. The fuzzified set A 

is expressed as: = ( ) ( ) ( )                                        (2) 

The inference is the core part of a fuzzy system, which merges the facts obtained from 
the fuzzification part with a series of production rules to perform the fuzzy reasoning 
process.   
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4 Fuzzy Plagiarism Detection Based on SRL 

Plagiarism detection using semantic roles labeling aims to detect the possible seman-
tic similarity between two sentences. In this section, the idea of the proposed method 
is discussed.  

Our proposed method is trained to solve text plagiarism detection based on several 
steps.  First, a Semantic Role Labeling technique applies to text documents. There are 
three main activities performed in the preprocessing stage: Sentence Segmentation, 
Removing Stop Word and Word stemming. The process of dividing the text into 
meaningful units is called text segmentation. Text can be divided by sentences, words 
or topics. The technology of stop words removal for deleting meaningless words was 
used. The stemming algorithm was also applied to remove the affixes (prefixes and 
suffixes) in a word in order to generate its root word. The arguments similarity score 
is calculated based on SRL similarity measure that was proposed and described in [2].  
Fuzzy used as arguments selector method to select all the important arguments that 
can affect the plagiarism detection process.  

In our proposed method, we used the similarity scores between the suspected and 
original documents using features input of the Fuzzy Logic method.  Each sentence 
(S) will be associated with a vector of the input arguments features, S = {A_F1, 
A_F2, A_F1, A_F3, …} where A_F1 represents argument feature 1 and so on. Values 
will be derived from the similarity between the documents.  Next, the arguments score 
will be generated by the Fuzzy Logic method and then, a set of the highest argument 
score will be extracted as a final important arguments to enter with similarity detec-
tion based on the comparison.   

4.1 Inference System and Membership Functions  

In the proposed method, the input membership function was divided into two  
linguistic values, each input denoted as important and unimportant respectively. The 
important and unimportant similarity scores under fuzzy membership function for 
input and output were created by determining the similarity score values whereby, if 
the similarity score is greater or equal to 0.5 then the similarity score is important, 
otherwise the similarity score is unimportant. The membership function was deter-
mined by using the FIS Toolbox in MATLAB. This toolbox enables excellent model 
development for non-linear process in which fuzzy rules are automatically generated 
in the FIS environment.   

4.2 Construct the Fuzzy IF-THEN Rules 

Understanding the definition of fuzzy rules is an important task in working with an 
Inference Engine. The linguistic values of the intermediate and output variable dis-
cussed above are the result of the fuzzy rule base containing the IF-THEN rules.  
These IF-THEN rules extract the important arguments in accordance with our argu-
ment criteria.     
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A common technique for rule construction was applied to extract and build all the 
possible rules that could be generated according to input features.  Suppose we has a  
a f input features, the number of possible rules will be generated according to the 
following equation: =                                                         (3) 

Where R is a number of rules;f  is a number of input features; n is a possibility logic 
of the rule.   

For instance, suppose we had a 5 inputs and each input had two logic outputs true 
and false.  The number of the generated rules is equal to 32. Our proposed method 
used Equation 3 to generate all the possible rules that could support the inference 
system to differentiate between important and unimportant arguments.   

A huge amount of rules was generated as a thousand documents were used to test 
our proposed method.  Although representing all the generated rules in the fuzzy  
system was difficult, it was a very important issue.  A way was needed to reduce a 
number of rules generated.  Our proposed method solved this problem by using a 
combination method for rule reduction [10].   

An objective of the proposed technique is to select the best and most important ar-
guments that can exactly affect the plagiarism process and thus improving the detect-
ing similarity score.  One of the important parts in FIS is the fuzzy IF_THEN rule 
base. All possible rules were extracted before performing rule reduction.  A Sample of 
IF_THEN rules with “AND” operator as shown in Figure 1.   

 

 

 

 

Fig. 1. Sample of IF_THEN Rules with “AND” Operator 

The important arguments were selected for the second testing comparison process. 
Arguments that were selected as unimportant using FIS were ignored. Testing was 
done after the selection of the arguments. It was found that the score of similarity 
declined when compared to the results from the first test because the degree of  
similarity depends on the number of arguments extracted from the sentences, and, 
therefore, reducing the unimportant arguments consequently leads to increase of the 
similarity score. The similarity score was calculated by using the PAN-PC-09 plagiar-
ism dataset for cross-checking. The details of similarity calculation are explained in 
the next sections.   

4.3 Defuzzification 

The last step in the Fuzzy Logic process is Defuzzification. During defuzzification,  
the inference system results are translated into a final score for each argument. The 

IF (Similarity score of argument x in Sentence1 is Important) and (Similarity 
score of argument x in Sentence 2 is Important) and (Similarity score of argu-

ment x in Sentence 3 is Important) and (Similarity score of argument x in  
Sentence 4 is Important) and (Similarity score of argument x in Sentence 5 is 

Important) THEN (argument x is Important) 
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aggregate output of a fuzzy set is used as the input and results in an output represented 
as a single value. In order to create a single value output, the defuzzification process 
must be completed. There are many common techniques for defuzzification described 
by Mogharreban[11]. In this work we employed the Centroid method for defuzzifica-
tion stage. The centroid defuzzification method was widely used in Natural Language 
Processing and Text Summarization fields [12-14]. The advantage of the centroid me-
thod is that used as good candidates for fuzzy reasoning systems [15]. 

5 Experimental Design and Dataset 

The experiments were performed on 1000 suspected documents. Each one of these 
documents was plagiarized from one or more original documents according to the 
PAN-PC-09 dataset. The documents were divided into some groups with each group 
having a certain number of documents. The documents increased for each group with 
each testing of comparison. The process started with 5 documents in the first group. 
Then, 5 more were added to the first group and then 10, 20, 40 and 100 respectively. 
The aim of this grouping process is to study the behaviours of the plagiarized user for 
each argument so it can be trained. After studying the behaviours of the arguments, 
the experiments were applied cross 1000 documents. Each group was chosen as an 
input variable in FIS and all arguments as instances or record. Then the output is a 
total similarity score across these groups. The values of the input variable are a simi-
larity score between any similar pair of arguments.  The experiments were applied 
across these groups up to 100 documents as training of the data. Then the proposed 
method was tested across 1000 documents. It was observed that by using FIS, impor-
tant arguments can be selected. 

The similarity between the arguments of the suspected document and original  
document was calculated according to Jaccard coefficient that can be defined in the 
following equation: 

 , = ( )∪ ( )                              (4) 

Where, C(ArgSj) = concepts of the argument sentence in the suspected docu-
ment; Ci (ArgSk) = concepts of the argument sentence in the original document;. 

We then calculated the similarity between the suspected document and original 
document based on the following equation:   ( 1, 2) = ( ),,,        (5) 

Where, SimCi(ArgSj, ArgSk) is similarity between arguments sentence j in suspected 
document containing concept i and arguments sentence k in original document con-
taining concept i, l = no. of concepts, m = no. of Arguments sentence in suspected 
document, n = no. of Arguments sentence in the original document. 
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6 Results and Discussion 

The suspected documents were plagiarized in different ways of plagiarism such as a 
simple copy and paste, changing some terms with their corresponding synonyms, and 
modifying the structure of the sentences (paraphrasing). Three general testing metrics 
that are commonly used in plagiarism detection were applied as expressed in equa-
tions (6) to (8). =                                           (6) 

=                                             (7) 

= 2                                             (8) 

Table 1. Results across the set of documents 

 
 
Table 1 illustrates the results obtained from the trains performed on the selected set 

of documents. Each row represents a group of documents that are used to explain the 
arguments during the similarity calculation. 

As indicated in the columns in Table 1, there are 19 arguments that have been ex-
tracted using the SRL. Table 2 illustrates these types that appeared in Table 1.  

Table 2. Argument types and their descriptions 

Type Description Type Description 
Arg0 Agent NEG Negation marker 
Arg1 Direct object/theme/patient LOC Location 
Arg2–5 Not fixed PNC Purpose 
V Verb MOD Modal verb 
MNR Manner O Adjective 
TMP Time DIR Direction 
DIS Discourse connectives EXT Extent 
ADV General-purpose   
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Table 3. Results after similarity calculation 

Number of Documents in 
set                                          Recall Precision F-Measure 
5 0.863158 0.586471 0.698409 
10 0.826316 0.734412 0.777658 
20 0.802632 0.61239 0.694722 
40 0.807895 0.678677 0.73767 
100 0.818421 0.642406 0.719809 
1000 0.803415 0.652483 0.729875 

 
Table 2 shows the types of arguments that were used in the experiments and their 

description or meaning. The results of the similarity calculation in term of recall, pre-
cision and f-measure are given in Table 3. 

Table 3 shows the similarity between the suspected and original documents for 
each set of documents. It can be observed that all the score values in recall measure 
are above 0.80 while all the score value in precision and f-measure are more than 
0.58. All the scores in Table 3 seem to give good results because they are greater than 
0.5 but still attempts were made to improve these scores to obtain higher similarity 
values. 

After the optimization process using FIS, it was noted that the plagiarizing user 
does not focus on all arguments of the sentences, hence some arguments are ignored. 
These arguments are called unimportant arguments. The results of FIS cross SRL 
sentences are given in Table 4.  

Table 4 demonstrates the behaviours of the arguments after the optimization 
process; two types of arguments are depicted. The first type of arguments has a simi-
larity score greater or equal than 0.5 and is selected as important arguments, while the 
second type has a similarity score less than 0.5 and is called unimportant arguments. 
The important arguments are selected to improve the similarity score by FIS process. 
On the other hand, unimportant arguments reduce the similarity score in order to re-
duce the overall similarity ratio between the suspected and original documents and 
therefore are ignored. 

The arguments similarity score is calculated based on SRL similarity measure that 
was proposed and described by Osman et.al [2]. All the similarity scores between the 
arguments organized in one table called similarity scores table. The similarity scores 
table then used as a features input of the FIS. The features are represented by the ar-
guments and total similarity between these arguments, where the instants of the data-
set represented by the number of suspected and original documents that were used in 
the dataset. The target of the FIS is to generate a number of important arguments were 
used to improve the similarity scores in plagiarism detection.  

For a plagiarized behaviour, users tried to focus on the important terms to modify 
them into their work. Only important arguments with a high affect of sentences 
should be targeted to change. Several target selection methods are available, all of 
them intending to predict the important targets of the data as possible. One of these 
methods is FIS.  
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Table 4. Comparison between the proposed method and other techniques by time complexity 

Algorithm Time Complexity 

Fuzzy Semantic-based String Similarity )O(n2
 

SRL-Argument Weight  )O(n2
 

Graph-based Method  E)O(V +  

SRL- Fuzzy logic )O(n2  

 
Another evaluation criterion is time efficiency or time complexity. This measure is 

commonly used to evaluate the algorithms. The proposed method was evaluated 
based on time complexity. It was discovered that the proposed method belongs to the ( ) Class. Table 4 demonstrates the results in terms of time complexity. 

Table 4 demonstrates the time complexity comparison between the our proposed 
method with Fuzzy Semantic-based String Similarity, SRL-Argument weight and 
Graph-based method. The results show that the proposed method belongs to the ( ) Class which is a famous widely accepted class for detection algorithms.  

7 Conclusions 

Semantic role labeling can be used for plagiarism detection by extracting sentence 
arguments and comparing the arguments. The effects of arguments have been studied, 
and the arguments have been selected using a FIS. By using FIS, only the important 
arguments have been selected in the similarity calculation process. Tests have been 
carried out using the PAN-PC-09 standard dataset for plagiarism detection. The pro-
posed method has been found to achieve better performance compared to Fuzzy Se-
mantic-based String Similarity, SRL-Argument weight and Graph-based method.  
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Abstract. Cyber Forensics Investigations and its training/education are relatively 
new. The nature of Cyber Forensics is complex that requires multidisciplinary 
skills, knowledge and abilities. Although there are proliferations training/ 
education programs, from a handful of day’s workshop to Masters Degree in 
Cyber Forensics, the world lacks of Cyber Forensics Investigators due to some 
factors. Consequently, this paper focuses on Competency Identification Re-
quirements. The majority of the respondents (average of 95.66%) agreed that 
various stakeholders should carry out the Competency Identification stage, 
while, 86.7% of the respondents supported the characteristics of Competency 
Identification. Moreover, there is a significant relationship between Competency 
Identification and Cyber Forensics Investigator Proficiency. 

Keywords: Cyber Forensics Investigations (CFIs), Cyber Forensics Investiga-
tions Investigator, Information and Communications Technologies (ICTs), Cy-
ber crimes, Skills, Knowledge an Ability (SKA), Competency Identification 
Participant and Competency Identification Characteristics. 

1 Introduction 

In the current era, the information and communication technologies (ICTs) dominate 
not only our life [1], but also our lifestyle, mostly in a series of beneficial contribu-
tions. The ICTs are considered as the backbone of the modern day development and 
the veritable driving force for most of the business environments today, in both the 
public and the private sectors without any shadow of doubt whatsoever as the influ-
ences of the ICTs are clearly manifest in all human transactions. On the other hand, 
these technologies also have their undesirable side effects which are mostly incorpo-
rated in most criminal and illegal activities. Carol T. [2] estimated over 85% of  
the criminal and civil prosecution cases have involved digital evidences in their  
illegitimate activities. In other words, they greatly contribute to various present day 
digital-crimes [3]. A digital-crime is defined as any criminal activity which involves 
the use of computers and networks or any other digital devices.  

Nowadays, the digital-crimes have become more sophisticated in their protocol and 
technique due to the results of the rapid development in the technological fields. As 
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the computer/digital resource assets are more valuable and widely available, they are 
thus considered as the best tools in most of the modern digital criminals.  

Consequently, the computer/digital crimes have a massive impact on the world eco-
nomics at large. Financial losses were found in most of the companies that had been 
struck by the digital offenders [4]. Securing information assets of organizations be-
comes more complex and is highly recommended as the ICTs resources are used in 
multi-sharing modern operations in business, government, military and academics. 
Therefore, information security and criminal evidence maintenance become most sig-
nificant challenges in the ICTs management. Moreover, both service restoration and 
crime evidence maintenance are essentially required to incriminate the offenders [5]. 

Digital forensics can play a significant role in a computer and network security, in-
formation assurance, law enforcement, national defence, etc [6]. According to Luther 
[7], the Computer Emergency and Response Teams (CERT) announced their inability 
to handle all cases involving the cybercrime attacks that have been increasing dra-
matically, thus, necessitating more relevant professionals, with the appropriate skills 
and knowledge, who are urgently and badly needed to fight against these dastardly 
crimes. 

Cyber forensic is defined  as “legal aspects of computer investigation and involves 
the analysis of digital evidence covering the identification, examination, preservation 
and presentment of potential electronic evidence in a manner that would allow such 
evidence to be admitted in a court of law” [8]. 

The mission of Cyber forensics exceeds crimes combat. For example, Cyber  
forensic investigation (CFI) is a main pole when building business continuity and 
contingency planning, particularly on National Critical Corporations (NCC); such as 
Electricity Corporation, Health Organization, Military, Transportation and etc. This 
comes due to the fact that both service return and preserving crime evidence are re-
quired when systems are compromised [5]. In addition to that, the task of the CFI is 
not only a process of to investigate crimes but it also to present technically in  
adequate manner that should teach the laymen in court. So, the Cyber forensic inves-
tigators must be educated/trained, and skilfully with adequate experience in the rele-
vant field in order to meet the examination fulfilments [9]. 

Although of the fact that the Cyber forensic goes backs to 30 years ago, training 
and education still new or rarely in most of the world countries. Studies have proven 
that most of the world countries lack Cyber forensic professionals [10-11]. The origin 
of the lack of professionalism in Cyber forensic backs to some factors. For instance, 
not exclusively, all Cyber forensics investigation training /education programs are 
totally new and immature. Secondly, most of these training/education programs are 
totally provided by vendors or producer of investigation tools. Thirdly,   in addition 
to most of the training/education institutions concentrate on the system weakness or 
training trainees on how the use of specific tools or techniques, rather than focusing 
on skills, knowledge, ability (SKA) and assessment needs [12]. According to Elfadil 
et. al [13], there is lack of adequate competencies identification practices in most of 
Cyber forensic training programs. Furthermore, most of them are not qualified and 
verified by independent external and accreditation bodies [14]. Recently, specifically 
on 23 Feb 2012, Barbara [15] raised many questions regarding the DFIP. 
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As a consequence, the ideas of nationalizing the digital forensics certificates had 
been raised on different occasions in some countries around the world. Matthew M. 
and Marc R. [16] highlighted the importance of a national system for certifying the 
digital crime professionals.  Nigel Jones [17] stated “The idea of countries having 
properly trained and equipped staff to combat digital crime was first recognized offi-
cially in a communique´ of the Justice and Interior Ministers of the G8 countries in 
December 1997”.  

Therefore, the USA, the UK, China, Australia etc., have begun to develop their 
own digital forensics training/educational programs in order to meet the industrial and 
government demands [10-11]. In contrast, in Malaysia, the Cybersecurity provides 
workshops in digital forensics investigation. The workshops are classified into digital 
forensics fundamental (5 days) and digital forensics intermediate (3 days) [18]. Ec-
council Malaysia and UTM-AIS also provide a 5-day CHFI certification workshop. 
The APIIT University also delivers some courses for undergraduate programs. Some 
universities like (UTM and UPM) also intend to involve digital forensics courses in 
their master programs. 

This paper proposes DFI competency identification method, as well as to test its re-
lationship to Digital Forensics Investigator Proficiency (DFIP). It is formed with five 
main sections. The first section conveys the problem behind this paper. Section two is 
literature review, while, section three is research method. In section four, the authors 
discuss the result of the analysis, and section five summarizes the findings. 

2 Literature Review 

The SKAs is defined in several diverse points of views. Competence is the ability to 
apply knowledge and/or skills, where it is relevant and defines the personal attributes 
[19]. In other words, competency is the ability to apply knowledge and skills to pro-
duce the required outcome [20]. The Australian National Training Authority defines 
competency as the capability to carry out tasks and duties according to the job’s ex-
pected standards [21]. The Qualifications and Curriculum Authority (QCA) in Eng-
land defines competency through the National Vocational Qualifications (NVQs) that 
is based on occupational standards to describe the competencies of workers [21].  In 
brief, it is the ability to efficiently perform a piece of allotted work in the workplace. 

Azmi [22] found that most of the countries around the world (USA, UK, Nether-
land, Germany, France, Italy, Belgium, Sweden, France and Poland) have been in the 
competency-based training/educational programs since 1980s. He also found that the 
Malaysian public service has been practicing competency-based human resource since 
2002, in order to develop and upgrade the service quality level. The programs have 
included training and development, recruitment and selection, performance manage-
ment and reward, and career development. 

Nowadays, most of the professionals and authorities around the world recommend 
targeting competency when defining the jobs’  needs [20]. They believe that it plays a 
significant role to ensure the workforce proficiency. In fact, competency-based con-
cepts have being used by varieties of stakeholders in various fields according to their 
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agendas. It is used by the Psychologists, Management theorists, Human resource 
managers, Politicians and Educationists to perform various functional commitments 
[23]. 

Irons [24] said “Whilst trainers may place more emphasis on skills and educators 
more on knowledge, together they agree that both are important for a digital investi-
gator to carry out his job”. Thus, the digital forensics training/educational programs 
should be built by combining training and educational characteristics in order to meet 
the required SKAs level. 

This study has created itself a challenge due to the rare studies of competency-
based training/educational programs in the Digital Forensics fields. The researcher 
would therefore extend the review to other matured fields of associated entities. Ac-
cording to Jason [25], although the fields differ, there are similarities in the workforce 
missions on the Digital Forensics and Medication.  For example, the Digital Initial 
Responder assignment is similar to the job of the First Aid Responder on medication. 
The Digital Forensics Technician works just like a Nurse in a hospital. The Digital 
Forensics Analyst diagnoses the crime case just like a Doctor who diagnoses the pa-
tient’s case wherein the Specialist’s jobs are also consistent in both areas. 

Competencies are likely built up from three procedures, namely, education, train-
ing and experience, as well as being delivered from the real jobs [20]. According to 
[20-21, 23, 26], the labor competency has various characteristics. Firstly, it should be 
approved in a standards form that consists of units defining the elements of compe-
tency, the performance criteria, the field of application and the knowledge required. 
Secondly, it should be organized on the levels of competencies in order to distinguish 
the degree of independence, the responsibility for resources, the implementation of 
basic knowledge, the range and scope of skills and the ability to perform a task under 
a variety of conditions, with the ability to handle contingencies. Thirdly, different 
stakeholders and experts from quite different sectors (private and public) should par-
ticipate in its design. For instance, groups of worker experts or scientific working 
group on digital evidence (SWGDE), state representative members of the executive 
and legislative power, digital forensics professionals, law and juridical representa-
tives, scientific and intellectual professionals from training and educational institu-
tions, would all jointly and categorically define the workplace needs [27-28]. 
Fourthly, various competency identification methodologies should be used, such as, 
occupational analysis, functional analysis, development of curriculum (DACUM), a 
model (AMOD) and systematic curriculum and instructional development (SCID) 
[21, 29-31]. 

Finally, there are rare studies about relationship between Competency Identifica-
tion Requirements and the DFIP. However, the researcher depended on other discip-
lines to assess the relationship between competency identification procedures and 
DFIP.  For example, llhaamie [32] constructed the conceptual framework of compe-
tency based on the career development and performance management practices and 
service quality. 

There is a need to establish consensus on the Digital Forensics Investigator’s basic 
competencies (skill, knowledge and abilities). Thus, this research investigates the 
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relationship between the Competency Identification Requirements and the DFIP, so 
that the hypothesis is:- 

H0. Competency Identification Requirements are not positively related to the 
Digital Forensics investigators’ proficiency. 

H1. Competency Identification Requirements are positively related to the Digital 
Forensics investigators’ proficiency. 

 
Independent Variable          Dependent Variable 
 
 
 
 

Fig. 1. The concept of the Relationship between the Digital Forensics Investigator Proficiency 
and Competency Identification procedures 

3 Research Methodology 

In this research, a census sampling was performed as the population was small and the 
variability within the population was very high [33].  The population consisted of 
around 33 respondents. They had different qualifications in both the academic and the 
digital forensics fields. They also worked in various Malaysian education/training 
providers, such as, the UTM, the UPM, the MMU, the Cybersecurity (Malaysia) and 
the Ec-council Malaysia. They also participated in delivering different types of digital 
forensics training/education programs, such as, a few days of workshop session for 
the undergraduate/master courses.  

Essentially, self-completion questionnaires (online and paper) were used as prima-
ry data collection tools. Exploratory data analysis played essential roles in the data 
analysis and techniques in this research. In addition to Inferential statistical analysis is 
the analysis method used to test the relation between the research variable items. 

4 Results and Discussions 

Fig. 3 shows the descriptive analysis and presentation of the respondents’ views re-
garding the Competency Identification participants’ significances to identify the digi-
tal forensics workforce competencies. Based on the findings on Fig. 3, a majority of 
the respondents supported the participation of various stakeholders in the Competency 
Identification (CI) development as Development Expert Group (DEG). 

All respondents (100%) agreed that the Digital Forensics Professionals are key 
members of the DEG committee. Most respondents also confirmed that the state rep-
resentative members (96.9%), academic professionals (94%), workplace worker ex-
perts (93.6%) and Laws and Juridical representatives (87.8%) were the DEG key 
members.  

Competency Identification Require-
ment (participants and characteris-
tics) 

Digital Forensics Investi-
gator’ proficiency 
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Fig. 2. Competency Identification Participants 

Fig. 4 depicts the descriptive analysis and presentation of the respondents’ support 
to Competency Identification characteristics.  

 

 

Fig. 3. Competency Identification Characteristics 

It shows the similarities in the respondents’ decision on Competency Identification 
Characteristics. From 90.9% of the respondents and over, agreed that the Competency 
Identification should be based on the job’s reality, cover SKAs job’s classification 
and job’s conditional circumstances. While 72.7% of the respondents recommended 
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that the Competency Identification development committee must employ competency 
identification analytical tools to define competencies. Similarly, 78.8% of them as-
sumed that an awareness regarding health and safety in the digital forensics crime 
scene was significant and should have consideration. 

Finally, the most important findings are the majority of the respondents (average of 
95.66%) believed that the Competency Identification should be carried out by various 
stakeholders. The associated committees of various stakeholders should be from the 
private and the public enterprises that have a concern with the digital forensics fields, 
which can create a consensus on the outcomes. Furthermore, an average of 86.7% of 
the respondents supported the characteristics of Competency Identification. 

This finding supports the idea raised by the International Labor Organization (ILO) 
and others [21, 34-36]. They stated that the leader and state representative members of 
the executive and legislative power are required to sponsor and to support the proce-
dures of the Competency Identification. They also mentioned that the participation of 
digital forensics professionals is a major issue for defining the skills and ability needs. 
Moreover, contributions from the Laws and Juridical representatives are vital to de-
fine the legal requirements and ensure the training/education outcomes satisfy the 
Juridical expectations regarding the DFI qualification [35]. The Work Groups Experts 
participation is very significant to define the workplace needs and their expectation 
from the Digital Forensics Investigator. They have to ensure that the DFI train-
ing/education covered or complied with the workplace conditions. The academicians’ 
participation is also fundamental to describe the knowledge, skill and abilities that 
were required in a specific job position, as well as they propose the methods of com-
petency evaluation and competency-based curriculum. 

Furthermore, the majority of respondents assumed that the definition of the re-
quired competency (skill, knowledge and ability) totally depend on the real job defini-
tion, level of job, circumstance around the job, health and safety regulations on the 
specific level of the job. In addition to employ various methods of job analytical tools 
to diagnosis the occupations, such as, occupational analysis, functional analysis, de-
velopment of a curriculum (DACUM), Systematic Curriculum and Instructional De-
velopment (SCID) and a model (AMOD). These findings supported the previous 
ideas of Competency Identification characteristics [15, 20-21, 27, 29-30, 34, 36-40]. 

The data collected from online and self-completion questionnaire were factorized 
in order to validate the instruments and generate regression analysis variables. Prin-
ciple Component Factor Analysis with Virmax Rotation were used to grouping the 
Competency Identification items into two groups as the prediction variables which 
will use in the regression analysis. For more details see Table 2 below.  

Factor 1 loadings are (0.885, 0.839, 0.837, 0.831 and 0.829) represent Competency 
Identification Participants; while Factor 2 loadings are (0.872, 0.832, 0.687, 0.643, 
0.423 and 0.336) represent Competency Identification Characteristics. Moreover, the 
Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy more than (- or +) 0.50 
[41] and the Bartlett Test Sphericity significant (p = 0.00 < 0.05). 
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Table 1. Factor Analysis Result on Digital Forensics Investigator Competency Identification 
Requirements 

 Factors 

Items 1 2 

Laws and Juries representatives .885 .320 

Scientific and intellectual professionals from Training & Education-
al/Assessment institutions 

.839  

State representative members of the executive and legislative power .837  

Groups of workers experts .831 .367 

Digital Forensics Professionals  .829 .314 

Should define Health and Safety Regulations on each job level .397 .336 
Should classify the jobs into levels with clear relationships  .872 
Should define the jobs coverage and dimensions  .832 
Should be based on the jobs reality  .687 
Should cover knowledge, skills, abilities and attitude required in each 
job 

 .643 

Should be defined by various tools/methods such as (Occupation 
Analysis, Functional Analysis, DACUM1, SCID2 and AMOD3 

.372 .423 

KMO 
Bartlett Test Sphericity significant (p = 0.00 < 0.05) 

0.785  

 
Table 4 depicts the Digital Forensics Investigator Proficiency Characteristics facto-

rization. The characteristics skills, knowledge and abilities were factorized to form the 
criterion variable for regression analysis. The loadings of the factor are (0.967, 0.948 
and 0.857), while, the KMO is 0.667. 

Table 2. Digital Forensics Investigator Proficiency Characteristics 

Items Factor1 

knowledge .967 
skill .948 
ability .857 

KMO 0.667 

 
Multiple regressions (Enter method) was used to determine the best linear combi-

nation of the predictor variables, namely, the Competency Identification Participants, 
Competency Identification Characteristics for forecasting the Digital Forensics inves-
tigators’ proficiency. Tables 4 and 5 reveal the results of regressions analysis of each 
independent variable’s component.   
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The findings show that the combination of the predictor variables has a signific-
ance achievement, (R2 = 41.1%, p < 0.05), however, all the two variables together 
contribute significantly in the prediction of the dependent variables (DFIP). The VIF 
and Tolerance statistics are similar (=1 and < 10), which indicate there are no multi-
collinearity problems [41]. 

Table 3. Statistical Stepwise Regression Analysis Coefficient 

Dependent  
Variables 

Independent 
Variables 

Standardized 
Coefficients 

Beta 

t Sig. Correlation Collinearity 
Statistics 

Part   
Digital Forensics 
Investigator Pro-
ficiency (Skill, 
Knowledge and 
Ability) 

Competency 
Identification 
Participants 

0.573 4.017 .000 0.598 1.000 1.000 

Competency 
Identification 
Characteristics 

0.288 2.019 .05 0.351 1.000 1.000 

Table 4. Model Summary 

Model R R2 Adjusted R2 F-Value Sig. 
1 0.641 0.411 0.370 10.106 0.000 

 
The following analysis can define which of the variables have great contribution in 

the model of the Competency Identification methods. 
Firstly, significant association between the Competency Identification Participants 

and the Digital Forensics investigators proficiency is indicated as (B = 0.573, R2 = 
0.357, p < 0.05). This indicates that 35.7% of the variance of the Digital Forensics 
Investigator Proficiency is explained by the Competency Identification.  

Secondly, further analysis was also carried out in order to determine the relation-
ship between the Competency Identification Characteristics and the Digital Forensics 
Investigator Proficiency. The significant association between them is indicated by  
(B = 0.288, R2 = 0.123, p < 0.05). The result of this analysis indicates that 12.3% of 
the Digital Forensics investigator’s proficiency is detected by the Competency Identi-
fication Characteristics.  

5 Conclusions and Recommendation 

In conclusion, this study describes the findings of the survey data analysis which 
shows the respondents supported the Digital Forensics Investigation Competency 
Identification Requirements. Moreover, it also concentrates on assessing the relation-
ship between the Competency Identification Requirements items and the Digital  
Forensics investigator’s proficiency. The findings confirm that the Competency Iden-
tification Participants and Competency Identification Characteristics have a great 
contribution on the Digital Forensics Investigator Proficiency. These results will have 
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significant contribution in our next study Digital Forensics Investigator Competencies 
Standardization. 
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Abstract. Duplicate publication and plagiarism are two major problems in 
scholarly world and even they are called the cancer of academia. Plagiarism de-
tection systems try to find similar publications of a specific article; yet, there is 
a little advance in holistic plagiarism detection systems. Text similarity servic-
es, without a human manual confirmation, are not capable to confirm duplica-
tion; nonetheless, it is achievable to develop a system that determines the  
probability of an infringement. In this paper we introduce a technique to devel-
op such systems by using probabilistic ontologies and reasoning. The output of 
this system can be used for statistical surveys about rate of prevalence of pla-
giarism. As well, it can hit on the most probable cases of plagiarism for further 
investigation by human. 

Keywords: plagiarism detection, duplicate publication, probabilistic ontologies, 
ontology reasoning, reasoning about uncertainties. 

1 Introduction 

Having publications is one of the priorities of academics and researchers because it is 
an important factor to assess the success on a research project. Usually the passion to 
have several publications make researchers work harder, but it sometimes leads to 
duplicate publication of their pervious researches or plagiarism from others. 

Plagiarism and duplicate publication are the cancer of academia. They distract 
other researchers who read the papers, waste funding and grants and makes circums-
tances unjust in advancement in academia and earning funds and demoralize real 
researchers. In the digital era, plagiarism has become an easy task. Therefore, many 
plagiarism detection techniques have been developed to detect them. 

Modern plagiarism detection systems are high-performing and find duplications 
easily even after a fair rewording or translating from another language. Nonetheless, 
they are still quite far from making plagiarism impossible. 

Nowadays, editors and reviewers easily employ these systems to ensure the  
originality of a scientific paper. Despite that, plagiarism detection systems are still  
not able to retrieve plagiarized papers from millions of articles stored in a biblio-
graphic database. Furthermore, plagiarism or duplication can only be confirmed, after 
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investigation by human. High amount of similarity between two papers does not pro-
vide enough evidence as it may happen because of some justified reasons such as 
periodical updating or using the same texts from own previous works with the  
purpose of introducing a new research. On the other hand, some articles with lower 
similarity can be marked as duplicated after human investigation. 

It is impossible to employ specialist human resources to compare tens of thou-
sands of similar documents manually. Plagiarism detection systems are strong, when 
we ask: “give me what is similar to this article.”, but they fail when we ask about 
duplicate publication and plagiarism rate in countries, universities, journals or even 
for a person with dozens of scientific papers under his/her name. Therefore, plagiar-
ism detection based on holistic approach is in need. 

Moreover, sometimes a plagiarism or duplication is not discovered by reviewers, 
either because of their fault or an excuse such as publication of two papers at a same 
time. These cases are unlikely to be discovered after publication, especially for dupli-
cation because, unlike plagiarism, owner of the first paper never cares about it. 

An automatic information retrieval system is unable to definitely decide about 
duplication. Nevertheless, the system is able to determine the probability of plagiar-
ism or duplication according to several parameters such as, but not limited to, the 
amount of similarity between them. If it is estimated with enough accuracy, the results 
are useful in statistical surveys.  Besides, the most probable cases of plagiarism are 
extractable. 

The current research is going to discuss about building a probabilistic ontology 
according to data coming from bibliographic databases and plagiarism detection sys-
tems and then using reasoning about such ontologies to develop information needed 
for holistic analysis of scientific misconducts, and also, to report the most probable 
cases of plagiarism to be investigated by human.  

2 Related Works 

2.1 Probabilistic Ontologies 

An ontology is a controlled vocabulary of well-defined terms which their relations to 
each other are specified, and can be interpreted by computers as well as human. They 
can be used as the source of background knowledge for expert systems to process and 
answer user queries [1].  

Human knowledge is limited. Therefore sometimes, information is incomplete or 
contradictory. It usually happens when data are resulted from unproven theories, 
when it is impossible to do experiment, or they are collected from different and en-
trusted sources, for instance, historical information. When we develop an ontology 
using such information, the ontology would be obviously inconsistent.  

Inconsistency is unsustainable in any kind of knowledge and data bases, including 
ontologies. While data are inconsistent, there is no guarantee for system to be able to 
answer queries and update data. In short, an inconsistent knowledge base is worthless. 
Besides omitting some useful information from ontology to make it consistent, anoth-
er strategy is adapting inconsistencies in form of probabilistic data [2-3]. 



568 P. Foudeh and N. Salim 

 

Reasoning on ontologies enables systems to process and answer user queries which 
the answers are not directly stored in the ontology, but can be found after inference on 
available axioms and relations in the ontology.  

Reasoning and query processing are the most challenging parts of probabilistic on-
tologies. In non-probabilistic ontologies, reasoning can be done by just applying some 
logical operators on a limited number of related relations and axioms.  

In contrast, reasoning on probabilistic ontologies can be very complicated. All 
possible worlds, possible states of the database, must be computed before estimation 
the probability of a single entry, and several nodes will be affected from updating one 
node. This is not only in probabilistic ontologies, but also all structures for probabilis-
tic data, more or less, suffer from this problem and even some algorithms in this area 
are in #P complete degree of complexity [4-6]. 

2.2 Multi Entity Bayesian Network 

Probability is one of the available logics’ interfaces for uncertain data while the belief 
functions, possibility measures (also called plausibility and is based on fuzzy logic) 
and relative likelihood are three other famous models. Each interface has its own 
illustration of ambiguous information and methods for reasoning about them [7]. 

Among many proposed interfaces for uncertain information, probability is the 
strongest, contender as a universal representation. Bayesian networks is based on 
probability theory. It is a graphical model, used for a vast domain of application 
fields, including probabilistic ontologies.  

A Bayesian Network is a directed acyclic graph with an associated set of probabili-
ty tables, loosely speaking. Each node is a random variable and the edges and tables 
define relations among them. In such networks, neither variables nor causal relations 
are deterministic [8]. 

Multi Entity Bayesian Network, MEBN, uses directed graphs for modeling too. It 
is an extension of Bayesian networks empowered with expressive first-order logic. 
MEBN logic, as a knowledge representation language, unifies logical foundation for 
the emerging collection of more expressive probabilistic languages [9]. 

Ontologies are usually represented with knowledge representation languages. 
OWL is an RDF/XML based language to represent regular ontologies and is endorsed 
by W3C. PR-OWL is an extension of OWL to represent probabilistic ontologies. It is 
based on MEBN. PR-OWL is still an ongoing standard since some problems are still 
open, including compatibility with OWL [6], [10-11]. 

2.3 Procurement Fraud Detection in Brazil 

Office of the comptroller general is responsible of detecting government frauds in 
Brazil and one of the major concerns in this domain is procurements. According to 
laws, all procurements must be assigned in fair and competitive conditions. The most 
common corruption is where several companies competing for procurement actually 
belong to one, named front companies, where there is no real competition.  
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A front company is managed by a front man, person who usually has no role in the 
company but formally occupies the chair to conceal the actual owners. There are 
some rules to recognize front companies. For example it is unusual when, a large 
company is managed by a person who has little education or very low income. As 
well, when the managers of two different companies live in the same address, it looks 
like they have a family relationship. None of such or similar cases are criminal, but 
they are suspected and eligible to be investigated by comptroller general audits. 

For further investigations, all proposals and auctions, public notices, have been 
transferred to computers with all details and after information gathering, they were 
stored on a database. A huge amount of papers were converted to huge amount of 
information in the computers, but they were not easy to investigate yet. 

The research develops a probabilistic ontology according to the database. This on-
tology is designed using UnBBayes [12-13], a tool developed by the same research 
team to design and perform reasoning on Bayesian networks as well as MEBN. After 
reasoning according to particular rules, the system is able to provide the list of most 
probable cases of fraud in government procurements to be investigated by comptroller 
audits [14]. 

2.4 Déjà vu 

eTBLAST [15] and Déjà vu [16] are two research projects in the innovation labs of 
Virginia Bioinformatics Institute. eTBLAST is a free text similarity service, available 
as a duplication detection system over MEDLINE, a famous biomedical bibliographic 
database containing about twenty million scientific papers, and several other biblio-
graphic databases. 

Déjà vu is a database having tens of thousands of records of similar MEDLINE  
articles, tagged by eTBLAST. Some records are also eyeballed and categorized ma-
nually as Duplicate/Different Authors (DA), Duplicate/Same Authors (SA), Dupli-
cate/Update/Same Journal (SJ), Duplicate/Update/Different Journal (DJ), Duplicate 
Medline Issue (MI), Duplicate/Other, errata, false positive or no abstract, and many 
other records have only automatic similarity tags. 

The database is available for free download and viewing in the website. There are 
also several statistical reports on the number of detected cases by their curators, lan-
guages, countries, institutes and journals. Déjà vu is a live project and its records are 
being constantly updated. 

In the extension of this research, they set up an experiment aiming to mark out 
plagiarisms and duplications automatically. Again, MEDLINE was used as the data 
source and eTBLAST as the similarity service. Because of the huge amount of 
processing, they used only articles abstracts for similarity checking. Therefore, only 
records with abstracts, about half of the papers in MEDLINE, could participate in the 
experiment. 

A set of 5313 papers were selected randomly. If we assume they are selected from 
ten million papers and one percent of papers are duplicated, then the probability of 
each one of them having a duplicate in the set is .01*.0005, almost nil. Hence, we can 
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Fig. 1. The results of searching Medline with 5313 random citations as queries (small squares) 
are shown on a graph with Rank 2/Rank 1 score ratio versus the raw Rank 2 score, two meas-
ures used to classify a citation. Inspection of the 272 citation pairs that were above the Z-
score=3 curve confirmed 37 as true duplicates (triangles) and 3 false true (crossed squares). 
Reproduced from Ref. [17] which published on behalf the international society for computa-
tional biology, by permission of Oxford University Press. 

assume them non-duplicated. They also used another collection of papers, 171 visual-
ly confirmed duplications. These two sets of non-duplicated and duplicated paper 
were mixed and the system must separate them. 

Each paper was compared to all other papers in the set using eTBLAST. For each 
article, the amount of similarity of the most similar item must be itself, named Rank1 
and the amount of similarity of the second similar item, plagiarism candidate, named 
Rank2.  

The results was plotted on a chart on Fig.1, small gray squares are presenting for 
non-duplicates and triangles for duplicates. Two threshold limits were used to sepa-
rate duplicates. First is Z-score (normal score) above 3, that separate 272 papers but 
only 37 of them are real duplication. The second threshold limit is Rank2/Rank1 more 
than 0.56, which trades off between sensitivity and specificity, separates 30 duplicates 
with only 3 false positives. 

The number of shared references in similar articles having either same authors or 
different, is another discussed issue in this research [17-18]. 

The next extension of the research introduced a new similarity method, named 
‘statistically improbable phrases’, to improve the results that was taken by eTBLAST 
[19]. In another paper, they directed to journals that accepted duplicated works and 
their impact factors. They also had communicated with authors and journal editors of 
plagiarized and original papers and published some key points of these communica-
tions [20]. 
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3 Methods 

In Déjà vu, the tradeoff between sensitivity and specificity was costly in any manner, 
because the system either ignored many duplications or gave false positive to many 
non-duplications instead. It was caused from the deterministic nature of the system; 
this problem can be dealt with using probabilistic approach. The whole process is 
illustrated in Fig 2. 

In some way, plagiarism is comparable with crimes. After presenting all evidences 
in the court, juries have only two choices: innocent or guilty. In plagiarism detection 
there is also two final statuses; either not duplication or duplication and then retrac-
tion. That is why when the position is near to threshold and the system is undecided, 
the probabilistic approach is more helpful than fuzzy.  

3.1 Dataset 

We will use Déjà vu database and the database that we will build as our dataset. Each 
record of Déjà vu contains the ID of two suspected papers in Medline, name of au-
thors and date of publication for each one and the similarity ratio determined by  
eTBLAST. For our database, we retrieve almost the same information from biblio-
graphic databases but not limited to medicine.  In cases where full text is freely 
available; the system will determine the similarity amount of each section separately. 
It will raise the performances, for example, if two papers belong to one, it is common 
to have same structure or sentences in introduction. However, it will be different in 
the results or discussion. 

Visualize confirmed duplications is an essential part of dataset to execute the 
learning process and to evaluate the performance of the system as well. Déjà vu has a 
small set of confirmed duplications and its website is open to receive reports of con-
firmed duplication to extend the list. All reports are double checked by the team 
members. With probabilistic approach, the system is more open to accept public par-
ticipation. Everyone is able to get an ID, the old hand users who have been working in 
the system for a long time and with many confirmed correct reports, are more trusta-
ble so their reports are more probable to be true. 

3.2 Probabilistic Ontology Development 

Using the dataset, our database and Déjà vu, we develop the probabilistic ontology. 
Some probabilistic relationships, such as authorship of papers, are stored in the ontol-
ogy, while some are not stored but can be deducted, including probability of a paper 
being plagiarized from others.  

The actualized ontology according to this information must be fast updateable in 
consequence of frequent addition and updating of bibliographic information as well as 
visual confirmations of duplications by inspector users. Nevertheless, updating is 
very effortful for probabilistic ontologies, unlike regular ontologies; updating even 
one node may affect many others. In addition, it must be receptive to a very large 
ontology. 
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Fig. 2. The process of the proposed method 

The uncertainties about the duplication of articles are not the only probabilistic ent-
ities in the ontology. For example, authors of papers may be uncertain as well. While, 
the name of an author is submitted in bibliographic databases in different formats, 
sometimes even according to their affiliation, system is not able to determine papers 
either belong to same person or not. In reverse, very common names have the same 
problem even when two authors’ names are exactly the same. In short, the ownership 
of papers can be probabilistic data in the system. It is important in plagiarism detec-
tion because using own previous works are, more or less, justified if it is referenced 
accordingly. 

3.3 Reasoning Engine 

After constricting the probabilistic ontology, the system must be able to report tres-
pass cases accompanying with the probability of affirmation for each one. Definition 
of rules for the reasoning engine is not an easy task. Criterions, such as normal 
amount of similarity between each section of paper or number of common references, 
are different from one domain to another. This problem was not so challenging in 
Déjà vu because all dataset was selected from one domain. But it would be more  
arduous when it is going to work in other domains such as art, humanity and engi-
neering. If an adequate number of confirmed duplicates are available in each domain 
as the training data set, probabilistic threshold values can be determined using ma-
chine learning for each domain. 
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Other than text similarity, references are usable in detection of duplications.  
Having an ample number of common references between two papers is suspected. 
Fortunately nowadays, bibliographic databases are capable of linking papers and their 
references. 

On the other hand, it is possible to do reasoning according to the authors’ records. 
If one has some confirmed or a lot of high probable plagiarism or duplication cases, 
he or she is more likely to commit it again.  The same argument can be applied to 
journals and conferences, who have accepted many plagiarized papers. In addition, 
their impact factor can be used as well. 

4 Conclusion  

Plagiarism and duplicate publication detection is a research area which has direct 
beneficial effects on academic society. In this paper, we proposed a method for auto-
matic investigation of plagiarism and duplicate publication with a holistic approach. 

In one hand, data which can be absorbed from biographic databases and Déjà vu is 
a great help. On the other hand, full text of most papers is not easily accessible. Addi-
tionally, probabilistic ontology is a new, ongoing and very challenging research area. 
Particularly, reasoning, updating and population algorithms for probabilistic ontolo-
gies are costly for processor and low performances. Aforementioned problems must 
be addressed to make the research goals achievable. 
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Abstract. Novel binary search algorithm for fast tag detection (BSF1) and 
(BSF2) in robust and secure RFID systems is presented in this paper. These al-
gorithms introduce fast tag detection with the new method of inquiry. Tags 
were grouped in two groups and tag collisions of each group were solved by 
implementing dynamic searching and backtracking procedure. By grouping the 
tags, time for solving collision was reduced. It performed fast detection in a ro-
bust situation, a group of tags with all possibilities of ID arrangements. Tags at-
tached to the products of different manufacturers may considerably have robust 
ID. For the security of RFID system, the number of bit (n) will be increased to 
provide allocation of 2n unique ID. The increasing number of bit and the uni-
queness of ID will increase the security of the system from counterfeiting. 
However it will also increase time identification, but our algorithms will pro-
vide fast detection in the situation of high security. 

Keywords: anti-collision, binary search, fast tag detection, secure RFID  
systems. 

1 Introduction 

Radio Frequency Identification (RFID) is an automatic identification technology that 
a reader recognizes object through wireless communication with tags attached to the 
objects. An RFID reader is capable of reading the information stored at tags located in 
its sensing range. Tag collisions occur when multi tags try to respond to a reader si-
multaneously. Various anti-collision algorithms have been devised and applied with 
various levels of performance in respect of the number of tags that can be handled and 
the time required in handling them. An effective algorithm for solving collision for 
fast tag detection is very important for enhancing the system performance. 

Algorithm for tag collision resolution can be categorized as the probabilistic frame 
slotted ALOHA and deterministic tree based algorithm. The slotted ALOHA based 
algorithm reduces the probability of occurring tag collisions on how tags respond at 
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the different time but it has a problem that a specific tag may not be identified for a 
long time, leading to tag starvation problem. With the increasing number of tag, the 
identification performance will deteriorate sharply. The tree based algorithms split the 
group of colliding tags into subgroups until all tags are identified. Tree-based algo-
rithms could achieve better read rate by using a binary search approach. RFID readers 
repeatedly split the set of tags into two subsets and labeled them by binary numbers 
until each subset has only one tag, thus the reader is able to identify all tags. 

By research the binary search algorithm, the length of the parameter which sends 
with the command by the reader is as long as the length of the tag ID. The tags re-
sponse to the reader, they send all the bits of their IDs without concerning whether the 
bits have been recognized or not. For the ID is usually very long, there will be too 
many data packet to be transmitted and it would waste a lot of time. Many researchers 
have proposed enhancement algorithm based on binary search algorithm. Dynamic 
binary search algorithm [1], [2], the reader need to transmit the bits of ID which  
already knows and the response to the reader the rest bit of ID. However, these algo-
rithms implement backtracking to the root node of the tree, where the command pa-
rameter is as long as the lengths of tag ID, which tend to increase the inquiry time 
from reader to tag, if the bit number of ID is large.  

For improved dynamic binary search algorithm [3], [4], [5], [6], they are adopted 
4-ary [7], method of request for dynamic searching, which creating idle cycle if the 
number of tags is small or having robust ID.  4-ary request is beneficial for a group 
of large tags number which having a portion of similarities in tag ID. Meanwhile our 
algorithm considers in robust situation, covering small and large number of tags and 
detection can cope with any possibilities of tag ID arrangement. Probably that tag ID 
of a group of tags may not have a portion of similar, in case that tag may be attached 
to the product of different manufacturer or to the product of high security protection. 
Our novel BSF1 and BSF2 algorithms consider fast detection of multiple tags in ro-
bust situations by performing dynamic searching and backtracking procedure to speed 
up the identification. 

2 Binary Search Algorithm 

Binary search algorithm [8] involves the reader transmitting a serial number to tag, 
which they then compare against their ID. Those tags with ID equal to or lower than 
serial number respond. The reader than monitor tags reply bit by bit using Manchester 
coding, and once a collision occurs, the reader splits tags into subset based on colli-
sion bit. In Manchester coding system, if two (or more) transponders simultaneously 
transmit bits of different value then the positive and negative transitions of the re-
ceived bits cancel each other out, so that a subcarrier signal is received for the dura-
tion of an entire bit. This state is not permissible in the Manchester coding system and 
therefore leads to an error. The reliability of the binary search algorithm is that all 
must remain accurate synchronization and transmit their sequence number at the same 
time. In binary search tree, when the tags are requested by reader, the reply of tags 
can be seen as pattern of logic 0, 1 and ‘X’ as in Fig. 1, where ‘X’ is a collision bit.   
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Fig. 1. Binary Search Algorithm 

Table 1. Traditional Binary Search Algorithm 

 

The procedure of the binary search algorithm is as shown in Table 1. The first ite-
ration of the algorithm begins with the transmission of the command REQUEST by 
the reader. The reader send serial number 11111111 is the highest possible in the 
example system using 8-bit serial numbers. The serial numbers of all transponders in 
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the interrogation zone of the reader must therefore be less than or equal to 11111111, 
so this command is answered by all transponders in the interrogation zone of the 
reader. Detecting whether there is collision, if yes, locating the highest bit position of 
the collision. Setting the bit located in the highest bit position of the collision as 0 and 
those located in lower bit as 1. Iterating step until the reader identified a tag and get-
ting the next REQUEST parameter from the root node of the tree. Repeat step until all 
the tags are identified. 

3 Novel Binary Search Algorithm for Fast Tag Detection 
(BSF1) and (BSF2) 

The problem in the binary search tree algorithm has been addressed. In a robust situa-
tion when the response of tags through Manchester coding is XXXXXXX, all the bit 
of tags ID collide, time to solve the collision is long since after every tag selection, 
the next request is back to root node which is 11111111. Our novel BSF1 and BSF2 
algorithms have new approach for solving the collisions, the tags are grouped in two 
groups, the first groups from ID 00000000 to 01111111 and second group from ID 
1000000 to 1111111. This method is more effective, fast detection since tags are 
grouped in small number that can reduced time to solve the collision. By referring to 
Table 1, Table 2 and Table 3, binary search algorithm needs (log 2 N + 1) iterations, 
BSF1 needs (2N-1) and BSF2 (2N - 3) iterations, N is the number of tags. For BSF1, 
the program needs to recognize the position of collision bit (X) from MSB to LSB. 
The highest position is being solved first. For BSF2, the program need to recognize 
the position and the number of collision bit (L), if L = 1, then the reader will read two 
tags at the same time and reply with UNSELECT command to these tags to make it in 
‘silence’ status.  

Table 2. Binary Search Algorithm for Fast Detection (BSF1) 
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Table 3. Binary Search Algorithm for Fast Detection (BSF2) 

 
 
For both algorithms, BSF1 and BSF2, the approaches reduce the inquiry steps and 

bits from the reader to tag. Instead of using request of full length of ID, the reader 
only send bit request as reflex by Manchester coding of collision bit. It will reduce the 
communication overhead between reader and tag. We also introduce a new approach 
of backtracking, if the tags are in  the first group, i.e. the tag IDs in the range 
0XXXXXXX, after each tag selection, the reader send request ‘0’, for backtracking to 
the first group. After all tags from the first group are selected, then it is searching and 
backtracking to the second group i.e. the tag IDs are in the range of 1XXXXXXX. 

3.1 List of Commands from Reader to Tag 

REQUEST: Reader send request to the tags. Tags respond to the reader if the request 
bit is identical with tag’s bit. 

SELECT: For BSF1, this command sends by the reader if only one tag response. For 
BSF2, this command send if only one tag response or the number of bit collision, L = 
1, to read both tags.  

UNSELECT: This command cancels a selected tag and set it into ‘silence’ status. Tag 
is inactivated in this status and does not answer command of  

REQUEST. In order to activate the tags, it must move out of the scope of reader. 

3.2 Step of Request from Reader to Tag for BSF1 

First step: reader sends the command REQUEST (0) and is responded by tags that are 
having the most significant bit (MSB) zero. According to Manchester coding, the 
collision occurs and the decoded data is (X6X5X40X2X1X0). Then the parameter (00) 
is set as next REQUEST command. 

Second step: reader sends the command REQUEST (00) to all the tags in the interro-
gation zone of the reader. This command REQUEST is responded by the tag 1 and tag 
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2. The decoded data is 1X40X21X0. The algorithm set X4 to (0) and gets the parameter 
(0010) for the next request command. 

Third step: reader sends the common REQUEST (0010) to all the tags in the interro-
gation zone of the reader. In this step only tag 1 responds, therefore no collision oc-
curs. The reader send command SELECT. After implemented the data reading of tag 
1, the reader transmits the command UNSELECT to tag 1 and make it in ‘silence’ 
status. The next request parameter is (1011), this proposed algorithm implement dy-
namic searching by replacing X4 to (1).  

Fourth step: reader sends the command request (1011). In this step only tag 2 re-
sponds and reader sends command SELECT. After implemented the data reading of 
tag 2, the reader transmits the command UNSELECT to tag 2 and make it in ‘silence’ 
status. The next request parameter is (0), this proposed algorithm implement back-
tracking by return to the root node of first group of tags. 

Fifth step: reader sends the command REQUEST (0) and is responded by tags that are 
having the most significant bit (MSB) zeros. According to Manchester coding, the 
collision occur and the decoded data is (1X5X4010X0). Then the parameter (010) is set 
as next REQUEST command, X5 is set to (0). 

Sixth step: reader sends the command REQUEST (010) and only tag 3 responds, 
therefore no collision occurs and reader sends command SELECT. After implemented 
the data reading of tag 3, the reader transmits the command UNSELECT to tag 3 and 
make it in ‘silence’ status. The next request parameter is (011), this proposed algo-
rithm implement dynamic searching by replacing X5 to (1). 

Seventh step: reader sends the command request (011). In this step only tag 4 re-
sponds and reader sends command SELECT. After implemented the data reading of 
tag 4, the reader transmits the command UNSELECT to tag 4 and make it in ‘silence’ 
status. The next request parameter is (0), backtracking to the root node of first group 
of tags. 

Eighth step: reader sends the command REQUEST (0) to search other tags in the first 
group. There is no response since all tags in the first group have been selected. The 
next request is (1), searching for the tags in the second group. 

Ninth step: reader sends the command REQUEST (1) and is responded by tags that 
are having the most significant bit (MSB) one. According to Manchester coding, the 
collision occur and the decoded data is (101X31X1X0). Then the parameter (11010) is 
set as next REQUEST command. 

Tenth step: reader sends the command REQUEST (11010) to all the tags in the inter-
rogation zone of the reader. This command REQUEST is responded by the tag 5 and 
tag 6. The decoded data is (11X0). The algorithm sets X0 to (0) and gets the parameter 
(11010110) for the next request command. 

Eleventh step: reader sends the command REQUEST (11010110) to all the tags in the 
interrogation zone of the reader. In this step only tag 5 responds. The reader send 
command SELECT. After implemented the data reading of tag 5, the reader transmits 
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the command UNSELECT to tag 5 and make it in ‘silence’ status. The next request 
parameter is (11010111), this proposed algorithm implement dynamic searching by 
replacing X0 to (1). 

Twelfth step: reader sends the command request (11010111). In this step only tag 6 
responds and reader sends command SELECT. After implemented the data reading of 
tag 6, the reader transmits the command UNSELECT to tag 6 and make it in ‘silence’ 
status. The next request parameter is (1), this proposed algorithm implement back-
tracking by return to the root node of second group of tags. 

Thirteenth step: reader sends the command REQUEST (1) and is responded by tags 
that are having the most significant bit (MSB) one. In this step only tag 7 responds 
and reader sends command SELECT. After implemented the data reading of tag 7, the 
reader transmits the command UNSELECT to tag 7 and make it in ‘silence’ status. 
The proposed algorithm closes the process since all the tags are identified. 

3.3 Step of Request from Reader to Tag for BSF2 

First step – Ninth step: same step as BSF1 

Tenth step - the reader sends the command REQUEST (11010) to all the tags in the 
interrogation zone of the reader. This command REQUEST is responded by the tag 5 
and tag 6. The decoded data is (11X0). Since the number of collision (L) is one, reader 
read their ID and sends SELECT to tag 5 and tag 6. The reader then sends 
UNSELECT command, to make it in ‘silence’ status. 

Eleventh step:  the reader sends the command REQUEST (1) and is responded by 
tags that are having the most significant bit (MSB) one. In this step only tag 7 re-
sponds and reader sends command SELECT. After implemented the data reading of 
tag 7, the reader transmits the command UNSELECT to tag 7 and make it in ‘silence’ 
status. The proposed algorithm closes the process since all the tags are identified. 

4 Conclusions 

In this work, we propose novel binary search algorithm for fast tag detection, (BSF1) 
and (BSF2) in robust and secure RFID systems. The approach of dynamic searching 
and backtracking mechanism is to save step and bit of inquiring and reducing time for 
solving collision. We introduce new backtracking method for solving collision by 
grouping the tag in two groups and the tag collision is solved group by group. It is 
proving that the step of inquiry is reduced even though all the tags collide. Therefor it 
is beneficially in reducing communication overhead and providing fast tag detection 
in the environment of robust and secure RFID systems. The further assessment will be 
on the performance of the algorithm due to the increasing number of tags and ID in 
secure RFID systems and how the algorithm can be adapted in the situation when the 
set of tags to be identified changes over time. Further discussion will be included in 
our future work. 
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Abstract. This paper presents adoption of a new hash algorithm in digital 
signature. Digital signature presents a technique to endorse the content of the 
message. This message has not been altered throughout the communication 
process. Due to this, it increased the receiver confidence that the message was 
unchanged. If the message is digitally signed, any changes in the message will 
invalidate the signature. The comparison of digital signature between Rivest, 
Shamir and Adleman (RSA) algorithms are summarized. The finding reveals that 
previous algorithms used large file sizes. Finally the new encoding and decoding 
dynamic hash algorithm is proposed in a digital signature. The proposed algorithm 
had reduced significantly the file sizes (8 bytes) during the transferring message. 

 
Keywords: Digital signature, public key, encoding, decoding, hash algorithm. 

1 Introduction 

Along with the thriving improvement of the technologies communication and 
information, systems of paper-based workflow is quickly substituted by the 
electronic-based medium in which all information and forms are digitally procedure 
such as e-government and e-commerce. In these systems, it is very significant to 
protect the sensitivity and security of digital object from malicious. Thus, how can 
this message be passed on so that only included or authentic parties obtain the 
comprehension of the message completely as it was transferred? The main objective 
in the field of cryptography is to make certain that the included parties communicate 
securely over a probably insecure channel. When an eavesdropper listens to a 
conversation between two parties, he should not be able to recognize the message. 
This can be attained by enciphering a message. This is a cryptographic primeval 
identified as encryption [1].  

2 Digital Signature Schemes  

Diffie and Hellman put out an explanation to this problem in their seminal paper 
entitled "New Direction in Cryptography" [2]. They primarily introduced the important 
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view of Public-Key Cryptography. The major proposal of public key cryptosystem is 
to utilize two different keys; for encryption a public key and for decryption a secret 
key, that are mathematically associated. The two keys are such that working out the 
secret key is infeasible from the public key. In fact, digital signature is a procedure that 
generates the same effects while a real signature and it is a mark where only the sender 
can create and other people can prove the signature simply. The digital signature is 
utilized to verify the content of the message by using asymmetric ciphering wherever a 
pair of keys that are public key and private key being considered. The keys used for 
digital signature are very long sequence of alphabetical and mathematical characters. 

3 Signature and Public Key  

Significant and private electronic mail be able to utilize digital signature to confirm 
that the e-mail is from the sender with approving secret key and the content of the e-
mail has not been changed [3]. The scenario of digital signature is similar to this 
situation: a sender doesn't sign the main text directly but he gets a one way hash of the 
message and then signs the hash. Most digital signature algorithms don't encrypt the 
messages that are signed. The sender creates some processing based on the text and his 
private key to produce the signature. Then, the signature is appended to the main text. The 
receiver also will build an additional calculation based on the message, the signature and 
the sender's public key to confirm the signature. A stranger that doesn't distinguish the 
sender's private key can confirm the signature but can’t produce a legal signature.  

The Ron Rivest, Adi Shamir and Leonard Adleman(RSA) is a public-key 
cryptosystem and digital signature are generally deployed today and have developed 
into important building blocks for producing the emerging public-key communications 
(PKI) in e-government and e-commerce [4]. There are two kinds of RSA assumptions, 
which are used to make digital signature schemes; the usual RSA problem (ORSA) and 
the strong RSA problem (SRSA) which is an alteration of RSA by Bari and Pfitzmann; 
Fujisaki and Okamoto[5], [6]. On the other hand, a small number of digital signature 
schemes have been recommended based on the SRSA assumption. The Cramer-Shoup 
signature scheme (CS) is very interesting in that it is a useful and probably secured in a 
model of standard security [7].  

In digital signatures with functionalities, there are numerous aspects used in  
e-commerce such as proxy signatures and blind signatures. Previously, with systems 
based on the standard (RSA) theory; there is no confirmed secure signature with 
additional functionalities such as an alternative signature or blind signature. Formerly, 
the signature is applied for individual signatures, in easy background, habitually with 
single two parties included in the connections, i.e. a signature is made on behalf of an 
individual. However, in numerous cases these days, a message produced for example 
by one association needs the approval of a number of members of this organization. 
Thus, raises the attempt of verification and the need of storages. The complex key to 
this problem is appearing with the aspect of a group-oriented signature scheme, which 
has been presented by Desmedt[8]. The point of group-oriented digital signature is to 
expand method in dealing with multi-signers and multi-verifiers. 
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There are a number of definitions for cryptosystem, including multi-signature 
schemes and the threshold signature schemes[9]. These secure signature schemes 
present attractive ways to recognize the aspect of the multi-signature and combined 
signature schemes. To check the validity of a group-oriented signature, it still requires 
the public keys of all participating signers. Furthermore, each key may come with an 
associated documentation signed by the Certificate Authority (CA), which must be 
conforming along with a generated multi-signature [10].  

Accordingly, this means that it increases proportionally with the number of the 
participating signers. In coefficient block (CB-PKC), the group-oriented signature 
might not present significantly improved performance compared to conventional 
signature schemes [11]. Clearly, it still uses a signer's arbitrary public key which 
defeat the main suggestion of the group-oriented digital signature. It can be addressed 
by using the characteristics of signers rather than using the casual public keys. 

4 Encoding and Decoding 

4.1 Encoding Process 

First step: In encoding process (Fig. 1) for an image a signature with  = , , , …. and the watermarked image with î, function E is the encoder 
processing, while imageI and a signature  is the input of the function The output is a 
new image with embedded watermark, becomes the watermarked image, and can be 
represented mathematically by,    

 E(I, S) = î                                                       (1) 

 

Fig. 1. Encoding Process 

4.2 Decoding Process 

Function D is the decoder procedure and image J (J can be a watermarked image) as 
input of the function and is represented as:  D(I, J) = S                                                          (2) 

where S´ is the extracted signature from the image J. 
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Fig. 2. Decoding Process 

The extracted signature  , will be compared with the original owner signature S 
using comparator, . If both match to each other, the output will be 1 otherwise 0, as 
follows:  ( ,  ) = 1,                           0,                                                 (3) 

Figure 3 shows the function of comparator C. The correlation of two signatures ,  =  ( ,  )in watermarking scheme can be considered as a three options such as 
encoding, decoding and comparator.  

 

Fig. 3. Comparator Process 

To ensure authentication a watermark should be extracted or detected. In a few 
schemes of watermarking, a watermark can be extracted in its accurate form; the 
detection of the watermark can assist it to verify the ownership while the extraction 
process can prove the owner of the message or image. 

Main disadvantage using watermark for authentication of a message is the size of 
the file transfer is very large and will affect the speed of the process. 

5 Proposed Algorithm with Hash Code 

For the proposed algorithm, the hash code is applied instead of watermarking. The 
sender and the receiver compare the hash code and checks if it is genuine. The message 
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is authentic when the message retrieved by the receiver is similar to the messages 
originally sent. Any changes to the data will affect the hash code which is sent with the 
data (Fig. 4). If the significance of the message processes after the encryption and 
decryption process is similar, then the message is not modified. 
 

 

Fig. 4. The Algorithm of Digital Signature 

The procedures of the suggested algorithm are as follows, do a procedure in a 
package of 100 bytes. Every one of the byte has loaded from file and does the logical 
operation of OR with a byte of (00000001), after that setting the product passionate to 
character of the variable. Subsequent to the dealing out of initial 100 bytes, multiply 
all of the ORed outcome bytes and maintain them in variable of 32 bits. Utilize the 32 
of chief bits development of the outcome. Afterward the second 100 bytes will be 
procedure through the similar action. Accordingly every 100 bytes of information are 
cutting to hashed information in 32 bits.  

The next part is encryption of the information from the secret key belongs to 
sender. The private key is 16 bytes and applies for encryption of data. There are two 
characters of arrays, key [0..15]Key  and another is hashed. In encoding procedure, 

the initial byte of hashed [0]H  and key ( [0]Key ) will be XOR and place the result in 

the first byte of the key ( [0]Key ). Then at another time, [0]H  and the [1]Key  do the 

same operation until the end of the hashed message. At the end of the process, the 
result of this operation will be kept in an array of character.  

Then we compared the proposed algorithms with other hash algorithms in terms of 
its logical operators and the complexity of the hardware involved as shown in Table 1. 
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Table 1. Comparison of Logical Operations, Current Status and Hardware Complexity 

Algorithm Logical operations Current status 
Hardware 

complexity 

MD5 
algorithm 

AND,OR,NOT,Rotating 
shifts 

Collision Medium 

SHA1 
algorithm 

 

AND,OR,NOT,Rotating 
shifts ,XOR 

Collision Large-scale 

SHA2 
algorithm 

 

AND,OR,NOT,Rotating 
shifts,XOR 

Running Large 

Proposed 
Algorithm 

OR and XOR Running Low 

 
From Table 1, the logical operations required for proposed algorithm are OR and 

XOR compared to other algorithms which required more than four (4) logical 
operations. The hardware complexity requirement is also lower compared to other 
algorithms. 

Hardware complexity contains devices such as Logic Devices, Programmable and 
Gate Arrays and Application Specific Integrated Circuits. Then Table 2 compares the 
file size during transmission for these algorithms. 

Table 2. Comparison of Size of File in Bytes 

Size of original 
files  

(Byte) 

MD5 
algorithm 

(Byte) 

SHA1 
algorithm 

(Byte) 

SHA2 
algorithm 

(Byte) 

Proposed 
algorithm 

(Byte) 
14  32 40 64 8 
18  32 40 64 8 

72  32 40 64 8 

1   32 40 64 8 
  (*SHA is Secure Hash Algorithm). 
 
The proposed algorithm had reduced significantly the sizes of the file to be only 8 

bytes for various original file sizes compared to other algorithms.  

6 Conclusion 

In hash function, a small number of bits are generated from a large size file. This 
mathematical one way encryption produces hash code or hashes. The hash code 
procedure is more desirable than any other process because the generation of the code 
is faster than any other methods. Cryptographic hash functions are used extensively 
due to its cheap construction. The function is further used for digital signatures in 
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verification of the authentication of the data [12]. The proposed algorithm is adopted 
for  applications which transfer messages with small file size (such as for multi agent 
systems), which is a fundamental benefit to improve an application to be fast, simple 
and secure.  

In future works, the next process will be implemented are the extracting signature 
in order to remove any extra signature message and to decrease the encrypted image 
size and to reduce extra bandwidth in file transmission. 
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Abstract. Computer networks are becoming more insecure and vulnerable to 
intrusions and attacks as they are increasingly accessible to users globally. To 
minimize possibility of intrusions and attacks, various intrusion detection  
models have been proposed. However, the existing procedures suffer high false 
alarm, not adequately adaptive, low accuracy and rigid. The detection perfor-
mance deteriorates when behavior of traffic is changing and new attacks conti-
nually emerge. Therefore, the need to update the reference model for any given 
anomaly-based intrusion detection is necessary to keep up with these changes. 
Severe changes should be addressed immediately before the performance is 
compromised. Available updating approaches include dynamic, periodic and 
regulated. Unfortunately, none considers severity of changes to trigger the up-
dating. This paper proposed an adaptive IDS model using regulated retraining 
approach based on severity of changes in network traffic. Therefore, retraining 
can be done as and when necessary. Changes are denoted by ambiguous  
decisions and assumed to reflect insufficient knowledge of classifiers to make 
decision. Results show that the proposed approach is able to improve detection 
accuracy and reduce false alarm. 

Keywords: adaptive, intrusion detection, dynamic, regulated. 

1 Introduction 

Information is becoming ubiquitous with Internet infrastructure and sensitive informa-
tion exposure is inevitable. Studies covering the prevention, detection and the forensic 
aspect of computer network attacks have long being researched on. The prevention 
techniques such as encryption, Virtual Private Network (VPN) and firewall alone 
seem to be inadequate. It reduces exposure rather than monitors or eliminates vulne-
rabilities in computer systems (Ghosh et al., 1998). Therefore, it is important to have 
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a detecting and monitoring system to protect important data. The outraging incident of 
Morris Worm in 1988, Code Red in 2001 and followed by SQL Slammer in 2003 
(Langin and Rahimi, 2010) had handicapped many organizations including business-
es, military, education and others. The importance to safeguard network against  
confidentiality, integrity and availability (CIA) breaches is an important issue and 
intrusion detection plays vital role in ensuring a secure network.  This increasing im-
portance of computer network security motivates various aspects of security related 
research that provide new solutions, which might not be achievable by conventional 
security approaches.  

An Intrusion Detection System (IDS) is an automated system that can detect a 
computer system intrusion either by using the audit trail provided by an operating 
system or by using the network monitoring tools. The main goal of intrusion detection 
is to detect unauthorized use, misuse and abuse of computers by both system insiders 
and external intruders (Kim, 2002; Kim et al., 2007). IDS does not eliminate any pre-
ventive mechanism but provides the defense in safeguarding the computer system. In 
IDS, misuse and anomaly are the two types of detection approaches. Misuse detection 
can detect known attacks by constructing a set of signatures of attacks while anomaly 
detection recognizes novel attacks by modeling normal behaviors (Xu and Wang, 
2005). The outcome of this modeling is called reference model. A significant devia-
tion from the model of reference indicates a potential threat. Anomaly detection  
approach is popular because it is a possible approach to detecting unknown or new 
attacks (Denning, 1987; Forrest et al., 1996; Warrander et al., 1999). Unfortunately, 
anomaly detection approach suffers high false alarm especially when IDSs use pattern 
recognition algorithms in operational environments (Giacinto et al., 2003).  

Two major problem characteristics of IDS are; trend in network traffic; and limita-
tion of the existing IDS tools and techniques. Normal traffic patterns are changing due 
to changes in work practices and nature of intrusions usually polymorph and conti-
nuously evolve (Wu and Banzhaf, 2010). Therefore, intrusion detectors must undergo 
frequent retraining to incorporate new normal traffic samples into the training data for 
classifying novel attacks and changes from existing normal behavior (Zhang and 
Shen, 2004).  The periodic reconstruction of reference model can provide adaptation 
to the new environment (Tapiador et al., 2004) and this will ensure that the new learnt 
model is relevant. Modern IDS requires adaptability in order to respond to constantly 
changing threat environment (Shafi and Abbas, 2009). Unfortunately many of the 
existing intrusion detection methods (misuse detection and anomaly detection) are 
generally incapable of adapting detection systems to the change of circumstance, 
which causes a declination of detection precision and rise in false alarm rate and it 
remains a major problem in IDS (Hossain and Bridges, 2001; Giacinto et al., 2003; 
Yu et al., 2005; Yang et al., 2005; Xu and Wang, 2005). Traditional anomaly based 
methods commonly build a static (rigid) reference model based on training dataset 
during modeling and then utilize this model to predict on new network behavior data 
at detecting stage (Yang et al., 2005). With time, this reference model becomes irrele-
vant and obsolete.  

There are few major challenges in anomaly-based IDS and among the critical ones 
are high workload and inability to update reference model which has direct impact on 



592 A. Zainal et al. 

 

accuracy of detection. The scope of this paper will focus workload reduction and 
adaptability.  

The chapter is organized into six sections.  Section 2 gives an overview on adap-
tive IDS and some existing approaches toward building adaptability into IDS and 
Section 3 explains the design of the proposed Adaptive IDS. Section 4 describes ex-
perimental procedure follows by Section 5 describing results obtained and discussion. 
Finally Section 6 summarizes and concludes the paper. 

2 Adaptive Intrusion Detection System 

Since the Normal network traffic patterns are changing and new attacks are continual-
ly evolved, IDS needs to be updated. Failure to update these changes may degrade its 
detection performance. This is undesirable as the network of computers needs to be 
protected and firewall alone is not sufficient. Adaptive IDS in the context of this work 
refers to the ability of an IDS to dynamically change the model of reference through 
relearning or retraining in addressing the dynamic nature of network traffic pattern. 

A typical stationary anomaly-based IDS system requires only one-time training 
which is done at the beginning of IDS system development in order to obtain refer-
ence model. This model was then utilized to predict network behavior during detec-
tion stage (Yang et al., 2005). However, it is important to note that intrusions usually 
polymorph and continuously evolve (Wu and Banzhaf, 2010). Therefore, it resulted in 
poor performance. Besides associated with low detection rate, its inability to adapt to 
the changes that occur in both normal and attack traffic patterns, would cause high 
false alarms (Eskin et al., 2000; Hossein et al., 2003; Xu and Wang, 2005; Liu et al., 
2007; Shafi and Abbas, 2009). Therefore, an intrusion detection system must be able 
to adapt to the changing environment while still recognizing abnormal activities (Hos-
sain and Bridges, 2001). 

Table 1 summarizes related researches on adaptive IDS from year 2000 to 2009. 
The issue is how to make IDS adaptive. Adaptive in this context refers to an ability to 
update in order to cope with the changes happen in the network traffic. Generally, the 
models are either rule-based or model-based.  

In rule-based approach, a new rule will be added to the existing rule set and re-
training is required in model-based approach. 

Although an update can be instantly done, this approach has some drawbacks and 
they are: 

1. the detection time is affected as the list grows 
2. initial rule-sets must be comprehensive to avoid excessive rules add-on 
3. lacks of flexibility as slight variation to the sequence may affect activity to rule 

comparison 

Shafi and Abbas (2009) managed to curtail the list of rules to a predefined size.  This 
was achieved by pruning less significant or less generalized existing rules and re-
placed by new significant and generalized rules. Usually changes in the environment  
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were detected when sequence extracted from an instance does not match with any of 
the available rules as implemented in Fan and Stolfo (2002) and Shafi and Abbas 
(2009). Despite the automatic rule generation, human intervention is still required to 
confirm the label for sequence in the newly created rule before it can be updated. In 
contrast to the growing list of rules, model-based approach produces a model with 
consistent size. Therefore, detection time remains short and unchanged. However, it 
requires retraining using the whole training dataset together with the additional new 
training data in order to update the reference model.  

The updating strategies as listed in first column of Table I can be classified as, pe-
riodic updating, regulated updating, dynamic updating and manual updating. The 
description of each strategy is given below. 

Table 1. Related Works on Adaptive IDS 

Updating 

Strategy 

Researchers Detection Techniques Training & Testing Data 

Periodic 
Hofmeyr, 1999 Model-based (AIS) subnet at CS Dept, Univ.of 

New Mexico 

 Kim, 2003 Model-based (AIS) Trouble shootout data 

Regulated 
Hossain et al., 2003 Similarity measure & rule-

based 
mail & web servers, MSU 

 Liu et al., 2007 Model-based KDDCup 1999 datasets 

 Burbeck and Tehrani, 
2007 

Clustering KDDCup 1999 datasets 

Dynamic 
Lee et al., 2000 
Fan and Stolfo, 2002 

Rule-based  
Rule-based (RIPPER) 

LBL and IWSS16 datasets 
1998 DARPA IDS Evaluation 
dataset 

 Lee et al., 2002 Rule-based LBB-CONN-7 (TCP/IP 
network traffic) 

 Chavan et al., 2004 Rule-based KDDCup 1999 datasets 

 Yang et al., 2005 Rule-based KDDCup 1999 datasets 

 Lee et al., 2006 Incremental Clustering 
(+Kernel Method) 

KDDCup 1999 datasets 

 Jemili et al., 2007 Statistical (Bayesian Network) KDDCup 1999 datasets 

 Shafi and Abbas, 2009 Rule-based (UCSm) KDDCup 1999 datasets 

Manual Eskin et al., 2000 Model-based 
(manually set the period for 
model generation, based on 
weekly data collected) 

System calls 

 Yu et al., 2005 Clustering & rule-based 
(manually applied the rule 
mining algorithm to extract 
rules from cluster) 

KDDCup 1999 datasets 

 1Xu and Wang, 2005 
Model-based 
(Notion of adaptive refers to 
dynamic composition of several 
classifiers) 

KDDCup 1999 datasets 

 2Tang et al., 2008 Rule-based 
(reordering the sequence of 
rules based on specified metric 
performance) 

KDDCup 1999 datasets 
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(a) Periodic Updating 

Update is done in certain interval or time frame. A lifespan is imposed to a classifier 
and after it has expired, the same classifier will undergo retraining (with some  
additionally new data) as such the new model will reflect the new patterns of normal 
and attacks. 

(b) Dynamic Updating 

The changes are incorporated as and when they are detected. In rule-based, usually a 
newly created rule will be appended to the existing rule set. 

(c) Regulated Updating 

The update is triggered when a preset threshold is met and usually associated with 
changes. Usually the regulated updating can be divided into two type which are quan-
tity-based and quality-based threshold. An example of quantity-based is the work of 
Liu et al. (2007).  

(d) Manual Updating 

Feedback by the system administrator is required especially when the IDS starts to 
produce false alarms such as in Burbeck and Tehrani (2007). Since manual update 
heavily relies on human intervention, it is not the interest of this study to cover this 
particular updating strategy. 

Hofmeyr (1999) and Kim (2003) implemented periodic updating strategy mimick-
ing human antibodies replenishment concept in Artificial Immune System (AIS). Both 
works imposed lifespan on the validity of the detectors (classifiers), where a new set 
of detectors were created when the previous detectors age expired. Periodic updating 
strategy is not suitable especially when the occurrence of changes to normal network 
traffic patterns and emergence of new attacks are unpredictable. Worst case scenarios 
of this approach are described in Section 2.6.4. Periodic updating approach does not 
require any triggering event because the updating is scheduled. Therefore, changes in 
the network traffic patterns are irrelevant. Meanwhile, dynamic updating requires 
continuous update if changes are rapid.  One of the seminal works on adaptive IDS 
was done by Lee et al. (2000) started with rule-based adaptive IDS. The traditional 
association rule mining proposed by Lee et al. (2000) was replaced by recent rule-
mining techniques such as Fuzzy Inference and Artificial Neural Network as done by 
Chavan et al. (2004) and Liao et al. (2007) and Genetic Algorithm and Learning Clas-
sifier System by Shafi and Abbas (2009). Dynamic updating strategy is pursued until 
now. Table 2.2 reveals that it is common to adopt dynamic updating approach when 
the proposed models are rule-based. Dynamic updating adds new rule when there is 
no rule match the tested instance. Another updating approach is regulated. This ap-
proach commonly requires threshold to trigger the update such as in Hossain et al. 
(2003), Liao et al. (2007) and Burbeck and Tehrani (2007). Hossain et al. (2003) used 
sliding window and changes are measured relative to the traffic captured in one win-
dow size. Assumption on gradual change denotes changes in Normal behavior have 
led to poor performance. Meanwhile, Liu et al. (2007) used amount of uncertain  
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instances and Burbeck and Tehrani (2007) used amount of false alarms as a threshold 
to trigger updating. Usually model-based together with clustering are used in this 
regulated updating approach as in Liu et al. (2007) and Burbeck and Tehrani (2007). 

3 The Proposed Adaptive Intrusion Detection Model 

Most of the existing intrusion detection system suffers from several problems and 
among them are high resource consumption and high overhead, high false alarm, poor 
detection accuracy. The proposed model is designed to address the following issues: 

(i) High overhead due to voluminous data. Some are unnecessary recognition. 
(ii) Low detection accuracy and high false alarm due to obsolete model of ref-

erence. 
(iii) Poor detection due to; vague boundary between normal and abnormal and 

imbalanced data problem. 
(iv) Note: The issue of severe class imbalanced is not considered in this study. 

In order to solve the above problem situations, two solution concepts are formulated 
and they are; improve data representation through feature selection and update the 
model of reference through regulated retraining. 

The model comprises of three components; (i) Pre-detection, (ii) Detection and (iii) 
Training and Retraining as shown in Figure 1. The modular design focuses on solving 
two respective problems. Predetection focuses on reducing the workload of an IDS 
by performing feature selection which will reduce the dimension of the data itself. 
Currently, there are 41 attributes (based on Intrusion Detection KDDCup dataset) and 
reduction can speed up the detection time. Furthermore, using only significant fea-
tures may also improve the detection accuracy. (Chebrolu et al., 2005). Next stage of 
the model is called Detection. A supervised approach is used to classify the incoming 
instance. Weak decision which falls in the range of L ≤ θ ≤ U (where θ indicates the 
decision value) is also called ambiguous decision. This ambiguous decision will be 
assigned a weight corresponds to the degree of ambiguity (where decision 0 and 1 
represent absolute Yes and No and decision value of 0.5 carries the highest degree of 
ambiguity). This is called Weight Mapping. Assumption made in the study is that 
ambiguity denotes changes. Weight Mapping is a component in Training and  
Retraining stage. The weight will be accumulated until it reaches a predefined thre-
shold. Once the threshold is reached, a clustering technique will cluster the instances 
(traffic connections) with weak decisions (L ≤θ ≤ U) into the respective traffic classes 
(Normal, Probe, DoS, U2R and R2L). These instances later will be appended to the 
train datasets for each respected classes (Normal, Probe, DoS, U2R and R2L).  

In the study, Linear Genetic Programming was used to do detection and Fuzzy  
c-Means was used to cluster the instances with ambiguous decision values. Normal, 
Probe and Dos were represented by 8 features, each with different feature subset. 
Meanwhile U2R and R2L were represented by 7 features. Similarly, they are different 
feature subset. 
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Fig. 1. Design of Adaptive IDS 

4 Experiments 

The dataset used in the experiments was obtained from 1998 DARPA Intrusion Detec-
tion Evaluation Program prepared by MIT Lincoln Labs also known as KDDCup 1999 
datasets. These datasets were used in many of IDS works such as in Liu et al. (2007), 
Shafi and Abbas (2009) and Li et al., (2009). Tsai et al. (2009) reported there have 
been 30 major IDS studies used KDDCup 1999 datasets in their research. According to 
Wu and Banzhaf (2010), KDDCup 1999 dataset is the largest publicly available and 
sophisticated benchmarks for researchers to evaluate intrusion detection algorithms or 
machine learning algorithms. Figure 2 shows data used in the experiment.  

Table 2. Distribution of Known dataset in   
windows unit 

 
Fig. 2. Data Distribution 

 

 Normal Probe DoS U2R R2L Total 
w-1 31,315 111 3,817 4 53 35,300 
w-2 7,983 719 26,582 1 15 35,300 
w-3 19,191 978 15,093 4 34 35,299 
w-4 6,088 616 28,406 0 190 35,300 
w-5 6,649 895 26,903 20 833 35,300 
w-6 0 0 35,300 0 0 35,300 
w-7 0 0 35,300 0 0 35,300 
w-8 0 0 35,300 0 0 35,300 
w-9 0 0 35,300 0 0 35,300 
w-10 5,894 359 29,043 4 0 35,299 
w-11 892 117 34,289 2 0 35,300 
w-12 406 1 34,891 2 0 35,300 
w-13 8,824 181 26,288 6 1 35,300 
w-14 10,037 129 24,945 9 0 35,120 
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5 Results and Discussion 

Figure 3(a) to 3(c) graphically shows the number of retraining activated for different 
threshold values. When retraining is activated, it gains additional knowledge about the 
data since the previous instances with ambiguous decisions were part of the training 
data (after recommendation from clustering exercise). 
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Fig. 3(a). Number of retraining when thre-
shold is small 

Fig. 3(b). Number of retraining when thre-
shold is medium 
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Fig. 3(c). Number of retraining when threshold is medium 

Table 3(a). Confusion matrix for Adaptive 
IDS (A-IDS) Model on Known dataset 

Table 3(b). Validation results for Adaptive 
IDS (A-IDS) Model on Corrected dataset 

 
 
Small threshold for A-IDS requires frequent retraining and a large threshold makes 

the system suffers from low detection accuracy due to inadequate knowledge to pre-
dict but it requires less retraining. In summary, the regulated retraining approach with 
threshold set to medium value has triggered retraining twice. First retraining was done 
at the end of third window (w-3). The second retraining was performed at the end of 
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fifth window (w-5). Adaptive IDS Model was tested on Known and validated on Cor-
rected datasets. Its performance on Known dataset is summarized in Table 3(a) and 
validation performance on Corrected dataset is shown in Table 3(b).  

6 Conclusion 

The lack of adaptability leads to obsolete reference model which resulted in poor 
detection accuracy and high false alarm rate. This paper has described the investiga-
tion on issues related to design and development of an adaptive intrusion detection 
model. The proposed A-IDS Model used the concept to adaptively learn the dynamic 
circumstances in network traffic and regularly update the reference model. The notion 
of adaptability was achieved by synergistically combining the supervised Linear Ge-
netic Programming, Fuzzy c-Means clustering and weight mapping on ambiguous 
decisions.  The reference pattern in A-IDS Model will undergo retraining when a 
specified degree of changes has been accumulated. The accumulated weight will trig-
ger the A-IDS Model for retraining either when a sudden significant change has hap-
pened or when accumulated small changes have hit the threshold limit. The proposed 
Adaptive IDS promotes retraining based on the severity of changes in the network 
traffic. The experimental results provide evidence that a significant improvement was 
achieved for the detection accuracy especially for Normal class, overall accuracy and 
false alarm. Findings from this study also confirm the difficulty to recognize U2R and 
R2L classes. Besides the dynamic nature of network traffic, other challenges in IDS 
are the imbalance dataset and the vague decision boundary between normal and ab-
normal traffic. This will be the focus of our future work.  
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