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Abstract. We present in this paper a trigram HMM-based (Hidden Markov 
Model) part-of-speech (POS) tagger for Indian languages, which will accept a 
raw text in an Indian language (typed in corresponding language font) to pro-
duce a POS tagged output. We implement the trigram POS Tagger from the 
scratch based on the second order Hidden Markov Model (HMM).  For han-
dling unknown words, we introduce a prefix analysis method and a word-type 
analysis method which are combined with the well known suffix analysis me-
thod for predicting the probable tags. Though our developed systems have been 
tested on the data for four Indian languages namely Bengali, Hindi, Marathi and 
Telugu, the developed system can be easily ported to a new language just by re-
placing the training file with the POS tagged data for the new language. Our 
developed trigram POS tagger has been compared to the bigram POS tagger  
defined as a baseline. 

Keywords: Part-of-speech tagging, Second order Hidden Markov Model,  
Deleted interpolation, Indian Languages. 

1 Introduction  

Part-of-Speech (POS) tagging is the task of assigning grammatical categories (noun, 
verb, adjective etc.) to words in a natural language sentence [1]. POS tagging can be 
used in parsing, word sense disambiguation, information extraction, machine transla-
tion, question answering, chunking  etc.  

Since the most previous POS taggers [2] [3] [4] are experimented on datasets 
which are not publicly available, it poses various difficulties such as comparisons of 
the present works to the past works. So, our primary motivations are (1) to develop a 
POS tagger for Indian Languages, which can accept a raw text in one of Indian lan-
guages and (2) to report results after testing our developed POS tagger on a publicly 
available dataset named NLTK (Natural Language Toolkit) dataset to allow the re-
searchers to easily compare their systems with our developed systems. The salient 
features of our developed POS tagger are as follows: 
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o Our developed POS tagger uses prefix analysis, word-type analysis and suffix 
analysis methods for predicting the probable tags of an unknown word (the word 
which is not present in the training dataset). 

o Our developed POS tagger can be used for POS tagging for multiple Indian Lan-
guages. Since our system has been developed on the Visual Basic platform, it has 
a good user interface to submit the file to be tagged and to get the tagged output 
in another file that can be directly redirected to other NLP applications. 

A substantial amount of research work has already done in POS tagger developments 
for Indian languages [5]. The various supervised POS tagging methods for Bengali 
have been presented in [2][3] [4 [6 [7] [8]. The descriptions of Hindi POS taggers have 
been presented in [9][10]. A rule based approach to morphological analysis and POS 
tagging in Tamil Language via Projection and Induction Techniques has been pre-
sented in [11]. A SVM Based part-of-Speech tagger for Malayalam has been presented 
in [12]. The hybrid POS tagger for three Indian languages namely Hindi, Bengali and 
Telugu presented in [13] combines HMM based approach and rule based approach.  

A TnT tagger version of a POS Tagger for three Indian Languages namely Hindi, 
Bengali and Telugu has been presented in [14]. The work presented in [14] uses only 
suffix analysis for handling unknown words. 

Section 2 presents the background on HMM based POS tagging. The evaluation and 
results are presented in section 3. 

2 HMM Based POS Tagging 

A POS tagger based on Hidden Markov Model (HMM) [15] assigns the best sequence 
of tags to an entire sentence. Generally, the most probable tag sequence is assigned to 
each sentence following the Viterbi algorithm [16]. The task of Part of Speech (POS) 
tagging is to find the sequence of POS tags  that is optimal for a given word se-
quence, . The tagging problem becomes equivalent to searching for argmax    |  (by the application of Bayes’ law), that is, we need to 
compute: ̂ argmax |  (1) 

Where: where    is a tag sequence and  is a word sequence,    is the prior 
probability of the tag sequence and |  is the likelihood of the word sequence. 
Equation (1) is too hard to compute directly. HMM taggers make Markov assumption 
which states that the probability of a tag is dependent only on a small, fixed number 
of previous tags. A bigram tagger considers that the probability of a tag depends only 
on the previous tag.  For our proposed trigram model, the probability of a tag depends 
on two previous tags and  is computed as: ∏ | ,  (2) 

Depending on the assumption that the probability of a word appearing is dependent 
only on its own part-of-speech tag, |  can be simplified to: 



 A Trigram HMM-Based POS Tagger for Indian Languages 207 

| ∏ |  (3) 

Plugging the above mentioned two equations (2) and (3) into (1) results in the follow-
ing equation by which a bigram tagger estimates the most probable tag sequence: ̂ argmax    | argmax ∏ | |  (4) 

Where: the tag transition probabilities, | , represent the probability of a tag 
given the previous tag. The word likelihood probabilities, | , represent the 
probability of a word given a tag. 

Considering a special  tag tn+1 to indicate the end sentence boundary and two spe-
cial tags t-1 and t0   at the starting boundary of the sentence and adding these three 
special tags to the tag set [1],  gives the following equation for part of speech tagging: ̂ argmax |argmax ∏ | | , |  

(5) 

The equation (5) is still computationally expensive because we need to consider all 
possible tag sequence of length n. So, dynamic programming approach is used to 
compute the equation (5).  

At the training phase of HMM based POS tagging, observation probability matrix 
and tag transition probability matrix are created. 

2.1 Computing Tag Transition Probabilities 

As we can see from the equation (4) to find the most likely tag sequence for a sen-
tence (considered as an observation sequence), we need to compute two kinds of 
probabilities: tag transition probabilities and word likelihoods or observation proba-
bilities.  

Our developed trigram HMM tagger requires to compute tag trigram probability, 
P( | ,  , which is computed by the maximum likelihood estimate from tag 
trigram counts. To overcome the data sparseness problem, tag trigram probability is 
smoothed based on the bigram and unigram probabilities using the following equa-
tion: | , | , |  (6) | , , |   are the maximum likelihood estimates from 
counts for tag trigram, tag bigram and tag unigram respectively:  | , , ,,  ,       | ,

,         

Where:  , ,  indicates the count of the tag sequence < ,  ,  > and , ,     (  1) are the weights for the maximum likelihood esti-
mates of trigram, bigram and unigram tag probabilities respectively computed based 
on corpus statistics.  The values of the parameters: , ,    are estimated using a 
smoothing technique called the deleted interpolation proposed in [1].  
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2.2 Computing Observation Probabilities 

The observation probability of a word is computed using the following equation: 

P( | )  =
,  (7) 

Using a equation (7), a observation probability matrix is created where each row is 
labeled with a word and each column is labeled with a tag. Each cell of the matrix 
contains the probability of a word given a tag. The observation probability of a word w 
given tag t may be zero when the pair <w, t> is not present in the training corpus al-
though the word may be present in the corpus along with some tag other than t. In this 
case, to avoid sparseness of data, maximum negative value (negative infinity) is  
assigned to the cell. 

2.3 Viterbi Decoding 

The task of a decoder is to find the best hidden state sequence given an input HMM 
and a sequence of observations.  

The Viterbi algorithm is the most common decoding algorithm used for HMM 
based part-of-speech tagging.  This is a standard application of the classic dynamic 
programming algorithm [15]. The Viterbi algorithm that we use, takes as input a sin-
gle HMM and a set of observed words …  and returns the most prob-
able state sequence, … , together with its probability.  

Given a tag transition probability matrix and the observation probability matrix, 
Viterbi decoding (used at the testing phase) accepts an untagged text document in 
Indian language and finds the most likely tag sequence for each sentence in the input 
document.  

We have used the Viterbi algorithm presented in [16] for finding the most likely 
tag sequence for a given sentence. One of the important problems to apply Viterbi 
decoding algorithm is how to handle unknown words in the input test sentence. The 
unknown words are the words which are not present in the training set and hence their 
observation probabilities are not known. To handle this problem, we estimate the 
observation probability of an unknown word by analyzing prefix, word-type and  
suffix of the unknown word.  

2.4 Handling Unknown Words 

For unknown words, observation probabilities are not available in the observation 
probability matrix which is created using the equation (7). We estimate the observa-
tion probability of an unknown word in the following ways:  

Prefix analysis is done first for estimating the observation probability of an un-
known word, if the prefix analysis fails, word-type analysis is done and when both 
fail, suffix analysis is done. 
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Prefix Analysis.  The observation probability of an unknown word is estimated based 
on its prefix analysis. This is based on the hypothesis that a slightly modified form of 
an unknown word may be present in the training data whereas the unknown word 
itself is absent in the training data, for example, when X is the plural form of a com-
mon noun and Y is the singular form of the same common noun, X may be present in 
the training data, but Y may not be present in the training data.  For such cases, we 
may estimate observation probability of an unknown word by matching carefully the 
unknown word with the closest known words (whose observation probability is 
known). To do so, an unknown word U is aligned from left to right with a known 
word K and  if the match between U and K exceeds some threshold value,  the obser-
vation probability of K is taken as that of U. For predicting the probable tags for an 
unknown word, some rules are framed based on heuristics that use prefix information 
constrained by the length of the unknown word. The minimum allowable length L  
of U is set to 4(in terms of number of characters), that is, an unknown word whose 
length Lu is less than L  would not be assigned the observation probability through 
prefix analysis because the prefix of the word is too short to be confident about it. 
Where the length of the unknown word is greater than or equal to Lmin ,  the allowable 
prefix mismatch between U and K is varied. When the length of U is relatively short-
er, the maximum prefix mismatch between U and K that we allow is set to only one 
character (relatively tough matching). But, when U is relatively long, the criteria of 
prefix matching is little bit relaxed. However, we have devised three conditions for 
setting the observation probability of U based on its length and prefix matching be-
tween U and K, that is, the observation probability of U is set to that of K when any 
one of the following conditions holds: 

1.  L  L  L  and if U and K differ only in the last character 
2.  L  L  L  and if U and K differ  in the last one or two characters 
3.  L L   and if U and K differ  in the last one or two or three characters 

For the best results, we set  L  = 4, L    = 8, L    = 12. 

Word-Type Analysis.  The word-types identified by the surface level information of 
some unknown words help to narrow down the choices of the probable tags for those 
words. For example, the 4 digit number, hyphenated word etc. We have identified a 
list of word-types (instead of individual words) based on surface level features by 
which we can predict the nature of the word and search the table which contains pre-
computed information such as the word type, possible tags along with the observation 
probabilities(probability of a word-type given a tag). The table contains the probabili-
ty, P (w-type| ti) where w-type is a word type and t is a tag. P(w-type| ti) is used in 
place of P(wi|ti) which is required for the HMM based tagging(as specified in the 
equation (4)). Data sparseness problem is handled in the similar way presented in 
section 2 in the context of computing observation probabilities of individual words.  
We have identified the various types of words: four digit number, number started with 
a digit and ended with an alphabet, hyphenated word, the word fully numeric but the 
number of digits is not four. 
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The word-type analysis method functions in the following way: 
For an unknown word, its word type is determined by analyzing its surface level 

features and if its word type matches with any of the word-type pre-computed and 
stored in the table, the observation probability retrieved from the table is set to the 
observation probability of the unknown word. 

Suffix Analysis. The observation probabilities of unknown words are decided accord-
ing to the suffix of a word. We find the observation probabilities of unknown words 
using suffix analysis of all rare words (frequency <=3) in the corpus since unknown 
words are infrequent and using suffixes of infrequent words in the lexicon is a better 
approximation for unknown words [1]. The term suffix as used in this context means 
“a sequence of characters occurring at the end of a word” which is not necessarily a 
linguistically meaningful suffix. The maximum length of suffix is set to 10 for which 
we get the best results on our training corpus. The probability of a tag given a suffix 
of length i is computed as:  P(t |suffix-of-len(i)). These probabilities are smoothed 
using successively shorter and shorter suffixes [1]. This can be formulated in  
recursive way as: 

P(t| suffix-of-len(i)) = 
| f P | f

 (8) 

Where:  ̂  is the maximum likelihood probability based on the count of <tag, suffix> 
pair in all rare words (frequency <=3) in the corpus.  

All   are set to the standard deviation of the unconditioned maximum likelihood 
probabilities ( ̂  of the tags in the training corpus [1]. P(t| suffix-of-len(i)) gives an 
estimate of P(ti|wi ).  But for HMM based tagging we need to compute the likelihood 
P(wi|ti) which is computed from P(ti|wi ) using Bayesian inversion that uses Bayes rule 
and prior P(ti).  

3 Evaluation and Results 

3.1 Evaluation 

Accuracy of tagging is computed as the ratio of number of matched tags to the total 
number of tags with duplicates:  

Accuracy=             100% 

3.2 Results 

We test our developed POS tagger on NLTK (Natural Language Toolkit) dataset1 
which are freely available for download. The NLTK POS tagged corpora for Indian 
Languages, downloaded from NLTK website consists of POS tagged text in four dif-
ferent languages namely Bengali, Hindi, Marathi and Telugu. The POS tagged data 
for Bengali contains a total of 895 Bengali (typed in Unicode) sentences tagged using 

                                                           
1 http://nltk.googlecode.com/svn/trunk/nltk_data/index.xml 
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26 POS tags. Similarly, the POS tagged data for Hindi contains a total of 539 sen-
tences tagged using 25 tags, the POS tagged data for Marathi contains 1196 sentences 
tagged using 27 tags and the POS tagged data for Telugu contains 994 sentences 
tagged using 24 tags. 

For system evaluation, 10-fold cross validation using NLTK data set is done and the 
results obtained after running the system on 10 different folds are averaged to find the 
final results for the system.  

We consider bigram tagger as the baseline tagger to which our trigram tagger is 
compared. In bigram tagger, when transition probabilities are computed, only one pre-
vious tag is considered whereas the trigram tagger considers two previous tags while 
computing the transition probabilities.  

To judge the effectiveness of our introduced new features, prefix analysis and word-
type analysis for handling unknown words, two versions of a trigram tagger are devel-
oped: version 1 is a trigram tagger that considers only suffix analysis for handling  
unknown words [17] and version 2 is a trigram tagger that considers prefix, word-type 
and suffix analysis for handing unknown words. For each language, the performances 
of these two versions are also compared.  Table 1 shows the performances of our de-
veloped POS tagger for four Indian Languages namely Bengali, Hindi, Marathi and 
Telugu.   

Table 1. Performance comparisons of the POS tagger for Bengali, Hindi, Marathi and Telugu 

 
Systems 

Bengali Hindi Marathi Telugu 
Accuracy (%) Accuracy (%) Accuracy (%) Accuracy (%) 

Trigram tagger  
version 2 

79.65 84.80 84.00 80.00 

Trigram tagger  
version 1 

78.68 83.79 83.16 79.00 

Bigram tagger 74.33 79.59 79.29 74.79 

The table shows that the trigram POS tagger performs better than the bigram POS 
tagger for all four languages. It is also evident from the table that, for each of four lan-
guages considered in our experiments, the trigram tagger that uses prefix, word-type 
and suffix analysis for handing unknown words performs better than the trigram tagger 
that uses only suffix analysis for handing unknown words.  

4 Conclusion 

This paper describes a trigram HMM based POS tagger for Indian Languages namely 
Bengali, Hindi, Marathi and Telugu. The POS tagger has been developed using Visual 
Basic platform so that a suitable user interface can be designed for accepting the input 
in Unicode from the novice users. The system has been designed in such a way that 
only changing the training corpus in a file can make the system portable to a new  
Indian language. 
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