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Examples of network data in political science are ubiquitous, and include records
of legislative co-sponsorship, alliances between countries, social relationships, and
judicial citations.1 Numerical estimates of the influence of each node (e.g. legislator,
country, citizen, opinion), defined in terms of its propensity to form a relationship
with another node, are often of interest to an analyst in each of these examples. In
this chapter we present a new approach to solving a common problem in the social
sciences—that of estimating the influence of vertices in a network. Our approach as-
sumes that observed levels of influence relate to an underlying latent “quality” of the
vertices.2 Although common methods for measuring influence in networks assume
that each vertex has the potential to influence every other vertex, many networks
reflect temporal, spatial, or other practical constraints that make this assumption
implausible. We present a scoring method that is appropriate for measuring influ-

1The networks literature in political science is large and growing. Recent comprehensive reviews
include Lazer (2011) and Ward et al. (2011). In addition, Fowler et al. (2011) summarize and
discuss methodological issues with inference of causality in networks.

2The word “quality” is simply a placeholder, though one that is roughly descriptive (at least in
common parlance) of the characteristic that our method is estimating. While one might be precise
and use a term such as “citability,” we note the traditional issues of scope and space constraints and,
setting this larger issue to the side, default to the use of a real word to refer to the latent construct
our method is attempting to detect and estimate.
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ence in networks where (1) some vertices cannot form an edge with certain vertices
for reasons that are unrelated to their underlying “quality” and (2) each vertex may
be influenced by a different number of other vertices, so that some edges reveal dif-
ferent amounts of information about the latent “quality” of the influencing vertices.

As an example, we rate the “quality” of Supreme Court decisions, which we de-
fine as the likelihood that the decision will be cited in a future decision. These deci-
sions are readily analyzed by our method due to their connectedness—the Supreme
Court’s explicit usage of previous decisions as precedent for current and future de-
cisions generates a network structure. The network data enable us to assess some
instances when a given decision “succeeded” (i.e., was cited in a later opinion) or
“failed” (i.e., was not cited in a later opinion). However, because later decisions
cannot be cited by earlier opinions, the data do not allow us to observe whether a
given opinion would have been cited by an earlier opinion. Our network structure is
necessarily incomplete.

The method we describe and employ in this chapter is intended to deal explicitly
with this problem of incompleteness. The method, developed and explored in more
detail by Schnakenberg and Penn (2012), is founded on a simple (axiomatic) theo-
retical model that identifies each opinion’s latent quality in an (unobserved) world
in which every object has the potential to succeed or fail. The theoretical model
identifies the relative quality of the objects under consideration by presuming that
the observed successes are generated in accordance with the independence of irrele-
vant alternatives (IIA) choice axiom as described by Luce (1958). In a nutshell, the
power of this axiom for our purposes is the ability to generate scores for alterna-
tives that are not directly compared in the data. Substantively, these scores locate all
opinions on a common scale.

1 Inferring Quality from Network Data

We conceive of our data as a network in this chapter. Accordingly we first lay out
some preliminaries and then discuss how one applies the method to general network
data. We represent the observed network data by a graph denoted by G = (V ,E),
where V = {1,2, . . . , n} is a set of n vertices and E is a set of directed edges, where
for any v,w ∈ V , (v,w) ∈ E indicates that there is an edge from v to w.3 We de-
fine a community to be a subset of vertices, C ⊆ V , with a community structure C =
(C1, . . . ,Cn) being a set of subsets of V , and Ci being the community of vertex i.

Underlying our model is an assumption that each vertex j in a community Ci has
the potential to influence vertex i. To define this formally, let Ẽ be a set of potential
interactions, with E ⊆ Ẽ. If (i, j) ∈ E then we know that i and j interacted with j

influencing i, and so it is known that they had the potential to interact: it is known
that j ∈ Ci . On the other hand, of course, (i, k) �∈ E need not imply that i could not

3In general network settings, we interpret a connection from v to w as implying that w “influences”
or “is greater than” v. What is key for our purposes is that the notion of influence be conceptually
tied to the notion of quality, as we have discussed earlier.
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have been connected to k. Rather, it may be the case that opinion that i could have
been connected to k, but the link was not created for some reason (possibly because
k was not of high enough quality to influence i, possibly because k and i never had
an opportunity to interact, or for some other independent factor(s)). Our community
structure is designed to accommodate this fact, and in particular we assume that
k ∈ Ci implies that (i, k) ∈ Ẽ. Thus, k being in community Ci implies that k had the
potential to influence i (i.e., i had the opportunity to link to k), regardless of whether
k may or may not have succeeded (i.e., regardless of whether an edge between i and
k is observed).

The second assumption of our model is that each vertex can be placed on a com-
mon scale representing the vertex’s quality. We assume that vertices with higher
latent qualities are more likely to have had successful (i.e., influential) interactions
with vertices that they had the potential to interact with. Thus, the higher latent qual-
ity of vertex i, the more likely that, for any given vertex j ∈ V , (j, i) ∈ Ẽ implies
that (j, i) ∈ E.

Our goal is to estimate each vertex’s “latent quality” score subject to a network
G and an observed or estimated community structure, C. We conceive of our net-
work and community structure as generating a collection of “contests” in which
some vertices were influential, some had the potential to be influential but were not,
and others had no potential to influence. These contests are represented by the set
S = {s ∈ V : (s, v) ∈ E for some v ∈ V }. Thus, every vertex that was influenced
represents the outcome of a contest.

Let x = (x1, . . . , xn) ∈ Rn represent each vertex’s latent quality. Then for each
i ∈ S we let the expected influence of vertex k in contest i (i.e., probability of
i connecting to k), which we denote by E(i, k), equal 0 if (i, k) �∈ Ẽ. Thus, k’s
expected influence in contest i is zero because in this opinion we assume that k �∈ Ci ,
and thus k had no potential to influence i (i.e., there is no chance that i will connect
to k). Otherwise,

E(i, k) = xk
∑

j∈Ci
xj

.

In words, the expected share of influence of k in a contest in which k has the poten-
tial to influence i is k’s share of latent influence relative to the total latent influence
of the vertices that can potentially influence i.

Similarly, we can calculate the share of actual influence of k in i, or A(i, k), by
looking at the total set of vertices that actually influenced i in the network described
by G. This set is Wi = {w : (i,w) ∈ E} ⊆ Ci , and (without any additional informa-
tion such as edge weights), k’s share is 1

|Wi | if k ∈ Wi and 0 otherwise. We can now
utilize our network and community structure to estimate x subject to an unbiased-
ness constraint that is conditional on the community structure. The constraint is that

∑

s∈S
E(s, i) =

∑

s∈S
A(s, i) for all i,

or that each vertex’s total actual score equals their total expected score. Satisfac-
tion of this constraint implies, given a correct community structure, that no ver-
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tex is estimated to be more or less influential than it actually was. Schnakenberg
and Penn (2012) prove that, subject to a minimal connectedness condition, there
exists a vector x∗ = (x∗

1 , . . . , x∗
n) that solves the above system of equations and

that is unique up to scalar multiplication.4 Viewed substantively, this vector repre-
sents the relative qualities/influences of the different nodes. In particular, as x∗ is
uniquely identified up to scalar multiplication, the ratio of any two nodes’ quali-
ties,

ρi
j ≡ xi

xj

,

is uniquely identified. This ratio ρi
j represents the hypothetical relative frequency of

selection/influence by node i versus that by node j in a future contest in which both
nodes i and j compete (i.e., for any future node that both i and j have the ability to
exert influence on).

2 Measuring the Quality of Precedent

The use of judicial precedent by Supreme Court Justices—and, in particular, a fo-
cus on citations as an indication of this usage—has attracted sustained attention
from legal and political science scholars for over 60 years.5 Unsurprisingly, given
the breadth of the topic, scholars have adopted various approaches to the study of
precedent, but most have focused on the determinants of citation: in a nutshell,
what factor or factors of an opinion augur revisitation of the opinion in future opin-
ions?

Because our model imputes unobserved relationships between objects, it is par-
ticularly well-suited to analyzing networks in which certain links are impossible to
observe. These types of networks could, for example, arise in situations in which
vertices are indexed by time and a later vertex is incapable of influencing a vertex
that preceded it.

We utilize a data set consisting of the collection of citations by United States
Supreme Court majority opinions to Supreme Court majority opinions from 1791 to
2002. Thus, viewed in the theoretical framework presented above in Sect. 1, the ver-
tices of our network are Supreme Court majority opinions, and if majority opinion
i cites majority opinion j , we include the edge (i, j) ∈ E.

Before moving on, it is important to note what we are explicitly abstracting from
in our operationalization of the judicial citation/precedent network. Most impor-
tantly, we omit consideration of all opinions other than the majority opinion. Both

4For reasons of space, we refer the interested reader to Schnakenberg and Penn (2012) for more
details on the method.
5Seminal offerings include Merryman (1954) and Landes and Posner (1976), while more recent,
book-length analyses include Hansford and Spriggs II (2006) and Gerhardt (2008). Other relevant
citations are provided where appropriate in our discussion.
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dissenting and concurring opinions are relevant for understanding both the bargain-
ing processes at work in constructing the majority opinion and inferring the role
and quality of precedent (e.g., Carrubba et al. (2011)).6 In addition, our approach
ignores the citing opinion’s treatment of the cited opinion (e.g., favorable, critical,
or distinguishing).7,8 We leave each of these for future work.

Differentiating Cases: Community Structure As discussed earlier, the method
we employ allows us to compare/score objects that have not been directly compared.
Accordingly, it offers an analyst the freedom to “break up” the data in the sense of
estimating (or, perhaps, observing) communities of objects that are less likely to be
directly compared with one another. For the purposes of this chapter, we take into
account only the temporal bias discussed earlier—later opinions cannot be cited by
earlier opinions—and presume that each opinion is eligible (i.e., “in competition”)
for citation by every subsequently rendered opinion.9

Thus we construct the community Ci for a given opinion i as follows. Letting
Year(i) be the year in which opinion i was heard, we assume that for any pair of
vertices (i.e., majority opinions), i, j ,

Year(i) > Year(j) ⇔ j ∈ Ci.

In words, an opinion can be influenced by any and only opinions that strictly pre-
date it.

Data We apply our method to Fowler and Jeon’s Supreme Court majority opinion
citation data (Fowler et al. (2007), Fowler and Jeon (2008)). There are a number of
ways one might approach this data when considering the question of the quality
or influence of each opinion. The most straightforward approach would rank all of
the opinions that have been cited at least once (any opinion that is not cited by any
other opinion in the database cannot be ranked). In this approach, every opinion is a
contest, and each opinion that is cited at least once is a contestant.

Practical constraints prohibit us from ranking all of the opinions. Fortunately, our
approach implies that we can examine any subset of the data and recover relative
rankings that are (in theory) identical to the rankings that would be estimated from

6In addition, there are many interesting theoretical and empirical questions regarding how one
should conceive of the relationship between opinions and opinions (e.g., Bommarito et al. (2009))
that the data we employ here do not allow us to explore more fully.
7Practically speaking, there are a number of ways that scholars have developed and employed
to consider this aspect of how Justices cite earlier opinions. For recent examples, see Clark and
Lauderdale (2010), Spriggs II et al. (2011).
8We are not aware of any recent work that has differentiated citations by the number of times the
citation occurs in the citing opinion.
9Note that, for simplicity, we approximate this “later than” relation in the sense that we presume
(unrealistically) that, in any year, the Court cannot cite one opinion that is decided in that year in
another opinion that is decided in that same year. Given the number of years that we consider, this
approximation affects a very small proportion of the number of potential citations we consider.
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the entire data set. Accordingly, we restrict our attention to the 100 most frequently
cited opinions between 1946 and 2002. In graph theoretic terms, we examine the
smallest subgraph containing all edges beginning or ending (or both) with an opin-
ion whose in degree (number of times cited) ranks among the top 100 among the
opinions rendered between 1946 and 2002. This graph contains many more than
100 opinions (3674, to be exact). After these opinions, and their incident edges, are
selected, they are then used for our community detection algorithm, which we now
describe.

Using the years of the opinions to create the communities as described earlier,
we then solve for the influence scores of the opinions (i.e., contestants) as follows.
First, we choose the contestants in turn and, for each majority opinion (i.e., contest)
that was subsequent to an opinion and cited at least one member of the contestant’s
community, we count the contestant as having been participant (i.e., available for
citation) in that majority opinion/contest. If the contestant was cited in (i.e., won)
that contest, the contestant is awarded 1/|W | points, where W is the set of opin-
ions (contestants) cited in that majority opinion (contest). Otherwise, the contestant
is awarded 0 points in that contest. With this vector of scores for each contestant in
each contest, it is then possible to directly apply the method developed by Schnaken-
berg and Penn (2012) to generate the latent influence scores of each majority opin-
ion, x̂ = (x̂1, . . . , x̂n).

These latent influence scores represent, in essence, the appeal of each majority
opinion as a potential citation in any subsequent majority opinion. What this appeal
represents in substantive terms is not unambiguous, of course. It might proxy for
the degree to which the opinion is easily understood, the degree to which its conclu-
sions are broadly applicable,10 or perhaps the likelihood that the policy implications
of the opinion support policies that are supported by a majority of justices in a typ-
ical opinion. Obviously, further study is necessary before offering a conclusion on
the micro-level foundations of these scores. Such research will require inclusion of
observed and estimated covariates distinguishing the various opinions and majority
opinions.

3 Results

We now present the results of three related analyses. We first present our results for
the 100 most-cited opinions rendered between 1946 and 2002.11 Following that, we
present the results for the 100 most-cited opinions since 1800.12 Finally, we consider
the 204 most-cited opinions since 1800 with an eye toward comparing the ranking

10Note that this is true despite the presumption that an opinion might have been feasible only in a
subset of observed and subsequent majority opinions.
11This time period includes all cases in the Fowler and Jeon data for which Spaeth’s rich descriptive
data (Spaeth 2012) are also available.
12This time period includes all cases in the Fowler and Jeon data.
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Table 1 Descriptive
correlations with scores.
Sample: Top 100 most-cited
cases since 1946

Correlation (Age, Score): −0.461

Correlation (# Cites, Score): 0.496

Correlation (# Cite/Year, Score): 0.787

of the 100 most-cited opinions since 1946 with the ranking of those cases when all
opinions that have been cited at least as many times as these 100 are considered.

3.1 Top 100 Opinions Since 1946

Table 2 presents the opinions with the top 36 estimated latent quality scores for this
period. This is the set of opinions for which the estimated quality score is greater
than 1, which is by construction the average estimated quality score for the 100
cases.

This ranking is interesting in a number of ways. The top two majority opinions
score significantly higher than all of the others.13 The top-scoring opinion, Chevron,
is a well-known case in administrative law with broad implications for the judicial
review of bureaucratic decision-making. The second-ranked opinion, Gregg, clari-
fied the constitutionality of the death penalty in the United States. Of course, the
third highest scoring opinion is the famous Miranda decision in which the Court
clarified the procedural rights of detained individuals.

Space prevents us from a full-throated treatment of the scores, but a few simple
correlations are of interest. Table 1 presents three Pearson correlation coefficients
relating the opinions’ scores with, respectively, the age of the opinion, the number
of subsequent opinions citing the opinion, and the number of subsequent opinions
citing the opinion divided by the age of the opinion.

The negative correlation between the age of an opinion and its score is broadly
in line with previous work on the depreciation of the precedential value (or, at least,
usage) of judicial opinions.14 It is important to note, however, that this effect is
potentially at odds with the IIA axiom on which the scoring algorithm is based. We
partially return to this question below when we expand the sample of opinions.

That the correlation between the opinions’ scores and the number of times each
opinion has been cited by a subsequent Supreme Court majority opinion is posi-
tive is not surprising: the score of an opinion is obviously positively responsive to
the number of times that an opinion has been cited, ceteris paribus. Accordingly,
the interesting aspect of the correlation is not that it is positive but, rather, that it
is not closer to 1. Indeed, inspection of Table 2 indicates, a fortiori, that the rank-

13Note that the estimated scores for the top 100 opinions sum to 100, so these two opinions account
for over 1/8th of the sum of the estimated scores. In other words, any opinion that cites exactly
one of these 100 cases is predicted to cite either Chevron or Gregg almost 13 % of the time.
14See, for example, Black and Spriggs II (2010).
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Table 2 The 36 highest scoring opinions. Sample: Top 100 most-cited cases since 1946

Rank Name Year Score # Cites Cites/Year

1 Chevron, USA, Inc. v. NRDC, Inc. 1984 7.52 129 6.8

2 Gregg v. Georgia 1976 5.14 266 9.9

3 Miranda v. Arizona 1966 2.72 225 6.1

4 Cannon v. University of Chicago 1979 2.62 73 3

5 Younger v. Harris 1971 1.89 129 4

6 Strickland v. Wash. 1984 1.74 68 3.6

7 Edelman v. Jordan 1974 1.65 92 3.2

8 Reynolds v. Sims 1964 1.62 144 3.7

9 Monell v. Dep’t of Soc. Servs. 1978 1.58 78 3.1

10 Dandridge v. Williams 1970 1.5 132 4

11 Arlington Heights v. Metro. Hous. Dev. Corp. 1977 1.5 74 2.8

12 Mathews v. Eldridge 1976 1.49 100 3.7

13 Buckley v. Valeo 1976 1.49 100 3.7

14 In re Winship 1970 1.47 131 4

15 Eddings v. Okla. 1982 1.4 91 4.3

16 New York Times Co. v. Sullivan 1964 1.38 161 4.1

17 Baker v. Carr 1962 1.34 149 3.6

18 Gideon v. Wainwright 1963 1.28 207 5.2

19 Miller v. California 1973 1.27 131 4.4

20 Lockett v. Ohio 1978 1.26 104 4.2

21 Brown v. Board of Education 1954 1.25 155 3.2

22 Bivens v. Six Unknown Named Agents. . . 1971 1.21 96 3

23 Monroe v. Pape 1961 1.18 134 3.2

24 Craig v. Boren 1976 1.17 70 2.6

25 S.D. Bldg. Trades Council v. Garmon 1959 1.15 89 2

26 Furman v. Georgia 1972 1.12 118 3.8

27 Terry v. Ohio 1968 1.1 97 2.8

28 Warth v. Seldin 1975 1.1 72 2.6

29 Roe v. Wade 1973 1.08 91 3

30 Textile Workers Union v. Lincoln Mills 1957 1.08 80 1.7

31 Wainwright v. Sykes 1977 1.07 71 2.7

32 Katz v. United States 1967 1.06 127 3.5

33 Roth v. United States 1957 1.05 155 3.4

34 Benton v. Maryland 1969 1.04 75 2.2

35 Stone v. Powell 1976 1.01 80 3

36 Woodson v. North Carolina 1976 1.01 97 3.6



Measuring the Latent Quality of Precedent: Scoring Vertices in a Network 257

ings of the opinions with respect to the number of citations they have received and
with respect to their scores are not identical. Put another way: the scores are mea-
suring something different than the opinions’ citation counts or, as it is commonly
known in network analysis, the degree centralities of the opinions in the citation
network.

Finally, the correlation between the score and the average number of times per
year the opinion has been cited since it was handed down is strongly positive. This
highlights the fact that the scores control for the fact that an opinion cannot cite an
opinion that is rendered subsequently. Again, though, it is important to note that the
ranking of the opinions generated by our scores differs from that generated by the
number of citations per year. It is useful to consider the origins of this difference.
Specifically, the distinction arises because of the fact that the IIA axiom on which
the method is based implies that an opinion’s “reward” (or score) for being cited
by a subsequent opinion is inversely proportional to the number of other opinions
cited by that opinion. At the extreme, for example, a hypothetical opinion that cited
every previous opinion would compress the scores of the opinions in the sense that
the scores of all opinions that initially had lower than average scores would increase
as a result of the citation by the hypothetical opinion, whereas the scores of all of
those opinions with above average scores prior to the hypothetical opinion would
decrease.15

3.2 Top 100 Opinions Since 1800

We now present our results for the top 100 most-cited opinions rendered between
1800 and 2002. Table 3 presents the opinions with the top 38 estimated latent quality
scores for this period. As with the previous analysis for the period between 1946
and 2002, this is the set of opinions for which the estimated quality score is greater
than 1.

Comparing these scores with those in Table 2, it is perhaps surprising how similar
the two sets of scores are. In particular, the top three majority opinions are identical
and have very similar scores in the two analyses. Things get interesting at the fourth
highest-scoring position. First, the majority opinion ranked fourth-highest in the
1946–2002 analysis reported in Table 2, Cannon v. University of Chicago, is not
among the top 100 most-cited majority opinions since 1819.16 The fourth highest-
scoring opinion among the 100 most-cited majority opinions since 1819 is Miller
v. California, in which the Court affirmed and clarified the power of state and local
governments to place limits on obscenity. This opinion is, of course, among the top

15Recall that the scores are identified only up to multiplication by a positive scalar, implying that
they inherently relative scores.
16In that case, the majority opinion affirmed an individual’s right to sue recipients of federal fi-
nancial support for gender discrimination under Title IX, which calls for gender equity in higher
education.
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Table 3 The 38 most influential cases among the top 100 most-cited cases since 1800

Rank Name Year Score # Cites Cites/Year

1 Chevron, USA, Inc. v. NRDC, Inc. 1984 7.21 129 6.8

2 Gregg v. Georgia 1976 5.82 266 9.9

3 Miranda v. Arizona 1966 3.28 225 6.1

4 Miller v. California 1973 2.04 131 4.4

5 Younger v. Harris 1971 2.03 129 4

6 Erie R.R. v. Tompkins 1938 1.92 189 2.9

7 Reynolds v. Sims 1964 1.89 144 3.7

8 Mathews v. Eldridge 1976 1.84 100 3.7

9 In re Winship 1970 1.78 131 4

10 Dandridge v. Williams 1970 1.76 132 4

11 Baker v. Carr 1962 1.73 149 3.6

12 Buckley v. Valeo 1976 1.58 100 3.7

13 Monroe v. Pape 1961 1.57 134 3.2

14 Brown v. Board of Education 1954 1.54 155 3.2

15 Edelman v. Jordan 1974 1.51 92 3.2

16 Gideon v. Wainwright 1963 1.5 207 5.2

17 New York Times Co. v. Sullivan 1964 1.48 161 4.1

18 Eddings v. Okla. 1982 1.44 91 4.3

19 Bivens v. Six Unknown Named Agents. . . 1971 1.41 96 3

20 Chapman v. California 1967 1.39 130 3.6

21 Lockett v. Ohio 1978 1.38 104 4.2

22 Furman v. Georgia 1972 1.36 118 3.8

23 Paris Adult Theatre I v. Slaton 1973 1.33 103 3.4

24 Morrissey v. Brewer 1972 1.32 94 3

25 San Diego Bldg. Trades Council v. Garmon 1959 1.29 89 2

26 Duncan v. Louisiana 1968 1.26 107 3.1

27 Roth v. United States 1957 1.25 155 3.4

28 Katz v. United States 1967 1.25 127 3.5

29 Terry v. Ohio 1968 1.22 97 2.8

30 United States v. Socony-Vacuum Oil Co. 1940 1.2 113 1.8

31 Red Lion Broadcasting Co. v. FCC 1969 1.17 87 2.6

32 Roe v. Wade 1973 1.16 91 3

33 Goldberg v. Kelly 1970 1.14 97 2.9

34 Woodson v. North Carolina 1976 1.13 97 3.6

35 Johnson v. Zerbst 1938 1.07 159 2.4

36 NAACP v. Alabama ex rel. Patterson 1958 1.05 153 3.4

37 Ashwander v. Tennessee Valley Authority 1936 1.03 180 2.7

38 Phelps Dodge Corp. v. NLRB 1941 1.02 88 1.4
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Table 4 Descriptive
correlations with scores.
Sample: Top 100 most-cited
cases since 1800

Correlation (Age, Score): −0.466

Correlation (# Cites, Score): 0.425

Correlation (# Cite/Year, Score): 0.849

Table 5 Intersample
correlations of scores.
Sample: Top 100 most-cited
cases since 1946

Spearman’s Rank Correlation: 0.981

Pearson’s Correlation Coefficient: 0.995

100 most-cited rendered since 1946, yet ranks only 19th in the scores reported in
Table 2. This point highlights a feature of the scores in both tables: after the top 3
or 4, there is a relatively large “plateau” of scores.

Beyond visual inspection, it is useful to reconsider the correlations analogous to
those reported in Table 1. These are displayed in Table 4 and closely conform to the
conclusions drawn in the discussion of the correlations reported in Table 1: older
opinions tend to have lower scores, and scores are positively associated with both
number of subsequent citations as well as the average annual rate of subsequent
citation.

3.3 Probing IIA: Top 204 Opinions Since 1800

We calculated the scores for the top 204 most-cited majority opinions since 1819.
This is the smallest set of most-cited opinions for the entire time period that contains
the top 100 most-cited opinions rendered since 1946. Each opinion rendered after
1946 is accompanied by two scores and two ranks: the “Post ’46” values are identi-
cal to those reported in Table 2. The “Full” values, presented in Table 6, correspond
to the rank of that opinion’s score from the analysis of the 204 most-cited opinions
since 1800 relative to the analogous scores for the opinions rendered after 1946.
The IIA axiom underpinning the scoring method implies that the relative ranking of
the opinions should be invariant to including additional opinions, as the scoring of
the 204 most-cited opinions does. Inspection indicates a strong similarity between
the two rankings. Most telling are the following two correlations between, respec-
tively, the (relative) ranks of the 100 post-1946 opinions in the two samples and the
scores of these cases in the two samples in Table 5.

Each of these correlations indicate a very strong agreement between the (relative)
ranks and scores, respectively, for the top 100 most-cited opinions since 1946. This
agreement provides support for the supposition of IIA that identifies the method.

4 Conclusion

In this chapter we score all Supreme Court majority opinions since 1800 on the basis
of their “quality” (measured as influence or citability), using network citation data.
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Table 6 Comparing scores of post 1946 cases (full sample: 204 most-cited opinions since 1800)

Rank Name Year Score

Full Post’46 Full Post’46

1 1 Chevron, USA, Inc. v. NRDC, Inc. 1984 5.67 7.52

2 2 Gregg v. Georgia 1976 4.23 5.14

3 4 Cannon v. University of Chicago 1979 2.04 2.62

4 3 Miranda v. Arizona 1966 2.03 2.72

5 8 Reynolds v. Sims 1964 1.34 1.62

6 5 Younger v. Harris 1971 1.31 1.89

. . . . . . Erie R.R. v. Tompkins 1938 1.29 . . .

7 6 Strickland v. Wash. 1984 1.19 1.74

8 10 Dandridge v. Williams 1970 1.17 1.50

9 14 In re Winship 1970 1.14 1.47

10 9 Monell v. Dep’t of Soc. Servs. 1978 1.14 1.58

11 15 Eddings v. Okla. 1982 1.13 1.40

12 12 Mathews v. Eldridge 1976 1.13 1.49

13 11 Arlington Heights v. Metro. Hous. Dev. Corp. 1977 1.11 1.50

14 20 Lockett v. Ohio 1978 1.04 1.26

15 19 Miller v. California 1973 1.03 1.27

16 7 Edelman v. Jordan 1974 1.02 1.65

17 16 New York Times Co. v. Sullivan 1964 1.00 1.38

18 17 Baker v. Carr 1962 0.99 1.34

19 13 Buckley v. Valeo 1976 0.98 1.49

20 26 Furman v. Georgia 1972 0.94 1.12

21 21 Brown v. Board of Educ. 1954 0.93 1.25

22 18 Gideon v. Wainwright 1963 0.90 1.28

23 34 Benton v. Maryland 1969 0.88 1.04

24 22 Bivens v. Six Unknown Named Agents. . . 1971 0.87 1.21

25 23 Monroe v. Pape 1961 0.86 1.18

26 25 San Diego Bldg. Trades Council v. Garmon 1959 0.84 1.15

27 24 Craig v. Boren 1976 0.83 1.17

28 31 Wainwright v. Sykes 1977 0.82 1.07

29 36 Woodson v. North Carolina 1976 0.82 1.01

30 33 Roth v. United States 1957 0.82 1.05

31 39 North Carolina v. Pearce 1969 0.81 0.98

32 42 Universal Camera Corp. v. NLRB 1951 0.80 0.95

33 27 Terry v. Ohio 1968 0.80 1.10

34 30 Textile Workers Union v. Lincoln Mills 1957 0.79 1.08

35 32 Katz v. United States 1967 0.78 1.06

36 29 Roe v. Wade 1973 0.77 1.08
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Table 6 (Continued)

Rank Name Year Score

Full Post’46 Full Post’46

37 38 Morrissey v. Brewer 1972 0.77 0.98

38 43 Paris Adult Theatre I v. Slaton 1973 0.76 0.93

39 45 Cohen v. Beneficial Industrial Loan Corp. 1949 0.75 0.91

40 28 Warth v. Seldin 1975 0.75 1.10

41 35 Stone v. Powell 1976 0.74 1.01

In placing all such opinions on a common scale we are faced with the problem that
majority opinions cite heterogeneous numbers of other opinions and that an opinion
cannot be cited by a different opinion that predates it—our network is necessarily
incomplete. To deal with the incomplete nature of our data we utilize an axiomatic
scoring method that is designed to compare objects that have never been directly
compared in the data.

The scores calculated by this method are analogous to measures of network
influence—specifically, it is a vertex metric. As such, it fundamentally differs from
other centrality measures for partially connected networks such as eigenvector cen-
trality and degree centrality. One difference is that our measure does not utilize the
score of s in computing the contribution of link (s, v) to v’s score (as in eigenvec-
tor centrality); instead our score utilizes the scores of the other w that could have
potentially influenced s, or {w : (s,w) ∈ Ẽ}. In generating estimates of the xi using
observed network and community data we impute “influence relationships” between
vertices that did not have the potential to interact. This leads to the following inter-
pretation of our scores: if there were a hypothetical vertex with a community equal
to the set of all possible vertices, then our scores represent the expected influence of
each vertex on that hypothetical vertex.

The analysis presented in this chapter is preliminary, with an obvious shortcom-
ing being the fact that we assume that the community of a case i, or collection of
cases that could potentially influence i, consists of all of the cases that predate it. In
future work we intend to allow community structure to be determined not only by
the year in which a case was considered but also by the topic of the case. Addition-
ally, we hope to apply our scoring method to other types of incomplete network data
as we believe it provides a useful new measure of node centrality that generalizes
the concept of in-degree centrality.
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