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Preface

The way in which IT resources and services are being provisioned is currently
in flux. Advances in distributed systems technology have allowed for the provi-
sioning of services on an unprecedented scale and with increasing flexibility. At
the same time, business and academia have started to embrace a model wherein
third-party services that can be acquired with minimal service provider interac-
tion replace or complement those that are managed internally.

Organizations have only started to grasp the economic implications of this
evolution. As a global market for infrastructure, platform, and software services
emerges, the need to understand and deal with these implications is quickly
growing. In addition, a multitude of new challenges arise. These are inherently
multidisciplinary and relate to aspects such as the operation and structure of
the service market, trust, the alignment of cost, revenue and quality-related
objectives when taking on a service consumer or provider role, and the creation
of innovative business models and value chains.

The 9th International Conference on Economics of Grids, Clouds, Systems,
and Services, which has been held in Berlin, brought together researchers and
practitioners in the areas of economics, business administration, and computer
science who have thoroughly investigated the economics-related issues and so-
lutions associated with these developments and challenges. This volume collects
the detailed reports on their findings.

For this year’s event, we received over 36 submissions, showing the grow-
ing success of GECON and its solid position in this interdisciplinary research
landscape. Each submission was assessed by three to five reviewers of the In-
ternational Program Committee. The structure of this volume follows the seven
sessions that comprised the conference program (two of which comprise work-
in-progress papers):

– Session A: Market Mechanisms, Pricing, and Negotiation
– Session B: Resource Allocation, Scheduling, and Admission Control
– Session C: Work in Progress on Tools and Techniques for Cost-Efficient

Service Selection
– Session D: Market Modeling
– Session E: Trust
– Session F: Cloud Computing in Education
– Session G: Work in Progress on Cloud Adoption and Business Models

For these seven sessions, 18 contributions were selected from all submissions.
Twelve of those 18 contributions were marked as full papers. Six papers were
integrated in the volume as shorter work-in-progress papers. The acceptance rate
of full papers was 33%.
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Session A comprised three papers on market mechanisms, pricing, and negoti-
ation. The first paper by Edwin Yaqub, Ramin Yahyapour, Philipp Wieder, and
Kuan Lu entitled “A Protocol Development Framework for SLA Negotiations in
Cloud and Service Computing” presents a domain-independent framework based
on a protocol development lifecycle, comprising four phases (modeling, verifica-
tion, rule-based implementation, and generic execution). The authors demon-
strate the workings of their framework by introducing a bilateral negotiation
protocol, showing that it is well-formed, deterministic, and deadlock-free, and
analyzing its correctness and state space scalability. The second contribution,
“The Use of Provision Point Contracts for Improving Cloud Infrastructure Uti-
lization,” by Owen Rogers and Dave Cliff focuses on a pricing method for cloud
computing that allows providers to schedule virtual machines more efficiently
through the use of provision point contracts (PPCs). They demonstrate an in-
crease in server utilization and a reduction of costs that arise from the use of
such contracts. The final contribution of this session is by Felipe Dı́az, Elias
Doumith, Sawsan Al Zahr, and Maurice Gagnaire entitled “An Economic Agent
Maximizing Cloud Provider Revenues Under a Pay-as-you-Book Pricing Model.”
It offers a solution to the resource provisioning problem for advance reservation
under the pay-as-you-book pricing model by handling the extra time required
by some jobs at a higher price on a best-effort basis.

Session B is centered on papers that deal with resource allocation, schedul-
ing, and admission control. The first of the three papers is by Wim Depoorter,
Kurt Vanmechelen, and Jan Broeckhove entitled “Economic Co-Allocation and
Advance Reservation of Network and Computational Resources in Grids.” It
presents ENARA, a novel economic resource management system with advance
reservation and co-allocation support for both network and computational re-
sources. The authors demonstrate that ENARA can significantly increase the
user value realized by the infrastructure compared to traditional resource man-
agement systems, and present novel approaches to pricing both network and com-
putational resources. The subsequent contribution by Rafael Tolosana-Calasanz,
José Ángel Bañares, Congduc Pham, and Omer F. Rana entitled “QoS-adaptive
Resource Management on Shared Clouds for Heterogenous Bursty Data Streams”
describes an infrastructure for supporting QoS for concurrent data streams. Us-
ing profit maximization as the provider’s objective, streams are only accepted if
they improve the overall revenue. The last contribution, “The ISQoS Grid Bro-
ker for Temporal and Budget Guarantees,” which has been authored by Richard
Kavanagh and Karim Djemame, introduces a broker for ensuring completion of
jobs within time and budgetary constraints. The authors also analyze the stabil-
ity of prices in such a scheme, focusing on the impact of rescheduling approaches
in this regard.

Session C, which comprises work-in-progress papers on tools and techniques
for cost-efficient service selection, starts with the contribution of Ulrich Lampe,
Melanie Siebenhaar, Ronny Hans, Dieter Schuller, and Ralf Steinmetz. “Let the
Clouds Compute: Cost-Efficient Workload Distribution in Infrastructure Clouds”
proposes an exact and a heuristic-based optimization approach to cost-efficiently
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allocate resources for task execution across different cloud providers. The paper
quantifies both the performance of these approaches and their cost-efficiency. The
second contribution by Miranda Zhang, Rajiv Ranjan, Surya Nepal, Michael
Menzel, and Armin Haller entitled “A Declarative Recommender System for
Cloud Infrastructure Services Selection” presents a declarative approach for se-
lecting cloud-based infrastructure services. The authors analyze the effective-
ness and scalability of their approach, presenting a service configuration selec-
tion experiment incorporating offerings from Amazon, Azure, and GoGrid. The
third and last contribution in this session is authored by Spyridon V. Gogou-
vitis, Gregory Katsaros, Dimosthenis Kyriazis, Athanasios Voulodimos, Roman
Talyansky, and Theodora Varvarigou and is entitled “Retrieving, Storing, Corre-
lating and Distributing Information for Cloud Management.” This contribution
describes a service management architecture and focuses on the corresponding
information model that supports this architecture.

Session D consists of two papers on market modeling. The first contribution
by Jörn Künsemöller and Holger Karl entitled “On Local Separation of Process-
ing and Storage in Infrastructure-as-a-Service” investigates the market success of
separate processing and storage facilities compared to a combined approach. The
results show that stable market constellations with separate service-specific facil-
ities are possible. The second contribution by Netsanet Haile and Jörn Altmann
entitled “Value Creation in IT Service Platforms Through Two-Sided Network
Effects” analyzes the value creation through service platforms for application
users, service developers, and a single-platform provider. Their simulation results
demonstrate that the profit of service developers is relatively low compared to
the profit of a platform provider, indicating the risk that service developers stop
using the service platform for offering their services.

Session E focuses on trust in cloud computing markets. Mario Maćıas and
Jordi Guitart first propose a decentralized approach to the realization of a rep-
utation system for cloud environments. In “Cheat-Proof Trust Model for Cloud
Computing Markets,” they apply statistical analysis to detect dishonest behav-
ior in peers and validate their model in different settings through simulation. In
“Trust Factors for the Usage of Cloud Computing in Small and Medium-Sized
Craft Enterprises,” Holger Kett, Harriet Kasper, Jürgen Falkner, and Anette
Weisbecker subsequently report on the importance of different factors of trust
from an SME business perspective. Their analysis is based on a literature review
and a survey-based study among SMEs with over 350 respondents.

Session F deals with the adoption of cloud computing in education. “A Cost
Analysis of Cloud Computing For Education,” by Fernando Koch, Marcos As-
suncao, and Marco Netto focuses on the cost efficiency of three different resource
allocation strategies, with one strategy specifically tailored to the domain of ed-
ucation. The authors analyze these strategies in terms of quality-of-service and
cost metrics and the interrelation between both. A second contribution in this
session “Delivering Cloud Services with QoS Requirements: An Opportunity for
ICT SMEs,” by Alfonso Quarati, Daniele D’Agostino, Antonella Galizia, Matteo
Mangini, and Andrea Clematis, evaluates the performance of a broker for hybrid
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clouds in the context of serving e-learning courses in virtual classrooms and the
delivery of a risk-assessment service. The advantages and disadvantages of three
allocation policies are evaluated in this regard.

The final session of the conference program includes work in progress on cloud
adoption and business models. Francesco Novelli reports on the phases that
software companies go through when transitioning from an on-premise to on-
demand delivery model, the organizational issues raised as a result of that, and
the advisability for such a transition. Although the paper, entitled, “A Mixed-
Methods Research Approach to Investigate the Transition from On-Premise to
On-Demand Software Delivery” is currently based on a limited number of real-
world providers that went to this transition, it provides a valuable insight in these
issues. In “Towards a Federated Cloud Ecosystem: Enabling Managed Cloud Ser-
vice Consumption,” Dirk Thatmann, Mathias Slawik, Sebastian Zickau and Axel
Küpper report on the adoption of cloud computing in the health sector. They
describe an architecture and proof-of-concept implementation of a cloud proxy
to deal with the strict compliance constraints and trust issues that are preva-
lent in this sector. Finally, Monika Kaczmarek and Agata Filipowska present
“Business Models for Semantic Content Providers,” in which they report on the
different offering, revenue, and customer models that are to be considered in the
semantic content domain.

As we received a significantly higher number of submissions this year, the
reviewing process was backed by a reinforced Program Committee. Therefore,
we would especially like to thank our long-term committee members, as well as
our ten new committee members for completing their reviews on time and giving
valuable feedback to the authors. We would also like to extend our thanks to the
Technical University of Berlin for hosting this edition of GECON. Furthermore,
we would like to express our gratitude toward Alfred Hofmann from Springer for
his support in publishing the GECON proceedings under this year’s challenging
time constraints.

November 2012 Kurt Vanmechelen
Jörn Altmann
Omer F. Rana

Matthias Hovestadt
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Jörn Künsemöller and Holger Karl

Value Creation in IT Service Platforms through Two-Sided Network
Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

Netsanet Haile and Jörn Altmann

Session E: Trust

Cheat-Proof Trust Model for Cloud Computing Markets . . . . . . . . . . . . . . 154
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A Protocol Development Framework for SLA

Negotiations in Cloud and Service Computing

Edwin Yaqub, Ramin Yahyapour, Philipp Wieder, and Kuan Lu

Gesellschaft für wissenschaftliche Datenverarbeitung mbH Göttingen (GWDG)
Am Faßberg 11, Göttingen 37077, Germany

{edwin.yaqub,ramin.yahyapour,philipp.wieder,kuan.lu}@gwdg.de

Abstract. As businesses transit towards cloud and service oriented econ-
omy, agents are employed to efficiently negotiate service level agreements
(SLAs) on services procured automatically to match changes in demand.
This ‘pay-as-you-go’ trading model affords flexibility with reliability, but
requires customized and seamless interactions enabled by negotiation
protocols that best serve the market domain. To this end, we present a
domain-independent framework based on a protocol development lifecy-
cle, comprising four distinct phases namely modeling, verification, rule-
based implementation and generic execution.

We illustrate all phases by introducing the Simple Bilateral Nego-
tiation Protocol (SBNP) - a multi-tier, multi-round and customizable
negotiation protocol. We exemplify its adoption among chains of service
providers that serve SaaS, PaaS and IaaS offerings. We show that SBNP
is well-formed, deterministic and deadlock-free. We evaluate state space
scalability for SBNP and verify its correctness using Linear Temporal
Logic (LTL). Finally, we show that rule-based implementation allows
for generic execution of multiple protocols on our negotiation platform,
which provides businesses the agility to sustain competitive advantage.

Keywords: Service Level Agreement (SLA) Negotiation, Negotiation
Protocols, Automated Trading, Cloud Computing, Service Computing.

1 Introduction

Service providers are taking an increasing interest in cloud based technologies [2].
Cloud Computing affords a flexible business model where an increase or decrease
in service’s demand can be elastically applied to the complete stack of services
at the background. This has led organizations to develop and offer cloud-based
services using service oriented architectures (SOA) which provide a modular
and interoperable view of services as first class tradeable entities. According
to NIST [21], Cloud Computing provides three service models: Software as a
Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service
(IaaS). Despite the decoupled ownership that emerges from this divisioning, in
practice, a network of QoS-aware services across the three models is often needed
to match customer requirements with provider’s capabilities. This is achieved by
negotiating a Service Level Agreement (SLA) using a negotiation protocol.

K. Vanmechelen, J. Altmann, and O.F. Rana (Eds.): GECON 2012, LNCS 7714, pp. 1–15, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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As a new era of service procurement dawns, it is envisioned that markets
especially in the area of Utility Computing, Internet of Things (IoT) and Internet
of Services (IoS) would require negotiation protocols to expose their offerings to a
whole new business landscape where electronic agents are the prime citizens. As
these businesses transit towards cloud and service based automated economy, a
standard approach to develop and adopt heterogenous protocols in a homogenous
manner is indeed needed and therefore provides the motivation for this work.

To cater for broader contracting possibilities, providers advertise their ser-
vice(s) using a machine readable SLA template [18] which lists negotiable QoS
terms (e.g., performance, scalability, availability, redundancy, backup, etc.) -
each offering a discrete or continuous range of values to choose from. Thus, SLA
template may encapsulate a huge contract space [23] and SLA negotiation is the
key to reach an agreement where QoS terms are fixed to single values.

In self organizing and dynamic service economies, negotiations are automated
among agents. The rules of their engagement are defined by a negotiation pro-
tocol. The SLA@SOI research project [17], developed an SLA Management ar-
chitecture [24], where an agent is represented using an SLA Manager Instance
equipped with a generic negotiation platform - the Protocol Engine (PE) [6] and
a domain specific Planning and Optimization component (POC) to realize SLA
negotiations. At any time, the POC provides a consolidated view of resource
utilization, but it is the negotiation protocols and the PE that provide the glue
to coordinate complex interactions in an end-to-end seamless manner. This is
essential for service providers who follow the popular trends of composing and
aggregating (often cross-organizational) services [26] on the fly.

Additionally, in Cloud Computing, agents interact in multi-tier service chains
due to cross-tier dependencies of capacital and actuating nature, as shown in
Fig. 1. This serves as our lead use case where at the top level, a customer
negotiates an SLA with a SaaS provider for business services. SaaS providers
fork services for PaaS providers (e.g., OpenShift1 or CloudFoundry2 based) and
benchmark these in advance to estimate performance and scalability terms [25].
SaaS provider negotiates an SLA with a PaaS provider, shielding itself from
hosting and administration complexities while enjoying the required QoS. Con-
sequently, the PaaS provider negotiates an SLA with an IaaS provider (e.g.,
OpenStack3 based), acquiring virtual resources for its PaaS cloud and provi-
sions the software on them. Advancements in technology now allow automation
at all levels.

Problem Statement. The service chains may have different structures de-
pending on the contracting (or subcontracting) workflow of agents e.g., reactive
interactions that are quotation based, proactive interactions that are template
based, or a mix of both. Interactions may be governed by a single protocol or
encompass a pluralistic hierarchy. Further, messaging may be required in serial,

1 https://openshift.redhat.com
2 http://www.cloudfoundry.com
3 http://www.openstack.org

https://openshift.redhat.com
http://www.cloudfoundry.com
http://www.openstack.org
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parallel or hybrid fashion. Although considerable literature exists on negotiations
in general, most work related to developing and executing custom negotiation
protocols has been non-holistic (see Section 6); addressing some issues while
ignoring others. Serious stakeholders interested in automated negotiations are
confronted with gaps between engineering (design, implementation), functional
(correctness) and non-functional (scalability) properties of the protocol that hin-
der adoption.

Contribution. Addressing these gaps, we present a holistic protocol develop-
ment framework for SLA negotiations in cloud and service based systems. We
claim that the flexibility of our approach empowers organizations to efficiently
create, test and introduce niche protocols that can enlarge their market share.

The remainder of this paper is organized as follows. In Section 2, we introduce
our framework which is based on a Protocol Development Lifecycle (PDLC),
comprising four distinct phases namely modeling, verification, rule-based imple-
mentation and generic execution. In Sections 3, 4 and 5, we illustrate these phases
respectively by introducing a multi-tier, multi-round and customizable negotia-
tion protocol - the Simple Bilateral Negotiation Protocol (SBNP). In Section 6,
we discuss related work. Finally, we conclude the paper in Section 7.

SaaS Provider 
(SLA Manager Instance)

Protocol 
Engine

PaaS Provider
(SLA Manager Instance)

Customer

IaaS Provider
(SLA Manager Instance)

SLA negotiation

SLA negotiation

SLA negotiation

Planning & 
Optimization

SaaS SLA Template

Business Services [1 … n]
QoS Terms [1 … n]

PaaS SLA Template

Platform Services [1 … n]
QoS Terms [1 … n]

IaaS SLA Template

Virtual Resources [1 … n]
QoS Terms [1 … n]

offers

offers

offers

Fig. 1. SLA Negotiation Service Chain

2 Protocol Development Framework

Developing protocols can be a complicated task [22]. Therefore, we base our
framework on a systematic Protocol Development Lifecycle (PDLC), as shown
in Fig. 2. Firstly, a representation formalism is chosen which can unambiguously
model interaction semantics. This is vital for cross-organizational understanding.
Secondly, the correctness of a protocol is verified. Ideally, this includes analyzing



4 E. Yaqub et al.

Rule-based 
Implementation

Generic 
ExecutionVerificationModeling

Fig. 2. Protocol Development Lifecycle

protocol’s memory requirements so scalability limits are evaluated. Thirdly, a
reference implementation is needed for adoption and trial. Finally, we show that
rule-based implementation allows for generic execution of multiple protocols.

2.1 Negotiation Protocols - State Based Specification

Central to our idea of specifying a negotiation protocol is the negotiation process
itself. Negotiation process represents the act of negotiation (or renegotiation). At
any point in time, it resides in one of the states from a finite (but extensible) set
S={waiting, initiate, renegotiate, initialized, customize, customized, negotiate,
negotiated, decide, cancel, terminated, agreed} of states. A negotiation protocol
therefore, can be expressed as a network of finite state machines (FSM) that
communicate in a certain manner under a negotiation session. Interaction be-
tween machines takes place by passing messages, methods for which are defined
in a negotiation interface. Table 1 describes states, messages to gain entry to
these and their alphabetic abbreviation. States are distinguished as request and
response states and messages trigger a transition from the former to the latter.

Table 1. Protocol States, Messages and Alphabets

State Message Alphabet Description
waiting - - Wait for negotiation commencement request
initiate initiateNegotiation i Request to initiate negotiation

renegotiate renegotiateAgreement r Request to renegotiate an existing SLA
initialized - - Response state for initiate and renegotiate
customize customizeParameters u Request to modify protocol’s default parameters
customized - - Response state for customize
negotiate negotiateOffer o Request that provides an SLA offer
negotiated - - Response state for negotiate

cancel cancelNegotiation c Request to gracefully cancel negotiation session
decide createAgreement a Request to create an SLA of proposed (final) offer

terminated - - Response state that ends negotiation unsuccessfully
agreed - - Response state that ends negotiation successfully

- successful response s A positive response message
- unsuccessful response e A negative response message

Generally, a negotiation process is blocked in the waiting state until initi-
ateNegotiation or renegotiateAgreement message arrives, resulting in the ini-
tialized state which establishes a negotiation session. A customizeParameters
message is used optionally for a “customization” mechanism that we introduced
in [6], to rationally fix protocol parameters in a mutually consensual manner
among the agents before exchanging offers. Parameters (shown in table 2) are
then enforced by the negotiation platform throughout the negotiation session.
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Objective. Our objective is that in whichever way these machines communi-
cate, they remain synchronized such that deadlocks and livelocks are absent,
cycles (if any) are bounded and invalid end states do not occur. Moreover, the
interaction must conform to custom requirements. For SBNP, these include that
either one or no SLA is created among each negotiating-pair. Further, the ne-
gotiation conclusion and SLA creation sequence should rule out under and over
commitments when subcontracting. All these factors motivate us to use Com-
municating Finite State Machines (CFSM) [3][4] formalism.

Table 2. Protocol Parameters

Parameter Description
Process Timeout Life time of negotiation process
Customization Rounds Rounds for fixing protocol parameters
Negotiation Rounds Rounds for exchanging offers
Max Counter Offers Offers sent as response to received offer
Optional Critique OnQoS Critique on term value e.g., increase, decrease, change or acceptable
Quiescence Time Inactivity time among negotiating agents
Chain Length Allowed length of negotiation service chain

3 Modeling

Given the set of states S and a non-empty finite set of negotiating agents A =
{a0, a1, ...an}, we define SBNP as a network of CFSM(s) A such that one machine
in this network represents one negotiating agent. In this context, the term agent
and machine can be used interchangeably. Agents communicate solely by passing
messages over first-in-first-out (FIFO) channels. Then, for all a ∈ {A}

A = (Aa, I, F )

Aa = (Sa,→) is a finite state machine

Sa is a set of local states

→⊆ Sa ×Acta × Sa is a set of local transitions

Acta ∈ Act is a set of local actions

I is a set of global initial states, and

F is a set of global final states.

The transmission over channels is ideally reliable. The set Act = {send, receive}
is a set of allowed actions in A consumed by the local transitions that take Aa

from one state to another. The semantics of send for a are Act!a = {(ai!mai+1)}
and of its corresponding receive are Act?a = {(ai+1?

mai)} where 0 ≤ i < |A| and
{(ai, ai+1), (ai+1, ai) ∈ A×A} = Ch is a set of outgoing and incoming channels
per agent-pair. Intuitively, agent ai sends a message m to agent ai+1 over the
channel (ai, ai+1). Similarly, it receives a message m sent by agent ai+1 over
the channel (ai+1, ai). Agent ai+1 receives message m from ai over the channel
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Fig. 3. Simple Bilateral Negotiation Protocol (SBNP) (a) Sender (b) Receiver

(ai, ai+1) and sends to ai over the channel (ai+1, ai). The symbol m ∈ ∑
where∑

= {i, r, u, o, c, a, s, e} is a set of alphabets representing the communicated
message, abbreviated as shown in Table 1.

Agents (and hence the FSMs) have the “sender” and “receiver” roles; each
of which could be a customer or provider of a service. Negotiation is always
initiated by the sender. The behavior of SBNP for sender and receiver is shown
in Fig. 3(a) and 3(b) modeled as a CFSM. As evident, the SBNP provides
multi-round negotiation as well as a take-it-or-leave-it interaction. Moreover, a
multi-round customization is allowed prior to offer exchange. To realize SBNP
for the use case of interest, we propose two formation schemes and give an
action-to-agent mapping function for each.

3.1 Exactly Two Agents

The first scheme realizes the trivial scenario where |A| = 2. One agent assumes
the role of a sender while the other that of a receiver. A sequence of communica-
tive actions are executed by agents as runs of A on words w = α!

0α
?
1α

!
2α

?
3 ∈ Act∗

where action-to-agent mapping is given by the function:

f(α, a) =

{
(α!

0α
?
3) �→ a0 sender

(α?
1α

!
2) �→ a1 receiver

3.2 Chain of Agents

The second scheme realizes a service chain spanning an arbitrary number |A| = n
of agents and n > 2. Each agent represents a single node in a choreographi-
cally organized linear topology as shown in Fig. 1. The nodes are classified into
three categories: a start node, possibly multiple middle nodes and a last node.
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The idea is to use nesting to invoke the same action on the next node in the
chain and return the response accordingly.

This reveals runs of A on the words w = α!
0α

?
1α

!
2α

?
3...α

?
j ∈ Act∗ where 0 ≤ j <

(n− 1)∗ 4. We split w into two equal halves; a prefix π = α!
0α

?
1...α

?
k representing

the forward propagation, a suffix π̄ = α!
k+1α

?
k+2...α

?
j representing the backward

propagation and w = ππ̄. Here, the send and receive actions are mapped to
agents in the chain by the function:

f(α, a) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

α!
0 �→ a0 startnode

(α?
2l−1α

!
2l) �→ an′ middlenode

(α?
kα

!
k+1) �→ an−1 lastnode

(α?
2l′α

!
2l′−1) �→ an′ middlenode

α?
j �→ a0 startnode

For π, consider 0 < l < k where 0 ≤ k < (n− 1) ∗ 2 and n′ increases within the
range 0 < n′ < |A| − 2. Similarly, for π̄, consider 0 < l′ < j − (k + 1), where n′

now decreases in its range. It can be seen that π and π̄ are orthogonal copies of
each other irrespective of the message m used by the communicative actions.

3.3 Well-Formedness

Considering the two schemes given above, it becomes clear that for SBNP, all
w ∈ Act∗ are proper as:

– A receive action is always preceded by a send action in all prefixes σ of w
i.e., |σ|α! ≥ |σ|α? for all allowed m on all channels in Ch. An m is allowed
⊆ ∑

over a state as given by the protocol’s FSM.
– Messages are sent and received respecting the FIFO policy at all channels.

All words w runnable on A follow the same pattern and are proper. Finally, the
language accepted by SBNP, L(A) is made up only of proper words that are also
well-formed i.e., |wα! | = |wα? | for all allowed m on all channels in Ch in both
schemes presented here. This establishes SBNP as a well-formed protocol.

3.4 Determinism

A protocol is deterministic if in any state and any given input, there exits exactly
one transition. Like most real world protocols, SBNP is also deterministic.

3.5 Deadlock-Freedom

SBNP is deadlock-free by definition, as in any state, there exists a possible
sequence of actions that take the machine to a final state. For SBNP, it means
that each negotiation can be concluded, either successfully or unsuccessfully.
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Fig. 4. Timeout at (a) Sender (b) Receiver

4 Verification

The next phase in our PDLC is Verification - an automated process that exam-
ines the protocol against standard as well as custom behavioral properties. Verifi-
cation was performed by encoding SBNP in the validation language PROMELA4

and fed to Spin model checker [9]. Verification may help prevent bugs in design
that may go undetected by a human. This became apparent as we attempted to
handle unreliability of transmission which causes issues like loss, corruption and
duplication of messages in a distributed system, using traditional timeouts.

4.1 Timeouts

Fig. 4(a) shows a partial view of protocol when timeout is applied (only) at
sender side to the negotiate state for demonstration. A cyclic retransmission of
message builds a queue at receiver while the sender may meanwhile transit to the
decide state, where a single (late arriving) error response of its earlier SLA offer
may further transit it to the terminated state while the receiver is still active.
Moreover, a late arriving agreement request could be accepted by the receiver
creating a one-sided SLA while the sender has already aborted. Spin instantly
detects these deadlocks as the system may land in invalid end states.

Similarly, Fig. 4(b) shows timeout applied (only) at receiver side to the ne-
gotiate state - intended to limit counter offer generation time. Here, due to non
determinism between either sending an error response or waiting for the next
offer, the machine may transit in favor of the latter. This is detected by Spin as
a deadlock since both sides end up waiting to receive an input from each other.

If timeouts are applied at both sender and receiver sides simultaneously,
Spin’s Depth First search shows that above deadlocks are still possible, while
its Breadth First search reveals that a livelock is now possible as well. This is
because on one side, the sender may continuously timeout, prompting retrans-
missions while the receiver may remain trapped into its own timeout cycle.

For our implementation, we therefore decided on an alternate solution that
offered a safer trade-off. We adopted process level timeout with optional request

4 SBNP validation program encoded in PROMELA is available at
http://sourceforge.net/p/ey-negprotocol/code

http://sourceforge.net/p/ey-negprotocol/code
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level quiescence. If a request or a response is lost, the machine remains quiescent
(i.e., blocked but not deadlocked) in its current state until a “Quiescence Time”
parameter times out, after which, each side voluntarily relinquishes the session
maintaining system consistency, saving time and resources.

Corrupted and Duplicated messages can be identified using the facilities of
the negotiation platform. If a message is identified as corrupted, it is simply
responded to by an error response. Likewise, if a message is identified as a du-
plicate i.e., it is found in the list of offers already received, its corresponding
counter offer(s) can be resent by simply fetching it from the list of sent offers.

Another important issue in protocol development is that of unexpected recep-
tion. The unexpected reception is to validation what unspecified reception is to
well-formedness. An unexpected reception refers to the arrival of an “unallowed”
input m at a state. This is resolved by a flushing mechanism which receives the
message, responds back with an error response and maintains the current state.
Although not shown in Fig. 3(a) and 3(b) for sake of brevity, unexpected recep-
tions are handled by an “else” self-transition.

4.2 Evaluating Negotiation Complexity

An important but little explored area for negotiation protocols is that of their
complexity. SBNP is channel based system whose state space complexity [28] is
given by the number of components N and capacity of involved channels K as:

N∏
i=1

(|#program locations|
x∈V∏
x

|dom(x)|)
K∏
j=1

|dom(cj)|cap
cj

where V is the set of variables from the verification program, dom(x) is the
domain of variable x and dom(cj) is the domain of channel cj and depends on
the type of messages while the capcj refers to the number of messages that may
travel over it at one time. The number of program locations refers here to the
number of machine states. Considering a single program variable x ∈ V to hold
outgoing and/or incoming messagem, dom(x) = 2 for start node, 8 for all middle
nodes (if any) and 6 for the last node. dom(c) = 6 and 2 respectively, for each
forward and backward propagating channels per agent-pair.

Fig. 5(a) shows how state space scales when N = {2} agents exchange an
increasing number of offers capc = {1, ..., 10}. In this case, state space grows
exponentially exceeding a million states when 7 offers are exchanged. The large
state space however is mostly due to the unreachable states generated by carte-
sian product. We distill our analysis to reachable protocol states by using Spin
which uses partial order reduction optimization to generate only reachable states.
An out-of-box verification by Spin generated 129 to 961 states respectively for
N = {2, ..., 10} agents exchanging a single offer. The verification inspected
standard properties like deadlock, invalid end states, acceptance cycles and
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Fig. 5. Verification Results: State space scalability with respect to (a) 2 agents ex-
changing multiple offers (b) multiple agents exchanging 1 offer among each agent-pair

unspecified receptions. These held good for SBNP. The graph in Fig. 5(b) re-
vealed a linear increase in state space establishing SBNP as an efficient proto-
col when single offer is exchanged, and emphasizing the need for Chain Length
parameter.

4.3 Verifying Correctness

We used Spin to verify SBNP against correctness requirements expressed in LTL.
LTL can succinctly represent a behavior spanning a temporal sequence. We abide
by the property specification patterns given by Dwyer [10] and avoid the next
operator which may disobey stutter-invariance under partial order reduction. A
brief description of LTL formulae (all of which held good for SBNP) follows.

��(one or no sla): Eventually, it will always be the case that either one or no
SLA is created as a result of negotiation. The proposition one or no sla checks
that the condition is satisfied at each agent.

�(l agr → �s agr): It is always the case that if an agreement is reached at the
last node, eventually an agreement at the start node will follow. This property
implements the Response pattern. Its scalable variant �(l agr → �((m agr
∧¬s agr) ∧�s agr)) extends this behavior to a multi-agent negotiating chain,
illustrated here by using the Response Chain (1-stimulus, 2-response) pattern.
The property reads that it will always be the case that an agreement at the last
node is eventually followed by a sequence of states where firstly, the middle node
reaches an agreement and start node has not reached agreement, and secondly,
a state eventually follows where the start node also reaches agreement. Thus,
SBNP ensures that necessary subcontracting is successfully achieved before an
SLA is made with the end customer.

�s agr → (¬s agr ∪ (l agr ∧ ¬s agr)): This property implements the Prece-
dence pattern, acts as a converse of the Response property and ensures that
an agreement reached eventually at the start node is preceded by an agreement
at the last node. Thus, SBNP rules out subcontracting SLAs with third party
providers, without ever reaching an SLA with the end customer. Its scalable vari-
ant �s agr → (¬s agr ∪ ((l agr ∧ ¬s agr) ∧�(¬s agr ∪m agr))) extends the
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behavior to a multi-agent negotiation chain, by implementing the Precedence
Chain (2-cause,1-effect) pattern.

�(l end → �(s end)): This property examines the negotiation conclusion se-
quence by implementing the Response pattern. The propositions l end and s end
capture agreed and terminated states, where negotiation concludes (successfully
or unsuccessfully). The property reads, it is always the case that if the last node
concludes the negotiation, eventually, the start node does the same. Its variant
�(l end → �((m end ∧ ¬s end) → �s end)) extends the sequence to a chain.

�s end → (¬s end ∪ (l end ∧ ¬s end)): This property examines the negoti-
ation conclusion sequence conversely. It reads that the start node concludes
negotiation, preceded by the conclusion of negotiation at the last node. Its vari-
ant �s end → (¬s end ∪ ((l end ∧ ¬s end) ∧�(¬s end ∪m end))) extends the
behavior to a negotiation chain.

��((offers exchanged ∧ s neg) ∪ ¬s neg): This is an essential property for
any multi-round negotiation protocol. It reads, always when the agent repre-
senting the start node enters negotiate state, eventually multiple offers can be
exchanged among agents, until the starting agent transits out of negotiate state.

5 Implementation and Execution

We aim for a generic negotiation platform that provides a standard software ma-
chinery, dedicated to execute multiple protocols within a single SLA Manager
Instance. The benefits of this approach include ease of maintenance and a com-
mon base to test and try heterogenous protocols in a homogenous manner. This
requires architectural decisions related to the implementation of the protocol so
that the assumptions made by the negotiation platform are met.

5.1 A Generic Negotiation Platform

Under the SLA@SOI project, we developed a generic negotiation platform called
the “Protocol Engine (PE)” for bilateral protocols [6]. PE orchestrates negotia-
tion on behalf of the agent by executing SBNP or another protocol. For lack of
space, here we only list the principles PE is broadly based on.

– Synchronous (web service based) communication is supported where two
agents engage in a request-response style messaging that respects Run-to-
Completion (RTC) execution model.

– PE maintains a session per negotiation which stores received and sent offers.

– PE is domain-agnostic and loosely couples with the domain-specific POC
which implements a negotiation strategy. Interface based design is used to
realize this loose coupling which maintains separation of concerns.

– PE is state-ignorant. Hence, it needs not to possess the knowledge to judge
unexpected receptions or protocol states - a feature specified in the protocol.

– Timeouts are specified in the protocol and simply enforced by PE.
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5.2 Rule-Based Implementation of Negotiation Protocols

We implement negotiation protocols using declarative rules which encode exe-
cutable logic using “If-Then” clauses, providing a natural mapping to describe
FSM semantics and bridging the gap between modeling and implementation.
Likely, SBNP is encoded as rules in a single document, made publicly available
for shared access among agents. The PE passes incoming messages as events to
a local Rule Engine which executes the protocol rules in its working memory.
The rules follow a simple encoding scheme which inspects the event and current
state (in the If part) to produce a feedback (in the Then part) indicating if
the event was successfully or unsuccessfully processed, with possible description
of aftermath. The encoding scheme allows a plug & play relationship between
protocols and the PE. Rule-based approach also brings inherent advantages i.e.,
the protocol remains human readable as well as machine interpretable.

Primarily, rules enforce protocol’s interaction sequence. Additionally, the PE
consults POC to process incoming offers and generate counter offers. Listing 1.1
shows an interaction rule belonging to receiver state machine where initialized
state transits to negotiate state upon receipt of an offer.

r u l e ” I n i t i a l i z e d To Ne go t i a t e T r an s i t i o n ”
i f

i n i t i a l i z e d S t a t e : State (name == INITIALIZED, s ta tu s == RUNNING) ;
event : Event (name == Of fe rArr ivedEvent ) ;

then
i n i t i a l i z e d S t a t e . s e tS ta tu s (STOPPED) ; i n s e r t (new State (NEGOTIATE) ) ;
event . s e tP r o c e s s edSuc c e s s f u l l y ( t rue ) ; r e t r a c t ( event ) ;

end

Listing 1.1. Transition Rule

Interaction rules are complemented with domain-sensitive rules that afford
providers the agility to sustain their competitive advantage. This includes rules
that white list, black list, assign high or low rank to a negotiating party based
on past experience and current policy. Domain-sensitive rules allow to soften or
harden high level negotiation behavior to rapidly adjust to changing markets5.

6 Related Work

ICNP [19] is a popular quotation-oriented negotiation protocol for establishing
agreement with one out of possibly multiple negotiators. Service providers seem
tilted towards bilateral template based offerings. WSAG [15] is a template based
specification and protocol, but it provides a limited take-it-or-leave-it interac-
tion. Its extension WSAGN [16] allows for multi-round negotiations, but does
not rule out signaling scenarios where both parties may simultaneously send mes-
sages which may cause deadlock. WSAG/WSAGN use a FSM to model states
of an offer, while we employ CFSM to model the entire negotiation process.

5 SBNP rule file (including interaction and domain-sensitive rules) is available at
http://sourceforge.net/p/ey-negprotocol/code

http://sourceforge.net/p/ey-negprotocol/code
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ICNP, WSAG and WSAGN specifications do not provide formal modeling, ver-
ification or complexity analysis as we do for SBNP, rather they rely on informal
models like sequence diagrams which capture partial behaviors only.

In our previous work [6], we used single state machine to specify a negotiation
protocol at a highly abstract level. In this work, we extend our scope into a
framework by relating formal modeling and verification to our rule-based imple-
mentation and generic execution phases. We demonstrate concrete modeling of
a negotiation protocol using CFSM and verify it using Spin [9]. We argue that
other protocols can be developed similarly following our example. Other works
have used Petri-nets to model trade procedures or business protocols as in [5].
Yeung has used Hoare’s CSP to model a contract net protocol for service chains
in manufacturing control [7]. Kraenke et al. used a variant of ICNP for logistic
service chains and verified it using Spin. Kamel et al. [27] have used Spin to
thoroughly validate the GIOP protocol against specification expressed in LTL.

Somewhat closer to our ideas, [14] has developed an XML language that ex-
tends WSAG for encoding protocols and a common execution platform, but no
formal approach is used or suggested to model or verify protocols. In contrast to
XML, we use rules for implementation and do not extend other frameworks. The
SeCSe project [29] provides a mechanism to define custom negotiation protocols
using a state based design and rule based implementation, but does not address
verification of behavior. Further, it is a marketplace that must be entrusted with
individual objectives. In contrast, our methodology encourages confidentiality of
objectives, a loose coupling of strategies from negotiation platform, while also
providing hooks to reveal certain hints if protocol is so customized - a mechanism
we introduced in [6] but not adequately addressed in current standards [16][19].

Rules have been used to specify negotiation protocols by Wurman in [12]
and Jennings in [13]. These approaches however tend to ignore the demarcation
that we emphasize between interaction behavior and the negotiating strategy.
Further, in these and other works [11], a protocol’s communicative acts are en-
couraged to be standardized as a separate library (as in [20]), while we represent
acts as an interface (similar to [15]) which is more in line with SOA principles [1].

7 Conclusions and Future Work

In this paper, we presented a holistic framework for developing and executing ne-
gotiation protocols. We introduced SBNP and showed by its example that CFSM
can unambiguously model negotiation protocols. For verification, we advocated
Spin model checker and illustrated how correctness specifications expressed as
LTL formulae were verified. We evaluated memory scalability and discussed ad-
vantages a rule-based implementation and generic execution brings to businesses.

As future extensions of our work, we are interested in developing graphi-
cal tools that assist protocol authors in modeling, verification and implemen-
tation phases by automatically generating the source code. Further, we are
interested in simulating negotiation strategies using our platform to realize op-
timal SLAs, by relating business objectives of providers to their service offerings.
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This requires devising algorithms that correlate cross-tier capacities. Our ob-
jective is to investigate the relationship between negotiation strategies and the
negotiation protocols in order to derive intelligent guidelines for cloud centered
markets.
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Abstract. The on-demand capability of cloud computing allows consumers to 
purchase only the computing resources they require, as and when they need it. 
However, without a view of future demand, cloud providers’ faces challenges in 
optimising the use of their infrastructure. In this paper, we propose a pricing 
method for cloud computing which allows providers to schedule virtual ma-
chines more efficiently through the use of provision point contracts (PPCs), 
commonly used for deal-of-the day websites such as Groupon. We show that 
the model can achieve a reduction of around 2% on the mean number of servers 
utilised. This may seem a modest percentage, but it can equate to freeing up 
thousands of physical servers in a single industrial-scale cloud computing data-
centre. Additionally, our pricing model prevents discounts being offered where 
no increase in server efficiency is likely to be achieved. This suggests that the 
model can be implemented with little risk of it negatively affecting the effi-
ciency of server provisioning. Finally, our results indicate that the cloud-service 
users who engage with the PPC method can achieve savings of over 20%. 

Keywords: Scheduling, assurance contracts, provision point contracts, pricing. 

1 Introduction 

On-demand pricing for cloud computing resources, whereby consumers only pay for 
the resources they use, is generally recognised to offer potential cost saving benefits 
to consumers [1], [2]. Users have operational control of costs by being able to start 
and stop resources on demand, and they do not have to engage in the capital expendi-
ture of building their own infrastructure, hiring IT systems support staff, or investing 
in maintenance of physical machinery. A federated cloud, whereby multiple cloud 
providers can interoperate, would in principle allow units of available cloud-
computing resources to be traded as commodities on an open market, allowing for the 
price of resources to smoothly vary while the market mechanism enables matching of 
consumer demand to provider supply [3], [4]. 

But does on-demand purchasing of cloud-computing resources actually offer bene-
fits to the provider? The on-demand nature of cloud computing means it is difficult 
for the provider to plan and prepare for the future. How can the provider ensure they 
are maximising profit and reducing cost if they must provide resources without know-
ledge of future demand? 
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Such knowledge offers benefits to providers in a number of ways. The provider 
must ensure that there is a physical capability for resource, but when consumers en-
gage in on-demand pricing the providers must predict what usage is required, and 
ensure that the infrastructure is there.  

Knowing when to invest in new infrastructure can be a difficult commercial deci-
sion. As manufacturing processes improve and economies of scale increase, the real 
cost of infrastructure decreases while its technological capability increases. So it is 
better for the provider to wait for as long as possible before investing in additional 
capability so they get the best value for money [5]. But how do they know when is the 
best time?  

The provider has variable costs, which are related to the output being generated 
[6]. How can these be planned? Running a thousand servers instead of just one will 
require many more support staff and engineers: if too few are employed, failures can 
mount up and cause service outages or downtime. This downtime is not only costly in 
terms of SLA (Service Level Agreement) penalty fees and refunds, but also in terms 
of reputational risk; yet if too many are employed, expenditure is wasted on staff that 
are surplus to requirements.  

It is also difficult to schedule customer instances to servers efficiently, without ad-
vance notification of usage. Most cloud computing providers require no duration of 
execution to be stipulated when the instance is started, and hence efficient scheduling 
of virtual machine instances that reduces or minimises the number of powered servers 
is a very tough challenge [7], [8]. 

In this paper, we propose a pricing model for cloud computing which combines on-
demand pricing with a financial technology called a provision point mechanism. We 
show through simulation that a consumer taking advantage of the combined pricing 
schemes can reduce their expenditure and that the provider can use the information 
acquired through the sale of advance reservations to reduce the number of powered 
servers thereby reducing power costs, management overhead and carbon footprint. 

2 Enterprise Infrastructure-as-a-Service 

Different applications have different requirements for memory, CPU, and storage. For 
example, a computationally intensive application (such as image processing) may 
require more CPU capability than a web application.  

Most infrastructure-as-a-service (IaaS) providers allow their customers to choose 
from a number of different virtual machines to meet these different requirements - 
these are referred to as instance types.  

For the provider, this simply means partitioning up the infrastructure on individual 
servers into computational units that can then be combined to form different instance 
types. The number of computational units determines the size of the virtual machine. 
This is relatively simple for memory and storage which can be partitioned by dividing 
the total available in the server by the number of units required. However, splitting up 
a CPU chip between multiple virtual machines isn't quite so straightforward due to the 
complex scheduling and architecture of multi-core CPUs. 
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One option is to assign one CPU core to one computational unit, with each unit 
getting an equal share of memory and storage. In a typical blade-server motherboard 
housing two quad-core CPUs, this provides a total 8 units of computational power. 

The total capacity of units on a server can be split amongst several virtual ma-
chines of varying sizes. In many commercial deployments, a virtual machine must be 
fully contained on a server for it to be able to access the resources assigned to it. 

Most providers allow users to start virtual machines as soon as required, and to be 
subsequently billed for the period the machine was running. The provider might 
choose to start an instance on the first server where free space is available, with the 
objective of keeping the numbers of servers in operation to a minimum – a first-fit 
algorithm [9]. This strategy might be adopted to reduce power costs that vary with the 
number of powered servers, or to reduce the management overhead of monitoring and 
managing unused servers.  

The optimum situation in this instance is when every computational unit in a server 
is assigned to a virtual machine before starting an additional server. However, the 
order that virtual machine requests arrive affects the efficiency of the server. Packing 
these differently sized virtual machines into the smallest number of servers is an in-
stance of the classic bin-packing problem.  

The first-fit algorithm has been shown to use no more than 2 + 1.7b bins, where b 
is the minimum number of bins used in the optimum solution [9]. An online bin-
packing algorithm places an item before subsequent items are placed – the first-fit 
algorithm has been shown to be the optimum online bin-packing algorithm [10]. 

It is possible to migrate running virtual machines from server to server without af-
fecting the machine’s performance and this could provide a mechanism for increasing 
efficiency. However, performing this on large-scale datacentres is not an option due 
to the vast quantities of virtual machines and servers in use, and the potential for net-
work bottlenecks as a result of the transfer of huge amounts of data [11]. 

If the IaaS provider has a forecast of future usage, she can schedule more efficient-
ly by sorting customer requirements in descending order of size, and then assigning 
these to the first server with available space (offline bin-packing). This is often re-
ferred to as the first fit decreasing algorithm, and has been shown to allocate items 
using no more than 1 + (11/9)b bins [12]. An alternative method, known as the lower 
bound and reduction (LBR) procedure was proposed by Martello and Toth, which 
they claimed aids in reaching an optimum solution [13] 

However, obtaining such a forecast has a number of issues. Firstly, how can we in-
centivise users to provide a forecast instead of just purchasing the resource  
on-demand? The obvious solution is to provide them with a benefit, such as cost re-
duction, offered in return for their forecast. 

Secondly, how do you users know what they are likely to use? One of the main 
benefits of cloud computing is for users to purchase resources on-demand for imme-
diate execution without such a forecast being required. Does forecasting negate one of 
the major benefits of the cloud? 

One solution could be to combine forecasting with on-demand computing. Con-
sumers who can provide some commitment to future resources are rewarded with a 
cost benefit. Should they need more resources at a later date, they can simply buy 
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more resources on-demand and utilise or integrate these with their reserved resources 
using the rapid-scalability and integration capability cloud computing provides. 

However, what happens if the provider incentivises users to forecast their require-
ments, but subsequently finds that it is not possible to schedule more efficiently than 
if virtual instances were purchased on-demand? For example, if the entire user popu-
lation only needs instances of a certain size, then this will be packed in exactly the 
same manner regardless whether submitted in an offline or online manner. In this 
case, the provider would have lost revenue as a result of discounted advance pricing 
without gaining an advantage. 

Provision-point contracts (also known as assurance contracts) could provide the 
answer. In a provision-point mechanism, members of a group pledge to contribute to 
an action if a threshold of some order is met. If this threshold is met, the action is 
taken and the public goods are provided; otherwise no party is bound to carry out the 
action and monies paid are refunded [14]. 

Such a mechanism is used by deal-of-the-day website Groupon1. Users make re-
quests for special offers by purchasing a coupon. When a threshold is reached, the 
deal is profitable to the provider and the offer is confirmed. 

We propose that such a provision-point mechanism (PPM) can be used for increas-
ing scheduling efficiency by only confirming advance reservations if they are benefi-
cial to the provider. In the next section, we describe the mechanism in more detail.  

3 Mechanism 

The PPM that we explore in this paper involves three distinct phases, or periods, de-
fined as follows: 

Period 1 
Users make requests for cloud resources to be consumed in the third period, paying a 
price Pres to make the request. 

Period 2 
The provider trials a number of bin-packing algorithms with the objective of finding 
the method that uses the lowest number of servers that contains all requests from all 
users as submitted in the first period. In our simulations, we use the following algo-
rithms: 

• First fit decreasing algorithm (FFD); 
• Martello and Toth’s lower bound and reduction procedure (LBR); 
• Randomised order. 

If the provider finds that the randomised order uses fewer servers than the FFD or 
LBR algorithms, it is likely the distribution of resources is such that pre-scheduling is 
not beneficial. In this case, the provider will reject all requests and refund any monies 
paid in the first period.  

                                                           
1  www.groupon.com 
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Otherwise, the provider confirms all requests and contracts are established. 
The provider can potentially use the information gathered to plan other variable 

costs and requirements such as staffing or electricity. 
 
Period 3 
If a contract was established, users are given access to resources as per the best-case 
allocation found in the second period – users also have the right to purchase further 
on-demand resources. If not, users must purchase on-demand resources to satisfy all 
their requirements. The cost of on-demand resources is Pod.  

Unlike a traditional provision-point mechanism, the discounted rate is only avail-
able to those who submitted a reservation request previously. 

We now demonstrate our PPM in action, via a series of simulation experiments.  

4 Simulation 

We constructed a cloud-market simulator2 to explore the behaviour of user-agents 
interacting with a provider of cloud computing resources in the PPM manner de-
scribed above.  

4.1 Scenario 

Users submit their requests up to 24 hours in advance of when they will be exercised. 
Potentially, other regimes could be used but we have chosen this so that users have a 
fair chance of predicting future resource requirements, and the provider has enough 
notice to benefit from this prediction (e.g. by scheduling workloads, purchasing elec-
tricity in advance, etc). A reservation specifies one hour of resource-usage, and can be 
used in combination with on-demand resources. 

The provider communicates whether requests are fulfilled to all users exactly 
twenty-four hours before the reservation begins. 

Users can purchase multiple virtual machines instances of any size from 1 to 8 
computational units; one computational unit provides access to one CPU core. 

The provider has access to servers with 2 x Quad-Core CPUs. In our simulation: 

Pod = 1.75 and Pres = 1. 

These values were chosen as these are derived from our previous work exploring the 
use of derivative contracts in cloud scheduling [15]. Our objective in this work is to 
determine if a saving is achievable and if this saving is related to server efficiency. 

4.2 User Behaviour 

A user's behaviour is determined by two factors: her market demand profile, and her 
product demand split. 

                                                           
2 Our cloud-market simulator is written in the Python programming language. We intend to 

release this simulator as open-source code in due course. Until then, copies of the source-
code can be made available for non-profit research, on request from the authors. 
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A user’s market demand profile is the demand she will experience at each hour 
throughout the simulation. Demand varies from 0 to 1, where a demand of 1 means 
that a user’s maximum demand requirement (40 in this simulation) will be needed and 
0 is where there is no demand. Five demand profiles profiles were chosen, as illus-
trated in Figure 1, which shows demand varying over one 30-day month (672 hourly 
time-periods): 

 
• Flat profile represents where demand is constant and easy to predict 
• Random profile represents unpredictable demand 
• Sine profiles (with period of 24 hours) represents a typical day where demand 

will grow through the working day and decrease towards the night 
o Flat Sine represents constant demand varying periodically across each day 
o Growing Sine represents daily periodic demand, growing throughout the 

month 
o Shrinking Sine represents daily periodic demand, shrinking through the 

month 

 

Fig. 1. Demand patterns used in simulation: patterns shown over the course of one month; 
horizontal-axis units are hours; vertical-axis units are percentage demand 

These profiles were chosen with the aim of simulating both the extremes of behav-
iour, and typical “real-world” demand patterns. Our belief is that by demonstrating 
success on this data, we can plausibly claim that success of our system would also be 
likely for any other similarly fluctuating pattern of demand.  

A user’s product demand split (PDS) defines a user’s demand for each size of in-
stance type. For example, some users might require smaller instances, while others 
may require larger ones.  
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In this simulation, we assume that user i has a product demand split that is non-
negative and that follows a normal distribution defined by its mean μi, and its stan-
dard deviation σi: PDSi=max(0,N(μi,σi)). The mean represents the instance size that is 
most likely to be demanded by user i. The standard deviation represents the degree of 
variation in the distribution of instance sizes demanded by user i. For example, when 
the mean is 4 and the standard deviation is 0.25, instances of size 4 will almost always 
be required. When the mean is 3 and the standard deviation is 6, instances of size 6 
will be demanded most frequently in the long run, but instances of other sizes will be 
demanded with similar frequency. Each user’s requirements are generated at random 
from the thresholded normal distribution defined by their individual PDSi function. 
This introduces non-determinism into the simulation, to create a more realistic repre-
sentation of demand. 

To determine their future resource demands, a user considers her demand for re-
sources at the same time at which the contract is available to be executed over the past 
three days. If a resource has been used throughout that period, the user will reserve a 
resource. 

4.3 Execution 

The simulation was deployed on commercial cloud infrastructure to increase the 
speed of generating results. A virtual instance running MySQL was used to hold a 
table of tests to be performed, defined by the market demand profile and product de-
mand split. 

An image was created of an Ubuntu operating system running the Python simula-
tion. Large-sized instances of virtual machines were created using the simulation 
image. On boot, each virtual machine would automatically connect to the MySQL 
database and identify experiments that were yet to be performed. Each instance would 
extract parameter data from the database, and set the status of the record to indicate it 
was in progress so other instances would not process it. Upon completion of the simu-
lation, the results were deposited in the same record of the database and its status was 
set to complete. This process continued until there were no more results to obtain.  

We performed multiple simulations using homogeneous user populations. In each 
simulation, all users experienced similar demand patterns.  

5 Results and Analysis 

Table 1 shows a summarised set of results. Table 2 and 3 show our full set of results, 
which can be found as an appendix to this paper. Table 2 shows the percentage mean 
reduction in server usage, comparing the combined pricing model with simple instant 
creation of on-demand instances. Table 3 shows the percentage mean reduction in 
consumer’s cost per computational unit using the combined pricing model compared 
to using on-demand only. Note this is the mean cost per computational unit purchased 
rather than utilised, so that our results take account of expenditure on virtual machines 
which are subsequently not used. 
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Table 1. Summary of main results 

Mean cost saving per 
computational unit:  

Market Profile 

Ratio of results 
where advance 
scheduling is 

beneficial 

where 
advance 

scheduling 
beneficial 

where 
advance 

scheduling 
not  

beneficial 

Mean server  
reduction where 

advance  
scheduling  
beneficial 

Flat Sin 61% 10.38% 1.89% 0.35% 

Increasing Sine 56% 10.04% 2.13% 0.32% 

Flat 63% 10.99% 2.03% 0.33% 

Decreasing Sine 58% 11.29% 2.58% 0.43% 

Random 58% 4.36% 0.59% 0.29% 

Table 1 shows that where advance scheduling is beneficial to the provider, con-
sumers are rewarded with mean cost savings of up to 11.29%. Where advance sched-
uling is found not to be of benefit, the consumers discount is considerably smaller. 
This protects the provider’s revenue by helping to prevent discounted pricing where 
the provider does not gain any improvement in resource utilisation. 

Furthermore, Table 1 shows that when advance scheduling is beneficial to the pro-
vider, she reduces the mean number of active servers required by using our pricing 
method compared to offering on-demand resources only. 

Ideally, where advance scheduling is not advantageous to the provider, consumers 
should receive no discount.  However, the provider’s method for determining if con-
tracts should be established is not perfect, and occasionally the provider confirms 
contracts where it is subsequently found that no scheduling advantage is realised. 

In Table 2, it can be seen that the model generally increases server utilisation and 
therefore decreases the number of active servers in all situations tested.  

Regardless of the market profile, there are two situations that see the provider de-
cide not to accept future reservations: when the mean instance is 1 or 2, and when the 
mean is larger (5, 6, 7, and 8) but with a smaller standard deviation. 

Larger elements are more difficult to schedule efficiently as they have less flexibil-
ity with regards to what sized elements can be situated with them. For example, an 
element size of 2 can be situated with any size instance except sizes 7 and 8. An ele-
ment of size 7 can only be situated with an instance of size 1. So when the mean in-
stance is 1 or 2, the provider realizes that advance notification is unlikely to benefit 
the provider and so does not accept the future reservations. 

In a similar manner, when the standard deviation is low for higher instance sizes, 
there is an abundance of larger elements that are unable to be situated with other in-
stances. In fact, when there are only instances above half the bin size no benefit can 
be gained by future reservation because every instance requires a server of its own. 

The provider realizes that she cannot benefit from the advance reservation and so 
does not accept the reservation. 
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Table 3 shows that in these situations, there is little or no difference in the mean 
cost per computation unit. As a result, the provider has not needlessly lost any reve-
nue by offering discounts for which no benefit is realised. 

In the scenarios where the provider does offer discounts, the provider makes an 
improvement in the mean reduced number of active servers by up to 1.8% in our best 
case scenario. 

In all scenarios, server utilisation was never lower than that achieved by scheduling 
using on-demand only. This suggests the provider has little to lose in terms of server 
utilisation by implementing such a pricing model. 

The regular demand patterns are the most efficient at scheduling, probably as the 
user’s forecasts are more accurate and therefore less inefficiency is created through 
the random scheduling of on-demand resources. However, the other demand patterns 
generate utilization benefits for the provider too, despite the crude method used by the 
users to forecast. It is likely that users would see a growing or shrinking trend in the 
increasing and decreasing sine wave patterns and would plan accordingly, increasing 
the accuracy of the forecast and therefore the efficiency of the scheduling. 

It was particularly interesting to note the cost savings achieved by the consumers. 
Consumers are required to pay for the resource if they have reserved it, which might 
imply that they that pay more on average as a result of reserving resources which they 
subsequently do not use. However, the results show that consumers will make a saving 
per computation unit required in spite of sometimes reserving instances that they subse-
quently do not use. Significant cost savings are achieved by consumers for all markets 
of up to 22%. The random market still rewards consumers with savings of up to 5%, 
less than other markets probably due to the purchase of reservations which are subse-
quently not used. This indicates consumers are likely to take advantage of the model. 

6 Discussion 

The modest percentage improvement in server utilisation is unlikely to benefit smaller 
providers of cloud services, who have a limited number of servers. However, this 
small saving could translate into significant financial benefit for larger providers.  

Furthermore, as consumers paid less per computational unit using combined pric-
ing, it is likely that this would act as an incentive, drawing consumers into using the 
scheme, and giving the provider more accurate information on future demand. 

The provider can use this information to reduce cost by: 

• reducing the number of physically located servers in the datacentre; 
• reducing the number of powered-on servers in the datacentre. 

The former carries more risk than the latter. The provider would prefer to ensure they 
have enough servers to meet unexpected demand by some margin initially. However, 
over time as the provider understands patterns of increased growth, she could deploy 
more servers to meet this demand, which should be less than the demand before com-
bined pricing was implemented. 

The latter option is the easiest to implement and is suitable for providers who have 
already invested in infrastructure. Most commercial cloud providers, including the 
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largest IaaS provider, Amazon Web Services (AWS), are reluctant to publish details 
about the size of their infrastructure. However, in a recent blog post, Huan Liu at 
Stanford University reported results from studies of IP address allocations to estimate 
the number of servers utilised across AWS [16]. He estimated AWS’ total number of 
servers across the world at around 450,000, although many assumptions were made. 
Combined pricing would reduce the number of servers required by 8100 in our best 
case scenario of a 1.80% reduction. 

Using the online Hewlett-Packard electricity consumption calculator [17], a typical 
HP Proliant 140 server with two CPUs, would use about 380W at peak. At the typical 
cost of USD0.062 per kilowatt-hour [18], this translates to running costs on direct 
electricity consumption (excluding air conditioning, facilities, etc) of around $190 per 
server per year. The combined pricing scheme used to power-off unused servers 
would save over $1.6million per annum on direct electricity alone. This could in-
crease significantly if other variable costs such as air conditioning and staffing are 
also reduced as a result of the pricing scheme’s better matching of demand to supply. 

Of course, the provider will lose some revenue as a result of offering a discount to 
consumers. If the cost reduction gained through the reduction in servers is greater 
than the revenue lost in discounts, then the model is worth implementing. The cost 
model can be tweaked such that consumers are incentivised whilst the provider makes 
a net saving through server consolidation.  

7 Conclusion 

In this paper, we have shown how provision point contracts can be used for advance 
scheduling of cloud-based virtual instances, so that active servers are reduced com-
pared to using on-demand instances only. Furthermore, we have shown that the  
provider can protect against some risk by analysing the distribution of resources to 
determine if servers efficiencies can be achieved, and therefore if the user-population 
should receive a discount. In our best case scenario, a mean saving of 1.8% on active 
servers was achieved. However, the provider must have a large number of servers for 
this saving to be commercially beneficial.  

We found that all users make a saving by using advance reservations, despite 
sometimes purchasing resources in advance that they subsequently do not utilise. This 
suggests that users would use such a pricing scheme. 

Further work is needed to establish the performance of the model across a greater 
range of scenarios. It would be particularly interesting to use real patterns of demand 
experienced by cloud providers to analyse the model. However, these results already 
suggest that a commercial viable implementation may be readily achievable. 
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Appendix: Results 

Table 2. Percentage mean reduction in server utilization using provision point contracts over 
on-demand only 

   Mean 
Demand Stdev 1 2 3 4 5 6 7 8 

Si
ne

 

0.25 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 

0.5 0.00 0.01 0.39 0.20 0.00 0.00 0.00 0.00 

1 0.00 0.00 1.00 0.43 0.02 0.00 0.00 0.00 

2 0.00 0.01 0.12 0.49 0.38 0.06 0.02 0.00 

3 0.00 -0.01 0.13 0.54 0.67 0.30 0.14 0.04 

4 0.00 0.01 0.06 0.46 0.79 0.58 0.38 0.25 

5 -0.01 0.02 0.06 0.45 0.72 0.69 0.55 0.43 

6 0.00 0.02 0.20 0.43 0.66 0.73 0.64 0.62 

In
cr

ea
si

ng
 S

in
e 

0.25 0.00 0.00 -0.01 0.02 0.00 0.00 0.00 0.00 

0.5 0.00 0.00 0.38 0.14 0.00 0.00 0.00 0.00 

1 0.00 -0.01 0.97 0.32 0.03 0.00 0.00 0.00 

2 0.00 0.00 0.12 0.45 0.31 0.03 -0.01 0.00 

3 0.00 -0.01 0.07 0.38 0.57 0.26 0.14 0.05 

4 0.00 0.01 0.05 0.35 0.60 0.50 0.26 0.19 

5 0.01 -0.01 0.07 0.40 0.60 0.59 0.47 0.33 

6 0.03 -0.01 0.16 0.32 0.59 0.61 0.56 0.49 

F
la

t 

0.25 0.00 0.00 -0.01 0.01 0.00 0.00 0.00 0.00 

0.5 0.00 0.01 0.30 0.22 0.00 0.00 0.00 0.00 

1 0.00 0.01 0.80 0.42 0.02 0.00 0.00 0.00 

2 0.00 0.01 0.07 0.52 0.28 0.07 -0.01 0.00 

3 0.00 0.01 0.08 0.44 0.68 0.25 0.10 0.06 

4 -0.01 -0.01 0.09 0.45 0.77 0.58 0.37 0.21 

5 0.02 0.03 0.10 0.46 0.77 0.68 0.53 0.43 

6 0.02 0.06 0.15 0.39 0.72 0.74 0.67 0.58 

D
ec

re
as

in
g 

Si
ne

 0.25 0.00 0.01 0.01 0.01 0.00 0.00 0.00 0.00 

0.5 0.00 -0.01 0.37 0.23 0.00 0.00 0.00 0.00 

1 0.00 0.02 1.80 0.48 -0.02 0.00 0.00 0.00 

2 0.00 0.00 0.24 0.64 0.41 0.05 0.03 0.01 

3 0.00 -0.01 0.15 0.56 0.69 0.35 0.15 0.06 

4 -0.01 0.02 0.12 0.55 0.81 0.61 0.39 0.28 

5 -0.03 0.01 0.07 0.53 0.80 0.74 0.62 0.53 

6 0.01 0.06 0.17 0.49 0.75 0.81 0.69 0.64 

R
an

do
m

 

0.25 0.00 0.00 0.01 0.02 0.00 0.00 0.00 0.00 

0.5 0.00 0.01 0.35 0.18 0.00 0.00 0.00 0.00 

1 0.00 -0.01 1.38 0.35 0.00 0.00 0.00 0.00 

2 0.00 -0.01 0.25 0.38 0.27 0.04 0.00 0.00 

3 0.00 0.00 0.11 0.40 0.45 0.25 0.11 0.00 

4 -0.01 0.02 0.07 0.34 0.52 0.41 0.29 0.19 

5 0.00 0.01 0.08 0.37 0.48 0.44 0.40 0.32 

6 0.02 0.04 0.15 0.34 0.44 0.52 0.47 0.41 
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Table 3. Percentage mean reduction in consumer’s cost per demanded computational unit using 
provision point contracts over on-demand only 

   Mean 
Demand  Stdev 1 2 3 4 5 6 7 8 

Si
ne

 

0.25 0.00 9.49 0.00 12.76 0.00 0.00 0.00 0.00 

0.5 0.00 5.29 2.92 23.84 0.00 0.00 0.00 0.00 

1 0.02 0.84 19.93 19.30 0.69 0.00 0.00 0.00 

2 0.29 2.05 12.24 13.88 7.98 3.13 0.85 0.05 

3 1.67 5.24 11.10 12.58 10.15 8.11 6.16 3.35 

4 5.04 8.55 10.78 11.32 11.64 10.92 8.82 7.53 

5 8.61 10.74 12.03 11.61 12.02 12.38 10.68 9.84 

6 10.64 12.29 11.47 12.51 12.35 12.84 11.64 11.85 

In
cr

ea
si

ng
 S

in
e 

0.25 0.00 7.48 0.00 10.95 0.00 0.00 0.00 0.00 

0.5 0.00 5.20 1.85 18.89 0.00 0.00 0.00 0.00 

1 0.00 1.35 17.55 17.57 0.56 0.00 0.00 0.00 

2 0.68 2.40 10.52 12.34 7.13 2.48 0.77 0.19 

3 2.88 5.13 10.55 11.77 10.68 7.58 5.11 2.62 

4 4.36 8.27 11.06 11.46 11.39 10.19 8.66 7.11 

5 8.57 10.38 11.74 11.25 11.76 11.34 10.32 9.47 

6 9.81 10.54 11.61 11.62 11.78 11.59 11.67 10.81 

F
la

t 

0.25 0.00 9.05 0.00 13.77 0.00 0.00 0.00 0.00 

0.5 0.00 6.19 2.25 25.31 0.00 0.00 0.00 0.00 

1 0.05 1.07 21.78 21.97 1.15 0.00 0.00 0.00 

2 0.66 2.00 12.98 14.08 6.98 3.07 1.34 0.14 

3 2.68 5.40 11.64 13.09 11.36 8.15 5.31 3.90 

4 5.37 9.36 12.78 13.62 12.91 11.96 9.29 8.54 

5 9.47 12.31 12.58 13.05 13.10 13.62 11.75 10.61 

6 11.23 12.71 13.62 12.83 13.26 13.61 12.86 12.38 

D
ec

re
as

in
g 

Si
ne

 0.25 0.00 12.81 0.00 17.03 0.00 0.00 0.00 0.00 

0.5 0.00 4.79 2.26 24.90 0.00 0.00 0.00 0.00 

1 0.00 1.24 20.47 20.42 1.00 0.00 0.00 0.00 

2 0.64 2.00 12.54 13.91 8.09 3.35 1.23 0.51 

3 2.98 6.10 11.83 12.58 11.01 8.62 5.81 3.87 

4 6.56 8.78 12.19 13.00 12.97 11.73 9.28 8.42 

5 9.00 11.82 13.44 12.30 12.73 11.98 12.03 11.41 

6 11.52 12.20 12.31 12.61 13.10 13.70 12.17 12.17 

R
an

do
m

 

0.25 0.00 2.69 0.00 4.53 0.00 0.00 0.00 0.00 

0.5 0.00 2.03 1.22 8.34 0.00 0.00 0.00 0.00 

1 0.06 0.03 7.60 7.51 0.38 0.00 0.00 0.00 

2 0.12 0.75 4.53 5.56 2.85 1.10 -0.01 0.15 

3 1.22 1.78 4.00 5.17 4.02 3.02 2.44 1.76 

4 1.63 3.21 4.64 4.90 4.68 4.95 3.94 3.05 

5 3.47 4.01 4.83 5.07 4.54 5.38 4.01 4.28 

6 3.98 4.63 4.93 4.93 5.09 4.85 4.54 4.95 
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Abstract. The Cloud computing paradigm offers the illusion of infinite
resources accessible to end-users anywhere at anytime. In such dynamic
environment, managing distributed heterogeneous resources is challeng-
ing. A Cloud workload is typically decomposed into advance reservation
and on-demand requests. Under advance reservation, end-users have the
opportunity to reserve in advance the estimated required resources for the
completion of their jobs without any further commitment. Thus, Cloud
service providers can make a better use of their infrastructure while provi-
sioning the proposed services under determined policies and/or time con-
straints. However, estimating end-users resource requirements is often
error prone. Such uncertainties associated with job execution time and/or
SLA satisfaction significantly increase the complexity of the resource man-
agement. Therefore, an appropriate resource management by Cloud ser-
vice providers is crucial for harnessing the power of the underlying
distributed infrastructure and achieving high system performance. In this
paper, we investigate the resource provisioning problem for advance reser-
vation under a Pay-as-you-Book pricing model. Our model offers to han-
dle the extra-time required by some jobs at a higher price on a best-effort
basis. However, satisfying these extra-times may lead to several advance
reservations competing for the same resources. We propose a novel eco-
nomic agent responsible for managing such conflicts. This agent aims at
maximizing Cloud service provider revenues while complying with SLA
terms. We show that our agent achieves higher return on investment com-
pared to intuitive approaches that systematically prioritize reserved jobs
or currently running jobs.

Keywords: Cloud computing, Resource provisioning, Advance reserva-
tion, Pricing models, Pay-as-you-Book, Economic agents, SLA.

1 Introduction

Cloud computing is a large-scale distributed computing paradigm wherein IT
(Information Technology) resources are delivered to end-users as a service. Us-
ing virtualization technologies, physical IT resources (e.g., processing power,
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data storage, network bandwidth, etc.) can be packaged along with an operating
system and a set of software into a flexible and scalable virtual machine (VM).
End-users can dynamically customize, lease, and release VMs through the Inter-
net according to their needs. Moreover, Cloud computing promises to provide
IT resources to end-users as metered services. In analogy to traditional utilities
such as water, gas, electricity, etc., Cloud service providers (CSPs) seek to meet
fluctuating end-users needs and charge them for resources based on usage rather
than on a flat-rate basis.

In Cloud computing, resource provisioning can be performed under on-demand
or/and advance reservation plans (e.g., Amazon EC2 and GoGrid). Under on-
demand plan, CSPs charge end-users proportional to their resource consumption
on a Pay-as-you-Go basis (e.g., Amazon EC2 On-Demand Instances). In such a
pricing model, resource consumption is measured in fine-grained measurement
unit, e.g., data storage consumption is typically measured in gigabytes. Fur-
thermore, Cloud resource provisioning must be elastic, allowing end-users to
dynamically lease/release resources to cope with their fluctuating and unpre-
dictable needs. Large scale providers with virtually unlimited resources (e.g.,
Amazon EC2) can guarantee such elasticity. However, small- and medium-sized
providers with relatively limited resources may not be able to instantaneously
satisfy all requests.

Another classical resource management strategy is to employ an advance reser-
vation (AR) mechanism. Under AR plan, end-users submit their requests to the
CSP beforehand and commit to use the requested service during a given time pe-
riod by paying a reservation fee. In return, the CSP offers its services at a lower
price compared to the on-demand plan. In doing so, the CSP is able to lock re-
sources and thus guarantee that end-users can access the required resources dur-
ing the reserved time period [1]. Moreover, AR allows the CSP to maximize its
resource utilization and yield optimal profits. However, end-users requests are of-
ten subject to uncertainties (e.g., job execution time) which may result in under-
/over-provisioning problems. In such cases, the CSP has to decide whether or not
to satisfy additional requests taking into account available resources and SLAs
(Service Level Agreement) agreed with its end-users. To this end, an appropri-
ate resource management by the CSP is crucial for harnessing the power of the
underlying distributed infrastructure and achieving high system performance.

In our previous work [2], we studied the problem of Cloud resource provisioning
in an on-demand fashion. Indeed, we considered job requests with time-variable
capacity requirements whereas the CSP only relies on the capacity requirement
upon the request arrival. We investigated different algorithms to solve this re-
source provisioning problem and compared them in terms of resource utilization
as well as VMs dropping and rejection ratios. In this paper, we investigate the
problem of Cloud resource provisioning for AR under a Pay-as-you-Book pric-
ing model. Our model offers to handle the extra-time required by some jobs at
a higher price, on a best-effort basis. Indeed, ARs running for a longer period
than expected may lead to resource conflicts with other ARs. In order to resolve
such resource conflicts, we propose in this work an economic agent responsible for
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managing the under-provisioning problem. Our economic agent aims at maximiz-
ing the CSP revenues while complying with the SLA terms. Through numerical
simulation, we show that our agent achieves higher revenues compared to intuitive
approaches that systematically prioritize reserved jobs or currently running jobs.

The remainder of this paper is organized as follows. In Section 2, we provide a
detailed state-of-the-art focusing on AR-based resource provisioning approaches.
In Section 3, we present our formulation of the resource provisioning problem
under a Pay-as-you-Book pricing model and emphasize our contribution with
regard to related works. We also introduce the economic agent responsible for
managing resource conflicts caused by under-estimated jobs. Numerical results
and performance evaluation are given in Section 4. We then conclude our paper
in Section 5 with some directions for future work.

2 Related Work

Advance reservation has been introduced in Grid and Cloud environments as an
efficient way to guarantee the availability of IT resources for use at a specific time
in the future. In order to handle AR, the CSP needs some information specifying
the quantity of resources required by the job, the ready-time when this job can
start its execution, the expected job execution time, and its deadline. Based on
the capacity and time requirements of the jobs, we can classify existing studies
on AR into:

2.1 Advance Reservation Specified by Cloud Service Providers

This type of AR is tightly related to the subscription-based pricing model, widely
proposed by CSPs. Under this pricing model, end-users must commit to use the
service for a given time period by paying a one-time fee; in exchange, the CSP
guarantees the availability of the required resources at reduced hourly rates.
This type of reservation operates on a time-interval basis. At the beginning
of each time-interval, the end-user may adjust the amount of resources to be
reserved by the CSP for the next time-interval. Conducted research studies can
be classified into short-term reservation plans [3, 4] (e.g., fine granularity of
10-minute/1-hour time-intervals) and long-term reservation plans (e.g., several
years time-intervals) [5, 6].

In [3], the authors investigated pricing policies for guaranteed bandwidth
reservation in the Cloud on a short-term basis such as hours or tens of minutes.
Requests are characterized by an estimated average bandwidth requirement, its
variability, and the percentage of the traffic flow to be satisfied with guaranteed
bandwidth. As for the CSP, it computes the current bandwidth reservation in or-
der to guarantee the required performance in a probabilistic way. It also decides
on the reservation fee taking into account the burstiness and the time correla-
tion of the various requests. The authors in [4] investigated a similar problem
where a broker is introduced between the CSPs and the end-users. While the
broker sells guarantees to end-users individually, it jointly reserves bandwidth
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from multiple CSPs for the mixed demand, exploiting statistical multiplexing
to save reservation cost. The problem was solved using a game theory approach
where the equilibrium bandwidth price depends on the demand expectation, its
burstiness as well as its correlation to the market.

The long-term reservation plan has been first studied in [5]. The authors con-
sidered a single CSP and proposed an algorithm that selects the number of VMs
to be reserved by an end-user while deploying a service in the Cloud. In order to
cope with request fluctuations and unpredictability, additional resources may be
dynamically provisioned with an on-demand plan. The proposed algorithm min-
imizes the global cost of using a mixture of reserved and on-demand instances by
taking advantage of the different pricing models within the same provider. The
authors of [6] generalized the problem to the context of multiple CSPs taking
into account the uncertainty on end-users future requests and providers resource
prices. They formulated the problem as an integer stochastic program and solved
it numerically using various approaches.

2.2 Advance Reservation Specified by End-Users

In this type of AR, end-users have a higher flexibility as they can specify, in
addition to their capacity requirements, various time constraints associated with
the execution of their jobs. Time constraints can be expressed in terms of various
parameters such as ready-time, job duration, and job deadline. Thus, end-users
have the opportunity to reserve in advance the estimated required resources for
the completion of their jobs without any further commitment. In the sequel, we
define the AR window as the time-interval delimited by the ready-time and the
deadline of a given job request. AR specified by end-users can be classified into
three main categories as follows:

a) Strict Start and Completion Time: This type of job is characterized by
a job duration equal to its AR window. In other words, end-users require the
resources at a specified exact time in the future and for a specified duration.
This type of jobs does not leave any flexibility to the CSP to reschedule the job
at a different time period. Several studies have shown that jobs with strict start
and completion time lead to high fragmentation of the resources availability by
increasing the number of time intervals that are left unused [7, 8]. These time
intervals can be used by other types of requests such as spot and on-demand
instances.

The authors of [9] investigated the provisioning of computing, storage, and
networking resources in order to satisfy AR requests. They considered several
basic services and highlighted how distributed data storage and multicast data
transfer can satisfy a larger number of end-users and improve resource utiliza-
tion of CSPs. The business model of the aforementioned problem has been in-
vestigated in [10]. The authors proposed and compared three pricing strategies
assessing the expectations of both end-users and CSPs.

b) Flexible Start But Strict Completion Time: This type of jobs is char-
acterized by a higher flexibility than the former as the AR window is larger
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than its execution time. However, these jobs are time-critical and, if accepted,
the CSP must ensure that they will complete prior to their firm deadline. Thus,
CSPs may use various mechanisms to efficiently arrange, manage, and monitor
their resources. For instance, the authors in [1] introduced a model based on
computational geometry that allows CSPs to record and efficiently verify the
availability of their resources during the SLA negotiation and planning phase.
According to this model, when the CSP lacks resources, a flexible alternative
solution, referred to as counter-offer, can be generated in order to satisfy the
end-user. Hence, the CSP’s reputation can be enhanced by improving its ability
to satisfy as many end-users as possible leading to higher resource utilization
and consequently higher profits. The authors in [11] investigated a negotiation
mechanism that allows either parties (CSPs and end-users) to modify the SLA or
to make counter proposals in order to converge to a mutually acceptable agree-
ment. In the investigated scenarios, once the SLA has been agreed upon, the
CSP has to execute the job at the specified time. Numerical simulations have
been carried out to highlight the benefit brought by time-flexible job requests.
The authors in [12] investigated the impact of the AR window size on the block-
ing probability and the resource utilization for various models of inter-arrival
and service times under the first-come-first-served scheduling policy.

In [13], the authors investigated the resource provisioning problem in a market-
oriented Cloud considering ARs with flexible window size that is a function of the
requirements and the budgets of end-users. The aim of this study is to propose
a fair management algorithm that guarantees the QoS (Quality of Service) re-
quirements of end-users while increasing the expected benefit of CSPs. For this
purpose, the authors introduced a weighted cost function that enables service dif-
ferentiation relying on time constraints disparity of the requests. An exact linear
formulation [13] as well as a heuristic approach [14] have been considered for the
numerical performance evaluation. Instead of charging fixed prices, the authors in
[15] propose to automatically adjust the price for accessing the resources, when-
ever necessary, in order to increase the CSP revenues. By charging variable prices,
CSPs can give incentives to end-users with less urgent requirements to shift to us-
ing the service during off-peak periods and benefit from lower prices. As the prices
are adjusted based on the expected workload and the resource availability, ARs
submitted a long time in advance are privileged with cheaper prices compared to
late ARs.

Similar investigations have been carried out in a slightly different environ-
ment. The new environment allows the CSP to modify the execution schedule of
already accepted ARs in order to accommodate new requests right up until each
execution starts [16]. Such rescheduling of existing jobs is carried out while re-
specting the deadline constraints specified in the SLA. The authors have shown
that this mechanism can mitigate the negative effects of AR and improve the
performance of reservation-based schedulers as it tends to reduce the amount of
time intervals where resources remain free. Another solution to improve resource
utilization is to make use of comprehensive overbooking which is particularly ef-
ficient in scenarios with no-show policy, job cancelation [17], and over-estimated
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execution time of jobs [18]. In this context, rescheduling existing jobs may allow
overbooked jobs to get access to the resources during their full execution period
if previous jobs do not show up or finish earlier. The Earliest Deadline First
scheduler have been investigated to provide probabilistic real-time guarantees
for AR over time-shared machines [19]. With this scheduling strategy, an admis-
sion control policy is developed where new job requests are accepted if they do
not break the QoS constraints of previously accepted reservations. This can be
achieved for instance by changing the priority of the running jobs to ensure that
the execution completes prior to its deadline.

c) Flexible Start and Completion Time: This type of jobs is also character-
ized by a high flexibility. However, the AR window is not clearly defined. Instead
of defining a ready-time and a firm deadline for the execution of each job, the
end-user provides a set of time-intervals along with its preferences represented by
a utility function. The utility function represents the level of satisfaction that the
end-user will experience as a result of the negotiation outcome. This satisfaction
may depend on several parameters such as the time of execution, the price of the
resources, the delays, the QoS requirements, etc. Usually, not being able to reach
an agreement is the worst possible outcome and the end-user receives a null util-
ity as its request is rejected. Dynamic pricing based on resource utilization and
end-users classification was introduced in [20]. Such dynamic pricing strategy al-
lows the CSP to adapt the price to set incentives for using the resources during
off-peak periods. Two different approaches, which are already well established
in other areas, are compared in [21] namely, reservation realized by derivative
markets in a perfect competition CSPs environment and yield management tech-
niques assuming an imperfect competition environment. The authors analyze the
different requirements in order to apply the proposed approaches in the Cloud
and provide models to derive the suitable reservation price. The authors in [22]
introduced a bilateral negotiation mechanism for Cloud service reservation that
simultaneously considers price and execution time. Numerical simulations have
been used to compare the proposed mechanism to traditional pricing models
used by current CSPs namely, fixed-prices for on-demand and reserved instances,
and variable prices for spot instances. The Time-of-Use pricing policy has been
investigated in [23]. According to this policy, the price of accessing resources
is totaly independent from the utilization ratio of the requested resources but
varies within a day. The optimal pricing strategy that maximizes the end-user
satisfaction is derived.

3 Problem Formulation

In this paper, we focus our investigations on VM provisioning and usage for
compute-intensive and/or processing-intensive scientific applications. Under this
assumption, all VMs are already configured with a considerable amount of CPU
resources and dedicated memory space. Once a job is running on a given VM,
the underlying resources associated with this VM (e.g., CPU power, memory
space, network bandwidth, etc.) are intensively used and cannot benefit from
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statistical multiplexing. Therefore, an incoming job request only has to express
its requirements in terms of VMs without explicitly specifying their configura-
tions. Although the end-users have the illusion of infinite resources within the
Cloud, the CSPs are always constrained with limited resource availability. For
this purpose, we consider in this study a large data-center, owned by a single
CSP, that can host up to N VMs.

Many scientific applications such as telemedicine, multimedia, or air traffic
flow management require the combination and orchestration of several services
to meet their requirements. As the resources are being shared by multiple ap-
plications which are completely unaware of each other, the use of AR has been
proposed as a means to provide time-guarantees on the successful completion
of the submitted jobs. The AR mechanism allows end-users to reserve enough
resources across independently administrated domains prior to their job’s exe-
cution. In order to efficiently handle ARs, the CSP needs information regarding
the required quantity of resources, the ready-time as well as the execution time
of the jobs. As the execution time of the applications may vary from one run to
another, it is a tedious task for end-users to provide these values. This is espe-
cially true for distributed applications since their execution time highly depends
on the interaction between the various implied services.

Due to demand uncertainty, job requests can be classified into under-estimated
and over-estimated jobs. Over-estimated jobs will run for a shorter period in
comparison to their stipulated execution time. Conversely, under-estimated jobs
will run for a longer period than expected. Such inaccuracy in estimating job
execution time can result in lower resource utilization and higher rejection rates.
However, performance degradation is less severe for job requests characterized by
flexible start but strict completion time, or flexible start and completion time.
Indeed, these types of jobs can benefit from the backfilling mechanism where
the CSP reschedules all the accepted jobs in order to adapt to the changing
conditions. For instance, when an over-estimated job leaves the system, the CSP
invokes the scheduler in order to achieve larger contiguous idle time periods.
These idle periods can facilitate the accommodation of future requests as well as
the provisioning of additional time for requests that have exceeded their specified
execution time. Thus, instead of aborting the execution of under-estimated jobs,
the CSP investigates the feasibility of providing them with extra-time without
missing the deadlines of other accepted jobs.

Nevertheless, to the best of our knowledge, demand uncertainty has never been
investigated in the context of ARs characterized by strict start and completion
time. Previous investigations in this matter assume that the jobs are perfectly
known [7–10] or propose to terminate any under-estimated application that is
still executing once its reservation period expires. In our study, we offer to handle
the extra-time required by some jobs at a higher price on a best-effort basis.
Moreover, we propose to manage any resource conflict that may arise between
an under-estimated job and another already reserved job while complying with
the SLA terms and maximizing the CSP revenues.
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3.1 Job Characterization

Scientific applications are typically modeled as workflows consisting of tasks,
data elements, control sequences, and data dependencies. A workflow describes
the order in which several jobs must be performed by different entities in order
to achieve a given outcome. A workflow management engine is responsible for
managing and controlling the execution of these jobs. It also allows end-users to
specify their requirements using the workflow specification. Thus, the workflow
Ωi of a given end-user U i can be modeled by a sequence of jobs ωi

j , where j

denotes the index of the job ωi
j in the workflow Ωi (j = 1 · · · J i). Each job

ωi
j , characterized by “strict start and completion time” (cf. Section 2.2a), is

represented by a tuple (ni
j , α

i
j , β

i
j , γ

i
j), where ni

j denotes the number of required

VMs, αi
j the ready-time of the job, βi

j its completion time estimated by the

end-user, and γi
j its real completion time obtained once executed on the given

cluster. A workflow completes when all its jobs are completed. In our study, we
have considered a set of M workflows (i = 1 · · ·M) composed of a sequence of
jobs to be executed within a given time interval [0, Δ].

3.2 Initial Scheduling of Job Requests

Since ARs are made prior to job execution, the CSP can use various scheduling
approaches in order to optimize the resource utilization of its infrastructure,
and consequently increases its revenues. At this stage, the CSP has only the
knowledge of the execution time estimated by end-users. Even though these
estimations are often imprecise, the CSP has to decide whether to accept (
i =
1) or reject (
i = 0) each workflow Ωi depending on its resources availability.
As stated previously, a workflow Ωi is accepted if all its jobs ωi

j (j = 1 · · · J i)
can be satisfied.

The initial scheduling problem can be formulated as follows. Given the number
N of VMs and the set of M workflows, the CSP has to determine, for each
accepted workflow, the physical machine that will host it. This should be carried
out while respecting the limited resources of the CSP and the fixed ready-time
and completion time of end-users jobs. The main objective of the CSP at this
stage is to maximize the utilization G of its resources which can be expressed
mathematically as:

G =
1

N ×Δ

M∑
i=1

J i∑
j=1


i × ni
j ×

(
βi
j − αi

j

)
. (1)

This problem turns out to be similar to the 2-dimensional bin packing problem
with rejection. In order to solve this problem, we will use a very straightforward
sequential algorithm commonly known as “Decreasing First Fit” (FFD) algo-
rithm. This a simple offline heuristic algorithm that achieves a near-optimal so-
lution for the classical 1-dimensional bin packing problem [24]. The FFD strategy
operates in two phases. First, it sorts the workflows in decreasing order of their
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cumulated reservation time
(∑J i

j=1(β
i
j − αi

j)
)
. Then, it processes the workflows

according to the previous order, and schedules the jobs of the selected workflow
in the first VM with sufficient remaining capacity during their respective reser-
vation intervals. If none of the VMs can (partially or fully) accommodate the
incoming workflow, the workflow will be rejected.

3.3 Pay-as-you-Book Pricing Model

Numerous economic models, including microeconomic and macroeconomic prin-
ciples, have been investigated in the literature for setting the appropriate price
for accessing a service. A pricing policy can be derived from various parameters
such as the supply-and-demand and their value to the end-users. The commod-
ity market, posted price, tender, bargaining, and auction models are among the
commonly used economic models for managing the resources in the Cloud [25].
In this paper, we focus on the Pay-as-you-Book pricing model. It is a flat price
commodity market model where the CSP specifies its service price and charges
end-users for the amount of resources they reserve. Let ΓR be the hourly rate of
a reserved instance. ΓR is independent of the service quality and the number of
jobs. Upon, the acceptance of a workflow Ωi, the CSP expects the payment of a
reward or fee for the successful completion of this reservation. This reservation
fee Ci can be expressed as follows:

Ci =
J i∑
j=1

ni
j × (βi

j − αi
j)× ΓR. (2)

If all the jobs of a given workflow Ωi finish within their respective reservation
period (γi

j ≤ βi
j), the end-user does not have to pay any additional fee. However,

it may happen that a job takes more time to execute than initially estimated
(γi

j > βi
j). In this case, the CSP can allocate the required resources for a longer

period for a higher hourly rate ΓO on a best-effort basis (ΓO > ΓR). In other
words, the CSP cannot guarantee that the job will continue running until its
real completion time γi

j . Let θij be the time when an under-estimated job ωi
j

successfully ends (θij = γi
j) or is forced to terminate by the CSP if the resources

are reserved for executing another job (θij < γi
j). In this case, the end-user is

requested to pay, for each under-estimated job ωi
j , an additional fee F i

j equal to:

F i
j = ni

j × (θij − βi
j)× ΓO. (3)

When the CSP accepts an AR, the end-user expects to be able to access the
agreed resources at the specified ready-time. However, changes may occur be-
tween the time when the end-user submits the reservation and this specified
ready-time. This can happen for various reasons such as end-users canceling or
modifying requests, resource failures, and errors in the estimation of the execu-
tion time. Since an AR is considered as a commitment by the CSP, failing to
meet this commitment may result in the provider paying the end-user a penalty
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P i
j larger than the reservation fee. For each rejected job at its ready-time, the

CSP is requested to reimburse the end-user an amount P i
j equal to:

P i
j = ni

j × (βi
j − αi

j)× (ΓR + ΓP ), (4)

where ΓP represents the credit that the CSP has to return to the end-user if it
is unable to start the job.

3.4 An Economic Agent for Maximizing CSP Revenues

According to the previous description, we can distinguish three scenarios namely,
over-estimated jobs (cf. Figure1a), under-estimated jobs without any conflict
(cf. Figure1b), and under-estimated jobs resulting in a conflict (cf. Figure1c)
with other ARs. The first two scenarios are trivial since the CSP does not have
to intervene and the AR will end normally. For these scenarios, the CSP can
keep the reservation fee and will obtain an additional fee for executing any under-
estimated job (θij = max(βi

j , γ
i
j)). However, in the third scenario, a conflict arises

as an under-estimated job ωi
j is competing for the same resources as an incoming

AR ωi′
j′ . Thus, the CSP has to decide at the ready-time αi′

j′ of the new AR ωi′
j′

whether to keep running the under-estimated job ωi
j or abort it.

Targeting higher revenues, the CSP first has to estimate the average extra-
time δ required by such jobs. This can be easily obtained by analyzing the past
history of all compute-intensive job executions and hence adjusting δ accordingly.
Based on this estimation, the CSP can evaluate the different choices for resolving
any conflict. On one hand, if the under-estimated job ωi

j is kept running, the

CSP estimates getting from end-user U i an additional fee equal to �1 = ni
j ×

(δ + βi
j − αi′

j′) × ΓO. However, the CSP has to pay the end-user U i′ a penalty

P i′
j′ equal to �2 = ni′

j′ × (βi′
j′ − αi′

j′ ) × (ΓR + ΓP ). On the other hand, if the

under-estimated job ωi
j is aborted and the new AR ωi′

j′ is executed, the CSP can
keep the reservation fee but will not obtain any additional benefit. By comparing
the values of �1 and �2, the CSP will decide on the best way to resolve this
conflict. If the CSP decides to keep the under-estimated job, it should negotiate
with the owner of the incoming AR if it accepts to delay its current execution
and gets in exchange the penalty specified in the SLA and a new time slot for
executing its job. We assume that the end-user can accept such a proposal with
a probability ρ.

4 Numerical Results

4.1 Experimental Setup

In our simulations, we consider a single CSP with limited resources that can host
up to N = 10 VMs simultaneously. We consider a simulation period of 4 days (or
equivalently Δ = 96 hours). In our investigations, we only consider workflows Ωi
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Fig. 1. Possible scenarios of running jobs

with one single job (J i = 1) requiring a single VM (ni
j=1). The ready-time αi

j of
a job is chosen uniformly in the interval [0, Δ = 96[ while its estimated execution
time μi

j follows a negative exponential law of mean μ̂ = 5 hours bounded by a

maximum duration of 8 hours (βi
j = αi

j + μi
j). The percentage ψ of under-

estimated jobs varies in the set {20%, 30%, 40%} and the extra-time λi
j required

by these reservations also follows a negative exponential law of mean λ̂ equal to
1 or 2 hours (γi

j = βi
j + λi

j). Without loss of generality, we have fixed the value

of ΓR to 1 and assumed that ΓO = 3 and ΓP = 1. Finally, the probability ρ of
a successful negotiation between the CSP and the end-users has been fixed to
100%.

Under the aforementioned parameters, we have chosen to consider two differ-
ent AR loads: light loads with M = 100 and heavy loads with M = 200. These
AR loads have been inspired from the traces found in [26]. These traces provide,
among other information, the submit time, the requested time, the execution
time, the identifier, and the status of the jobs.

All experiments have been repeated 1000 times. For each scenario, we report
the average values computed over these different runs of:

• The percentage Ri of ARs that are rejected at the end of the offline initial
scheduling.

• The percentage Rd of ARs that are accepted at the end of the offline ini-
tial scheduling but are dropped during their execution because they under-
estimated their execution time.

• The percentage Rr of ARs that are accepted at the end of the offline initial
scheduling but are rejected at their ready-time because the CSP decided to
keep running an under-estimated job.

• The percentage Ra of ARs that are accepted and executed during their com-
plete activity period. It is obvious that the following equation holds:

Ri +Rd +Rr +Ra = 1. (5)
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• The revenues Ξ of the CSP computed as a function of ΓR, ΓO, and ΓP as
follows:

Ξ =
∑
i

Ci +
∑

{extended ωi
j}
F i

j −
∑

{rejected ωi
j}
P i
j. (6)

It is worth noting that in our investigations, we assume that the CSP expenses
(i.e., CapEx and OpEx) do not change with the number of running jobs.
Hence, the CSP profits have the same trend as the CSP revenues and could
be deduced accordingly.

• The average utilization ratio χ of the CSP resources during the simulation
period Δ. χ is computed in the same way as G (Eq. (1)) taking into account
the aforementioned percentages Rd and Rr.

As stated previously, the AR mechanism allows end-users to reserve enough
resources across independently administrated domains prior to job execution.
The end-users may also have QoS requirements that can be expressed in terms
of various parameters such as deadlines, security, trust, and budget associated
with service invocation. The QoS parameters along with the time and quantity of
resources requested by the end-user are encoded in the SLA. Thus, the SLA can
be viewed as a formal agreement between the CSP and the end-users specifying
the services, priorities, responsibilities, guarantees, etc. of both parties. In this
study, the SLA is defined, among other parameters, by:

• The set of workflows
{
Ωi =

{
ωi
j(n

i
j , α

i
j , β

i
j), ∀j = 1 · · · J i

}
, ∀i = 1 · · ·M}

to

be executed. For each job ωi
j , the number of required VMs as well as their

ready and estimated completion times are also specified.

• The hourly rate ΓR for running an AR and the hourly rate ΓO for extending
it beyond its estimated completion time.

• The credit ΓP due by the CSP to the end-user in the case of non-compliance
with the SLA terms.

4.2 Reference Scenarios

The goal of this study is to investigate an economic agent responsible for resource
management under a Pay-as-you-Book pricing model. This economic agent has
to achieve “end-user satisfaction” by providing QoS guarantees for ARs, “cost
effectiveness” by efficiently maximizing the CSP revenues, and “robustness” by
intelligently handling uncertainties such as those in user-estimated execution
times. In order to assess the performance of the proposed agent, we will introduce
three intuitive strategies that can be adopted by the CSP.

On-Demand Approach: No ARs are made at all and the resource allocation is
performed online. Upon the arrival of a new job request ωi

j, the CSP evaluates its
instantaneous resource utilization. If enough free resources are available, the new
request is accepted; otherwise, it is rejected. In return, the end-user is expected
to pay a higher price ΓO for accessing the resources as they are not reserved in
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advance. This approach does not ensure end-user satisfaction with a workflow
composed of multiple jobs as there is no guarantee that all its job instances
will be accepted. However, as we have considered in our experiments’ workflows
with a single job, the on-demand approach can be considered as a good reference
scenario. Moreover, for workflows with a single job, this strategy is characterized
by a null percentage of dropped ARs during their execution (Rd = 0) and a null
percentage of rejected ARs prior to their execution (Rr = 0).

Highest Priority to Running Jobs (HPRU): Under this strategy, the CSP
will never abort a running job and always try to postpone the incoming AR that
causes the conflict to a later period through negotiations. The only incentive for
the end-user to accurately estimate its job execution time is motivated by the
lower price of reserved instances (ΓO > ΓR). This strategy is characterized by
a null percentage of dropped ARs during their execution (Rd = 0).

Highest Priority to Reserved Jobs (HPRE): Under this strategy, under-
estimated jobs are penalized as they are aborted whenever a conflict arises after
they have executed for their estimated execution times. In order to protect their
application from forced termination, end-users with critical applications must
ensure that the estimated execution times are sufficient for their applications
to be completed. This strategy is characterized by a null percentage of rejected
ARs prior to their execution (Rr = 0).

4.3 Performance Evaluation

Impact of the Number of Submitted Jobs: In this first scenario, we have
fixed the percentage ψ of under-estimated jobs to 20% and the average extra-
time required by these jobs to λ̂ = 1.

Table 1. Impact of the number of submitted jobs

M = 100 jobs M = 200 jobs

Ri Rd Rr χ Ξ Ri Rd Rr χ Ξ

Initial Scheduling 0.10% 0% 0% 35.45% 30500 7.64% 0% 0% 67.51% 58000

On-Demand 0.20% 0% 0% 38.54% 99750 9.68% 0% 0% 67.01% 173250

HPRU 0.10% 0% 8.17% 35.09% 33750 7.64% 0% 10.01% 64.77% 61000

HPRE 0.10% 8.97% 0% 37.15% 32750 7.64% 11.29% 0% 69.64% 61000

Economic Agent 0.10% 6.42% 2.32% 37.03% 35250 7.64% 8.00% 2.91% 69.34% 64750

As expected, the on-demand approach ensures the highest CSP revenues as
the end-users are paying a higher price during all the execution of their jobs
(ΓO = 3 × ΓR). It also achieves a high overall acceptance ratio Ra as it does
not have to deal with estimation uncertainties. This latter behavior is expected
to change in the case of workflows with multiple jobs. We notice that both
the HPRU and the HPRE strategies achieve similar revenues Ξ for the CSP.
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However, the HPRU strategy achieves the highest acceptance ratio Ra for AR,
while the HPRE has a better performance in terms of resource utilization χ. Our
proposed economic agent achieves slightly lower resources utilization compared
to the HPRE strategy and keeps the percentage of rejected AR prior to their
execution Rr at an acceptable value. In summary, our proposed economic agent
is a trade-off in terms of resource utilization and acceptance ratio between the
intuitive HPRU and HPRE strategies, but outperforms both of them in terms of
CSP revenues. Indeed, our proposed economic agent achieves an average increase
of almost 6% in the CSP revenues. These conclusions still hold independently of
the number of submitted jobs.

Impact of the Percentage of under-Estimated Jobs and Their Exe-
cution Extra-Time: In this scenario, we vary the percentage ψ of under-
estimated jobs in {20%, 30%, 40%} and the average extra-time λ̂ required by
these jobs in {1, 2}.

Table 2. Impact of the percentage of under-estimated jobs and their execution extra-
time

λ̂ = 1 λ̂ = 2

Ri Rd Rr χ Ξ Ri Rd Rr χ Ξ

ψ
=

2
0
%

Initial Scheduling 7.64% 0% 0% 67.51% 58000 7.43% 0% 0% 67.58% 58000

On-Demand 9.68% 0% 0% 67.01% 173250 11.12% 0% 0% 68.31% 176250

HPRU 7.64% 0% 10.01% 64.77% 61000 7.43% 0% 11.21% 65.89% 65000

HPRE 7.64% 11.29% 0% 69.64% 61000 7.43% 12.81% 0% 70.15% 61500

Economic Agent 7.64% 8.00% 2.91% 69.34% 64750 7.43% 5.53% 6.51% 69.40% 67500

ψ
=

3
0
%

Initial Scheduling 7.44% 0% 0% 67.45% 58000 7.45% 0% 0% 67.49% 58000

On-Demand 11.10% 0% 0% 68.24% 176250 13.48% 0% 0% 70.66% 180750

HPRU 7.44% 0% 14.34% 63.60% 62000 7.45% 0% 15.91% 65.22% 67750

HPRE 7.44% 17.07% 0% 70.61% 62250 7.45% 19.34% 0% 71.38% 63250

Economic Agent 7.44% 11.89% 4.33% 70.15% 67750 7.45% 9.52% 8.09% 69.98% 71750

ψ
=

4
0
%

Initial Scheduling 7.51% 0% 0% 67.54% 58000 7.48% 0% 0% 67.48% 58000

On-Demand 12.68% 0% 0% 69.52% 179250 15.97% 0% 0% 71.27% 183750

HPRU 7.51% 0% 18.10% 62.66% 62750 7.48% 0% 19.89% 64.71% 69750

HPRE 7.51% 22.71% 0% 71.78% 63750 7.48% 25.50% 0% 72.63% 62500

Economic Agent 7.51% 15.67% 5.59% 71.11% 71000 7.48% 12.36% 10.27% 70.72% 75250

As the initial scheduling does not have any knowledge about the error in
estimating the execution time, it achieves the same performance independently
of the values of ψ and λ̂. We notice that the percentage of ARs that are rejected
prior to their executionRr in the HPRU strategy increases with the percentage of
under-estimated jobs. However, this increase is less pronounced than the increase
observed in the HPRE strategy for the percentage of dropped ARs during their
executionRd. Finally, our proposed economic agent keeps its superiority and still
achieves a trade-off in terms of resource utilization and acceptance ratio between



An Economic Agent Maximizing Cloud Provider Revenues 43

the HPRU and HPRE strategies, but it outperforms both of them in terms of
CSP revenues. Indeed, as the percentage of under-estimated jobs increases, the
additional gain in the CSP revenues increases from almost 6% for ψ = 20% to
around 12.25% for ψ = 40%. Moreover, as the average extra-time required by
the jobs increases, the difference between the HPRU and the HPRE strategies
becomes more pronounced as the HPRU strategy achieves higher revenues.

5 Conclusions

Reflecting the recent trend of augmenting Cloud computing with AR provi-
sioning plans, we investigate in this paper the problem of resource provisioning
under a Pay-as-you-Book pricing model considering ARs characterized by under-
estimated execution times. Our model offers to handle the extra-time required
by jobs at a higher price, on a best-effort basis. Indeed, the extra-time required
by an AR plan may lead to resource conflicts with other AR plans. In order
to resolve such resource conflicts, we propose in this work an economic agent
responsible for managing the under-provisioning problem. Our economic agent
aims to achieve the end-user satisfaction by complying with the SLA terms on
one hand as well as the CSP satisfaction by maximizing its revenues through in-
telligent resource management on the other hand. In this paper, we limited our
investigations to compute-intensive applications requesting Virtual Machines.
However, this work can be easily generalized to any IaaS resources.

In order to assess the performance of our proposed agent, we have compared
our proposed economic agent with two intuitive approaches that systematically
prioritize reserved jobs or currently running jobs. Our economic agent achieves
a trade-off between the two intuitive strategies in terms of resource utilization
and acceptance ratio, but outperforms both of them in terms of CSP revenues.
These conclusions still hold independently of the number of submitted jobs,
the percentage of under-estimated jobs, and the average duration of the extra-
time required. Future studies will extend the results presented in this paper
to the case of workflows with multiple jobs. In addition, we intend to enhance
the initial scheduling algorithm in order to introduce higher flexibility in the
decisions of the economic agent. This economic agent could be be augmented
with additional features that implement overbooking techniques. In doing so,
the CSP can overcome performance degradation in case of job cancellations.

Acknowledgments. This work is granted by the CompatibleOne project
funded by French institutions.
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Abstract. The introduction of economic principles allows Resource
Management Systems (RMS) to better deal with conflicting user re-
quirements by incorporating user valuations and externalities such as
the usage cost of resources into the planning and scheduling logic. This
allows economic RMSs to create more value for the participants than
traditional system centric RMSs. It is important for an RMS to take the
data requirements of an application into account during the planning
phase. Traditional RMSs have been presented supporting co-allocation
and advance reservation of both network and computational resources.
However, to the best of our knowledge no economic RMSs proposed
in the literature possesses these capabilities. In this paper we present
ENARA, an economic RMS with advance reservation and co-allocation
support for both network and computational resources. We will demon-
strate that ENARA can significantly increase the user value compared
to an online approach.

Keywords: Resource Management, Co-allocation, Advance Reservation,
Grids, Grid Economics, Network Aware, Futures Markets.

1 Introduction

In shared computing environments such as grid systems, Resource Manage-
ment Systems (RMSs) have to deal with conflicting requirements due to the
fact that users of such infrastructures only care about their own self-interest
when formulating their requests. We believe that, contrary to traditional RMSs
and scheduling approaches in grid systems, the use of economic principles en-
ables the creation of more open and sustainable grid markets oriented towards
value maximization. These grid markets charge the users of the system accord-
ing to their requirements and resulting allocations while taking into account
those of other users as well. In this article, we propose and evaluate ENARA,
an economic network and resource aware RMS that employs a futures market to
trade usage rights on co-allocated and reserved computational resources and net-
work paths. It is important to take data transfers into account when planning
applications on a grid system because these transfers can take a considerable
amount of time, especially when the data set required by an application is large.
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We use the GESNET network model to simulate the delays associated with net-
work communication and the transfer of data over the network. We evaluate our
RMS in the context of bag-of-task applications with CPU bound jobs and input
requirements. A good example is the analysis of data coming from one of the
experiments at CERN. All the experiments at CERN produce roughly 15PiB
of data per year. It is clear that the processing even a small part of that data
still involves massive input files. We extend our original system model presented
by Vanmechelen et al. [1] with data dependencies and network resources.

The system model we use and the broker we developed do not require users
to specify a fixed parallelization degree for their applications in contrast to sev-
eral other existing approaches [2,3,4]. Instead, the ENARA RMS is given the
freedom to schedule data transfers and computational workload, as long as it
can guarantee that the input files are transferred from storage to the execution
site before the computation starts and that the application finishes by a given
deadline. In our simulations we explicitly take into account the atomicity of jobs
and the limited parallelization degree of an application. We do not require job
preemption and migration in the construction of job schedules.

This article is organized as follows. First we take a look at related work in the
next section. In section 3 we give an overview of the ENARA system model. We
discuss the network (pre)pricing of individual links in section 4. We conclude with
an evaluation of our approach. We compare our approach in terms of generated
user value to an online network aware scheduling policy.

2 Related Work

There is to the best of our knowledge no other work that combines both economic
aware network and cpu resource co-allocation and advance reservation. A recur-
ring technique for advance reservation and co-allocation of network resources
is the discretization of time to make the scheduling problem more tractable.
Depending on the level of granularity, this discretization can induce sizeable in-
ternal fragmentation on resources as computational jobs and network transfers
typically cannot occupy discretized time slots fully.

Takefusa et al. have proposed an advance reservation-based co-allocation algo-
rithm for distributed computing and network bandwidth [5]. Their online plan-
ning approach incorporates both co-allocation and advance reservation, but does
not integrate economic principles. The co-allocation problem is solved by dis-
cretizing time in laddered time frames and modelling it as a simplified Integer
Programming (IP) problem. The MC-T scheme proposed by Stevens et al. also
discretizes the time [6] but is less suited for systems to large planning windows
due to a limited look-ahead. Work by Dramitinos also proposes a discretized
economic advance reservation system [7] for network resources only.

The first two approaches are not economic while the last does not incorporate
compute resources. In contrast with our work, all of them make use of discretized
time slots.
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3 System Model

In this section we give an overview of the elements of our ENARA system. First
we introduce the GESNET network layer which is modeled after Lambda Grids.
It is this component that provides the necessary features for transferring data
and reserving the network paths needed for transporting the input files from
their storage locations to the location in the network where the application will
be executed. Then we describe how we use Planning Windows, how we model
Jobs, Workflows, Data and Requests, Consumers and Providers. We conclude
this section with a description of the most important entity in our system model,
the ENARA broker.

3.1 Network

To accurately take into account the transfer times of data and the cost of these
transfers on the network in an advance reservation setting, we have developed
the GESNET network model with support for advance reservations and net-
work pricing [8]. GESNET is modeled after Lambda Grids [9] and is built on
the Jung2 library which provides a number of standard graph algorithms [10].
Lambda Grids are fiber optic networks that allow the creation of light paths for
setting up dynamically allocated point to point links between two sites in the
network. There are multiple wavelengths used in each fiber optic link, dividing it
in multiple logical channels. A light path is a path reserved on a set of subsequent
links in the network and bound to a specific wavelength. In fact, it is a list of
subsequent channels. A channel cannot be allocated to more than one light path
at a time which contrasts with traditional packet switched networks. As such,
Lambda Grids can be seen as frequency divided networks with non-intersecting
network planes.

Entities participating in the simulation are placed at specific locations in the
network. As such, the communication delay between them will be modelled and
incorporated in the simulation. Multiple sites may be located on a single location.
We denote the set of storage sites in our simulation with S = {s1, . . . , sm}
and the set of compute sites with C = {c1, . . . , cn}. The communication delay
between two entities is calculated based on the speed of light in a fiber optic
cable over the physical link-distances between the two communicating sites.

GESNET also enables the creation of network paths for file transfer, both ad
hoc and as reservations for future use. Future network transfers will be planned
either as soon or as late as possible, depending on the properties of the reser-
vation request. In order to do this, GESNET will look through all the network
planes for the earliest or latest possible reservation for a transfer of a specific
data set from node s to c [8].

3.2 Planning Windows

ENARA uses periodic planning phases with a sliding Planning window PW .
When the size of PW is 24 hours for example, the broker can plan one day in
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the future. The Planning Period PP is defined as the time delta between two
consecutive planning phases. Each planning phase, the PW will shift forward by
the same amount as the PP . The planning phase itself starts before the beginning
of the PW . The specific lead time LT to the planning phase is chosen to be big
enough to ensure that the planning phase will have ended before PW starts.
During the lead time, we explicitly model both communication delay as provided
by our network model as well as the algorithmic overhead induced by our own
resource management system and given by the wall clock time difference between
the beginning and the end of the planning phase. As such, we can guarantee
that ENARA not only establishes appropriate allocations, but also that it does
so within a realistic time frame as set by LT . We believe that this is a necessary
validation of the practicality and feasibility of scheduling algorithms that is often
not incorporated in the simulation model directly but evaluated separately. The
Hot Window HW is defined as the time interval that will become unavailable
for planning after the current planning phase. As such, when nothing is planned
in or can be moved to the HW after the planning phase, the capacity in this
HW is effectively lost.

Since PW ’s can be big in comparison to the time delta between two consecu-
tive planning phases, it is not straightforward to determine whether the system
is congested. To assess whether the system is in a state of congestion, we define a
Congestion Window CW . A Congestion window can be seen as a kind of “leaky
bucket” for planning and as such allows the system to accommodate occasional
bursts of high activity.

PW

PWCW

Phase n

Phase n+1
PP

HW

LT

Fig. 1. Planning Windows

All these concepts are illustrated in Figure 1. As can be seen from this figure,
the lead time is very small in comparison to the planning window. If we take
the scale on the time axis to be 1 hour, PW is 24 h and LT is 30min. We have
marked the 1 h long hot window in dark grey. This is the window that the broker
should absolutely try to fill as this capacity cannot be sold anymore in a next
planning phase. The congestion window is indicated with light grey and also
includes the hot window. It is 3 h long. As can be seen, the planning window is
shifted forward when starting the next planning phase. The size of this shift is
equal to the planning period.
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3.3 Jobs, Workflows, Data and Requests

Jobs are modelled as having a certain processing requirement expressed as a
normalized processing time npt (in hours) when executed on a reference archi-
tecture. Applications can be modelled as workflows with a number of individual
jobs and precedence relations between them. In this work we model bag-of-task
applications and we focus on the effects and benefits of network and CPU re-
source co-allocation and reservation. Typical examples of such applications are
parameter sweeps where individual jobs all process the same input data with
different parameter values. Applications may potentially require (parts of) big
datasets to process. These are modelled by data dependencies in the applica-
tion model. When an application has a data dependency, the system needs to
make sure that the data is transferred to the location of execution before the
computational workflow starts.

To execute an application, a consumer submits an Application Processing

Request (APR) to the RMS. This APR contains the processing workflow, pos-
sible input data requirements and the maximum budget budget(j) the consumer
is willing to spend for the execution of its application. A workflow consists
of n jobs that have to be executed for the application to finish successfully.
The normalized processing requirements of the entire workflow of request j is
npt(j) =

∑n
i=1 npt(i) with npt(i) defined as the processing requirements of job

i. When a request requires input data, this will be indicated by the presence of
a data dependency in the APR. The location and size of this specific file can
be found by querying the File Catalog. We will denote the size of the input
file of request j with f(j), its size with ds(j) = ds(f(j))GiB and the storage
location(s) of the data as S(j) = {s : f(j) ∈ s}. Requests that require input data
will be called Data Dependent APRs (DDAPR) from here on. When a request
does not require any input data it is called a Data Free APR (DFAPR). In our
experiments we assume that data is not cached at the compute locations after an
APR is finished due to insufficient storage capacity at the computational resource
providers. This means that data needs to be transferred for every DDAPR.

3.4 Consumers

Consumers are modeled as entities that will submit their requests to the broker
for planning. For each request, n jobs of randomized length are generated. If
the request is a DDAPR, the file f(j) used will be the same for all subsequent
requests of a specific consumer. The budget is calculated based on npt(j), ds(j)
and the valuations nvcpu(j) for computational resources and nvnet(j) for network
transfers of the specific consumer. In addition we randomize the budgets with a
variance factor varbudget. For each subsequent request of a consumer we multiply
the base budget with the random factorRF = (1+rand(−varbudget,+varbudget))
with rand(x, y) a uniform random generated value between x and y. The exact
formula for the calculation of the request budget is given in Equation 1. We note
that nvcpu(j) and nvnet(j) are a priori normalized valuations for the application
execution and network transfer. These two valuations make it easier to select
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budget levels for consumers in our experiments and are exclusively used for
determining the total request budget and then forgotten. We assume that a real
user of the system would only provide an aggregate budget for the execution of
its application.

budget(j) = (nvcpu(j) ∗ npt(j) + nvnet(j) ∗ ds(j)) ∗RF (1)

Before each planning phase starts, all consumers submit their request to the
broker. When a request is successfully planned by the broker, the consumer has
to pay both network link and compute resource providers for the usage of their
resources. When a request of consumer x is successfully finished, it is added to
the set of finished APRs Fx. Consumers will have an implicit value V (j) attached
to the execution of their application. The total value planned for a consumer is
then defined as V (x) =

∑
r∈Fx

V (r).

3.5 Providers

Each compute provider manages a number of CPUs. We consider CPUs to be
uniform parallel machines. This means that all computational jobs can be exe-
cuted on all CPUs and that their execution time depends linearly on the relative
power of the specific CPU compared with a standard CPU.

When the broker wants to schedule the jobs of the workflow of an APR, it
will contact a provider, and ask it to schedule either all jobs or as many jobs as
possible by means of a Request Bid. The provider will search for free periods
in the PW of all its CPUs and select the best one for each job by means of a
selection policy. In this article, the provider uses a closest to the deadline policy.
This ensures that the provider keeps as much free capacity as possible in the
beginning of the PW , allowing it to schedule in subsequent applications with
shorter deadlines. Since the provider will schedule in jobs as close to deadline as
possible, it is very likely that after the planning phase no jobs are planned in
the Hot Window (HW ) which is defined as the time interval that will become
unavailable for planning after the end of the planning phase. As such the provider
will defragment all its CPU schedules and attempt to move or shift reservations
forward to fill all compute capacity still available in the HW at each specific
CPU resource.

3.6 Broker

The ENARA-broker we have developed is capable of scheduling both DDAPRs
and DFAPRs. It operates using sliding Planning Windows described in subsec-
tion 3.2. In every planning phase, the ENARA-broker will try to plan as many
APRs as possible by going through its list of submitted APRs, or SAPRL. This
list is sorted according to the normalized budget nb available to each request.
The normalized budget nb is a measure for the budget normalized over the ex-
pected costs to execute the request’s workload and transfer its data. As such it
can be used to prioritize APRs from the most to the least valuable. The broker
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uses a greedy heuristic to try and plan in as much APRs as possible. We use this
heuristic approach because our problem domain is NP complete. As such it is
not possible to find the optimal allocations in a reasonable time span. Note that
in our evaluation, we take both communication delays and overhead of our calcu-
lations into account when planning. Therefore, we cannot implement a strategy
that may be theoretically correct but not tractable to compute.

Additionally, the ENARA-broker has approximate information of the free ca-
pacity of both the network and the compute resources. This allows it to quickly
check whether the selected provider and/or the network have enough capacity
available just before the planning of an individual APR. As such we have incor-
porated a fast-fail mechanism in the broker that can reduce both network traffic
and computational overhead caused by planning attempts that are bound to fail.
We have demonstrated a similar mechanism for APRs without input data [11].

Budget Normalization. In order to normalize APR budgets, the broker uses a
Pre Pricing Algorithm. For DFAPRs, we can easily calculate their normalized
budget as given by Equation 2.

nb(j) = budget(j)/npt(j) (2)

For DDAPRs however, this is not so straightforward. Their normalized budget
depends on the normalized prices that need to be payed for both compute and
network resources and on the relative value of these normalized prices. The actual
prices are the result of the demand for both network and computational resources
and the budgets of individual consumers. However, the actual prices of both com-
putational and network resources are not known until after the planning phase
has ended. This means that we have to estimate the expected prices of both com-
putational (npEcpu) and network resources (npEnet) before planning the requests.

This is in fact a catch-22 situation since the expected prices in turn will
influence the ordering of the APRs, the actual allocations and ultimately the
actual prices themselves, which is exactly what we are trying to estimate in the
first place. It is therefore important that, when calculating expected prices, we do
not create discriminatory prices for individual network paths and computational
resources as this would ultimately lead to unbalanced allocations. Note that in
each planning phase, we only use the subset of storage sites S that store data
requested by the DDAPRs in the SAPRL. We do take all compute locations C
into account as they have new capacity available in each planning round.

The method of calculating the expected normalized network price npEnet and
the expected normalized cpu price npEcpu is based on the anticipated congestion of
the system for both computational and network resources [8]. It is not discussed
here due to space considerations. The distribution of npEcpu over individual links
is discussed in section 4. The Gigabyte-to-Workload factor G2W is defined as
npEnet/np

E
cpu and is a normalization factor that is used to split the budget of

DDAPRs in a separate compute and network budget. The normalized DDAPR
budget of request j is defined in Equation 3.
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nb(j) =
budget(j)

npt(j) +G2W ∗ ds(j) (3)

The compute budget of a DDAPR is then given by bc(j) = nb(j) ∗ npt(j) and
its data budget by bd(j) = nb(j) ∗ G2W ∗ ds(j). This enables the broker to
order both DDAPRs and DFAPRs in the submitted APR list (SAPRL). The
ordering is based on normalized compute budget nb(j) of each request. Since
both DDAPRs and DFAPRs are sorted in a single list, we can use a greedy
approach for planning.

Planning. The ENARA-broker will iterate over the sorted list of submitted
APRs and attempt to schedule in each individual request. For all APRs we define
a preferred compute providers list (PPL) which is a sorted list of the providers
based on the cost of executing the entire application, including necessary data
transfers. All DFAPRs share the same PPL since the location of a compute
provider is irrelevant when an application has no input data requirements. For
each request we try to plan the individual jobs at the first provider p in the
PPL. If p cannot plan all jobs and the request is a DFAPR, the broker tries to
plan the remaining jobs with the next provider in the PPL and so on (untill we
can plan all jobs). If not all jobs could be planned, we cancel the reservations
and remove the DFAPR from the SAPRL. If p can plan all jobs of a DDAPR,
the broker will attempt to make the necessary network reservations. If it is not
successful, all reservations are cancelled and the DDAPR is re-inserted in the
SAPRL with an adjusted nb(j). This adjustment is due to the fact that the path
price to different network locations may be different when the reserve price of a
link is higher than the expected price. After planning is finished, the broker will
have 2 lists of APRs, the list with planned APRs, PAPRL, and the list with
unplanned APRs, UPAPRL. These may be used in the final pricing phase of
the planning process as described in the next subsection.

Pricing. After the broker has planned in all necessary requests, it still needs
to price them. For the ENARA broker, we price both compute and network
resources with a Next Highest Losing Bid strategy (NHLB) as follows. First,
we iterate over all requests in the sorted SAPRL and, as long as the current
request was planned, we add it to the current set cS. When a request has not been
planned, we price all APRs in cS with the normalized budget of the unplanned
request and empty cS. We continue iterating over the SAPRL until there are no
APRs left. Then we price the remaining request in cS with the reserve price of the
providers. The resulting compute price is distributed uniformly over all compute
providers that participate in the APR. The distribution for network providers
is based on the Extended Minimal Cut List as explained in section 4.2. In this
way we become uniform path prices while taking the relative importance of the
individual links into account. Note that currently both network and compute
resource providers are able to set minimum prices. While it would be possible
to dynamically change these during the simulation, we have not experimented
with this option.
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We use the NHLB pricing strategy because the pricing rule used is closely re-
lated to Vickrey auctions. This kind of auction is incentive compatible and the best
strategy for a participant is to reveal its true value for the item. For complex sys-
tems such as ours, the winner determination is often NP hard. As such it becomes
impossible to design a system that on the one hand is incentive compatible, and
on the other hand tractable to compute [12]. As such, no hard proof can be given
that we have in fact created a system that is incentive compatible. Indeed, there
may be situations where participants of the system can in fact gain an advantage
by strategic bidding. This should not stop us from applying the most important
principles of incentive compatibility to our pricing strategy, namely second price
like systems are generally a good choice for participants to reveal their true valu-
ations and are less susceptible to strategic bidding than other pricing systems.

4 Network Pricing

In this section we describe the general approach to pricing individual network
links based on their importance. The first subsection deals with the search for
links that are responsible for the limitations in transfer capacity between a set of
sources S and a set of sinks C in a network. We then explain how the estimated
prices translate to the pre-prices of individual resources. More details about the
actual algorithms can be found in [8].

4.1 Limiting Links

In this subsection we define the limiting links LL(S,C) {l1, . . . , ln} from a set of
sources S to a set of sinks C with S ∩ C = ∅ as the set of all links where the
network capacity capnet(S,C) from S to C decreases when any of the links in
LL(S,C) is removed. We define LL(S,C) more formally in Equation 4 where
the extra parameter g denotes the graph representation of the network.

LL(S,C, g) = {l1, . . . , ln}with ∀li ∈ LL(S,C, g) :
capnet(S,C, g) > capnet(S,C, g \ li) (4)

Clearly, the links in LL(S,C, g) are important and should be (pre)priced accord-
ingly. We have designed an algorithm that calculates the Extended Minimal Cut
List EMCL(S,C, g) between a set of sources S and a set of sinks C on network
graph g [8]. The algorithm first calculates the list of minimal cuts between S
and C and then extends the individual minimal cuts with the additional trailing
limiting links. The links in the EMCL(S,C, g) are equal to the limiting links
defined in Equation 4 and its ordering and composition helps in pricing the links
between S and C uniformly.

To further clarify these concepts, we provide an example of an extended min-
imal cut list based on the network depicted in Figure 2. We take S = {1, 2, 3}
and C = {7, 13, 16}. All limiting links are marked with a diamond. Links marked
with open diamonds are extending links of a minimal cut. The resulting extended
minimal cut list is given in (5).
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Fig. 2. Extended Minimal Cut List
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Extended minimal cut lists are encapsulated in square brackets while extended
minimal cuts use curly braces. Extended links are not marked but visible by the
fact that the links in an extended link are horizontally separated by commas,
for example (2, 5), (5, 8). As can be seen, the second main extended minimal cut
contains an extended minimal cut list all by itself. We can also check that when
we remove any link in EMCL from the network, its capacity will decrease. The
non-limiting links from {(4, 8), (9, 10), (12, 14), (12, 15), (14, 16), (15, 16)} are not
included in the extended minimal cut list.

4.2 Network Resource Pre-pricing

We estimate both the normalized network (npEnet) and computational resource
npEcpu prices based on the expected congestion on network links and compu-
tational resources respectively. All compute resources are uniformly pre-priced
based on npEcpu. For network resources this is slightly more complicated as we
have estimated the uniform path price. However, we have to distribute this esti-
mation over the individual links. The distribution of the estimated price is based
on the Extended Minimal Cut list.

Due to space considerations, we provide the resulting network link price
estimations based on Figure 2 and an estimated network price of npEnet =
0.8EUR/GiB. We represent the resulting link pre-prices on the graph in
Figure 3. It is readily verifiable that any path from a source node to a sink
node will be pre-priced at the desired 0.8EUR/GiB. The price distribution
matches the importance of the individual links which becomes clear when they
are matched with the EMCL in (6). We re-use the relative importance of links
when distributing the actual path price over the individual links. Note that we
have not taken into account the reserve price for the non-limiting links in order
to present the distribution of path prices over the limiting links in the extended
minimal cut list more clearly.
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Fig. 3. Extended Minimal Cut List Pricing

5 Results

We now demonstrate with some specific experiments that the different elements
of our global approach deliver correct and expected results. We note that variance
var of a value v in our experiments is always given as a number in [0, 1[ and that
for each member of a group, a uniformly random value is chosen in the interval
[v ∗ (1− var), v ∗ (1 + var)[ by means of the java Random nextDouble method.

For all our experiments we have used a network based on the EGEE topol-
ogy. We have depicted this network in Figure 4. This figure also contains an
example of network prices as calculated by our algorithms. The locations of
storage providers are indicated in light grey and the locations of computational
resource providers in dark grey. It is readily verifiable that the resulting network
path prices are around 0.684EUR/GiB. Note that we have omitted the reserve
prices in order to avoid clutter.
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Fig. 4. Simulated Network

5.1 Online vs Offline Network Aware Scheduling

The ENARA broker is an offline scheduling system that periodically plans in
all submitted requests in order to generate as much user value and utility as
possible. There are however settings where the extra delay caused by this periodic
planning is undesirable. As such we have imitated the behaviour of an online
FIFO based scheduler that is network aware by randomizing the order in which
requests are processed in the planning phase for the ENARA broker. We have
named this broker FIFOna. One notable difference with a traditional online
system is the fact that applications that cannot be planned immediately will
(have to) be resubmitted to the broker. This means that when there is a sudden
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spike in high-value applications, these applications actually have a higher chance
of being scheduled than in a true online FIFO based system.

While FIFOna is quite capable of planning in applications with their data de-
pendencies, it significantly changes the assumptions on which the pricing strategy
is based. Since we are not selecting applications based on their normalized bud-
get but rather on their arrival time, we are not assigning the allocations to the
highest bidders and as such we cannot use a second pricing approach. Another
aspect is that it is much more difficult to estimate the gigabyte to workload fac-
tor in an online system, especially when load peaks occur. Because of these two
reasons, FIFOna uses a reserve pricing strategy. Therefore we focus in the tests
that follow on the value that the system has realized for its users, not on the
utility because of the unresolved issues surrounding pricing in an online setting.

The network we use is based on EGEE and is depicted in Figure 4. We have
distributed compute and storage sites randomly. The random distribution of
compute sites S and storage sites C creates situations with potentially differ-
ent sizes for the minimal cut between S and C and thus with different network
capacities. That is why we have grouped the scenarios with identical network
capacities. For these tests, we have chosen 25 scenarios where the minimal cut is
3 links. We set LT to 5min, PP to 15min, PW to 24 hour and CW to 30min
and use NHLB pricing for both computational and network resources. We use
6 providers with 100 cpu nodes each and a reserve price of 0.1EUR/hour for
computational resources and 0.1EUR/GiB for network link capacity. The num-
ber of storage nodes in the network is 2. The simulation bound is 24 h. The
parameters for the 4 different consumer groups can be found in Table 1. The
first group, GroupN are users for which the applications do not have any data
dependencies. GroupD are users with applications with data dependencies. The
last two groups are groups of a limited number of short deadline consumers that
will enter the system in 3 hour intervals as indicated by the reload time rt. They
also have a tighter deadline as indicated by the deadline factor df . The number
of consumers |Cons| of the short deadline consumer groups is limited to 15. The
standard job length is 10 or 20min. We have chosen an input data size ds =
100GiB as the time it takes to transfer this amount of data is approximately
equal to 15min, which simplifies the parameter choice for our experiments.

Table 1. Experiment Parameters

Param GroupN GroupD GroupHN GroupHD

|Cons| 120 120 15 15
rt 0 0 3 hour 3hour
|jobs| 25 10 25 10
jl 20 10 20 10
df 25 12 3 3
npEcpu 0.2EUR/hour 0.3EUR/hour 0.2EUR/hour ∗ {1, 10} 0.3EUR/hour ∗ {1, 10}
npEnet n.a. 0.3EUR/GiB n.a. 0.3EUR/GiB ∗ {1, 10}
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The variation in data size is 5% for these tests. However, we have also per-
formed tests with vards = 50% without any negative impact on the resulting
allocations. Note that we have chosen varjl, vards, varbudget to be 5% and that
we have varied the budget of the short deadline consumers by multiplying the
budgets of the normal value consumers with {1, 10}. This results in two experi-
ments; one where the short deadline consumers have similar valuations than the
normal consumers, and one where their valuations are 10 times as high. Con-
sumers keep generating new APRs as long as the simulation runs. For all the
experiments executed the ENARA broker could achieve a utilization on both
network and computational resources over 97.5%.
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Fig. 5. Value Planned ENARA vs FIFOna

The relative increase in total value planned for the experiment with high value
low deadline groups, is plotted in Figure 5a, together with the deviation. We can
observe that offline planning is able to plan just over 17.5% of additional value
compared with an online planning approach. In absolute values, the average final
consumer value planned for the ENARA system is 118 172 with a deviation of
376 over 25 runs. For the FIFOna system, we obtain an average of 100 477 with
a deviation of 1 704 over 25 runs. Note that it would be possible to increase this
difference significantly by increasing the number of consumers in groups N and
D. Such an enlarged user population would decrease the chances of high-value
consumers being planned for the FIFOna broker.

When the low deadline groups have similar valuations than the normal groups,
we are in fact testing whether the ENARA system by itself can plan in more
value than an online approach. In that case, the difference can only be made
by selecting the highest value requests. The results can be seen in Figure 5b.
Towards the end of the 24 hour period, the increase in value planned by the
ENARA system compared to the online FIFOna planner is approximately 4.7%.
This value is very close to the budget variance of 5% and as such a validation
of the capacities of the ENARA broker. The average of the final value planned
for the ENARA system is 83 800 with a deviation of 455 over 25 runs. For the
FIFOna system, we reach an average of 80 012 with a deviation of 233 over 25
runs.
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Fig. 6. Value planned

In Figure 6 we have plotted the value planned in each planning phase and the
deviation over 25 runs of both the offline ENARA system and online FIFOna
system. Part (a) and (b) show the results of the experiment with high value
low deadline consumer groups. We can make the observation that the ENARA
broker plans in all high-value applications immediately as shown by the high
peaks every 3 hours while for FIFOna the peaks are much less pronounced. Note
that the peaks in the FIFOna system are also wider, which means that it can
catch up somewhat with the ENARA broker while the deadlines of the remaining
high-value requests have not expired.

We can deduce from the previous graphs that ENARA actively selects the
highest value applications when scheduling. This is confirmed in our experiments
by the sharp decline in the number of requests planned for the normal value
consumers every 3 hours and the simultaneous peak in numbers for the high-
value consumers. Since the online FIFOna system cannot perform this active
selection, it is not capable of extracting all the additional value from the high-
value consumers.

6 Conclusion

In this article we have tackled the advance reservation and co-allocation problem
of computational and network resources. By estimating npEcpu and npEnet and
defining the G2W factor we are able to flatten an inherently two-dimensional
problem and use a greedy heuristic for planning both data dependent and data
free APRs. We have clearly demonstrated that the ENARA broker is capable
of generating higher value for the users of the system compared to an online
approach. This is achieved by actively selecting and planning the highest value
requests. We have mentioned that the ENARA broker is capable of planning in
both network and computational resources at close to 100% utilization, which is
a clear indication of the efficiency of the allocation mechanism.

Acknowledgments. This work is partially supported by the Flemish Fund for
Scientific Research (FWO) under research grant 1154609N.
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Abstract. When data from multiple sources (sensors) are processed
over a shared distributed computing infrastructure, it is necessary to
often provide some Quality of Service (QoS) guarantees to each data
stream. Service Level Agreements (SLAs) identify the cost that a user
must pay to achieve the required QoS, and a penalty that must be paid
to the user in case the QoS cannot be met. Assuming the maximisation
of the revenue as the provider’s objective, then it must decide which
streams to accept for storage and analysis; and how many (computa-
tional / storage) resources to allocate to each stream in order to improve
overall revenue. We propose an infrastructure for supporting QoS for
concurrent data streams to be composed of self-regulating nodes. Each
node features an envelope process to accept user streams; and a resource
manager to enable resource allocation, admission control and selective
SLA violations, while maximizing revenue.

Keywords: Data stream processing, Cloud computing, SLA Manage-
ment, Admission control, QoS provisioning.

1 Introduction

The number of applications that need to process data continuously over long
periods of time has increased significantly over recent years. Often the raw data
captured from the source is converted into complex events – which are sub-
sequently further analysed. Such applications include weather forecasting and
ocean observation from sensors [1], text analysis (especially with the growing
requirement to analyse social media data, for instance), “Urgent Computing”
[2], and more recently data analysis from electricity meters to support “Smart
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(Power) Grids” [3]. Data source (sensor) nodes can vary in complexity from
smart phones to specialist instruments, and can consist of sensing, data pro-
cessing and communication components. Data streams in such applications are
generally large-scale and distributed, and generated continuously at a rate that
cannot be estimated in advance. Scalability remains a major requirement for
such applications, to handle variable event loads efficiently. Data elements are
streamed from their source to their sink, and may be processed en-route (re-
ferred to in transit processing), rather than entirely at source /destination [4].
The benefit of such an approach is many fold: (i) to reduce power consumption
at source (which may have limited battery capacity) and sink (which may have
limited data storage space); (ii) enable the outcome of data analysis to be shared
between multiple users; (iii) enable optimization by moving the processing close
to the producers and consumers where applicable (consider an example where
there are multiple sensors within the same location, and the event processing
involves aggregation of events that are emitted by these sensors); (iv) alter the
processing rate at intermediate (in transit) nodes to achieve a particular QoS
requirement [5]; (v) combine data streams with archived data at intermediate
nodes; (vi) enable fault tolerance to be supported at intermediate nodes – thereby
providing an overall resilient infrastructure that masks faults generated due to
the generation of large data volumes (referred to as data inflation) or failure of
resources involved in data processing [6]; (vii) redirect event traffic to different
nodes according to network conditions or workload [4].

We assume an Event Processing Network (EPN) is composed of a sequence of
stages and datasets are streamed through that sequence (pipeline). Each EPN
stage is mapped to a node in the infrastructure, though a node can enact more
than one EPN stage. Using this approach, each node must be able to self-regulate
its behaviour dynamically through adaptive resource provisioning, i.e. resources
allocated for each incoming stream can be varied dynamically by a node con-
troller. Various existing approaches [3,7,5,8] identify how Cloud infrastructures
can be used to support data stream analysis. When multiple applications are
executed within the same shared elastic infrastructure, each stream must be
isolated from another and for the underlying coordination mechanism to adapt
the infrastructure to either: (i) run all instances without violating their partic-
ular Quality of Service (QoS) constraints; or (ii) indicate that, given current
resources, a particular instance cannot be accepted for execution. The QoS de-
mand of each stream is captured in a Service Level Agreement (SLA) – which
must be pre-agreed with each service provider prior to analysis. Such an SLA
identifies the cost that a user must pay to achieve the required QoS and a penalty
that must be paid to the user if the QoS cannot be met [9].

In previous works, we presented scenarios to validate the use of TB and the
adaptation of TB parameters to achieve SLA objectives. In [5], a scenario that
shows the role of TB for shaping the amount of data that subsequently for-
warded to computational resources was presented, allowing for bursts of data
while at the same time providing isolation of data streams. In [8], we subse-
quently demonstrate how a streaming pipeline, with a variation in the amount
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of data generated (referred to as data inflation/deflation), can be supported
and managed using a dynamic control strategy at each node. Finally, in [6], we
analyse revenue models for supporting streaming under the presence of faulty
computational resources. These papers show main models developed using Petri
nets to specify the EPN and architectural components and the engine to enact
them[10]. In this paper, we extend previous work [5] by characterising a revenue
model for in-transit analysis. We propose the use of the TB model for estimating
the resources required to meet the SLA of each incoming data stream, extending
our previous use of the TB mechanism for event traffic shaping. The remainder
of this paper is structured as follows. Section 2 describes revenue models for
in-transit analysis and the characterization of resource requirements for QoS in
event processing applications. Section 3 shows the system architecture based on
the token bucket model and a rule-based SLA management of QoS. Section 4
shows our evaluation scenario and simulation results. In Section 5, the related
work is briefly discussed. Finally, conclusions are given in Section 6.

2 Revenue Models for In-Transit Analysis

In-transit analysis provides a useful abstraction for separating data capture/use
and analysis, enabling different actors (i.e. service providers) to be involved in
each of these processes. Hence, data capture may be carried out by a different
actor compared to subsequent analysis – enabling multiple capabilities from dif-
ferent actors to be combined at different costs. Each actor may differ in their
ability to undertake particular types of analysis that meet varying QoS con-
straints – leading to different payments that must be made to them by a user to
achieve the overall operation.

In our formulation of this problem, we can consider a provider centric view
of costs incurred to provide function O. Where a shared Cloud infrastructure is
being used, a provider may serve multiple users using a common resource pool
through a “multi-tenancy” architecture, or offer multiple functions over their
shared infrastructure to one or more users. In both cases, the revenue for the
provider is the sum of all the prices Pr() charged to n users for accomplishing
m operations O,

∑n
i=1

∑m
j=1 Pr(Oij). The provider in turn incurs a cost for per-

forming such operations, c(Oij), but can also incur a financial penalty PSLAij

for user i when the QoS targets of operation Oij , identified in the SLA of user
stream i are not met. If we assume the objective of the provider is to maximise
revenue, then it must decide: (i) which user streams to accept for storage and
analysis; and (ii) how many resources (including storage space and computa-
tional capacity) to allocate to each stream in order to improve overall revenue
(generally over a time horizon). Both of these considerations are based on the
SLA that a user and provider have agreed to. By minimising the cost either due
to allocation of resources or to SLA penalty, we get the benefit function for the
provider as:

∑n
i=1

∑m
j=1 Pr(Oij)−

∑n
i=1

∑m
j=1 min(c(Oij), PSLAij) (Eq. 1)

We consider the SLA for each stream to contain: i) a desired QoS level for
each operation, Ldesiredij , ii) the minimum QoS level acceptable to that user
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Lminij ≤ Ldesiredij , and iii) the cost c(Oij)[k] for each QoS level Lk defined
by the service in the range [Lminij , Ldesiredij ]. A provider incurs in a penalty
PSLAij , when it fails to meet the minimum level Lminij for Oij . By minimising
the cost either due to allocation of resources or to PSLAij , the provider will
select an optimal QoS level kij for each operation Oij specified in the contract
such that, (i) the benefit function in Eq. (1) is maximized, and ii) the aggregated
number of resources required to provide each operation Oij [kij ] at the required
level does not exceed available resources at the provider node.

In general, in order to achieve resource allocation, all resources such as the
number of CPUs, disks, I/O bandwidth, buffer sizes and communication band-
width must be considered. As our QoS guarantees have throughput and delay
semantics, only computational resource (number of CPUs or virtual machines
allocated to a stream) consumption and buffer occupancy are considered.

3 System Architecture

The resource requirements imposed by each QoS contract level must be known
before utility optimization can be made. The utilization of resources are influ-
enced by three components [11,12,13]: (i) the profiling model used for the charac-
terization of the worst-case resource consumption, (ii) the scheduling mechanism
used to allocate resources to data streams, and (iii) the accuracy of determining
whether there will be enough resources for the aggregated demand. Our sys-
tem supports the processing of multiple concurrent streams over a shared elastic
infrastructure consisting of multiple processing nodes. Each node self-regulates
its computing resources to preserve QoS constraints using the three mentioned
components and optimizing revenue generation.

3.1 Architectural Components

A node, as depicted in Fig. 1, involves a combination of traffic shaping, com-
putation and data transfer capability. The Traffic shaping component regulates
the number of data elements entering into the computing resources, according
to the established QoS for each data stream. Traffic shaping is based on the use
of the Token bucket (TB) model [14]. A TB is characterized by 2 parameters: b
and R that are respectively the size of the bucket, and the token generation rate.
Tokens are generated and introduced in the bucket at the rate of R tokens/s.
Data are stored in the TB buffer until they can be forwarded to the computa-
tional resources for processing, based on the availability of one or more tokens
in the bucket. When data elements arrive at a rate r < R, the generated tokens
will build up in the bucket for future usage. In this way, a TB supports bursts
of traffic up to a regulated maximum (the amount of data sent cannot exceed
Rt + b) while isolating data streams from one another and enforcing QoS per
data stream. A more detailed description of the TB and its use in this architec-
ture can be found in [5]. The R parameter can be defined to be coincident with
the average throughput established for a data stream. For revenue generation
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at a node, the TB model as an envelop process can be used to estimate cost
depending on the resources required during each control period T to process the
worst case traffic RT + b for each data stream [13]. However, determining the
effective number of computational resources (i.e. a pool of virtual machines at
an elastic infrastructure), and data storage and processing requirements can be
a challenge. The processing rate will depend on the operation, the event pro-
cessing engine, the machine, and other specific event processing operations [15].
The impact of these parameters on performance (and therefore SLA compliance)
can be evaluated through profiling of previous executions. For simplicity, we as-
sume that: (i) resources are homogeneous, and (ii) there is no data size variation
within the elements of a stream during processing.

Fig. 1. Workflow System Architecture: the elements of a node

The QoS provisioning component manages a number of available computa-
tional resources (e.g. a pool of virtual machines in an elastic infrastructure). We
are designing the architecture such that any private or public cloud could be
incorporated providing that the required adapters are developed. This QoS pro-
visioning component allocates resources to each data stream based on a revenue
objective (based on number of required resources to process a data stream in
accordance with its SLA, taking account of costs and penalties). It is also pos-
sible to define admission control to determine if a node has sufficient resources
to support a new data stream without degrading the service of existing ones.

Data in the computational phase is stored in buffers associated with each data
stream (we denote these as PU buffers to differentiate them from TB buffers).
The PU buffer size can be used to trigger penalization if necessary. For instance,
during each control interval T the maximum amount of data that can appear is
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RT + b. If the PU buffer size is greater than b it means that resources have not
been provisioned enough to maintain the QoS level of this data stream. Note that
during a time interval b data can be transferred to the processing phase if there
are enough tokens in the TB. The Scheduling buffers component in Fig. 1 will
forward data stored in PU buffers to different intermediate buffers in order to be
processed according to a specific scheduling strategy (i.e. whether throughput
or latency is being considered) [12].

For a large number of concurrent data streams, the probability for all of
them being in the worst case at the same time is low. Once an optimum QoS
level has been defined for each data stream different business policies can be
used to improve revenue and to provide flexibility in SLA definition, e.g. under-
provisioning of resources, selective SLA violations, load shedding (when possible)
and an increase in the number of computational resources [16] to name a few. The
Resource Manager component complements the Revenue Optimization process
with Business rules that implement these strategies. An explanation of these
rules is given in Subsection 3.2. Finally, the Autonomic Data Streaming Service
(ADSS) [4] in Fig. 1 handles transmission of data to the following node. It can
detect a network congestion between two nodes and react to it by reducing the
data transmission rate over the network and temporarily storing data onto disk
(thereby avoiding data losses).

3.2 Rule-Based SLA Management

QoS requirements are often defined using the worst case scenario – i.e. the max-
imum number of resources required to achieve a particular QoS objective. How-
ever, some data streams may not use the resources that they have reserved
and these unused resources could be used to process other streams to increase
revenue. Hence, spare capacity in the system could be reallocated. This is par-
ticularly useful to handle periods of bursty behavior on some streams.

To provide service to data flows with maximum throughput performance ob-
jectives, we can start by under provisioning resources with a controller constantly
monitoring the aggregated input rate and the output rate, and the number of
data from each stream in the PU buffers. This controller would allocate addi-
tional computational resources when the difference between these rates is over
an established threshold in the case of maximum throughput objectives, or the
number of data in the PU buffer for a data flow is over a threshold. If this
happens, and there are computational resources that can be borrowed from less
prioritized data flows, new resources are allocated to the queue. Hence, data
flows can be classified according to the benefit and penalty values of their re-
spective QoS levels (assigned by the optimizer): “Gold” – for high penalty and
revenue; “Silver” – for medium penalty and revenue, and “Bronze” – for low rev-
enue and no penalty [17]. The controller also monitors the input and output rate
for each flow, as well as the TB buffers. We are currently following two main
policies, using rules, to improve QoS service: (i) try to minimise the number
of computational resources, therefore, this policy prioritises load shedding when
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possible rather than increasing the number of resources; (ii) try to maximise
the accuracy of results, and as a consequence, try to minimise the use of the
load shedding mechanism. We implemented the business rules with JESS (Java
Expert System Shell) [18]. Each data stream signals the execution of the control
loop at a different period for each data stream, or execution can be triggered by
an event, such as buffer size over a threshold, or observed throughput degrada-
tion. In this way, JESS can support event processing as event-condition-action
(ECA) rules [19].

Table 1. Summary of rules in natural language to control data streams and queue
provisioning according to Service Level Agreements. E represents an event, and C a
condition (in event-condition-action) terminology.

Pattern Action

Data flow control
1 E: Bi over threshold
C: SLAi allows control the use
of free resources

ΔRi =
n∑

i=1

NumResi ∗ δ̂i −
n∑

i=1

Ri

2 E: Bi over threshold
C: SLAi allows control to drop
Di

Bi = Bi − Di

3 E: Bi above threshold
C: Controlled Stream

ΔRi = 0

Ranges of QoS control
4 E:

∑n
i=1(λi −Ri) over threshold

C: QoS level allow to borrow Ni

resources

ΔNumRes = min(
n∑

i=1

Ni,
n∑

i=1

(λi − Ri)/δ̂i)

5 E:
∑n

i=1(λi −Ri) over threshold
C: Queue level allow to pause
low level data flows

#PausedLowLevel =

n∑

i=1

(λi − Ri)/δ̂i

6 E: Overthrow
C: Controlled Stream

ΔNumRes = 0,#PausedLowLevel = 0

Table 1 summarizes some of the rules to control each data stream and the
resource provisioning at queue level within a node. Rules are shown in natural
language for sake of simplicity, representing in a declarative way the pattern with
an event and condition part, and the action to be performed. Initial values have
been previously estimated for each data stream i. We denote δ̂i as an estimate of
this output rate, using past executions without considering failures or overheads:
δ̂i = AV G(1/ti). In order to maintain the output rate, the minimum number

of resources required at node can be obtained from: ˆNumResi =
∑n

i=1 Ri/δ̂i.
Rule 1 defines the action to be taken when the TB buffer occupancy is over an
established threshold and free resources can be used. Rule 2 defines the action to
be taken when data shedding is allowed. Rule 3 detects that buffer occupancy is
under a threshold and returns to initial TB rates. Finally, rules 4 & 5 detect dif-
ferences between input and output rates for streams with maximum throughput
objectives, and borrow resources from low priority data streams or pauses the
streams using dynamic TB parameters adjustments. Rule 6 returns resources
from less priority streams or resumes them when the difference between input
and output rates is under a given threshold.
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4 Evaluation Scenarios

We describe two scenarios to show how our controller can deal with: (i) the
addition/removal of resources to the queue that provision “Gold” streams tak-
ing resources from “Bronze” streams; (ii) the selective violation of “Silver” data
stream SLAs to avoid violations of Gold data streams. We assume that a penalty
occurs when the PU buffer occupancy of a data stream is greater than a pre-
defined threshold, which means than not enough resources are provided. We
consider that each token allows to pass a data chunk to the processing phase,
representing a predefined number of events (e.g. 1 data = 103 events), and that a
unit of cost is incurred for each unit of processing rate (data/s). The penalty for
“Gold” streams will be two times the cost of the required resources to provided
the service, and one time for “Silver” streams. These scenarios have been chosen
to demonstrate how revenue generation is affected by the choice of a resource
allocation strategy (at the TB and the subsequent processing units) within a
node, using components discussed in Section 3 and using rules identified in Sec-
tion 3.2. We note that a number of other scenarios can also be defined, based on
the the context of use of the proposed system.

4.1 Scenario 1

In the first scenario, we assume 4 “Gold” (i.e. high priority) customer streams
with a period of control of T=10 seconds, 1 stream (ds1) with R=30 and b=30
and 3 streams (ds21,ds22, ds23) with R=20 and b=20. The maximum number
of data to be processed in 10 seconds is 990. We assume that each resource
can process 10 data/s (therefore requiring a maximum of 10 processing units).
Stream input rates can be irregular and we use the Poisson distribution to control
both the probability of bursts (by defining burst inter-arrival time) and a burst
duration. We set both the burst inter-arrival time and the burst duration to be
between 1 to 6 seconds. With this assumption, we under provision the queue with
5 resources that can support 50 data/s. With the cost assumption ds1 provides
a revenue of 30 units for each control interval, and a penalty of 60 units if data
in the PU buffer is over 30, and ds2i will provide a revenue of 20 units and a
penalty of 40 units if data in the buffer is over 20 during each control interval.
With the provision of 5 resources, we have a fixed cost of 50 units.

Figure 2 shows two simulations of the first scenario, the first one with no
variation of processing units, and the second one with the addition of processing
units taken from “Bronze” data streams. The three upper graphs show the simu-
lation without addition of procession units. The first graph shows the aggregated
input and output rates (continuous lines). This graph shows that the ratio of
output to input rate is low, and that the output rate is limited to a maximum
of 50 data/s using 5 provisioned resources. This graph also shows (with dotted
lines) the TB buffer size (bTBdsi), and the use of rule 3 to drop data from ds23
when the TB buffer is over the agreed threshold of 50 data. TB buffer occupancy
is therefore used to determine when load shedding can be used. The second fig-
ure shows buffer occupancy for each data stream at the resources component
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Fig. 2. First scenario: resource management for processing aggregate traffic. The three
upper graphs show simulation results without, and the three bottom graphs show
results with, addition/removal of resources.
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(bPUdsi). Each time bPUds1 is over 30 data and bPUds2i is over 20 data a
penalty occurs. The third graph shows the instantaneous revenue, calculated as
90 units of income during each control period minus 50 units of cost to provision
5 resources and the penalties. The graph also shows the accumulated revenue.

The three bottom graphs in Figure 2 shows the simulation with addition of
resources. We assume that there are enough resources to be claimed from bronze
data streams. The fourth graph shows that the output rate is close to the input
rate. In this simulation, rule 3 drops data from ds21 when the TB buffer is over
the agreed threshold of 50 data. The fifth graph shows PU buffer occupancy of
each data stream (bPUdsi) and the number of processing units allocated when
the difference between aggregated input and output rate is over a threshold (rules
4 and 6). The fifth graph shows periods with the addition of 1 to 3 additional re-
sources borrowed from “Bronze” data streams to handle no initially provisioned
resources. This graph shows that in this case no penalization occurs. Finally,
the sixth graph shows both the instantaneous revenue in each period of control
and the aggregated revenue controlling the provision of resources to “Gold” data
streams . When compared with the uncontrolled scenario that shows oscillations
in the revenue and periods of negative revenue, the controlled scenario shows
regular income instead. It is important to note that we had included in the last
graph the cost of adding more processing units to show the revenue of “Gold”
data streams. However, if we consider that the cost of these units is supported
by “Bronze” data streams, the instantaneous revenue for the controlled scenario
is bigger than the instantaneous revenue shown in the last graph. With this
consideration the instantaneous revenue would be a constant income of 40.

4.2 Scenario 2

Graphs in Figure 3 show the second scenario. We assume 1 “Gold” data stream
ds1 with R=30 and b=30 and 3 “Silver” (ds21,ds22, ds23) data streams with
R=10 and b=10. The maximum number of data to be processed in 10 seconds
is 660. We under provision the node with 4 resources, to be shared between the
“Gold” and “Silver” data streams. Here, we assume that ds1 provides a rev-
enue of 30 units per control interval and a penalty of 60 units if tokens in the
PU buffer is over 30. ds2i will provide revenue of 10 and penalty of 10 units
per control interval. With 4 resources we have a fixed cost of 40 units. Upper
graphs in Figure 3 show PU buffer occupancy and revenue if resource allocation
is controlled. The bottom graphs show the use of rules 5 and 6, but in this case,
instead of taking resources from “Bronze” streams, a selective violation of “Sil-
ver” streams is undertaken to avoid the violation of “Gold” streams. The first
graph shows buffer occupancy at the resource component. The uncontrolled sce-
nario shows several periods of “Gold” penalty, 8 control intervals with (bPUds1)
over 30, while the controlled scenario show only 1 penalty interval for “Silver”
data streams. The third graph shows PU buffer occupancy and the number of
“Silver” data streams that have been been paused to free resources.
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Fig. 3. Second scenario: selective SLA violation of “Silver” data streams to avoid vi-
olation of “Gold” data streams. Two upper graphs: without selective SLA violations;
two bottom graphs: selective SLA violation.
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5 Related Work

Although workflow, streaming and event processing were considered as three
separate threads of research in data intensive applications, they share a number
of important similarities and challenges such as scalability, fault tolerance and
performance that enables them to be considered synergistically [16]. Data Stream
Management Systems (DSMS) have shifted the emphasis in database systems to
directly processing incoming streams instead of storing them first. These efforts
focus on data processing performance by restricting the language to graphs of
operators with well-defined semantics. Scalability and query distribution are
considered in Aurora [20], Borealis [21] and Stream Cloud [22].

On the other hand, Complex Event Processing (CEP) has seen a resurgence in
the last few years, examples being SPADE/IBM InfoSphere Streams, Esper and
DROOLS Fusion [23]. The main difference between them and stream processing
systems is that in the former each event is processed at arrival, prioritizing the
reaction to event arrival, while stream processing systems work by accumulating
and subsequently processing a data set over a time window. Unlike Data Stream
Management Systems (DSMS), the notion of QoS is not present in event pro-
cessing literature [16]. Thus, events are detected based on the best-effort method
and most event processing applications are currently implemented by centralized
engines.

Scientific workflows have emerged as a paradigm for representing and man-
aging complex distributed computations. Extending state-based workflow man-
agement techniques and pipelines with support for streaming data services has
recently become relevant [7,24]. The main difference between workflow based
stream applications with DSMS and CEP is the focus on the composition of
heterogeneous black box services.

TB [14] has been extensively used for network traffic shaping, Foster et al. [25]
propose GARA (Globus Architecture for Reservation and Allocation), an ar-
chitecture providing QoS mechanisms for high-end network applications. Their
architecture exploits TB to adapt differentiated rate injection for applications in
Globus. Park and Humphrey [26] make use of a TB-based data throttling frame-
work for scientific workflows that involve large data transfers between tasks.

Our approach differs from CEP in general terms in that instead of consid-
ering a single data stream, we consider multiple data streams with processing
carried out over a shared, elastic infrastructure. In [27], an initial partitioning
of the EPN based on semantic dependencies of the EPN operations onto a dis-
tributed network of nodes is proposed, along with a mechanism to distribute
load among different execution nodes dynamically based on their performance
characteristics and the event traffic model. DSMS typically partition their op-
erations onto distributed processing resources, and they incorporate different
scheduling heuristics, and QoS depending on the application characteristics. In
this work, we make use of TB, the scheduling buffers, and the autonomic comput-
ing control loop in order to schedule application data elements onto processing
resources. The main advantage of such a combination is that (i) we utilise TB
parameters for specifying application QoS; (ii) the TB along with the buffers and



Revenue-Based Management on Clouds for Data Streams 73

the autonomic computing loop is a simple and QoS-driven scheduling heuristic,
supporting variable bursts. iii) Besides, in this paper, we integrate the revenue
model with our scheduling heuristic.

6 Conclusions

There is emerging interest in processing data streams over shared Cloud infras-
tructures, with data elements being processed at distributed nodes in transit
from source to sink. We consider the execution of simultaneous data stream over
such infrastructure, with each stream having particular QoS objectives (through-
put or latency, for instance), expressed within an SLA. Our aim is to enforce QoS
for each application, and develop revenue models (combining cost of provisioning
and penalties incurred due to SLA violations). We propose (i) an architecture
that features a Token Bucket (TB) process envelop to support data throttling,
(ii) a rule-based control loop to enable resource allocation. The control loop mon-
itors QoS for each application and chooses an action to maximise revenue over a
pre-defined control interval. The main advantage of such a combination is that
(i) we utilise TB parameters for specifying application QoS; (ii) the TB along
with the buffers and the autonomic computing loop is a simple and QoS-driven
scheduling strategy, supporting variable bursts of data. We consider three dif-
ferent classes of customers submitting data streams (Gold, Silver and Bronze),
with each class providing a different revenue and penalty to the provider. We
identify how resource allocation can be dynamically supported between these
customer classes.

As future work, we are considering the scalability of the infrastructure. On
one hand, each node can naturally scale by incorporating more computational
resources on demand at runtime. On the other hand, the scalability of the whole
pipeline could be tackled by developing an efficient, and scalable implementation
of TB; or by modifying the pipeline topology.
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Y., Zdonik, S.B.: Scalable distributed stream processing. In: CIDR (2003)

21. Abadi, D.J., Ahmad, Y., Balazinska, M., Cetintemel, U., Cherniack, M.,
Hwang, J.H., Lindner, W., Maskey, A.S., Rasin, A., Ryvkina, E., Tatbul, N.,
Xing, Y., Zdonik, S.: The Design of the Borealis Stream Processing Engine. In:
Second Biennial Conference on Innovative Data Systems Research (CIDR 2005),
Asilomar, CA (January 2005)



Revenue-Based Management on Clouds for Data Streams 75

22. Gulisano, V., Jimenez-Peris, R., Patino-Martinez, M., Valduriez, P.: Streamcloud:
A large scale data streaming system. In: 2010 IEEE 30th International Conference
on Distributed Computing Systems (ICDCS), pp. 126–137 (June 2010)

23. Etzion, O., Niblett, P.: Event Processing in Action. Manning (August 2010)
24. Biörnstad, B.: A workflow approach to stream processing (2008)
25. Foster, I., Roy, A., Sander, V.: A quality of service architecture that combines

resource reservation and application adaptation. In: Proceedings of the 8th Inter-
national Workshop on Quality of Service. Springer (2000)

26. Park, S.M., Humphrey, M.: Data throttling for data-intensive workflows. In: 22nd
IEEE International Symposium on Parallel and Distributed Processing, IPDPS
2008, Miami, Florida USA, April 14-18, pp. 1–11. IEEE (2008)

27. Lakshmanan, G.T., Rabinovich, Y.G., Etzion, O.: A stratified approach for sup-
porting high throughput event processing applications. In: Proceedings of the Third
ACM International Conference on Distributed Event-Based Systems, DEBS 2009,
5:1–5:12. ACM, New York (2009)



The ISQoS Grid Broker for Temporal

and Budget Guarantees

Richard Kavanagh and Karim Djemame

School of Computing, University of Leeds,
Leeds, LS2 9JT, UK

{screk,k.djemame}@leeds.ac.uk
http://www.comp.leeds.ac.uk

Abstract. We introduce our Grid broker that uses SLAs in job submis-
sion with the aim of ensuring jobs are computed on time and on budget.
We demonstrate our broker’s ability to perform negotiation and to se-
lect preferentially higher priority jobs, in a tender market and discuss
the architecture that makes this possible. We additionally show the ef-
fects of rescheduling and how careful consideration is required in order
to avoid price instability. We therefore make recommendations upon how
to maintain this stability, given rescheduling.

Keywords: Time-Cost Constrained Brokering, SLA, Negotiation, Job
Admission Control, Grid.

1 Introduction

Grids enable the execution of applications in a distributed fashion. It is however,
common that such applications are served in a best effort approach only, with no
guarantees placed upon the service quality. This is primarily due to the emphasis
in production Grids being placed upon the queuing of jobs ready for computa-
tion, with the sole intent of maintaining high resource utilisation, rather than
user satisfaction. It has also been known for some time that guaranteed provi-
sion of reliable, transparent and quality of service (QoS) oriented resources is
the next important step for Grid systems [1, 2].

In many commercial and scientific settings, guarantees that computation is
going to be completed on time are required. It is therefore important to estab-
lish during the submission of a job the requirements of the users in terms of
completion time and the priority they hold for the work.

In order to motivate our work and illustrate the need for time guarantees
we present two scenarios. The first is a commercial scenario, such as animation,
where frames may be computed overnight before the animation team arrives,
partial completion of the work delays or stops the team from starting the next
days work [3]. The second scenario is in an academic environment where it
is common before conferences for Grids to become overloaded [4]. To further
focus our work and enhance its relevance we consider the types of application
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running upon the Grid. The focus of our work is hence upon Bag of Task based
applications, which are the predominate form of workload in Grids [4].

Given the finite resources available (including budget), it is also wise to pri-
oritise jobs based upon the importance to the end user. In order that this priori-
tisation is provided correctly an economic approach is used to ensure users give
more truthful indications of their priorities [5, 6].

In delivering these time and cost requirements, it presents the added advan-
tage that Grids can be moved away from the best-effort service which limits
their importance, as users’ would be more willing to pay or contribute resources
if results are returned on time, as late results are of limited use [7].

The main contributions of this paper are to:

– Introduce the architecture of the Intelligent Scheduling for Quality of Service
(ISQoS) broker. Its focus is upon job submission via the formation of service
level agreements, which cover job completion time and cost.

– Demonstrate how a tender market can be formed that actively selects jobs
of a higher priority, via their economic properties. We show this as part of
a transition from the dominance of the temporal constraints to the budget
constraints of a job submission.

– Introduce rescheduling and demonstrate how this can lead to price instabil-
ity, which is a key factor in a successful Grid market [8]. We therefore make
recommendations to counteract this instability.

The remaining part of the paper’s structure is as follows, in section 2 We discuss
the ISQoS general architecture, which leads on to a more in-depth discussion of
the broker’s service pricing mechanism and offer evaluation in section 2.2. The
pricing of resource and scheduling mechanisms used are then covered in section
2.3, which are the main aspects of this paper’s experimentation. The setup for
this experimentation can be found in section 3 and the results may be found in
section 4. We then discuss related work in section 5 and conclude in 6.

2 The Broker

In this section we discuss the overall architecture of the ISQoS Broker. This
broker is primarily aimed at parameter sweep / bag of task applications [9],
which are the predominant workload upon the Grid [4].

It uses economic mechanisms and negotiation to find the provider that is most
likely to provide QoS in terms of completion time and budget.

The ISQoS Grid architecture is service oriented and is WS-Agreement for Java
(WSAG4J) [10] based and presents services to execute jobs. Avoiding classical
architectures such as Globus [11] has allowed the focus upon scheduling and the
ability to negotiate service level agreements (SLAs). This includes the capacity
to perform scheduling for indicative purposes only, i.e. not for committing to
work, but merely to generate a candidate schedule for negotiation purposes. The
use of scheduling in the architecture also brings it closer in style to the Maui
Scheduler [12] and OpenCCS [2] opposed to queuing based methods.
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Fig. 1. Overview of Architecture

The broker focuses upon standards such as JSDL [13], but has the capacity to
swap out this term language used to describe the work being performed, so long
as it is XML based so that it can form part of the agreement. This is achieved
by having the part of the XML describing jobs contain an xsd:any type for
attaching the term language describing the job. This flexibility is also present in
the information provider which can use either GLUE [14] or Ganglia [15] based
representations of resources.

2.1 Broker Architecture

An overview of the broker’s architecture is presented in Figure 1. It primarily
consists of three tiers: A broker, a provider and workers. The broker selects the
provider to use while the provider commands the workers to execute Grid jobs.

Jobs are submitted via the job submitter of the broker to the offer maker and
committer component of each provider. The broker is expected to contact various
different resource providers in order to establish a competitive marketplace.

The information submitted to providers includes the job’s resource require-
ments, a budget that the user has assigned for the completion of a job, the amount
of markup the broker makes for the service, which can be used as a notion of
minimum available funds for rescheduling and finally its temporal requirements.
These will be shown as a due date by which the job should be completed by and
a deadline by when it must be completed.

The resource providers from this information perform initial scheduling of
the tasks within a job so they can derive an estimate for completion time and
price. They achieve this by using a scheduling algorithm and pricing mechanism
that is plugged into the provider. The price is set by the provider’s local pricing
mechanism which feeds information into the scheduling algorithm. The sched-
ules generated are then converted to offers to complete the work, which are then
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submitted back to the broker. These offers include information about the time
and cost for completing the job and the time for completing each task within a
job.

The broker from the offers that have been returned, ranks them and filters out
poor offers i.e. sort by earliest and filter out unprofitable offers, though various
selection mechanisms may be used. The one used in this paper is the ISQoS
Hybrid Offer Filter (see Algorithm 1 [16]), with a ranking mechanism based on
highest profit first.

Algorithm 1. ISQoS Hybrid Offer Filter

FOR EACH (Offer) {
Sort the offers based upon the ranking mechanism chosen
IF Completion Time <= Due Date AND
Service Price <= Budget {

Accept Offer; BREAK;
} ELSE {

Take the last n accepted offers and find the average rate
at which profit accumulates and establish the going rate.
IF Current offer profit rate >=
(going rate − acceptable deviation below going rate) {

Accept Offer; BREAK;
}

}
}

The broker then asks the user if it acceptable to proceed with the job at a
given price and completion time.

If the offer made to the user is acceptable the broker then submits the bag
of tasks that make up the job to the winning provider. In terms of the experi-
mentation in section 4 then any job that has its requirements met is accepted.
In the case of a production Grid, the user could resubmit the job with different
budget and time requirements in order to ensure the job is accepted.

An accepted job is placed into the schedule and is recorded in the current
state of the Grid. The state records the mappings between workers and their
jobs as well as other information such as the current resource and job statuses.
The workers are represented as objects which maintain a copy of the XML
description of the resource and a reference to the XML parser used to interpret
the description of the job. This XML description of the job is taken from the
agreement which is attached as an xsd:any type, which allows for XML other
than JSDL documents to be used. The parser maintains a set of default questions
which can be asked about the job i.e. what is the size of the memory available?
or the what is the CPU speed?

The descriptions of the tasks are treated in a similar fashion and a basic list
of default questions are provided i.e. how much memory is needed. The resource
selector for a given task can then be asked to provide the list of acceptable
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Fig. 2. The generation of offers

workers to the scheduler, without it needing to have a great understanding of
what a resource entails.

In terms of a job’s breakdown a job is a collection of tasks in the bag, that need
executing. Each task has several actions, these equate to: stage in, execute, stage-
out and clean the worker. Stage-out merely holds to the meaning of transferring
data away from the worker. Clean removes the task’s working area upon a worker
node. If the Clean event is the very last action to be performed then the job is
submitted for billing.

The action executor merely waits for the next action in the schedule to be
ready for execution. At this point it sends a signal to the worker nodes to begin
their work.

2.2 Job Pricing and Offer Evaluation

The generation of offers and pricing follows work in [16], but is discussed here to
assist understanding of the broker. The broker obtains from each of the providers
a resource cost and completion time for the work it submits to tender (see:
Section 2.3). The broker in needing to make a profit takes a mark-up from this
initial resource cost. This is done as a percentage of the original resource cost
as shown in Figure 2a. In order for a budget violation not to occur this must
be below the maximum budget, assigned by the user. This gives rise to a notion
of budget slack or spare budget available and budget resilience i.e. the difference
between resource cost and the budget available. The latter differs as the broker
could notionally decide to use some of its profit to ensure a job complete on time.
Hence the profit the broker makes represents the minimum amount of money
available, to mitigate problems should it be required.

If a job is returned on time then it achieves its full service price. If it is delayed
then it returns a fraction of it based upon how far the completion time is between
the due date and deadline (see Figure 2a). The use of the due date and deadline
creates a gradient based approach which is known to provide the opportunity
for heuristic methods, unlike hard deadlines [17]. Instead of having a penalty
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to the end user the service charge is stopped at 0 and the broker pays for any
resources used that did not fail. This has useful properties in that the breakeven
point becomes a fixed point between the due date and deadline [16]. In doing so
the offer market is generated which is shown in Figure 2b.

2.3 Scheduling and Resource Pricing

The providers are responsible for giving the broker an estimated completion
time and resource cost. They achieve this through a scheduling algorithm and a
pricing mechanism, both of which can be swapped out at will. The scheduling
algorithms that have been implemented and used in this paper are round robin
and a variation of round robin that performs rescheduling (see: Algorithm 2).

Algorithm 2. Round Robin Rescheduling

FOR EACH (Task) {
Get next worker in round robin order that meets resource
requirements, skipping the turn of workers that don’t meet requirements
IF Worker.isEmpty() {

Place Task’s Actions; BREAK; }
FOR EACH (ACTION in Task) {

FIND insertion point WHERE (
Later Actions will not go past their Due Date
AND No action already started will be moved
AND No action due to start will be moved );
Place Action in earliest position possible;
move existing actions later on;
BREAK;

}
}

The rescheduling variant takes the selected workers actions and moves them
along as far as their due dates will allow and places new actions in before them.
The aim is to have all new jobs start as early as possible and to reduce the
dependence upon arrival order in terms of how well a job is served. Actions
may not be moved however, if they are due to start or have already started and
movement of actions should also not make an action go past its due date.

The resource pricing mechanisms implemented aim to dynamically map the
demand for resources to the price. In this paper time for both network and
resource usage are billed equally. The charge per second of worker time derives
from the count of actions that the provider currently has in its schedule, which
is then mapped to a price. In short a provider counts the amount of actions
already in the schedule and this maps directly to the price of its resources. This
although simple follows demand and as discussed in section 3, is suitable for the
experimentation.
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3 Experimental Setup

We perform experimentation with the aim of demonstrating the effects of tem-
poral and budget constraints upon machine/task selection, with the intent of
creating a mechanism by which job prioritisation may take place. We focus this
experimentation upon high load scenarios where correct selection is most re-
quired. The configuration of the experiments performed is described next.

We sent 100 jobs with 8 tasks each into a Grid with 2 providers. Each provider
had 4 virtual machines, of which one also acted as a head node. Jobs were
submitted with a 30 second gap between submissions, from a separate broker
virtual machine instance. This is shorter than the time it takes to compute a
job, which means the Grid fills and resources become sufficiently scarce as per
a time sensitive, high utilization scenario presented earlier. Each provider uses
the round robin scheduling algorithm in section 4.1 and a rescheduling based
variation in section 4.2. The broker uses the Hybrid Offer Filter, sorting by
profit with the highest first with a threshold below the going rate of 0.05.

The virtual machines ran Ubuntu 11.10 (64bit) server, with full virtualization
and ran upon 4 physical hosts. The virtual environment was constructed using
OpenNebula 2.0 [18] and Xen 4.0.1 [19]. Each head node had 1GB of RAM
allocated and worker nodes 768MB. Each processor ran at a speed of 2.4GHz.

The ISQoS Grid uses WS-Agreement for Java v1.0 for the Broker and Provider
agreement process. Ganglia 3.2.0 [15] was used as the information provider.

Jobs were setup to be non-data intensive and the stage in/out size was only
1 Megabyte. This mitigates issues with considering the network configuration of
the virtual cluster on the cloud testbed. The compute size was given as a value
of 3,000. This value derives from a reference processor of 3,000 MHz multiplied
by an expected duration of 1 minute, hence on the resources available the tasks
are also expected to last approximately 1 minute.

This means that if a job was allocated to a single machine it would take 8
minutes to complete. The due date was therefore set no lower than the submission
time + 8, with the knowledge that the Grid would soon be overtaxed. The
deadline was set to the due date + 4 minutes. We performed 6 runs of each trace
and 95% confidence intervals are shown in the figures in section 4. The first 15
accepted jobs of the traces have been ignored to counteract effects of starting
with an unloaded Grid.

We establish three different budgets that jobs could be given: 12,000, 15,000
and 18,000. These values were chosen as they intersected the likely prices that
would be generated at different stages of the experiment. A fixed mark-up of 20%
was chosen. A resource pricing mechanism was chosen that derived its charge
from the count of actions that the provider currently has in its schedule, hence
tracking demand. This was chosen as the jobs being submitted were of equal
size and there was no great need for a more complex solution. The scheduling
algorithm in use was not price aware so a single price could be set for all resources
of a given provider. The price with zero actions in the schedule was 1 unit per
second and it was increased by 0.125 units for each action added from previously
scheduled work.
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Fig. 3. Transition to Budget Prioritisation - With Round Robin Scheduling

4 Experimental Results

4.1 Transition to Economic Constraints Dominance

In Figure 3 the due date and deadline is gradually incremented. Initially there
is no preference based upon budget shown and the temporal constraints take
precedence. When the due date is at 12 minutes the lowest budget jobs at 12,000
start to be penalised and by 16 minutes the lowest budget jobs are all but
completely rejected. This is because as the due date increases a greater amount
of the work is allowed to be queued concurrently on each provider, causing the
resource costs to increase to match the demand.

The jobs with the highest budgets are hence accepted more readily in an ever
increasing fashion, whilst the middle budget range jobs increases temporarily
as the lowest budget jobs are no longer accepted. This clear prioritisation of
jobs based upon the budget is seen to be a valuable property of the submission
system. This is achieved without any need for jobs to directly compete in an
auction style for resources.

In Figure 4, 5 and 6 constraint violations are counted. If the budget causes
constraining then a budget violation counter is incremented. A temporal con-
straint violation is considered to have occurred if the time before the breakeven
point is less than zero i.e. where the job is no longer making a profit. This point,
where the broker breaks even, is 16.67% of the way between the due date and
deadline [16]. It was useful to pick this point as the deadline was unlikely to be
ever passed due to the job admission policy in use filtering out unprofitable jobs.

In Figure 4 we see the constraint violations are initially of the temporal type
only, this is because the highly restrictive temporal constraints are dominating,
ensuring queue lengths do not increase sufficiently, which constrains the service
prices. As the due date gets larger the budget constraints become more dominant
and service price rises.
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Fig. 4. All Constraint Violations - With Round Robin Scheduling

Fig. 5. Constrain Violations with a budget of 12,000 only - With Round Robin
Scheduling

In Figure 5 and 6 we show the budget pressures for jobs with a set value. The
biasing towards the higher priority/budget jobs is hence demonstrated.

Figure 5 shows that initially jobs are either not meeting the temporal con-
straints or they are accepted. As the due date is increased the budget constraints
become dominant. Though temporal constraints are still being violated, it is also
the case that the budget constraints are being violated as well, so practically the
budget constraints are taking precedence.

Figure 6 like Figure 5 again shows that initially jobs are either not meeting
the temporal constraints or they are accepted. As the due date is increased
the budget constraints again become more dominant, but it takes much longer
for jobs to be predominantly rejected because of budget violations, which is an
indication of the desired property of prioritisation.
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Fig. 6. Constrain Violations with a budget of 15,000 only - With Round Robin
Scheduling

Fig. 7. All Constraint Violations - With Rescheduling

4.2 Introducing Rescheduling

We previously indicated in section 2 that different scheduling algorithms may
be selected at provider level. This can introduce more complex situations where
rescheduling may be performed. In this case we show how this can have a pro-
found effect upon the market.

In the case where rescheduling is performed similar results can be obtained
to the none rescheduling case. There are however notable differences.

Firstly we see in Figure 7 that the budget constraint becomes more dominant
than the temporal constraints much later on as compared to Figure 4. This is
reflected in the distinction between the amount of jobs accepted of each type,
where the lower budget jobs are no longer rejected entirely. This is in part caused
by fewer jobs being accepted, leading to a slightly lower resource cost. On average
28/85 jobs without rescheduling and 26/85 with rescheduling, but it is also more
significantly down to greater fluctuations in the service price.
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Fig. 8. Effect upon service price of rescheduling (Due Date = 20, Average of all Runs)

We can see from Figure 8 that the service price when rescheduling occurs drops
significantly at various stages of the trace. This means the price is sufficiently
low for the lower budget jobs to be accepted even when the temporal constraints
are at their most relaxed and higher workloads on the server might be expected.

4.3 Price Stability and Selection

In sections 4.1 and 4.2 it was seen that before the budget constraints became
dominant, selection pressures did not favour jobs based upon the budget avail-
able. Hence should a Grid become overworked then in order to make selection
preferences the economic factors should become dominant, by changing the re-
source/service price. We also saw in section 4.2 how price stability affected the
ability of the mechanism to maintain this selection pressure. We therefore suggest
various ways that might allow for a more stable price.

The mechanism by which the price is selected may be changed to make an
incremental step change from the previous price. This would hence avoid some
of the fluctuations and allow for rescheduling. The moderated changes however
would have to reflect the completion of spikes in load. Spikes in load can occur for
example just before an important conference [4]. The price smoothing mechanism
would be required to remain responsive and should not for example artificially
maintain a high price at the end of a peak in demand. This is because the system
as a whole could either have unrealized profit or utility [20, 6].

The simplest solution would be to ensure that pricing does not rely upon
already completed work. This means that any billing event will not affect the
price, by removing jobs from the schedule that are used as part of the measure
of current load. An example of such a measure would be to take the difference
between the current time and the average completion time of all jobs for the
provider.

Alternatively billing events would have to purposefully be held apart. In hold-
ing these events further apart it would reduce the number of occurrences, where
a lot of work is removed from the schedule at the same time. This would require
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a scheduling algorithm that was geared specifically towards the pricing mech-
anism. If individual tasks would not be allowed to interweave, then this would
help prevent the near simultaneous execution of billing actions. However, if a
single very large job completes then regardless of dispersion of billing events the
price would fall and potentially harm the selection process.

5 Related Work

Economically oriented Grids have had a long history, including in the early years
work such as Nimrod/G [21] and G-Commerce [8]. Nimrod/G is similar in that
it also serves parameter sweep/bag of task applications, however ISQoS has a
much stronger focus upon QoS provision.

In more recent years work such upon the SORMA project has created the
Economically Enhanced Resource Manager (EERM) [22, 23]. This includes var-
ious features such as: demand forecasting, dynamic pricing, SLA formation and
the ability to selectively violate less interesting SLAs [22]. We like EERM use
dynamic pricing and SLAs but our SLA focuses upon delivery time of the com-
puted results and cost while encoding the acceptable delay into the agreement,
negating some of the need for renegotiation. We also use a negotiation mech-
anism to advise end users of the current state of the Grid instead of rejecting
work that has already been accepted.

In terms of job submission for Bag of Task applications similar work to our
own is Venugopal et al. [24] that developed an alternative offers protocol, for
job submission using GridBus [25] and Aneka [26]. It however negotiates spe-
cific reservations, indicating such as minimum CPU speed and node count in
a system centric fashion, whereas ISQoS focuses on agreeing delivery times for
jobs against a reference speed processor and specifying leeway that may be used
by the provider in terms of cost and completion time, which gives the provider
scope for rescheduling without always renegotiating.

The brokering mechanism we present revolves around its pricing mechanism so
it is appropriate to discuss the related pricing models and their implementations.
Early models focus purely on slowdown such as First Reward & Risk Reward [17]
and First Price [27], thus are very system centric.

A major pitfall that has been avoided in ISQoS is that penalty bounds are
not always set, such as in [17, 27] and LibraSLA [28]. This has issues, as pric-
ing mechanisms should have properties such as budget balance and individual
rationality among others [29].

First Profit, First Opportunity & First Opportunity Rate [30] like ISQoS uses
the same scheduling algorithm to schedule as they do for admission control.
However, our broker’s mark-up, gives it rationale for participation in the market
while also generating a marked difference in providing a boundary of acceptable
QoS. This boundary presents itself in both temporal and budget parameters of
the ISQoS model.

The Aggregate Utility [3] model has a lot of flexibility in specifying user
requirements but this is at the expense of complexity for the end user.
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Resource Aware Policy Administrator (RAPA) [31], focuses upon divisible
load but has issues in that it caps the maximum deadline in order to limit
the maximum penalty paid as the model lacks flexibility in this regard unlike
ISQoS. RAPA is also similar to LibraSLA in that it has hard and soft deadlines
and distinguishes between them instead of having a single approach like ISQoS,
ensures the decision process need not treat jobs so arbitrarily different. The
equivalent of a hard deadline in ISQoS is the due date and deadline being set to
the same value.

Finally to cover the topic of market mechanisms further a good catalogue
may be found in [20, 32, 33]. A discussion of SLAs and pricing functions may
also be found in [34] that covers the subject well. WS-Agreement has previ-
ously been used for job submission in cases such as AssessGrid [35], VIOLA’s
MetaScheduling Service (MSS) [36] and others [37] 1.

6 Conclusion and Future Work

In conclusion we have discussed the architecture of our broker that establishes
a tender market. We have focussed upon describing the submission system and
the SLA structure, while also showing the effects of changing the scheduling
algorithm in use. We have focussed upon job prioritisation and demonstrated
how economic constraints can establish this, whilst also showing an initial period
of the temporal constraints holding dominance. Given that users will be aiming
to set the budget assigned to jobs as low as possible the budget constraints
are likely to always have the desired effect. We finally introduced rescheduling
and showed how it can lead to price instability by causing the schedule to have
several jobs cleared from it due to completion within close succession. Our future
work will investigate how to ensure the stability of the resource price, given the
possibility of rescheduling.
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Abstract. With cloud computing, a virtually inexhaustible pool of com-
puting capacity has become available to IT users. However, given the
large number of Infrastructure as a Service offers with differing pricing
options, the cost-efficient distribution of workloads poses a complex chal-
lenge. In this work-in-progress paper, we formally describe the Cloud-
oriented Workload Distribution Problem and propose an exact as well as
a heuristic optimization approach. Through an evaluation that is based
on realistic data from the cloud market, we examine the performance
and practical applicability of these approaches.
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Deployment, Offline, Optimization, Exact, Heuristic.

1 Introduction

With the advent of cloud computing, Information Technology (IT) services have
increasingly become commodities over the last few years, resulting in the vision
of “IT as the fifth utility” [1]. Combined with aspects such as the elimination of
upfront investments and high scalability, the idea to lease computing capacity –
rather than provide it in-house – increasingly gains in appeal.

In this work, we assume that a user aims to deploy a workload onto leased
cloud infrastructure at minimal cost. We define a workload as a set of multiple
computational jobs, which are executed on Infrastructure as a Service (IaaS)
capacities in the form of Virtual Machines (VMs). The decision where to place
these jobs is complicated by two main factors: First, VMs are discrete compute
units that only provide a limited supply of certain resources, such as processor
power or local storage space. Second, billing schemes commonly differ between
the various cloud providers and involve different price components, such as peri-
odical VM leasing fees and usage-based network traffic fees.

In the work at hand, we refer to this challenge as Cloud-oriented Workload
Distribution Problem (CWDP). In the following Section 2, the problem is defined
in detail. In Section 3, we present exact and heuristic optimization approaches
to solve the CWDP. A quantitative evaluation of both approaches is described
in Section 4. Section 5 provides an overview of related work. Lastly, Section 6
concludes the paper with a summary and an outlook on future work.
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2 Problem Statement

As mentioned before, we address the so-called CWDP in the work at hand.
We assume that a user has specified a workload, which he/she aims to deploy
onto leased cloud infrastructure in the form of VMs. The workload consists
of individual computational jobs with given durations, i. e., the initiation and
termination times of all jobs are known in advance. Computational jobs may, e. g.,
represent distributed application components or tasks in a scientific algorithm.

Each job exhibits certain resource demands throughout its execution, e. g., in
terms of processor power or network bandwidth. Jobs cannot be split among
different VM instances; however, multiple jobs may be combined on one VM
instance. In addition, all jobs are non-preemptable, i. e., they have to be contin-
uously executed.

Within the cloud market, different VM types are available to the user from
multiple IaaS providers, such as Amazon1 or Microsoft2. Each instance of a VM
type supplies a different quantity of resources, e. g., processor power, and imposes
a certain usage fee per fixed-length leasing period. In addition, surcharges for each
unit of resource consumption, e. g., network traffic, may apply.

The objective of the user consists in minimizing his/her total leasing cost. As
a constraint, the resource demands of all jobs within the workload have to be
satisfied by corresponding resource supplies.

3 Optimization Approaches

In this section, we first introduce formal notations, which subsequently permit to
define the CWDP as mathematical optimization model and infer an exact opti-
mization approach. Due to the computational complexity of such exact approach,
we additionally present a heuristic optimization approach.

3.1 Formal Notations

In order to map the CWDP into a formal optimization model, we introduce a few
formal notations. To begin with, let J ⊂ N denote the set of jobs that comprise
the workload. For each job j ∈ J , its initiation time TIj ∈ N, termination time
TTj ∈ N, and corresponding duration Dj ∈ N are given. The jobs exhibit com-
putational demands, which refer to the set of resource types R ⊂ N. Specifically,
RDj,r denotes the resource demand that job j imposes on a VM instance with
respect to the resource type r ∈ R.

The available VM types are given by the set V ⊂ N. The maximum number of
concurrently available instances of VM type v ∈ V , as specified by the respective
IaaS provider, correspond to mv ∈ N. We further define RSv,r as the supply of
resource type r per individual instance of VM type v. Pv ∈ N denotes the fixed
length of a single leasing period for each VM type v, for which a fixed usage

1 http://aws.amazon.com/ec2/
2 http://www.windowsazure.com/

http://aws.amazon.com/ec2/
http://www.windowsazure.com/
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Fig. 1. Example workload with selected formal notations

fee of CFv ∈ R+ will be charged. In addition, CVv,r ∈ R+ denotes the cost of
resource type r per used resource and time unit.

Based on the above notations, we further define Ω = maxj∈J (TTj) as the
maximum termination time among all jobs in the workload. In addition, Aj =
{j′ ∈ J | TIj′ ≤ TIj} denotes the jobs that are initiated prior to a given job j.
Likewise, Sj = J \ {j′ ∈ J | TTj′ < TIj ∨ TIj′ > TTj} specifies jobs that are
executed simultaneously with j. Please note that both Aj and Sj include j itself
(an example is provided in Figure 1).

3.2 Exact Optimization Approach

In order to compute an exact, i. e., cost-minimal, solution to the CWDP, we
map the problem statement from Section 2 into its mathematical equivalent.
The result is provided in Model 1. Prior to a detailed explanation, we introduce
two concepts that are relevant to the understanding of the model.

First, we observe that the lease of a VM instance will always start with the
initiation of a job. For a specific VM type v, the lease may consecutively be
renewed after one leasing period of the fixed length Pv. The lease will, at the
latest, terminate once the final computational job has finished. Thus, based on a
given job j, we define a set of (potential) leasing instants Lv,j = {TIj, . . . , T Ij +
k × Pv}, where k = �(Ω − TIj)/Pv�. For all jobs in the workload, the set of
leasing instants is given by Lv =

⋃
j∈J Lv,j accordingly.

For reasons of convenience, we additionally define the set of neighboring leas-
ing instants Nv(t) = {l ∈ Lv | l > t− Pv ∧ l ≤ t}, which lie within the length of
one leasing period Pv before a specified time instant t ∈ N.

Second, a VM instance must be leased throughout the complete duration of
the jobs that have been assigned to it. The existence of such active lease can
be verified at certain checkpoints, which temporally coincide with the potential
leasing instants that may be relevant to a job. Based on a given job j and the
previously defined leasing instants, we define the set of checkpoints as Cv,j =
{TIj, TTj} ∪

⋃
j′∈Aj

{l ∈ Lv,j′ | l > T Ij ∧ l < TTj}.
Based on these concepts, the optimization model can be explained in fur-

ther detail: To begin with, Equation 1 defines the objective, which consists in
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Model 1. Exact Approach for Cloud-oriented Workload Distribution

Min. TC(x, y) =
∑

v∈V,i∈Iv ,l∈Lv

yv,i,l × CFv (1)

+
∑

j∈J,v∈V,i∈Iv

xj,v,i ×Dj ×RDj,r × CVv,r

subject to

∑
l∈Nv(c)

yv,i,l ≥ xj,v,i ∀j ∈ J, v ∈ V, i ∈ Iv, c ∈ Cv,j (2)

∑
v∈V,i∈Iv

xj,v,i = 1 ∀j ∈ J (3)

∑
j′∈Sj

xj′,v,i ×RDj′,r ≤ RSv,r ∀v ∈ V, i ∈ Iv, j ∈ J, r ∈ R (4)

∑
l′∈Nv(l)

yv,i,l′ ≤ 1 ∀v ∈ V, i ∈ Iv, l ∈ Lv (5)

Iv = {1, . . . ,min(max
j∈J

(|Sj |),mv)} (6)

Iv ⊂ N

xj,v,i ∈ {0, 1} ∀j ∈ J, v ∈ V, i ∈ Iv (7)

yv,i,l ∈ {0, 1} ∀v ∈ V, i ∈ Iv, l ∈ Lv (8)

minimizing the total leasing cost of the cloud infrastructure. The total cost com-
prises two components, namely the periodical leasing fees for the VM instances
and the additional charges for resource consumption.

For that matter, the decision variable xj,v,i indicates whether a job j ∈ J
has been assigned to a VM instance of type v ∈ V with the running index
i ∈ Iv or not. In a similar manner, the decision variable yv,i,l indicates whether
the VM instance of type v with the running index i ∈ Iv has been leased at
the time instant l ∈ Lv or not. Both x and y are defined as binary variables in
Equations 7 and 8. Whereas x is the main decision variable, y can be interpreted
as an auxiliary decision variable.

Equation 2 links the two decision variables. More precisely, it defines that if
an assignment of a task to a certain VM instance has been made, as indicated
by variable x, each checkpoint needs to be matched by a corresponding active
lease, as represented by variable y.

Equation 3 ensures that each task is assigned to precisely one VM instance.
Equation 4 guarantees that the resource demands of all tasks that are executed
simultaneously are met by corresponding resource supplies. Equation 5 ensures
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that the lease of a VM instance cannot be renewed until the previous lease has
expired. Equation 6 defines a set of valid instance indices for each VM type.
The definition is based on the notion that, in the worst case, the largest set of
simultaneous jobs within the workload, i. e., maxj∈J (|Sj |), may be deployed on
individual VM instances of the same type; yet, in any case, no more than the
maximum number of VM instances, i. e., mv, can be used.

As can be seen, Model 1 constitutes a special case of a linear program, namely
a Binary Integer Program (BIP). Such BIP can be solved using well-known
methodologies from the field of operations research, such as branch and bound [2].
Unfortunately, the computational complexity of such exact methods can be very
high. In the worst case, the complexity grows exponentially with the number of
decision variables. In the specific case of the CWDP, the worst case complexity

corresponds to O(2
|J|2×|V |+|J|×

∑
v∈V

Lv ). Accordingly, an exact solution to the
CWDP can most likely not be computed within reasonable time if a workload
features multiple jobs, or long job durations that result in a large number of
potential leasing instants.

3.3 Heuristic Optimization Approach

In the previous Section 3.2, we have explained that the complexity of computing
an exact solution to the CWDP rapidly increases with the number of jobs in the
workload. This indicates the need for a heuristic optimization approach, which
potentially trades reductions in computation time against possibly sub-optimal
solutions.

The heuristic presented in this work is based on an approach that we have
previously proposed for the cost-efficient distribution of software services [3].
Because this previous work assumed an online (i. e., at run time), rather than
an offline distribution (i. e., at design time), a number of adaptations had to be
made. In both cases, however, the principal mechanism is inspired by heuristic
solutions to the well-known knapsack problem [4].

Our heuristic approach encompasses two phases, VM packing and VM se-
lection, which are iteratively repeated until a valid solution to the CWDP has
been computed. The principle idea is to select a subset of jobs in each iteration
and assign it to a new instance of the most cost-efficient VM type. A schematic
overview of the complete heuristic in the form of pseudo code is provided in
Algorithm 1 and will be explained in the following.

In accordance with Section 3.2, x denotes the main decision variable. Again,
xj,v,i indicates whether a job j has been assigned to a VM instance of type v
with the running index i or not.

As a preparatory step for the main algorithm, we initialize the current instance
index iv for each VM type v (lines 1–3).

In the first phase, VM packing, we create a so-called packing list for each VM
type. A packing list PLv ⊆ J represents a subset of jobs that have not been
assigned yet and would fit onto a new instance of type v. Initially, we assume
an empty packing list. Subsequently, we scan the set of jobs, J , in the order
of initiation times. If the current job j would additionally fit onto a new VM
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Algorithm 1. Heuristic Approach for Cloud-oriented Workload Distribution

1: for all v ∈ V do
2: iv ← 1
3: end for
4: repeat
5: for all v ∈ V do
6: if iv ≤ mv then
7: PLv ← ∅
8: repeat
9: δ ← false

10: for all j ∈ J \ PLv do
11: if checkFit(v, PLv ∪ {j}) then
12: u ← compUtil(v, PLv)
13: u′ ← compUtil(v, PLv ∪ {j})
14: if u′ > u then
15: PLv ← PLv ∪ {j}
16: δ ← true

17: end if
18: end if
19: end for
20: until δ = false

21: end if
22: end for

23: û ← 0
24: v̂ ← null

25: for all v ∈ V do
26: if iv ≤ mv then
27: uv ← compUtil(v, PLv)
28: if uv > û then
29: û ← uv

30: v̂ ← v
31: end if
32: end if
33: end for
34: if v̂ �= null then
35: for all j ∈ PLv̂ do
36: xj,v,iv̂ ← 1
37: end for
38: J ← J \ PLv̂

39: iv̂ ← iv̂ + 1
40: end if
41: until J = ∅ ∨ v̂ = ∅

instance of type v and increase the utility of the packing list, it is added to the
packing list. Utility, in this respect, is defined as the ratio between the aggregated
durations of all jobs and the corresponding leasing cost. It is computed using the
function compUtil. The process of scanning the set of jobs is repeated until no
more changes to any packing list could be made, as indicated by the variable δ.
This repetition is necessary because a certain job may only increase the utility
after a subsequent job has already been added to the packing list (lines 5–22).

In the second phase, VM selection, we determine the favorite, i. e., most cost-
efficient, VM type, based on the previously created packing lists. In accordance
with the previous phase, cost-efficiency is represented by a utility value. The
favorite VM type is denoted by v̂, with a utility of û. For each VM type v, we
initially assume a utility of zero; VM types for which the maximum number
of instances has been reached are excluded from the process. We compute the
overall utility value uv, based on the previously compiled packing list PLv. If the
utility value uv exceeds the maximal value û, v is assumed as the new favorite
VM type v̂ (lines 23–33).

In the following, we check whether a favorite VM type v̂ could be identified.
This may not be the case if the maximum number of instances of each VM type
has been reached, or none of the available VM types is suitable to execute one of
the remaining jobs. If a favorite VM type v̂ exists, however, we assign all jobs in
the packing list PLv̂ to a new instance with the index iv̂. Finally, we remove the
assigned jobs from the set J and increment the instance count iv̂ (lines 34–40).
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Both phases are iteratively repeated until all jobs have been assigned or no
favorite VM type can be identified. In the latter case, a portion of the jobs could
not be successfully assigned, thus yielding an invalid solution.

From an analytical point of view, the heuristic has substantial advantages
over the exact solution in terms of computational complexity. Specifically, the
creation of the packing list is the most complex part; given that the number of
resource types is constant and thus negligible, the worst-case complexity of the
complete algorithm is polynomial and corresponds to O(|J |4 × |V |).

4 Evaluation

Both previously presented optimization approaches have been prototypically im-
plemented as a Java program, which serves as the basis of our evaluation. For
solving the BIP in the exact optimization approach, we apply the IBM ILOG
CPLEX Optimizer3.

4.1 Design and Setup

With the evaluation, we aimed to quantitatively assess the performance of the
two optimization approaches. Performance, in this respect, is represented by two
dependent variables: First, computation time represents the scalability of the
two approaches and indicates their practical applicability to large-scale CWDPs.
Second, total cost indicates the solution quality with respect to the objective of
cost-efficient workload distribution.

For the evaluation, we created ten classes of CWDPs, each containing 100
individual problems. In classes A1 to A5, we treated the number of jobs as
independent variable, i. e., |J | ∈ {4, 8, 12, 16, 20}, assuming a fixed number of
VM types, i. e., |V | = 6. In classes B1 to B5, we assumed the number of VM
types as independent variable, i. e., |V | ∈ {2, 4, 6, 8, 10}, treating the number of
jobs as fixed, i. e., |J | = 12. Thus, we vary those two variables that have been
analytically identified as influential to the computational complexity of both
optimization approaches.

For the definition of the VM types, we used the specifications provided by
Amazon for its Elastic Compute Cloud (EC2). Each type exhibits specific re-
source supplies with respect to three resource types (namely processor, memory,
and storage), where the consumption is covered by differing hourly leasing fees.
In addition, we regarded network traffic – which imposes additional usage-based
fees – as fourth resource type, i. e., |R| = 4.

The workloads were randomly generated by drawing the initiation times and
durations of the jobs from the uniform distributions U(1, 120) and U(1, 60) re-
spectively, assuming minutes as time unit. The resource demands of the individ-
ual jobs were also randomly drawn, assuming the resource supplies of an Amazon
EC2 Standard Medium VM as upper limit.

3 http://www.ibm.com/software/integration/optimization/cplex-optimizer/

http://www.ibm.com/software/integration/optimization/cplex-optimizer/
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Fig. 2. Evaluation results for both optimization approaches

Each CWDP was solved using both optimization approaches, using a desktop
computer with an Intel Core 2 Quad Q9450 processor and 8 GB of memory,
operating under Microsoft Windows 7. In the process, we imposed a timeout
of 300 seconds (i. e., 5 minutes) per problem and optimization approach. Only
such problems that could be successfully solved by both approaches within this
timeout period were considered in the following analysis.

4.2 Results and Discussion

As can be observed in Figure 2a, the exact optimization approach quickly reaches
absolute computation times in the magnitude order of seconds (classes A3 and
B2 to B5, which involve 12 jobs) or even ten seconds (classes A4 and A5, which
involve 16 and 20 jobs), and also results in various timeouts (specifically for class
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A5). In accordance with our qualitative analysis in Section 3.2, the absolute
computation times exhibit an exponential growth with an increasing number of
jobs (classes A1 to A5). The same applies for a growing number of VM types,
even though the effect is less pronounced (classes B1 to B5).

In contrast, for the heuristic approach, the absolute computation times are
in the order of milliseconds or below across all evaluated classes. In relative
terms, the heuristic achieves reductions in computation time of more than 97.5%
compared to the exact approach (cf. Figure 2b). This gap further increases with a
growing number of jobs (classesA1 to A5), which, in accordance with our analysis
from Section 3.3, indicates a superior scalability of the heuristic approach. With
an increasing number of VM types (classesB1 toB5), the benefits of the heuristic
approach are less accentuated. However, this is also of limited practical relevance,
because the number of available VM types will usually be restricted.

Lastly, as it can be seen in Figure 2b, the reduction in computation time is
traded against reductions in solution quality. Depending on the problem size,
the increase in total cost for the distribution of the workload ranges between
approximately 5% and 13%. The gap between both optimization approaches
appears to grow with an increasing number of jobs (classes A1 to A5), but
not with a growing number of VM types (classes B1 to B5). Accordingly, the
proposed heuristic should be seen as a first step toward efficiently solving large-
scale CWDPs. That is, it primarily provides a valid baseline solution, which
should subsequently be refined by a specific improvement procedure.

In summary, our evaluation indicates that the exact optimization approach
is solely applicable to small CWDPs involving around 20 jobs in practice. In
comparison, the heuristic approach exhibits a more favorable runtime behavior,
which renders it potentially suitable for larger CWDPs involving hundreds or
thousands of jobs. However, the heuristic also results in notable increases in the
total cost of workload distribution. Thus, a future direction of our research will
consist in the development of improvement procedures, which permit enhance-
ments in solution quality while sustaining the low computational complexity of
a heuristic solution approach.

5 Related Work

In recent years, the distribution of workloads in cloud and grid environments
has been a vivid field of research. Substantial efforts have also been undertaken
in the related field of workflow distribution. Given space limitations, we only
present a brief overview of the most similar works.

To start with, in our own previous work, e. g., [3], we have examined the
Software Service Distribution Problem (SSDP). This challenge concerns the dis-
tribution of software services within IaaS clouds. Specifically, we have proposed
both an exact and a heuristic online approach that permits to cost-efficiently
allocate software service requests to different VM types at run time. When inter-
preting software services as computational jobs within a workload, the approach
proposed in this work can be seen as a benchmark, which permits to compute a
theoretically optimal ex-post, offline solution to the SSDP.
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Li et al. [5] have studied the distribution of VMs among PMs in order to
serve predictable peak loads. Their objective consists in load balancing among
the PMs; for that purpose, the authors propose four different algorithms, which
are extensively evaluated. While there is a number of similarities between the
work by Li et al. and our research, a major difference lies in the objective of cost-
efficiency. In addition, we consider fixed-length VM leasing periods, different
price components, and multiple resource types in the distribution process.

Genez et al. [6] have examined the problem of cost-efficient workflow deploy-
ment in hybrid clouds under consideration of service level agreements. They
propose an exact optimization approach based on Integer Linear Programming
(ILP), as well as different heuristic approaches that are based on the principle
of ILP relaxation. In contrast to our work, Genez et al. take into account tem-
porally movable and inter-dependent jobs. However, the authors only consider a
restricted set of resource types and do not regard fixed-length leasing periods of
VMs.

Byun et al. [7] have presented a system for the deployment of workflows
within grids and clouds. The authors introduce a heuristic approach for the
minimization of leasing costs; they do not provide an exact approach though.
Byun et al. consider job dependencies and flexible start times, which are not
regarded in our work. However, while they consider fixed-length leasing periods,
the authors assume identical leasing instants for all compute hosts, whereas our
work permits independent leasing instants for the individual VMs.

In summary, to the best of our knowledge, this work is the first to address
the distribution of workloads, i. e., set of jobs, onto VMs under the conjoint
consideration of fixed-length leasing periods, as well as fixed and variable price
components. Due to the prevalence of these characteristics in actual IaaS cloud
offers, our approach permits to compute accurate, i. e., truly cost-optimal, distri-
bution schemes. However, in contrast to the large body of research on workflow
deployment, our work does neither explicitly regard dependencies between jobs
nor the potential to temporally shift jobs. The consideration of these aspects
will be part of our future work.

6 Summary and Outlook

Cloud computing has made a large pool of computing capacity available at com-
paratively low prices. This permits end users to execute workloads using leased
infrastructure rather than costly dedicated hardware. However, given the differ-
ing pricing schemes for IaaS offers, which commonly also feature fixed-length
leasing periods, the cost-efficient distribution of such workloads among VMs is
a challenging task.

In the work at hand, we have addressed this Cloud-oriented Workload Dis-
tribution Problem (CWDP). As a first major contribution, we have formally de-
scribed the problem in the form of an mathematical optimization model, which
can serve for the computation of exact solutions to the CWDP. As a second
major contribution, we have introduced a heuristic optimization approach.
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We have quantitatively evaluated both optimization approaches with respect
to computation time and solution quality, i. e., resulting total leasing cost. We
found that the exact solution approach is hardly applicable to workloads involv-
ing more than 20 jobs due to its computational complexity. In comparison, the
proposed heuristic allows reductions in computation time of more than 97.5%,
which renders it potentially suitable for solving large-scale CWDPs. However, the
heuristic solutions also lead to substantial increases in total leasing costs of up
to 13% in our experimental evaluation, as compared to an optimal distribution
scheme.

Thus, the primary goal of our future work consists in the development of
heuristic improvement procedures that are specifically tailored to the CWDP.
In addition, we aim to substantially extend the evaluation of the proposed ap-
proaches through the consideration of additional variables. Lastly, as it has been
outlined in Section 5, we plan to consider characteristics that are common in the
area of workflow deployment, such as flexible job initiation times.

Acknowledgments. This work has partly been sponsored by E-Finance Lab
e.V., Frankfurt am Main, Germany (http://www.efinancelab.de).
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Abstract. The cloud infrastructure services landscape advances steadily leaving 
users in the agony of choice. Therefore, we present CloudRecommender, a new 
declarative approach for selecting Cloud-based infrastructure services. 
CloudRecommender automates the mapping of users’ specified application 
requirements to cloud service configurations. We formally capture cloud  
service configurations in ontology and provide its implementation in a structured 
data model which can be manipulated through both regular expressions and 
SQL. By exploiting the power of a visual programming language (widgets), 
CloudRecommender further enables simplified and intuitive cloud service 
selection. We describe the design and a prototype implementation of 
CloudRecommender, and demonstrate its effectiveness and scalability through a 
service configuration selection experiment on most of today’s prominent cloud 
providers including Amazon, Azure, and GoGrid. 

Keywords: Cloud Computing, Infrastructure Service. 

1 Introduction 

Cloud computing [1,2,3] assembles large networks of virtualized services: 
infrastructure services (e.g., compute, storage, network, etc.) and software services 
(e.g., databases, message queuing systems, monitoring systems, load-balancers, etc.). 
It embraces an elastic paradigm in which applications establish on-demand 
interactions with services to satisfy required Quality of Service (QoS) including cost, 
response time and throughput. However, selecting and composing the right services 
meeting application requirements is a challenging problem. 

Consider an example of a medium scale enterprise that would like to move its 
enterprise applications to cloud. There are multiple providers in the current cloud 
landscape that offer infrastructure services in multiple heterogeneous configurations. 
Examples include, Amazon [10], Microsoft Azure [12], GoGrid [13], Rackspace, 
BitCloud, and Ninefold, among many others. With multiple and heterogeneous 
options for infrastructure services, enterprises are facing a complex task when trying 
to select and compose a single service type or a combination of service types. Here 
we are concerned with simplifying the selection and comparison of a set of 
infrastructure service offerings for hosting the enterprise applications and 



 A Declarative Recommender System for Cloud Infrastructure Services Selection 103 

 

corresponding dataset, while meeting multiple criteria, such as specific configuration 
and cost, emanating from the enterprise’s QoS needs. This is a challenging problem 
for the enterprise and needs to be addressed.  

Existing approaches in helping a user to compare and select infrastructure services 
in cloud computing involve manually reading the provider documentation for finding 
out which services are most suitable for hosting an application. This problem is 
further aggravated by the use of non-standardized naming terminologies used by 
cloud providers. For example, Amazon refers to compute services as EC2 Compute 
Unit, while GoGrid refers to the same as Cloud Servers. Furthermore, cloud providers 
typically publish their service description, pricing policies and Service-Level-
Agreement (SLA) rules on their websites in various formats. The relevant information 
may be updated without prior notice to the users. Hence, it is not an easy task to 
manually obtain service configurations from cloud providers’ websites and 
documentations (which are the only sources of information).  

In order to address the aforementioned problems, we present a semi-automated, 
extensible, and simplified approach and system for cloud service selection, called 
CloudRecommender. We indentify and formalize the domain knowledge of multiple 
configurations of infrastructure services. The core idea in CloudRecommender is to 
formally capture the domain knowledge of services using a declarative logic-based 
language, and then implement it in a recommender service on top of a relational data 
model. Execution procedures in CloudRecommender are transactional and apply well-
defined SQL semantics for querying, inserting, and deleting infrastructure services’ 
configurations. The CloudRecommender system proposed in this paper leverages the 
Web-based widget programming technique that transforms drag and drop operations 
to low-level SQL transactions. The contributions of this paper can be summarized as 
follows:  

• A unified and formalized domain model capable of fully describing 
infrastructure services in cloud computing. The model is based and has been 
successfully validated against the most commonly available infrastructure 
services including Amazon, Microsoft Azure, GoGrid, etc. 

• An implementation of a design support system (CloudRecommender) for the 
selection of infrastructure cloud service configurations using transactional 
SQL semantics, procedures and views. The benefits to users of 
CloudRecommender include, for example, the ability to estimate costs, 
compute cost savings across multiple providers with possible tradeoffs and aid 
in the selection of cloud services. 

• A user-friendly service interface based on widgets that maps user requirements 
based on form inputs to available infrastructure services, express configuration 
selection criteria and view the results. 

The remainder of the paper is organized as follows. A discussion on our formal 
domain model for cloud infrastructure services and our cloud selection approach 
using CloudRecommender is presented in Section 2. Due to space limitation, Section 
3 only included a simple experimental evaluation of the proposed approach, but more 
details can be found at [20]. A review of related work is provided in Section 4 before 
we conclude in Section 5.  
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2 A System for Cloud Service Selection 

We propose an approach and system for cloud service configuration selection, 
CloudRecommender. The system includes a repository of available infrastructure 
services from different providers including compute, storage and network services, as 
shown in figure 1(a). Users can communicate with the system via a Web-based widget 
interface. The CloudRecommender system architecture consists of three layers: the 
configuration management layer, the application logic layer and the User interface 
(widget) layer. Details of each layer will be explained in the following sub-sections. 

Fig. 1(b) shows the deployment structure of the CloudRecommender system. For 
persistence we have chosen MySQL for its agility and popularity, but any other 
relational database can be plugged in. Furthermore, many APIs provided by cloud 
providers (such as Amazon) and open source cloud management frameworks (e.g. 
jclouds) are written in Java. Thus, Java is chosen as the preferred language to 
implement the application logic layer to ease future integration with external libraries. 
The widget layer is implemented using a number of JavaScript frameworks including 
jQuery, ExtJS and YUI. CloudRecommender also exposes RESTful 
(REpresentational State Transfer) APIs (application programming interface) that help 
external applications to programmatically compose infrastructure cloud services 
based on the CloudRecommender selection process.  
 

 

Fig. 1. System architecture and deployment structure 

2.1 Configuration Management Layer  

The configuration layer maintains the basic cloud domain model related to compute, 
storage, and network services. We defined a Cloud Computing Ontology to facilitate 
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the discovery of services based on their functionality and QoS parameters. The 
ontology is defined in the Web Ontology Language (OWL) [19] and can be found at: 
w3c.org.au/cocoon.owl. All common metadata fields in the ontology like 
Organisation, Author, First Name etc. are referenced through standard Web 
Ontologies (i.e. FOAF and Dublin Core). To describe specific aspects of cloud 
computing, established domain classifications have been used as a guiding reference 
[16], [18]. The resulting ontology consists of two parts, the Cloud Service Ontology 
and the Cloud QoS Ontology. 
 
Cloud Service Ontology: A CloudService (maps to cloud_service_types in the 
relational model in Figure 2) can be of one of the three types, Infrastructure-as-a-
Service (IaaS), Platform-as-a-Service (PaaS) or Software-as-a-Service (SaaS). For the 
CloudRecommender system the cloud infrastructure layer (IaaS), providing concepts 
and relations that are fundamental to the other higher-level layers, is the one currently 
relevant. Cloud services in the IaaS layer can be categorised into: Compute, Network, 
and Storage services (see Table 1).  
 
Cloud QoS Ontology: At the core of the Cloud QoS ontology is a taxonomy of 
ConfigurationParameters and Metrics (Values), i.e. two trees formed using the 
RDF(s) subClassOf relation where an Configuration Parameters, for example, 
PriceStorage, PriceCompute, PriceDataTransferIn (Out) etc. and a Metric, for 
example, ProbabilityOfFailureOnDemand, TransactionalThroughput, are used in 
combination to define Cloud QoS capabilities (e.g. features, performance, costs, etc.). 
The resulting ontology is a (complex) directed graph where, for example, the Property 
hasMetric (and its inverse isMetricOf) is the basic link between the 
ConfigurationParameters and Metric trees. For the metrics part of the QoS, we 
reference existing QoS ontologies [17] whereas for the ConfigurationParameters 
concepts the ontology defines its independent taxonomy, but refers to external 
ontologies for existing definitions. Each configuration parameter (see Table 1) has a 
name, and a value (qualitative or quantitative). The type of configuration determines 
the nature of service by means of setting a minimum, maximum, or capacity limit, or 
meeting certain value. For example, “RAM capacity” configuration parameter of a 
compute service can be set to the value 2GB. 

For our CloudRecommender service we implemented the Cloud Service Ontology 
in a relational model and the Cloud QoS ontology as configuration information as 
structured data (entities) (as shown in Figure 2), which can be queried using a SQL-
based declarative language. We collected service configuration information from a 
number of public cloud providers (e.g., Windows Azure, Amazon, GoGrid, 
RackSpace, Nirvanix, Ninefold, SoftLayer, AT and T Synaptic, Cloud Central, etc.) 
to demonstrate the generic nature of the domain model with respect to capturing 
heterogeneous configuration (see Table 2) information of infrastructure services. Our 
model is generic enough to capture all the existing cloud-based infrastructure 
services. The proposed model is flexible and extensible enough to accommodate new 
services with minimal changes to our implementation. In future work, we also intend 
to extend the model with capability to store PaaS and SaaS configurations.  
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Relationships between concepts representing services are carefully considered and 
normalized to avoid update anomalies. Services from various providers often have 
very different configurations and pricing models. Distinct and ambiguous 
terminologies are often used to describe similar configurations. 

Regardless of how providers name their services, we categorize infrastructure 
services based on their basic functionality. Unit conversions were performed during 
instantiation of concepts. For example, an Amazon EC2 Micro Instance has 613 MB 
of memory which is converted to approximately 0.599 GB. Another example is the 
CPU clock speed. Amazon refers to it as “ECUs”. From their documentation [10]: 
“One EC2 Compute Unit provides the equivalent COMPUTE capacity of a 1.0-1.2 
GHz 2007 Opteron or 2007 Xeon processor. This is also the equivalent to an early-
2006 1.7 GHz Xeon processor referenced in our original documentation”. In 2007, 
AMD and Intel released both dual-core and quad-core models of the Opteron and 
Xeon chips, respectively. So it is obviously not clear what an Amazon EC2 Compute 
Unit compares to. To eliminate this ambiguity, we obtained the compute service clock 
speed by trying out the actual instance under Linux OS and run “more /proc/cpuinfo” 
on it. We’d like to get those kinds of information automatically in the future through 
APIs (if available). Table 2 depicts the configuration ambiguities of compute and 
storage services of different providers.  

Table 1. Infrastructure service types and their configurations 

 
 

 

Fig. 2. Conceptual data model representing infrastructure service entities and their relationships 
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Table 2. Depiction of configuration heterogeneities in compute and storage services across 
providers 

Storage Trail 
Terminology Unit Terminology Compute Storage Period or Value

Windows Azure Virtual Server /hr Azure Storage 90 day
Amazon EC2 Instance /hr S3 Reserved, Spot, Marketplace Reduced Redundency 1 year

GoGrid Cloud Servers /RAM hr Cloud Storage

Various from time to 
time, current value: 
100 AUD

RackSpace Cloud Servers /RAM hr Cloud Files
Nirvanix CSN
Ninefold Virtual Server /hr Cloud Storage 50 AUD
SoftLayer Cloud Servers /hr Object Storage Monthly 1 month

AT and T Synaptic Compute as a Service
vCPU per hour 
+ /RAM hr Storage as a Service

Cloudcentral Cloud Servers /hr

Compute
Provider

SimplePlan

 Committed Allocation Pool 

Commitment Plan, Member Offer

Plans other than Pay As You Go

Prepaid (1, 6 or 12 month)
Managed Cloud

 

(Red) Blank cells in the table mean it is not available. Some providers offer their 
services under a different pricing scheme than pay-as-you-go. In Table II we refer to 
these schemes as other plans. 

Another example of disparity between different Cloud providers is the way in 
which “on Demand instances” are priced. GoGrid’s plan, for example, although 
having a similar concept to Amazon’s On Demand and Reserved Instance, gives very 
little importance to what type or how many of compute services a user is deploying. 
GoGrid charges users based on what they call RAM hours – 1 GB RAM compute 
service deployed for 1 hour consumes 1 RAM Hour. A 2 GB RAM compute service 
deployed for 1 hour consumes 2 RAM Hour. It is worthwhile mentioning that only 
Azure clearly states that one month is considered to have 31 days. This is important as 
the key advantage of the fine grained pay-as-you-go price model which, for example, 
should charge a user the same when they use 2GB for half a month or 1 GB for a 
whole month. Other vendors merely give a GB-month price without clarifying how 
short term usage is handled. It is neither reflected in their usage calculator. We chose 
31 days as default value in calculation.  

Table 3. Depiction of configuration heterogeneities in request types across storage services 

 

Regarding storage services, providers charge for every operation that an 
application program or user undertakes. These operations are effected on storage 
services via RESTful or SOAP API. Cloud providers refer to the same set of 
operations with different names, for example Azure refers to storage service 
operations as transactions. Nevertheless, the operations are categorized into upload 
and download categories as shown in Table III. Red means an access fee is charged, 
green means the service is free, and yellow means it is not specified and usually can 
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be treated as green/free of charge. To facilitate our calculation of similar and 
equivalent requests across multiple providers, we analyzed and pre-processed the 
price data, recorded it in our domain model and used a homogenized value in the 
repository (configuration management layer). For example, Windows Azure Storage 
charges a flat price per transaction. It is considered as transaction whenever there is a 
“touch” operation (a Create, Read, Update, Delete (CRUD) operation over the 
RESTful service interface) on any component (Blobs, Tables or Queues) of Windows 
Azure Storage. 

For providers that offer different regional prices, we store the location information 
in the price table. If multiple regions have the same price, we choose to combine 
them. In our current implementation, any changes to existing configurations (such as 
updating memory size, storage provision etc.) of services can be done by executing 
customized update SQL queries. We also use customized crawlers to update provider 
information’s periodically. However, in future work we will provide a RESTful 
interface and widget which can be used for automatic configuration updates. 

2.2 Application Logic Layer  

The request for service selection in CloudRecommender is expressed as SQL queries. 
The selection process supports an application logic that builds upon the following 
declarative constructs: criterion, views and stored procedures. The CloudRecommender 
builds upon SQL queries which are executed on top of the relational data model.  
 
Criterion: Criterion is a quantitative or qualitative bound (minimum, maximum, 
equal) on the configuration parameters provided by a service. Cloud services’ 
configuration parameters and their range/values listed in Table I form the basis for 
expressing selection goal and criteria (e.g., select a cheapest (goal) compute service 
where (criterion) 0<Ram<=20, 0<=local storage<=2040, number of hours to be used 
per month = 244). An example query is shown below in Fig 3: 

 

 

Fig. 3. Example query in procedure 

Procedures: We have implemented a number of customized procedures that 
automate the service selection process. A number of routines are prepared to process a 
user service selection request. List of inputs are stored in a temporary table to be 
passed into the procedures. As such, there is no limit to the size of the input list. Final 
results are also stored in temporary tables, which are automatically cleared after the 
expiration of user session.  
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Table 4. CloudRecommender model parameters 

Notations Meaning 
P = {p1, …, pp} Set of p service providers , , … , ,  Regions of provider pi 
CS = {cs1, …, csn} Set of n compute services 
SS = {ss1, …, ssm} Set of m storage services 
TS = {ts1, …, tso} Set of o network (data transfer) services ,  j-th price tier for a cloud service si  , , … , ,  Set of criteria related to service si  
Query A service selection query 
N Number of rows in a relational entity 
M Number of column in a relational entity 

2.3 Computational Complexity of Service Selection Logic 

We will discuss the computational complexity of our service selection logic next. For 
p providers each with cs compute ss storage  ts  network  services, the 
selection logic has to consider ∑ cs ss  ts  choices. We give the detailed 
discussion of model parameters in Table IV. We can nomally reduce the number of 
options significantly in the early stage if a user has strict requirements. In the worst 
case scenario, the logic needs to compute a full cross join (cartesian product). The 
number of choices varies depending on the number of regions (R ) with different 
prices offered by each provider (r ), and the number of different price tier (t ) for each 
service (Price tier example: AWS S3 charges $0.125 per GB for the first 1 TB / month 
of usage, $0.093 for the next 49 TB, etc.). Depending on the estimated usage, the 
larger the usage, the more price tiers will be involved. Let us assume that each 
provider offers approximately the same service in each region to simplify the 
derivation of the computational complexity. As such, the total number of offers can be 
represented in a more detailed formula: ∑  ∑ ∑     (1)

The queries of the selection logic work as follows. After filtering out criteria-violating 
services, resulting services are combined via JOIN operation(s) with final costs 
calculated. In worst case scenario where a few or no criteria are defined, the 
combination of the services is a full CROSS JOIN over all existing services. 
Therefore, the selection queries, to our best knowledge, have the upper bound 
computational complexity of | |  ∑ | |  | |  ∑ | |  | |  ∑ | |  (2) 

where  are criteria and ,  and  are pre-computed views with a singular effort 
to create the views from JOIN statements. However, in case the database system lacks 
support for cached views in a worst case the effort multiplies with the effort of the 
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views’ JOIN. Modern database can use HASH JOIN O(N + M) and MERGE JOIN 
O(N*Log(N) + M*Log(M)) which are faster than O(N * M). 

2.4 Widget Layer 

This layer features rich set of user-interfaces (see Fig 4) that further simplify the 
selection of configuration parameters related to cloud services. This layer 
encapsulates the user interface components in the form of four principle widgets 
including: Compute, Storage, Network, and Recommendation. The selection of basic 
configuration parameters related to compute services including their RAM capacity, 
cores, and location can be facilitated through the Compute widget. It also allows users 
to search compute services by using regular expressions, sort by a specific column 
etc. Using the Compute widget, users can choose which columns to display and 
rearrange their order as well. The Storage widget allows users to define configuration 
parameters such as storage size and request types (e.g., get, put, post, copy, etc.). 
Service configuration parameters, such as the size of incoming data transfer and 
outgoing data transfer can be issued via the Network widget. Users have the option to 
select single service types as well as bundled (combined search) services driven by 
use cases. The selection results are displayed and can be browsed via the 
Recommendation widget (not shown in Fig. 4.). 

 

 

Fig. 4. Screen shot of compute, storage, and network widgets 

3 Experiments and Evaluation 

In this section, we present the experiments and evaluation that we undertook. 
In our infrastructure service selection scenario, we revisit the example of a medium 

scale enterprise we explained earlier. The enterprise wants to migrate its data to the 
cloud with the aim of storing and sharing it with other branches through public cloud 
storage (note that security issues are dealt within the enterprise applications). At this 
stage, we assume the business analyst of the enterprise has a good estimation of the 
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data storage and transfer (network in/network out) requirements. By using 
CloudRecommender, the analyst would like to find out which of the public cloud 
providers would be most cost-effective in regards to data storage and transfer costs. 
For this selection scenario, the analyst inputs the following anticipated usage 
information for the storage and network services: (i) Data size of 50 GB, 1000 copy 
requests and 5000 get requests and (ii) data transfer in size of 10 GB and data transfer 
out size of 50 GB.  

 

 

Fig. 5. Service selection criteria set by business analyst 

As shown in Fig. 5., the analyst specifies service selection criteria via the storage 
and network widgets. Programmatically, the above request can also be submitted via 
the RESTful service interface of the CloudRecommender as shown below in Fig. 6.  

 

 

Fig. 6. An example REST call 

4 Related Work  

Prior to CloudRecommender, there have been a variety of systems that use declarative 
logic-based techniques for managing resources in distributed computing systems. The 
focus of the authors in work [4] is to provide a distributed platform that enables cloud 
providers to automate the process of service orchestration via the use of declarative 
policy languages. The authors in [5] present an SQL-based decision query language 
for providing a high-level abstraction for expressing decision guidance problems in an 
intuitive manner so that database programmers can use mathematical programming 
technique without prior experience. We draw a lot of inspiration from the work in [6] 
which proposes a data-centric (declarative) framework to orchestrate infrastructure 
services. The goal of this work is to improve SLA fulfilment ability of cloud service 
providers. COOLDAID [7] presents a declarative approach to manage configuration 
of network devices and adopts a relational data model and Datalog-style query 
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language. NetDB [8] uses a relational database to manage the configurations of 
network devices. However, NetDB is a data warehouse, not designed for cloud 
service selection and composition. Puppet [9] manages the configuration of data-
centre resources using a custom and user-friendly declarative language for service 
configuration specifications. Puppet simplifies the management of data centre 
resources for providers. Though branded calculators are available from individual 
cloud providers, such as Amazon [14], Azure [15], and GoGrid, for calculating 
service leasing cost, it is not easy for users to generalize their requirements to fit 
different service offers (with various quota and limitations) let alone computing and 
comparing costs. Some of the recent research such as [11] has focused on cloud 
storage service (IaaS level) representation based on an XML schema. However, the 
proposed declarative model is preferable over hard coding the sorting and selection 
algorithm (as used in [11]) as it allows us to take the advantage of optimized SQL 
operations (e.g. select and join). 

In contrast to the aforementioned systems, CloudRecommender is designed with a 
different application domain – one that aims to apply declarative (SQL) and widget 
programming technique for solving the cloud service configuration selection problem. 
Facing a new challenge of handling heterogeneous service configuration and naming 
conventions in cloud computing, CloudRecommender also defines and uses a unified 
domain model.  

5 Conclusion and Future Work 

In this paper, we proposed a declarative system (CloudRecommender) that transforms 
the cloud service configuration selection from an ad-hoc process that involves 
manually reading the provider documentations to a process that is structured, and to a 
large extend automated. Although we believe that CloudRecommender leaves scope 
for a range of enhancements, yet provides a practical approach. We have implemented 
a prototype of CloudRecommender and evaluated it using an example selection 
scenario. The prototype demonstrates the feasibility of the CloudRecommender 
design and its practical aspects. 

Our future work includes: (1) extending the CloudRecommender to support the 
selection of more cloud service types such as PaaS services (e.g., database server, web 
server, etc.) to further validate our hypothesis and explore new opportunities; (ii) 
exploring integration of cloud service benchmarking databases such as 
CloudHarmony to CloudRecommender for facilitating run-time selection based on 
dynamic QoS information including throughput, latency, and utilization; and (iii) 
deploying and evaluating the CloudRecommender as a REST service so that it can be 
easily integrated to any existing cloud service orchestration systems. 
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Abstract. The emergence of Cloud technologies ultimately affected the
service computing ecosystem introducing new roles and relationships as
well as new architectural and business models. The increase of the capa-
bilities and potentials of the service providers raised the need for manag-
ing the information being available in an efficient way. In this paper we
introduce a service management architecture as well as the corresponding
information model, which is the placeholder for the information needed
to perform management operations. The design of the proposed model
was based on the case of a storage service being provided through a cloud
infrastructure, but the approach is implemented in a flexible and mod-
ular fashion in order to support any service provided through a cloud
environment.

Keywords: Cloud management models, information services, storage
clouds.

1 Introduction

Cloud computing as a whole is rapidly evolving and becoming one of the most
challenging paradigms of Information Technology. Its usefulness for users and
enterprises in general is clearly recognized [1], mainly due to the varying busi-
ness models it can facilitate. Indeed, their reliance on this paradigm is reaching
unexpected levels. To this end, more and more cloud providers are contributing
towards a quite young, but relatively broad cloud ecosystem. On the other hand,
this massive availability of resources and services resulted in an increase in the
information generation that the current data models and representations cannot
always capture.

Notwithstanding, the rapid evolution of the cloud, along with the new and
emerging needs of customers, pose additional challenges with respect to the man-
agement of such environments, given the involvement of various entities, such as
stakeholders at different levels (i.e. users, providers, brokers, etc) with, in many
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cases, disparate interests, documents capturing information such as Service Level
Agreements (SLAs) and application descriptors, virtualized resources, to name
a few. Thus, providers of cloud service models, e.g. Platform as a Service (PaaS)
and Infrastructure as a Service (IaaS), deal with huge amounts of information
that needs to be collected, managed and evaluated. For this reason, consistent
cloud-enabled data models representing the aforementioned multiple entities and
their interrelationships are required.

Furthermore, there is a spreading need for efficiently collecting, gathering
and storing monitoring information from the underlying cloud infrastructure.
This information can range from application-related metrics, such as Web based
services response time or HPC jobs completion deadline, to infrastructure-related
metrics such as power consumption or resource capacity and utilization. In any
case, all this information should be assessed in order to provide Business Level
Parameters (BLPs). Thereafter, these pieces of data can be considered in a
synergistic way in decision making processes.

In this paper, an information management system and its corresponding data
model that considers all the necessary information flows within a cloud environ-
ment are presented. Our analysis was based on a cloud storage service but could
be extended for any service offered through clouds, since the proposed model is di-
rectly extensible by adding structures to describe any kind of cloud service offering.

The remainder of this work is organized as follows: in section 2 we present the
major initiatives in the field of information and cloud management, in section 3
we introduce a generic architectural concept that deals with the information
management in cloud platforms in a holistic way. In section 4, we elaborate on
each of the data models that we propose while in section 5 the mechanisms for
retrieving and storing the information are presented. Finally, in section 6 we
summarize and discuss our future steps.

2 Related Work

One of the biggest challenges in cloud computing is that there is no single stan-
dard or architectural method. The most common and widely adopted cloud
model is based on the distinctive layers of Software as a Service (SaaS), Plat-
form as a Service (PaaS) and Infrastructure as a Service (IaaS). Each cloud stack
raises needs for information management and therefore several initiatives and so-
lutions exist. To this end, there has been a lot of effort spent to the management
of resources (IaaS). All the main providers (such as EC2[2], Rackspace[3], Azure
[4], NewServers [5]) and technologies (such as OpenNebula [6] OCA, OCCI [7],
etc.) offer APIs for the administration and control of the cloud infrastructure. In
[8] an application centric management framework is presented that tries to in-
tegrate high level requirements throughout the application development process
in the cloud. On the other hand, in [9] a hierarchical architecture model of cloud
services resources management is presented. The architecture model achieves iso-
lation between users and physical resources, however, from actual conditions, the
architecture model is quite complex since a number of preparatory works need
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to be done, resulting in a certain degree of difficulty. In [10], a multi-cloud man-
agement platform that locates between cloud users and cloud sites is proposed.
It brings valuable contribution for cloud federation and migration of services
but it does not propose an information description scheme. Another interesting
initiative is described in [11], where a self-organized cloud management model
is presented. This concept is highly aligned with our work but it lacks in details
regarding the information schemata as well as certain information flows that
reside in the PaaS layer. Finally, an additional IaaS management solution is pre-
sented in [12], which uses abstractions for managing resources in a hybrid cloud
environment for enterprise users.

In total, we have seen in the literature that most of the cloud management
solutions are dealing mainly with the resource allocation or a combination of
user requirements towards resource management. There is no holistic approach
or modeling of the whole cloud platform lifecycle but individual abstractions
of parts of it. In [13] we presented the baseline of the Unified Management
model design. To this end, with our work in this paper, we are capturing all
the information flows and define models that will manage those datasets in any
cloud service situation. In addition, we identify the components responsible for
each information flow and its relation with the corresponding model.

3 Management Architecture

The topic of management in cloud environments has several angles to be ap-
proached. As presented in the related work, there is the aspect of resource
management that mainly lies on the IaaS cloud layer and interacts with the
infrastructure middleware or hypervisor. On the other hand, the realization of
the SaaS stack demands administration and management in terms of applica-
tions and high level requirements. The solution that we present in this section
proposes a generic management architecture that is placed on the PaaS cloud
layer covering the initial management steps of requirement specification and SLA
management, to usage modelling and resource management.

The main focus of this paper is not to implement a management framework,
but to identify the basic information flows within a cloud environment and pro-
pose a unified model that would be able to capture that information consistently.
Therefore, in Figure 1 we present a generic architecture of the management layer.

The introduced generic service management architecture describes the follow-
ing information flows:

– Initiation and SLA management: throughout this process a user is request-
ing a service and defines the high-level application requirements and QoS
parameters described in an SLA.

– Service instantiation and resource allocation: The second conceptual proce-
dure is the creation of the actual instance for the requested service. The
internal analysis will map the high level requirements captured in the signed
SLA to low level resource specification that will result in the resource
allocation.
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Fig. 1. Generic Management Architecture

– Feedback and optimization: An important feature of every cloud platform
is the collection of information from the infrastructure layer and the uti-
lization of that data for Billing & Accounting, SLA violation detection and
optimization of the resource allocation with the aim to decrease Total Cost
of Ownership (TCO).

4 Unified Management Model

Based on the previous generic architectural approach and the identified infor-
mation flows, in this section we present several information models that cap-
ture the necessary data and create associations between all involved entities.
All these models contribute to the overall proposed unified management model.
The solution presented is focusing in a storage cloud situation but with minor
modifications or additions into some of the defined models could facilitate the in-
formation representation of every cloud scenario. We should also note that apart
from the basic storage service offered in this cloud, we have incorporated the
offering named “storlet” which represents a computation service over a storage
entity [14].

4.1 Requirements Model

In order for an application to run effectively over a cloud infrastructure the
customer should be able to specify requirements, which will be used by the
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infrastructure to drive the data access operations of the application. To this
end, a Requirements Model capturing the requirements emerging from applica-
tion attributes modelling and the ones deriving directly from the user needs is
necessary. In addition, the model defines structures to describe lower level re-
quirements for the service offerings of the cloud as well as Resource requirements
that are used for the resource provisioning.

cm:RequirementsType

Requirements

cm:UserRequirements

cm:UserRequirementscm:

cm:Userscm:

cm:Durabilitycm:

cm:Availabilitycm:

cm:ApplicationRequirements

cm:ApplicationRequirementscm:

cm:MasterDatacm:

cm:Streamingcm:

cm:ServiceRequirements

cm:ServiceRequirementscm:

cm:ContentTypecm:

cm:Actorcm:

cm:Permissionscm:

cm:Credentialscm:

cm:StroletTriggerscm:

cm:ResourceRequirements

cm:ResourceRequirementscm:

cm:StorageRequirementscm:

cm:ComputeRequirementscm:

cm:NetworkRequirementscm:

Fig. 2. Requirements Model

As presented in Figure 2 the proposed model covers the following entities:

– User requirements: this entity holds information that will be included in the
SLA schema and are provided by the application user. Examples of param-
eters described are metrics like number of users, durability and availability
requirements.

– Application requirements: those requirements are high-level characteristics
that will be incorporated in the SLA and will be translated into low level,
Storage (or Computational Storage) and Resource requirements. Those pa-
rameters will characterize the application to be deployed (Master or Trans-
actional data to be stored, streaming etc.).

– Service requirements: those are the specific requirements that determine a
cloud storage service that we have defined in our cloud scenario. This struc-
tured and formalized description will include information such as content
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type information, data access permissions and other details that may affect
the service deployment and operation. The requirements of a Computational
Storage service (storlet) are also defined here, including parameters such as
CPU speed and memory. This entity will be later incorporated in the Service
Model.

– Resource requirements: this entity aims at specifying the resource require-
ments for the operation of a cloud service (storage as well as storlet). This
structure will be utilized during resource provisioning and will keep the de-
sired resources for meeting the constraints described in an SLA.

The transformation of the high level requirements, that are input for the SLA ne-
gotiation process, to the low level service and resource requirements is succeeded
by the cloud platform throughout the mapping and resource provisioning opera-
tion. For example, attributes such as “Master Data”or “Transactional Data” are
translated into requirements “low update rates, replicated with eventual consis-
tency” and “high update rates, strong consistency” respectively.

4.2 SLA Model

This model contains the information related to the SLA, that is, the service level
agreement between the customer and the service provider. It is separated into
two groups:

– the context: which contains non-technical information of the agreement such
as participants and dates and

– the terms: which contain the requirements, the conditions and the billing
policies.

The requirements that are stated in the SLA utilize the requirement model
defined earlier. The customer is able to provide high level requirements (user
and application) that are specified for the usage of a specific service offering.
Those requirements are being transformed to low level specifications by the
platform’s services. Moreover, the SLA is enhanced with terms that specify the
actual content of the objects to be stored, therefore enabling the support of
content-centric access to the cloud. More information can be found in [15].

4.3 Services Model

In this model we capture the information regarding the cloud offerings. The
structure keeps general information (ID, name, status details) but also asso-
ciates the service with a negotiated SLA. In addition, the model incorporates
the Service Requirement model and the Resource Model for specifying the re-
spective information. It is also worth noting that computational storage details
are also incorporated in this model.

The role of the Service Model is three-fold: (1) to capture all the necessary
details of an active service in the cloud, (2) associate each service with a signed
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SLA instance and (3) to keep the technical requirements in terms of resources
as well as service parameters needed for the instantiation. Through this model
the cloud service orchestration is achieved and the component responsible for
realizing that information structure is the Service Instantiator in the PaaS layer.
Moreover, in case we want to apply our unified management model to another
cloud situation, we need just to define an additional Service model according to
the requirements of the new service offering.

cm:ServiceType

Service

cm:Resource

cm:ResourceDatacm:

cm:ResourceIDcm:

cm:summarycm:

cm:Statecm:

cm:ServiceNamecm:

cm:ServiceTypecm:

cm:ServiceIDcm:

cm:Permissionscm:

cm:Descriptioncm:

cm:Requirementscm:

Fig. 3. Services Model

4.4 Resource Model

In every cloud environment the management of the resources is of major im-
portance. Thus, our management model could not be missing this information
entity. The model that we have defined has a hierarchical structure in order
to facilitate cloud federation and in general a distributed cloud infrastructure
management. Therefore, we propose three entities:

– Node: this entity describes the specification of a single node of the resources
of a provider. Apart from the static information for each node, we associate
each node with the cloud services deployed on this very resource (“service
ID list”).

– Cluster: the cluster resource model is the parent element of the previous,
node entity. It defines characteristics of the whole cluster as well as lists the
respective nodes.
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– Data Center: hierarchically this structure is the parent element of the cluster
entity. Each data center could include one or more clusters. This relationship
is defined by the “Clusters” field of the structure. Apart from that, the Data
Center model will also specify information such as location, capacity, energy
consumption etc.

The existence of a resource model in the PaaS layer of a cloud environment serves
the need of management in terms of resource allocation, services deployment and
execution and finally optimization. The feedback collected from the Monitoring
and processed by the Analyzer will be ingested in the Resource Manager which
optimizes the cloud Service Situation (this could be a deployment of a storage
service, migration of an active service offering, enabling an elasticity rule etc.)
based on the resource model at the given time.

4.5 Usage Model

Usage characteristics (e.g. geographical access distribution or read / write access
frequency) encode the knowledge on the typical application behavior. Usage
models will be automatically harvested. They capture application access patterns
with regard to storage. These characteristics are of major importance since they
may be used afterwards for optimizing the mapping of cloud storage resources
to application requirements. For example data and storlet placement may be
optimized for both the application performance and low operational costs of
cloud providers.

In addition to automatic harvesting of usage characteristics, applications may
inject into the cloud storage infrastructure a priori knowledge on the application
behavior with regard to storage. Self knowledge may be used to further optimize
mapping of application requirements to cloud storage resources. Therefore, us-
age models will also include representations and descriptions to inject application
self-knowledge. With regard to multi-tenant applications, the usage character-
istics and the information injected by the application as self-knowledge may be
encoded in a tenant template that will be used in the subsequent provisioning
of data services for new tenants. This enables an optimized management of the
new tenant’s data and storlets right from the beginning. Figure 4 is an example
representation of an application’s behavioral characteristics (Usage Model) in
the level of cluster that is deployed, cloud that the cluster is hosted and tenant
that is authorized to consume that application.

5 Retrieving and Storing Information

The aforementioned models need to populated with real information in order to
be used by the various consumers. To this end, within the context of the VISION
cloud project, a novel monitoring and aggregation mechanism is being developed
that is capable of retrieving the needed information.
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cm:UsageType

UsageModel

cm:ClusterStats

cm:ClusterStatscm:

cm:ReadOpscm:

cm:WriteOpscm:

cm:ActiveUserscm:

cm:CloudStats

cm:CloudStatscm:

cm:ReadOpscm:

cm:WriteOpscm:

cm:ActiveUserscm:

cm:TenantStats

cm:TenantStatscm:

cm:ReadOpscm:

cm:WriteOpscm:

cm:GeoAccesscm:

cm:Seasonalitycm:

Fig. 4. Usage Model

5.1 Monitoring Architecture

A monitoring instance that runs on every node of the cloud is responsible for
collecting local monitoring information and events. Consequently this informa-
tion is aggregated and propagated to the interested recipients. from the node it
resides before processing and storing it, in order for all the information to be
available to the decision making modules of the platform. The communication
is achieved through the use of 0MQ [16].

Hardware metrics are collected through probes that are configured to pass
the relevant information to the local representative of the monitoring subsystem.
The modularity of the implementation also allows for other metering systems to
be deployed and to be used as sources of information, as long as the specified
event format is followed. Services residing on the same host can also utilize the
interfaces the monitoring system exposes to propagate events to it using the
same format.

5.2 Storing of Information

The information collected need to be stored efficiently and be available to all
management modules that require an up to date view of the system. Due to the
distributed nature of the cloud, as well as its size, which contains multiple data-
centers and clusters, geographically distributed, a NoSQL distributed database



Retrieving, Storing, Correlating and Distributing Information 123

is used. Due to the CAP theorem [17] we have chosen to provide availability
and eventual consistency. The aforementioned models are transformed into the
appropriate structures and the monitoring mechanism is responsible for popu-
lating these during run-time. Any module needing to use the information stored
is able to query the database and retrieve the needed information.

6 Conclusions and Future Steps

Information management of resources and services in cloud is a challenging task
mainly due to the lack of standards and the flexibility of the infrastructure.
In this paper we presented a unified management model designed for a stor-
age cloud situation, extendable though for any kind of cloud service offerings.
By analyzing the information flows of the cloud service framework we captured
the requirements for the management and therefore we defined the core mod-
els (requirements, SLAs, services, resources and usage model). In addition, we
identified the responsible components for the realization of the models within
the service framework of the cloud architecture. The efficient management of the
cloud platform is based on the consistency of the models and the ability to asso-
ciate information of one model to another. In that context, the whole status of
the cloud platform can be captured effectively as a single unified model and not
separate information structures. That capability allows us to store “snapshots”of
the system and in order to migrate it or re-enable it in the future. The future
step regarding this work is the investigation of ontologies specifications and the
possibility of transforming this unified model into a cloud ontology which could
form the management core of a cloud environment. We are also working on val-
idating the model against several cloud scenarios such us cloud federation and
hybrid cloud. Finally, we enforce the work on this topic by participating in the
Common Cloud Ontologies Working Group [18] where we promote and discuss
our design with the research community.
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Abstract. When processing and storage are obtained as internet
services, the actual location of the providing facility is undetermined.
Factors like a robust and cheap power supply, cooling-relevant climate
conditions as well as legal and risk-related considerations are important
for selecting a facility’s site. As storage and processing facilities feature
different economies of scale and location, their local separation is an al-
ternative to combining them in one location. This paper contributes a
game-theoretic model to investigate the market success of separate pro-
cessing and storage facilities compared to a combined approach. It can
be shown that stable market constellations with separate service specific
facilities are possible.

Keywords: Cloud Computing, Markets, Game Theory.

1 Introduction

With cloud computing, a huge variety of IT applications become available as on-
demand services that are accessible over the network. All services are based on
processing and storage. These can in turn be obtained in form of a service. These
hardware-bound services are referred to as Infrastructure-as-a-Service (IaaS). In
addition to an abstraction of the actual hardware that is running underneath,
transparency of IaaS also means an undetermined location of this hardware. IaaS
providers are free to place data centers at any place with network access.

Clustering the provision of services is interesting for providers due to economies
of scale. Local conditions like cheap power or a cool climate can lower operating
costs even further. In practice, these possibilities are limited by technical restric-
tions, risk awareness and law.

Restrictions and savings potential are not necessarily the same for all service
types. This paper explores the possibility of separate processing and storage cen-
ters and their ability to compete with centers that combine those resources in
one location. It takes into account that storage and processing, though differ-
ent service types, affect each other: Both might handle the same data. Market
dynamics in our model are not determined by different service qualities as in re-
lated work (Section 2) but by scale and location of provider facilities. This work
contributes a new perspective on the infrastructure cloud’s future market and
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geographical development. The question is whether and under what conditions
several facility types can coexist in a stable market situation.

Considerations for storage and data center placement regarding relative as
well as geographical location are discussed in Section 3. A game-theoretic market
model that combines these factors is given and analyzed in Section 4. Section 5
states implications on the actual cloud that can be derived from these theoretic
observations. A discussion of further aspects of the model and perspectives for
future work are presented in Section 6.

2 Related Work

Cloud provider competition is the subject of some game-theoretic work regarding
service quality and pricing. The existence of stable market shares in a duopoly
[1] and recently also for n competitors [2] has already been shown. Our work
proposes a model for different but dependent service markets (different service
types instead of service qualities) and analyses stable states in this set of markets.

Optimal placement of data centers is extensively discussed in [3]. Climate as a
factor is specifically addressed in [4], but there seems to be a lack of scientific ma-
terial that evaluates the effects of climate on data center economics. We discuss
possible economies of location with a focus on their different impact on storage
and processing facilities and provide an analytical perspective on the question
whether separately located facilities can exist in a stable market situation.

When focusing on data center location, data protection directives are im-
portant as storage of personal data might be regulated. The European data
protection supervisor talks about the role of cloud providers and EU law impli-
cations [5]; US law is discussed in [6]. Apart from legal reasons, widely discussed
privacy and security concerns (e.g. [7,8]) might make customers more sensitive
to storage location. While these factors can motivate a separation of storage and
processing, they are hard to assess. Our model explores the existence of stable
markets with separate facilities with a focus on economic factors.

Effects of cloud virtualization and remote data access on I/O performance are
explored in [9,10].Thesepractical findings are importantwhen storage andprocess-
ing are separated in different services and locations as is discussed in this paper.

3 Placing Storage and Processing Infrastructure Sites

3.1 Separating Storage and Processing as Products

Local separation of storage and processing might appear impractical at first
glance: Both services are associated with each other as processing generally in-
volves data. While separate storage services make sense for archival purposes,
exclusive processing usually cannot be utilized on its own. Combining both re-
sources in one product thus appears to be a more sensible choice. Accordingly,
processing usually is provided together with a certain amount of processing in-
stance storage in today’s infrastructure cloud market. Stand-alone storage is
common practice, though.
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Whenever data has to be shared between several processing instances, using
instance storage is problematic as it is inaccessible from other instances. When
instances are booted and shut down to flexibly adapt to actual processing de-
mand, a lot of data management becomes necessary as the temporary instance
storage is abandoned together with the instance. A separate shared storage like a
distributed file system on block storage instances is far more handy. It can be ac-
cessed by independent processing instances which do not have to provide any disk
storage. Such a setup is a lot more flexible for clients, who can scale the amounts
of utilized storage and processing independently and also can combine services
of different providers. It thus makes sense to provide storage and processing re-
sources in separate products. Providers gain the possibility of separate facilities
for resource types and can specialize on just storage or processing services.

Separating processing and storage in different products does not imply that
corresponding hardware is placed in different locations. As a lot of traffic between
the services can be expected, latency and traffic cost rather suggest to keep both
resources close together. Providing both resources from the same facility can
offer performance similar to that of instance storage and does not cause internet
traffic. There are some reasons in favor of a separation of both resources in
different locations, though.

3.2 Separating Storage and Processing Locations

Most data center operating costs are caused by administration and energy. Au-
tomatization can reduce average administration cost in larger data centers, which
usually also have a better power usage effectiveness. Energy cost is not only af-
fected by size, but also a lot by a data center’s location. From a worldwide
perspective, energy prices vary a lot. Cooler climate in some areas allows free-
air cooling, which keeps both energy consumption and investments in cooling
equipment down. From an economic point of view, combining economies of scale
and locational advantage by operating huge data centers in cool areas with cheap
power supply is the only sensible choice.

Loss of data can be considered a lot worse than failure of processing as the
latter should only be a temporary effect in most cases. As a consequence, safety
from natural disasters might have more weight than e.g. climate during the
selection of storage center locations. By building two separate facilities, both
can gain from better locality.

Regulation of private data is another issue that can drive storage and process-
ing facilities apart. Imposed by European privacy law, such data has to be kept
on European territory or areas of comparable protection [5]. These legal bound-
aries fragment the internet in several zones that limit the technical freedom of
storage deployment. Personal data might be processed in other zones, though,
in an anonymized or pseudonymized form.

Data stored in the cloud is beyond clients’ control as internal activities of
the provider are hidden. Data recovery is doubtful when the service shuts down
e.g. due to legal issues or bankruptcy. It also might be deleted in case a client
cannot pay for the service. In consequence, clients may refrain from cloud storage
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options and keep vital data in their own storage facilities while benefiting from
cheap and flexible cloud processing services at the same time.

4 Game-Theoretic Model

4.1 Setup

A simple evolutionary game-theoretic model (evolutionary game theory was first
introduced in [11]) is hereby proposed to identify stable market shares of separate
facilities for storage and processing services. Required conditions are determined
regarding economic factors. Risk and law is considered in Section 5.2.

The model distinguishes the two service types storage and processing and the
three different facility strategies p (process), s (store) and c (combine). While
c means operation of storage and processing in one facility, strategies p and s
stand for an exclusive operation of one service type in that facility. The strategy
to exclusively provide the service type of market x (s in the storage market and
p in the processing market) is called exclusive provisioning strategy of x in the
following. Any parameter or function that is defined specifically for a service
type is indexed accordingly while facility strategies are specified as a function
parameter.

An IaaS provider has to decide for a facility strategy and passes on data
center operation and investment costs to the service charges. Constant Rx stands
for reference amortization costs of a single unit of service type x. Some cost-
determining factors are influenced by data center size, others by its location. For
the moment, these factors are merged into and addressed as EoS (economies
of scale) and EoL (economies of location). EoS and EoL express the influence
of size and location on production costs. Both depend on the facility’s strategy.
They are zero when neither size nor location have any effect. EoL(y) = 0.2
means that costs of a facility with strategy y are reduced by 20% due to local
effects (e.g. cheaper energy) in comparison to Rx. EoS is also increasing with
facility size. Only one facility per strategy is assumed for now and a facility can
only follow one strategy. EoS(y) hence increases over market share of strategy
y. Production costs of service type x in the facility with strategy y are defined
as follows:

Cx(y) = Rx · (1 − EoS(y)) · (1 − EoL(y)) (1)

Different service types x are reckoned as different markets that are modeled as
individual games (dependencies between them are explained in Section 4.2). The
market share of a facility strategy y in the market of service type x is defined as
Sx(y). A market share cannot be negative. For each market applies:

Sx(y) + Sx(c) = 1

Sx(z) = 0
(2)
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where y is exclusive provisioning strategy of x and z �∈ {y, c}. For our two
markets (storage and processing) it hence holds:

Sprocessing(p) + Sprocessing(c) = 1

Sstorage(s) + Sstorage(c) = 1

Sprocessing(s) = 0

Sstorage(p) = 0

Demand is modeled accordingly to market shares:

Dx(y) +Dx(c) = 1

Dx(z) = 0
(3)

where y is exclusive provisioning strategy of x and z �∈ {y, c}.
Although demand types match the modeled strategy types, the demand of a

certain type does not necessarily have to be met by a facility of the same type:
Combined processing and storage demand can be met by independent p and s
while c might also meet independent processing and storage demand (Figure 1).
Accordingly, Ds(c) is the share of storage demand that is used together with
Dp(c), regardless of where this demand is actually met. Ss(c) on the other hand
gives the storage market share of combined facilities, no matter how it is used.

The whole provisioning is not completely arbitrary, though, as facility com-
petitiveness differs: While separate locations might feature better EoS or EoL,
remote data access when combining p and s means additional transfer charges
and also affects performance. We define combined demand for each market in
order to be able to differentiate between demand that is affected by these disad-
vantages and demand that is not. Client B in Figure 1 for example can choose
to meet its storage and processing demand in different facilities. If the demand
is combined demand, though, it can benefit from choosing c over s and p.

Processing MarketStorage Market

Facility Strategy     s Facility Strategy c Facility Strategy  p

A

Providers

Clients

B

Clients Choose Provider

Fig. 1. Clients are free to choose a provider for their storage and processing demand
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4.2 Fitness Functions

The fitness of each facility strategy reflects its relative commercial success in
this context. As Cx(y) give relative production costs of service x in a facility
following strategy y, the fitness function for s and p in the market of service x
can simply be defined as:

Fx(y) =
1

Cx(y)

Fx(z) = 0

(4)

where y is exclusive provisioning strategy of x and z �∈ {y, c}.
Unlike the strategies s and p, the fitness of strategy c is potentially raised by

the savings of transfer costs or performance gains in comparison to the other
strategies. This only affects demand that benefits from colocated services but is
not met by c:

Fx(c) =

{
1

Cx(c)−Gx
when Sx(c) < Dx(c)

1
Cx(c)

else
(5)

where constant Gx (gain) is the amount a user saves by using one unit of service
x in a combined center over combining separate services.

The overall gain G is split up between all Gx. Each is between zero and G but
cannot be reckoned individually. As this gain only applies when a user obtains

all services from c, an equal (or higher) fraction Sx(c)
Dx(c)

is required in all other

markets for the first case in Equation 5 to apply. If Sx(c) is too low in another
market, shares have to be raised in that market as well in order to gain from
colocation. Client B in Figure 1 for example has to choose c for both, storage and
processing, or it does not gain from colocation. Hence, the individual markets
are dependent on each other.

4.3 Analysis Results

Following the approach of replicator dynamics [12], we consider the facility pop-
ulation as the player of an evolutionary game. The mixed strategy this player pur-
sues corresponds to the strategy distribution throughout the population
(e.g. facility size). The fitness of each facility strategy depends on the current strat-
egy distribution. The fitness of a mixed strategy is the weighted average of these
facility strategy fitnesses.

A mixed strategy m that has a higher fitness than any other mixed strategy n
has under m’s market shares is an evolutionarily stable strategy (ESS). A mixed
strategy is dynamically stable, when all similar strategies n feature a lower fitness
than m under n’s market shares. An ESS is also dynamically stable.

For each market, the game features up to two ESSs and up to one other
dynamically stable strategy that is not an ESS:
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ESS 1 All demand is met by colocated data centers (Sx(c) = 1).
ESS 2 All demand is met by locally separated facilities (Sx(y) = 1, y is exclusive

provisioning strategy of x).
DSS Combined demand is met by colocated facilities and independent demand

is met by locally separated facilities (Sx(c) = Dx(c)).

Which dynamically stable strategies actually exist depends on the magnitudes
of scale/location economies and colocation gain. A mixed strategy’s fitness im-
proves with a higher share of a strategy with better fitness. It hence is sufficient
to compare the fitnesses of pure strategies in order to determine whether there
is a mixed strategy that features a higher fitness. When the market share of the
strategy with the highest fitness is 1, there is no mixed strategy with a better
fitness.

ESS 1 exists when the following condition is true for Sx(c) = 1. This is the
case when the condition is true for some Sx(c) > Dx(c):

Fx(c) > Fx(y)

⇒ Cx(c) < Cx(y)
(6)

ESS 2 exists when the following condition is true for some Sx(c) < Dx(c):

Fx(c) < Fx(y)

⇒ Gx < (Cx(c)− Cx(y))
(7)

where y is exclusive provisioning strategy of x.
As stated in Section 4.1, the colocation gain cannot be split up on service

type specific gains (Gx) in a reasonable way. Hence, a more general condition
for ESS 2 has to be formulated:

G <

n∑
x=1

(Cx(c)− Cx(y)) (8)

where y is exclusive provisioning strategy of x.
Although dynamical stability is a similar concept, DSS is not an evolutionarily

stable strategy. The higher fitness of facility strategy c at a Sx(c) < Dx(c) can
cause a mixed strategy with a Sx(c) > Dx(c) to have a higher fitness than DSS
as DSS’s market shares. This incentive to increase Sx(c) aboveDx(c) violates the
conditions for an ESS. The new situation with the reduced Fx(c), though, may
give incentive to switch back and decrease Sx(c) again. This is further explained
in Section 4.4. A dynamically stable strategy m has a neighborhood of strategies
that give incentive to switch to m.

DSS exists when the following condition is true for some Sx(c) > Dx(c):

Fx(c) < Fx(y)

⇒ Cx(c) > Cx(y)
(9)
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and the following condition is true for some Sx(c) < Dx(c):

Fx(c) > Fx(y)

⇒ G >

n∑
x=1

(Cx(c)− Cx(y))
(10)

where y is exclusive provisioning strategy of x.
As EoS(c) depends on Sx(c) in other markets, the whole IaaS market is only

stable when all individual markets are in a stable state. Next to all markets
being in ESS 1, ESS 2 or DSS at the same time, the IaaS market can also be
in a state where the storage respectively processing market is in ESS 1 and the
other one is in ESS 2. A market can only be in DSS when Sx(c) ≥ Dx(c) is true
for all markets (Section 4.1). Thus, ESS 1 and DSS might coexist in different
markets, while ESS 2 and DSS cannot.

4.4 Development Over Time

A modification of strategy shares does not necessarily require rational choice.
In a growing market, a facility with a more successful strategy features faster
growth than its competitors and thus also a growing market share. Although the
mixed strategy of the population changes, this does not have to be considered
an intentional move. Such dynamics can be simulated by consistently changing
strategy shares based on their relative fitness. Doing so, different initial market
shares can lead to different stable states. The market in Figure 2 for example
converges to DSS when a separate storage facility meets a relatively low share of
storage demand (left). It converges to ESS 2 when the separate storage facility
has a higher initial market share (right).

Fig. 2. Different initial market shares result in different stable states

EoS grows with a facility’s market share, which again raises the facility’s
fitness. A strategy with initially better fitness enters a positive feedback loop
that ultimately ends in either ESS 1 or 2 in most cases. A higher fitness of
strategy s respectively p results in exclusively separated facilities and a higher
fitness of strategy c results in all facilities being colocated.
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There might be the case, though, that initially better fitness of an exclusive
provisioning strategy of type x reduces with growing market share despite this
feedback loop. When s respectively p feature lower production costs than c, but
users demanding combined services have a gain over separate services that is
larger than the fitness difference caused by production costs, the fitness of c is
raised and outperforms competition as soon as Sx(c) drops below Dx(c). As the
fitness of c shrinks again when its share outgrows combined demand, the market
is stuck in DSS or oscillates around it.

As costs depend on EoS and thus on market share, the cost advantage of s/p
might exceed the colocation gain at very low market shares of c. The market
converges to ESS 2 despite of the existence of DSS in that case.

Mixed strategies where Fx(y) = Fx(c) (y is exclusive provisioning strategy of
x) create thresholds between market shares that result in different ESS:

Cx(c) = Cx(y) when Sx(c) ≤ Dx(c) (11)

G =
n∑

x=1

(Cx(c)− Cx(y)) (12)

where y is exclusive provisioning strategy of x. The equations can be solved to
either Sx(y) or Sx(c) to calculate the threshold for market x.

If all three dynamically stable states exist for the market, both thresholds
exist. Shares resulting in ESS 1 and DSS are separated by the threshold defined
by Equation 11, Equation 12 separates shares leading to ESS 2 and DSS. If DSS
does not exist, Equation 11 is never true and the second threshold separates
shares that result in ESS 1 or 2. As the markets are linked, the thresholds in
one market depend on the shares in the other markets.

All possible IaaS market shares can be represented in an 2-dimensional space
(n-dimensional for n markets). Each dimension states the market share of the
exclusive providing strategy, which leaves the rest of both markets to the colo-
cated strategy. The stated thresholds divide the space in fragments that end
up in a specific ESS over time (Figure 3). The threshold by Equation 11 is
market-specific while the threshold by Equation 12 is the same for both markets.
Figure 3 only shows the thresholds for the storage market; for the processing
market, the dashed threshold would be vertical. Threshold market shares are in
an equilibrium but not dynamically stable and thus very prone to disturbance,
which makes them unlikely to exist long.

The higher the colocation gain is compared to maximum economies of scale
and location, the smaller becomes the area of shares resulting in ESS 2. The area
regarding ESS 1 grows with shrinking EoL(s) as the colocation strategy needs
lower EoS to compensate. When the threshold would exceed Ds(c) (identical
with the dotted line marking DSS) there is no DSS.
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Fig. 3. Mapping of IaaS market shares and resulting stable state in the storage market.
The dotted lines indicate the market share of s after the market reaches a specific stable
state.

5 Implications on IaaS Clouds

5.1 Possible Economies of Scale and Location

As discussed in earlier work [13], economies of scale of almost 20 % are realistic
for a processing facility by scaling up from 1 000 servers to over 50 000. This
can be achieved by major reductions of administration effort and better power
usage effectiveness. Those savings get close to optimality and only marginal
further improvements can be expected. Scale economies of storage seem to be
a lot better with large-scale commodity storage solutions being about six times
cheaper (per GB) than storage area networks in small facilities [14]. This means
possible storage EoS of over 80 %.

Potential economies of location are less complex infrastructure (e.g. cooling,
uninterrupted power supply) and cheaper operating costs regarding energy con-
sumption (infrastructure) and price in the first place. In the total cost of own-
ership example in [13], infrastructure cost is about 7.5 %, electricity cost about
15 % (e 0.1 per kWh) of yearly costs of a processing facility. In a place with
a free and reliable power supply and a climate that allows passive cooling (no
infrastructure and energy costs), location economies of a little over 20 % would
be possible. This means that the theoretic maximum of EoL is about the same
as EoS. Contrary to the latter, EoLs close to optimality are unrealistic. Interna-
tional industry energy pricing suggests that cutting costs in half is possible, so
processing EoL of about 10 % might be realistic for a cool country with cheap
energy. Storage EoL are negligible due to the small impact of energy and cooling
on storage costs.
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5.2 Stable Markets in IaaS

The existence of the potential stable market situations presented in Section 4.3
is discussed with respect to the estimations from Section 5.1 in the following.

As the data center location is important for the costs of processing but not
for storage, only facilities following strategy p or c have an incentive to choose
an economically interesting location. Due to legal circumstances and clients’ risk
awareness, s might prefer a location close to the client instead. Strategy c either
chooses the location of p with high EoL for processing (scenario 1) or the location
of s e.g. to meet legal demands of potential customers (scenario 2). When leaving
out any synergetic scale economies, EoS and EoL of strategy c can be defined
market independent.

In scenario 1, c features the same EoS and EoL for service x as the exclusive
provisioning strategies do at the same market share. At a higher share of c,
Equation 6 is true and hence ESS 1 exists. In scenario 2, there are no EoL(c) in
the processing market. ESS 1 exists nevertheless, as the possible EoS-difference
of 20 % is larger than EoL(p) of 10 %.

An existence of ESS 2 requires the colocation gain to be smaller than all
possible savings (Equation 8). These savings can be quite significant at very low
shares of c with up to 30 % for processing and 80 % for storage in both scenarios.
A client’s gain due to better performance of colocated services has two major
reasons: Better performance and no traffic charges. Data rates between Amazon
S3 and EC2 within the same region are about 10 MB/s [15], whereas moving
data from one S3 region to another is reported to be a mere 1 MB/s. Although
this is more of an example than a proper evaluation and not all applications need
a lot of bandwidth, it shows how massive the colocation gain can be. Latencies
can also be expected to be a lot higher over some distance than in a facility’s
local network. Thus, ESS 2 is only a possible outcome for very small shares of
c, but even its existence is quite unlikely.

In contrast, the DSS condition in Equation 10 is very likely met. DSS also
requires scale and location economies of c to be lower than those of the exclusive
provisioning strategy when all combined demand is met by c (Equation 9). Like
in the case of ESS 1, the strategy with the larger share features lower costs in
scenario 1, thus DSS can only exist in a market when Dx(c) < 0.5. In scenario
2, the worse location economies of c make the existence of DSS a lot more
likely for processing: It exists when Dp(c) < 0.75 (assuming linear growing scale
economies).

If DSS exists, the market reaches it at initial shares of Sx(c) < 0.5 (respectively
Sp(c) < 0.75 in scenario 2). If shares are higher or DSS does not exist, the market
reaches ESS 1. At very low shares of c, a potentially existing ESS 2 could also
be reached.

5.3 Conclusions

A market where all demand is met by colocated facilities (ESS 1) is in a stable
constellation and there are no circumstances to challenge this stability.
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Demand of Dx(c) < 0.5 might be realistic for storage, where lots of data just
sits around, but processing of more than half of the available quantities without
data I/O can hardly be expected. When combined facilities consider risk-aware
customers or those with legal restrictions in their site selection (scenario 2),
the share of processing without much data access that is necessary for DSS to
exist is lower but remains unlikely. Hence, the coexistence of storage centers
and combined facilities (DSS) is a possibility while the persistence of exclusive
processing centers is unrealistic (but could become an option in a very large
market, see Section 6).

Separate storage services exist in today’s market with object storage like S3,
which is reported to store over a trillion objects [16]. It is difficult to obtain the
amount of actual storage demand, but assuming an average size of 100 kilobytes
per object, this sums up to 100 petabytes. Each of the suspected 450 000 blade
servers in use for EC2 [17] would require an average of 240 GB of disk space
to generate the same amount of combined storage demand. This means that
separate storage demand appears to be high enough in order that corresponding
storage facilities are large enough to be competitive in separate locations. It
depends on the amount of separate storage which actually takes place in separate
facilities today, whether the market converges to a situation where these separate
facilities (still) exist.

With respect to the large shares of combined services like Amazon EC2 in the
current market, the possibility of a market where processing and storage takes
place in completely separate facilities (ESS 2) is a rather academic option. It
also requires massive improvements of latencies and bandwidth for data access
over the internet for such a stable market situation to exist.

6 Discussion and Outlook

This section discusses further aspects of the presented model for clarification
and also gives a scope for future research.

6.1 Discussion of the Model

Preference of Combined Demand. The fitness function of colocated facil-
ities suggests that any demand such a facility provides is preferably com-
bined demand. In theory, it could provide clients with independent storage
and processing demands while some combined demand is still met in sepa-
rate facilities. Limiting the influence of a colocation gain to Dx(c) > Sx(c)
underestimates the fitness of strategy c in such a case. But separated facil-
ities feature better EoL and can offer lower charges whenever the colocated
strategy does not feature better EoS of the same magnitude. As clients with
independent demand do not benefit from a colocation of services, they are
expected to generally prefer separated facilities if they can offer lower prices.
If the EoS advantage of colocated facilities is higher than the competitor’s
EoL advantage, this results in higher fitness of c anyways.
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Segmentation of Facility Strategies. As described in Section 4, the mixed
strategy of the player reflects market shares of the pure facility strategies.
Those shares can be formed by either providers exclusively following one
pure strategy as modeled previously or by providers following a mixed strat-
egy. For instance, there might be one provider operating both facility types
s and p and another provider running type c. This hardly affects the model
presented so far. Another option, though, is the existence of several facili-
ties of the same type that provide the share of a strategy together. Such a
segmentation of a strategy results in smaller EoS for each facility and less
average fitness of this strategy. This affects the constraints that lead to spe-
cific stable state and especially reduces the likelihood that higher segmented
strategies are successful. The model currently does not include unbalanced
scattering of the strategies’ market shares. Such scattering would affect the
gradient of EoS over market share and thus alter the thresholds in Section
4.4. Possible EoS (Section 5.1) might not be reached when many facilities
follow the same strategy as the market is of limited size. This could also
affect the existence of the stable states.

Very Large Facilites. Economies of scale appear to reach a maximum at to-
day’s facility sizes (Amazon’s EC2 facilities appear to exceed 50000 servers
in the US and Europe [17]). In an even larger market, this results in an initial
strong increase of EoS that more and more flats out over facility size (market
share): The larger the market gets, the less important do scale economies
become compared to locational gains. This means for the processing mar-
ket that DSS exists for even higher Dp(c) and is reached at accordingly low
shares of p. Assuming the initial market entry barrier of reaching this share
can be taken, locally separate processing becomes more likely in the future.

6.2 Outlook

The model assumes that all clients have the same gain of colocation or no gain at
all. Although this keeps down the model’s complexity for an initial discussion, it
might make sense to work with a distribution instead in future work. Generally,
assessing the colocation gain turns out to be a difficult experience.

While the proposed market model is applied to IaaS in this paper, it ap-
proaches specialized vs. diversified product strategies in general. Its adaptation
to similar problems, which also may involve more than two service types, should
be possible without much difficulty.
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Abstract. IT service businesses can achieve economies of scale and scope fast-
er than in traditional product businesses. In particular, as IT service platforms 
will become the founding infrastructure of our economies, the analysis and  
understanding of the value that a service platform can generate is of great im-
portance. IT service platforms provide all involved market participants with dif-
ferent values. For this paper, we consider application service users, service  
developers and service platform providers as market participants and analyze 
the interrelationship between the value creations of these market participants. 
The basis for the description of the values and their interrelationship is the iden-
tification of parameters. Based on these parameters, a simulation model has 
been developed. It helps inferring the relative impact of these parameters on the 
evolution of the IT service platform stakeholder values. The results imply that 
there is a two-sided network effect. All stakeholders of a service platform main-
ly benefit from a growing installed base of application users. The benefit of a 
large service variety, however, mainly benefits the service platform provider. 
Therefore, we can state that a large fraction of the value from two-sided net-
work effects goes to the platform provider. 

Keywords: IT service platform, value creation, system dynamics, two-sided 
network effect, business modeling, IT business, SaaS, cloud computing.  

1 Introduction 

IT service platforms provide an enabling technology for the development and provi-
sion of application services in service-oriented environments. Examples of those ser-
vice platforms are Software-as-a-Service (SaaS) platforms, Platform-as-a-Service 
(PaaS), and Infrastructure-as-a-Service (IaaS) platforms. As economies of scale and 
scope can be achieved very quickly with IT service platforms, some IT service  
platforms will become the founding infrastructure of our economies. Therefore, an 
understanding of their value creation and value distribution becomes important. In 
this context, one of the major challenges that business managers face is to determine 
the value of services and to measure the value they obtain from services they offer 
[1], [25]. 
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In determining the economic values of networked services, such as IT platform 
services, the role of network effects is important. Direct network effects, a value gen-
erated from the number of existing users of a service, and indirect network effect, a 
value built by the availability and interoperability of complimentary products, are 
well-developed concepts in network economics. The double impact of both effects is 
explained through two-sided network effects. Two-sided network effects have been 
considered a source of value in traditional software markets. Users and providers 
experience value growth due to such effects. It has been argued that two-sided net-
work effects give rise to demand-side economies-of-scale and that consumers form 
expectations regarding the size of competing networks. Its impact on competition, 
market equilibrium, and compatibility decisions among firms and adoption pace of 
new technologies have been widely recognized in literature [2], [3], [4], [5], [6], [7], 
[8], [9], [10]. A recent study also addressed the presence of direct and indirect utilities 
in the context of services, in particular the role of mobile app stores in application 
delivery environments [11]. Another study discusses the openness of services [25]. 

In the traditional software industry, Microsoft Windows is a very good example of 
the significance of two-sided network effects. Microsoft built a platform business 
model that utilized indirect network effects. The more windows applications are 
available, the more reasons for a user to choose Windows, the more reasons for  
developers to build applications for windows. However, for IT service platforms, 
interconnecting users and service integrations are more important factors than in tradi-
tional software markets. Service platforms can reach a large number of users and 
developers much faster. An example of that is the raise of the social network platform 
Facebook. A few studies have also been performed in this area [12], [13], [14], [15]. 
However, a comprehensive system model showing the stakeholders as well as the 
interdependence of their utilities has not been developed so far.  

Developments in service technologies, specifically the change in the mode of deli-
very and the ways of use, reinforce a new way of thinking about business values [12]. 
For example, IT service platforms can target different user groups by designing spe-
cific pricing models, fitting the usage scenarios preferred by those different user 
groups.  

In terms of capabilities for value creation, the characteristics of service markets are 
also different to those of traditional IT markets. In today’s service business environ-
ments, service providers can no longer rely on simple comparisons of features,  
functions, and prices of their products with those of competitors, to determine their 
competitive advantage in the market. As values created through service integration, 
user content, and user networks have a significant impact, those need to be considered 
for the value creation analysis as well. 

The main distinguishing feature of service platforms from traditional two-sided 
software markets is, in addition to delivering end user services, the provisioning of an 
environment for service developers to build functionalities and deliver them as servic-
es to end-users.  

Summarizing, these unique characteristics result in new ways of value creations. 
Consequently, evaluation approaches need to consider these new value creations, in 
order to identify the competitive advantages of providers. 

Theoretical value creation frameworks for e-businesses and, in particular, for ser-
vice platforms have been proposed in recent literature [13], [14], [15], [16], [17], [26], 
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[27]. A study of value creations in the general context of e-business has been con-
ducted by Amit and Zott [13], which identified dimensions of value creations and 
evaluations of different business models of service platforms. User-created values 
have been discussed by Lee et al. [14], and a research on the value transformation in 
the mobile service ecosystems by Smedlund [15]. However, an evaluation of the ef-
fect of the platform value for its stakeholders, which is important for any business 
decision, has not been achieved with these frameworks. Hence, more sophisticated 
definitions of value factors and their measurable parameters are required.  

Conclusively, we can state that the research works mentioned above do not fully 
explain the value system of IT service platforms in terms of all relevant parameters, 
the stakeholders involved, and the value exchange between the stakeholders. This 
paper aims at addressing this gap by introducing a new value creation framework for 
IT service platforms, which can provide a useful tool to service providers and policy 
makers. As the framework helps explaining the value of service offerings to applica-
tion service users, service developers, and platform providers, it can also be used as 
decision support on investments in service offerings, investments in platforms, design 
of business models, service bundling policies, and market structure evolutions. 

In the course of achieving its objective, this paper identifies four parameters, ex-
plaining the net value of a service to a stakeholder of an IT service platform. The four 
service parameters, which are quality of service (QoS), service variety, installed base 
(i.e., number of users), and cost, are integrated into additive utility functions for ap-
plication users, service developers, and platform providers. The utility functions ena-
ble the evaluation of the value creations of a service platform. For the analysis of the 
relative changes of values of platform stakeholders, a simulation technique (system 
dynamics) was used. The analysis result implies that the value obtained by service 
developer is quite low in comparison to platform provider. In a mature market, the 
major beneficiary is the platform provider, while the application users and the service 
developers benefit only little. This indicates a risk that developers withdraw from the 
platform market, causing a market failure. 

The outline of the remainder of this paper is as follows: Section 2 presents the de-
scription of the proposed model, followed by the simulation settings and results in 
Section 3. Section 4 concludes the paper with a brief discussion and summary. 

2 Proposed Value Creation Model for IT Platforms 

Our value creation model comprises three parts: stakeholder specification, value pa-
rameters, their effect on stakeholders, and the quantification of the values generated. 

2.1 Stakeholders  

In the IT service platform ecosystem, the major stakeholders, who contribute to the 
value creation, are application users, service developers, and platform service provid-
ers [28]. Even if there are other stakeholders such as brokers, service integrators, and 
content creators, their main role ultimately falls under one of the above-mentioned 
three stakeholders, who we have selected to study in this paper.  
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A service provider takes on the role of producing and publishing services, which 
are ready to be executed. In the context of this paper, both service developers and 
platform service providers qualify as service providers, since they own their respec-
tive services and are responsible for implementing and maintaining them. Neverthe-
less, they will be treated as two different stakeholders as they are at different positions 
in the IT platform ecosystem.  

A platform provider offers an environment, in which different types of third-party 
services (e.g., social network services, communication services, search engine servic-
es, entertainment services, market place services, computing services, and storage 
services) can be executed. A platform provider also plays a role of an intermediary 
between a service developer and service consumers, it enables service discovery by 
potential customers and potential integration with other services. 

Service developers, who are software vendors or individual programmers, use de-
velopment kits provided by the platform service providers to create applications (e.g., 
social network services, communication services, search engine services, entertain-
ment services, market place services, computing services, storage services), to be 
deployed on platform services. 

Application service users are users of services offered by application service devel-
opers and platform service providers. Application service users aim at accomplishing a 
certain task through the use of an application, which match their requirements. 

The value exchange between these stakeholders can be direct (i.e., direct payments 
for services offered and used) or indirect (i.e., revenue through advertisement), result-
ing in net utility for users, profit/loss for the IT platform provider, and profit/loss for 
service developers. The relationships among these stakeholders, which are based on a 
literature study, are depicted in Figure 1. 

 

Fig. 1. Value exchange of service platform stakeholders 
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The value exchanged between a platform service provider and service developers 
comprises the provisioning of deployment and service provisioning environments in 
exchange for cash fees or a share of the developers' revenue obtained from their re-
spective users. Service developers provide their services to application users for a 
subscription fee or free of charge but with advertisements. To both platform providers 
and service developers, the application service users are the major source of revenue; 
the revenue here comes from subscription and usage based charges or from using 
customer profiles for selling advertisement services. 

2.2 Value Parameters and Their Effect on Stakeholders 

Service value parameters determine the value obtained by participants. They indicate 
the source of the values that have been generated from using the service platform. 
Understanding the impact of these parameters is important for platform providers for 
formulating their business policies. Existing theoretical frameworks have compared 
single factors and identified their interdependence [13], [14].  

Based on those theoretical frameworks and concepts, this paper presents a consoli-
dated set of measurable parameters. In detail, for building the value creation model 
proposed in this paper, we consider quality of service (QoS), service variety, installed 
base, and cost. They are used for quantifying stakeholder values and to construct the 
value creation model proposed in this paper (Figure 2).  

 

Fig. 2. Service value parameters of service platforms 

As shown in Figure 2, QoS impacts the number of customers and the number of 
services that a service platform can attract [3], [19]. QoS is also a major factor of the 
cost of service development and provision for service developers and platform pro-
viders. The installed base impacts the number of service varieties to be provided 
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through attracting more developers [23]. However, the installed base also causes cost 
of supporting customers. The service variety also changes the cost of offering, the 
cost of support, and the QoS offered, ultimately influencing the number of customers 
attracted. 

Besides describing the value parameters in detail in the following subsections, we 
also explain how they impact each of the three stakeholders (Figure 3). 
 
Quality of Service. QoS measures functional capabilities of services. It indicates 
whether the functionality, interoperability, and performance of a service are up to the 
requirements of the users and meet the intended service level objectives. With respect 
to software, it is to be noted that QoS also considers the quality of data that is returned 
by an application [18]. Quality of service is an important factor in driving the value of 
products. There are cases where late entrants managed to take the market leadership 
from incumbents by offering a better QoS [3, 19]. Similarly, the value obtained by IT 
service platform customers is also determined by the QoS they are offered (Figure 3). 
The QoS offered by a platform provider can be constant or dynamic. If platform  
providers invest in new functionalities to meet user requirements, they improve the 
quality of the development environment for service developers and service offering 
environment for end users.  
 
Installed Base. Installed base represents the number of active users of a platform. The 
installed base affects the value of all stakeholders as a source of revenue (Figure 3). 
The effect of the installed base on the stakeholders’ values is explained through net-
work effects. The network effect benefits all stakeholders and attracts even more cus-
tomers [10], [13], [20], [21]. Platforms with a larger number of users can leverage 
their user network to gain competitive advantage. Considering the time and effort a 
user needs to adapt to services on a new platform (e.g., social networking platforms), 
many users are less likely to switch platforms [13].  

Specifically, network effect has been identified as an IT platform business strategy 
[14], [22]. For platform providers, the idea behind network effects is that customers 
pay more to get access to a bigger network and, as the installed base grows, so will 
the platform providers’ revenues. Therefore, platforms with a critical mass have the 
advantage to stay in lead among equally innovative platforms. 

The network effects that come into play in a platform environment are: The in-
crease in the number of users is reinforced by the installed base as well as the increase 
in service variety due to the increase in the number of users, which, in turn, makes 
more users join the platform. 
 
Service Variety. Service variety represents the availability of complementary servic-
es that users of the platform can access. Service variety is one of the value sources in 
platforms. If platform providers offer services, which are complimentary to services 
offered by the same platform, they generate a network effect, increasing the value of 
the platform to their potential customers as the platform’s customer size increases. 
Availability of complementary services makes the offerings of a platform provider 
more valuable to their customers [13], [23]. Therefore, in order to create more value, 
cooperation between complementary service providers is a likely successful strategy  
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in the service industry [24]. In sum, the idea of increasing variety of services in the 
context of platform services as a value driver is well supported. Therefore, we consid-
er service variety as a value parameter in our model. Service variety impacts the plat-
form provider’s revenue and the application users’ benefit positively (Figure 3). 

 

Fig. 3. Effect of service value parameters on value obtained by stakeholders 

Cost. Cost is used in this model to represent all types of costs incurred by all stake-
holders. Cost incurred by stakeholders negatively affects their value (Figure 3). 

The usage cost of application users in the context of platform services includes the 
subscription and periodical fees paid by users to both of the providers.  

The platform provider and service developers face costs for offering services (e.g., 
service maintenance) and supporting their customers in case of problems with services.  

Reducing the cost of offering services (e.g., through improved efficiency) for ser-
vice providers results in an increase of their net value [13]. However, in the overall 
platform ecosystem; the increase in the cost of one stakeholder might result in the 
increase in value of another. For example, if the price of an application is set high, the 
users’ value will be affected negatively, while the service provider’s revenue gain 
increases up to a certain threshold.  

2.3 Stakeholder Value Representations  

Based on the variables identified and their relationships, we construct functions quan-
tifying the value that the three stakeholders obtain from an IT service platform.  

The decision problem studied here involves one IT service platform, a fixed num-
ber of potential users and developers. The application users and service developers  
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continuously have to decide on the adoption of the IT service platform based on the 
four value-determining parameters mentioned in the previous section. At each time 
period, new users may join the platform and subscribe to services offered. Similarly, 
new developers may join the platform, buy development kits, develop services, and 
sell their applications to the installed base of users. The value functions, representing 
the utility of the application user, the platform provider, the service developer, use the 
value determining parameters as input.  
 
Application User Value. Based on the value creation model, we define an applica-
tion user’s net utility Uja. It is determined by the functional benefits that they obtain 
from using services offered by the platform. The net utility is defined as follows:  
 

 Uja(t)  =  u1ja(Qj(t))  +  u2ja(Sj(t))  +  u3ja(Nj(t))  –  Cja (1) 

 
where Uja(t) is the total utility that an application user a gets from adopting the service 
platform j at a given time t. It is the sum of all positive benefits minus the respective 
cost. u1ja(Qj(t)) represents the user’s utility from the quality of service Qj offered at 
time t, which is the functional benefit of the service. u2ja(Sj(t)) denotes the user’s utili-
ty from the number of services Sj that are available to the users of the service platform 
at time t. It determines the user’s value from adopting a service platform of a certain 
level of service availability. u3ja(Nj(t)) is the utility of the user generated from the 
level of installed base of users on the service platform j. It represents the additional 
benefits obtained from the number of users of the platform service. Each utility is 
normalized between [0,1], indicating the level. The value 1 means that the maximum 
level has been reached, while a value of 0 represents the lowest level. Cja specifies the 
application usage cost a user faces for using one or more services. The net utility that 
a customer gets from adopting the platform service is obtained by deducting this total 
cost from the benefits.   
 
Service Developer Value. Considering the overall structure of the value creation 
model, the value of a service developer Ujs can be detailed as follows:   

 

 Ujs(t)  =  ujs(Qj(t))  +  RSjs * Cja * Nj(t) / Sj(t)  –  Cjs (2) 

 
where Ujs(t) is the total value that a service developer s gets from adopting the service 
platform j at a given time t. A service developer’s revenue comes from the average 
fee a user pays for a service Cja multiplied with the fraction of the number of users 
Nj(t), who are using service s. In this model, the fraction of the number of users of the 
platform is calculated as the total number of users Nj(t) divided by the number of ser-
vices Sj(t). It represents the average number of users per service. The total revenue 
obtained is reduced by the revenue share RSjs that the platform provider gets. The cost 
types are either fixed subscription fees or variable usage costs that have to be paid to 
the platform service provider.  
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Service Platform Provider Value. In our value creation model, the value of the ser-
vice platform provider Ujp is defined as: 

Ujp(t)= Cjs*Sj(t)+(1 - RSjs)*Cja*Nj(t) - Cjpa(Nj(t))- Cjps(Sj(t)) (3)

where Ujp(t) is the value (profit) of a platform provider p from offering service plat-
form j at a given time t. The profit is calculated as the difference between the revenue 
that the platform generates from all service developers, Cjs * Sj(t), and all application 
users (i.e., the revenue that is shared with the service developer, (equation 2)) and the 
cost of supporting users Cjpa and maintaining services Cjps. Service platforms provide 
maintenance, data storage, and security to the application services they host. It consti-
tutes their cost for services and users, which increases as the number of services  
(Sj(t)) and users (Nj(t)) increases. 

3 Simulation  

3.1 Value Creation Dynamics  

The simulation model used here (Figure 4) helps evaluating the dynamics of the value 
creation. The values, which are created by the service platform for the three stake-
holders in a certain time period, are based on equations 1, 2, and 3.  

As illustrated in Figure 4, the service variety increases by a certain number of new 
services in every time period. A service developer, who subscribes to the service plat-
form, requires a development environment to offer an application service. The num-
ber of the new services or service developers is denoted by sj(t).The installed base 
increases by a certain number of new adopters in every time period. This number of 
new adopters is represented by nj(t). Note, we do not consider an outflow of custom-
ers here. Consequently, the installed base Nj(t) and the number of services Sj(t) are 
cumulative values increased though new adoptions over time. 

Interactions between the stakeholders occur through the value-determining parame-
ters (Figure 4). The QoS offered to the service developers and application users is 
positively affected by the utility of the platform provider. The higher the platform 
provider’s utility, the more the incentive of the platform provider to improve its ser-
vices to meet the requirements and expectations of its customers. This, in turn, attracts 
more customers, increasing the platform’s value. The number of service developers is 
positively impacted by the utility of existing service developers, as a high utility mo-
tivates more developers to join. The number of application users increases as more 
services are offered and QoS is improved. This increase in the number of users moti-
vates more users to join the platform and positively impacts the value of the platform 
provider and the service developers.  

In an effort to improve the actual value created, platform providers can make busi-
ness decisions to improve the QoS offered and to reduce the cost incurred through 
deploying a better infrastructure. Service developers make choices about joining a 
platform or develop more services to increase the number of services offered. They 
also make similar decisions as the platform service providers with respect to cost and 
QoS. Application users simply decide on adopting a platform and using a certain 
number of services.  
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Fig. 4. A model of stakeholder value dynamics with feedback loops 

3.2 Settings and Assumptions  

For the implementation of the simulation, we use Vensim system dynamics software. 
The simulation duration was set to 47 months to see the dynamics over a longer pe-
riod of time and to model the development of Apple iTunes since its launch in July 
2008 [29].  

The service scenario used here to observe the behavior of the value of stakeholders 
is based on real situations and practices observed in the market. The scenario consid-
ers one provider, 650000 service developers and 400 million application service users. 
The cost of offering services Cjs, which incurred by service developers and is mainly 
due to development and hosting fees to service platform providers, varies based on 
the size of the application, the number of users supported, storage capacity, and the 
amount of back-end processing required. Monthly cost of offering services Cjs is set 
to $2, monthly cost of use for application users Cja is set to be $0.05, the cost of sup-
port for users Cjap as $0.01 per application user and the cost of support for services 
Cjsp  to be $0.1 per service [29], [30], [31], [32].  

The value of Qj(t) is considered to be an indicator of the level of QoS offered and 
represented by a range [0,1]. The value 1 represents the highest value. In our scenario, 
Qj(t) was modeled to dynamically show a slight increase as the utility of the platform 
provider increases. It indicates that the growth of the platform results also in  
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additional functionality and performance, benefiting the customers. Revenue share of 
the platform provider (1 - RSjs) is set to be 30% and the revenue share of service de-
velopers RSjs is consequently 70% of the total revenue obtained from application us-
ers. Those are settings that are practiced by major service platforms (e.g., Apple 
iTunes and Google Apps Marketplace [29], [30], [32]).   

Regarding the behavior of stakeholders and the market environment, it is assumed 
that an application user subscribes to one or more services at a time and a service 
developer supplies one service. Even in cases where the application users and service 
developers are using free services, they generate a certain value for the providers; 
therefore in order to simplify the model, all customers are considered paying for the 
services they consume. This means that they either pay a monthly service fee or with 
advertisement placement on their services. 

With respect to the adoption of users, it is assumed that, if the value of application 
users Uja(t) remains greater than 0, a certain number of new users nj(t) decides to join 
the installed base Nj(t) until the point of market saturation. In this model, market satu-
ration occurs when Nj(t)=1. Applying the same principles to service variety Sj(t) and 
assuming that the value of the service developers Ujs(t) is positive, new services sj(t) 
will also join the platform. In our experiment, the number of new users nj(t) and the 
number of new services sj(t) can also be variable in each time period. In this case, the 
adoption rate of users per month increases (decreases) as the value of the existing 
users increases (decreases). To calculate the actual number of new users, the adoption 
rate is multiplied by the number of potential users (i.e., users that have not adopted 
the platform yet). In the same way, the actual number of new services can be calcu-
lated. As the next sections shows, this adoption scheme is simulated for cases of high 
and low two-sided network effects. The constant adoption scheme represents low 
variations over time (i.e., a low network effect of installed base and services on adop-
tion). The dynamic rate of adoption increases along with the installed base and servic-
es and, therefore, represents a high network effect. 

3.3 Results 

In case of a high two-sided network effect (Figure 5), there is a large increase in the 
stakeholder values. The installed base grows faster due to faster changes in all of the 
three values Uja(t),Ujs(t), and Ujp(t). In case of low two-sided network effects (Fig-
ure 6), the value of stakeholders are mainly generated from the level of QoS (Qj(t)). 
Thus, the change in value remains low.  

The two cases are used to show the level of dependence of growth of the service 
platform on the value of the application users Uja(t), service developers value Ujs(t), 
and the value of the platform provider Ujp(t). If the level of QoS Qj(t) and the cost of 
usage Cja and Cjs are assumed to be fixed, the difference in the value of application 
users, the value of service developers, and value of platform providers is caused by 
the level of installed base Nj(t) and the level of service variety Sj(t) only.  

The simulation results that are presented in Figure 5 and Figure 6 show the effect 
of high and low two-sided network effects.  
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Fig. 5. Dynamics of value generated by the stakeholders in cases of a high network effect  

 

 

Fig. 6. Dynamics of value generated by the stakeholders in cases of a low network effect 

Looking at the application user values of Figure 5 and Figure 6, application users 
subscribe to a service, which performs a certain task, from their service developers at 
the beginning of period t=0, which outweighs their user cost Cja. This value that the 
user obtains at the time of joining the platform is indicated by Qj(t) in equation 1. 
Consequently, they receive a value Uja(t) > 0 at period t=0. Maintaining a positive 
utility of application users is a condition, which has to be fulfilled in order to success-
fully launch any application service or a service platform.  

Service developers also need to subscribe to a service platform and utilize its offer-
ings to build their services (equation 2). However, the values of service developers 
show a different behavior in the beginning. This is because their initial cost is higher 
than the cost faced by application users. They cannot recover their costs of offering 
Cjs until they acquire a sufficiently large number of customers and generate revenues. 
Therefore, they take more time until they receive a value  Ujs(t) > 0,  as it is shown 
in Figure 5 and 6, at the time period t=3.  

Figures 5 and 6 show that, unlike service developers and application service users, 
which share a common behavior as customers of platform providers, platform provid-
ers behave as service providers only. Consequently, their value received Ujp(t) at the  
beginning of the period t=0 remains 0 until they start obtaining customers and generate 
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revenue through development kits and hosting fee from service developers Cjs and ap-
plication usage fee from application users Cja. The only cost that has to be covered are 
the cost of supporting application users Cjap and the cost of managing services Cjsp. 

The value of service platform providers Ujp(t) grows faster than the value of ser-
vice developers Ujs(t) and application users Uja(t), as the size of both stakeholder 
groups grows (Figure 5 and Figure 6). The platform provider obtains benefit from 
both sides of the market. The value of application users shows a slow growth com-
pared to the other two stakeholders, since they benefit the least from the growing 
number of customers. However, the value of the service developers is only slightly 
larger than the value of the application service user.  

All stakeholder values are interdependent and changes in one of them affect the val-
ues of the other stakeholders. An evaluation of the relative impact of all value parame-
ters indicates that the installed base Nj(t) is a common positive determinant of value for 
all stakeholders. Although the value of the application users is important as the basis for 
value creation, a sufficiently large value obtained by service developers is necessary to 
sustain the service platform market. Currently, the value of service developers is quite 
low, having the risk of developers withdrawing from the service platform.  

The implications of these results to the service platform market and to the stake-
holders considered in this study is that both service developers and service platform 
providers need to focus on finding a way of sharing the value such that it allows de-
velopers to sustain their services over a longer time period. Otherwise, as the number 
of services still increases in the real world, the average return on developing an appli-
cation service will reduce even further and, therefore, increase the risk of developers 
withdrawing from the market, causing a market failure. 

4 Conclusions  

This paper has presented a value creation model for stakeholders of an IT service 
platform, using additive value functions. The model can be used as a tool for evaluat-
ing values created for application users, service developers and platform providers. It 
allowed the integration of value-determining parameters to calculate the value (i.e., 
utility, profit) of stakeholders. Quality of service, service variety, installed base, and 
user cost are the parameters considered. The value creation model was evaluated us-
ing simulation software, in order to examine the value creation dynamics.  

The simulation results indicate that the installed base of application users benefits 
all stakeholders and the service platform provider benefits largely from the two-side 
network effect. As a strategy for platform providers, it is not only important to focus 
on building the network of application users but also to maintain attractive returns for 
developers. This is important for sustaining the value of all stakeholders and growth 
of the service platform. 

Our future studies may explore additions to the model by incorporating more fac-
tors such as pricing policies and market structures. We could investigate how the 
competition between multiple IT service platform providers impacts the values of 
platform providers and service developers. 

 

Acknowledgments. This work has been funded by the Korea Institute for Advance-
ment of Technology (KIAT) within the ITEA 2 project 10014 EASI-CLOUDS. 



152 N. Haile and J. Altmann 

 

References  

1. Demirkan, H., et al.: Service-oriented technology and management: perspectives on re-
search and practice for the coming decade. Electronic Commerce Research and Applica-
tions 7, 356–376 (2008) 

2. Katz, M.L., Shapiro, C.: Network externalities, competition, and compatibility. The Amer-
ican Economic Review 75(3), 424–440 (1985) 

3. Liebowitz, S.J., Margolis, S.E.: Network externality: An uncommon tragedy. The Journal 
of Economic Perspectives 8(2), 133–150 (1994) 

4. Farrell, J., Saloner, G.: Standardization, compatibility, and innovation. Rand Journal 16, 
70–83 (1985) 

5. Farrell, J., Saloner, G.: Installed base and compatibility: Innovation, product prean-
nouncements, and predation. The American Economic Review, 940–955 (1986) 

6. Farrell, J., Saloner, G.: Coordination through committees and markets. The RAND Journal 
of Economics, 235–252 (1988) 

7. Farrell, J., Saloner, G.: Converters, compatibility, and the control of interfaces. The Jour-
nal of Industrial Economics, 9–35 (1992) 

8. Clements, M.T.: Direct and indirect network effects: are they equivalent? International 
Journal of Industrial Organization 22(5), 633–645 (2004) 

9. Economides, N., Flyer, F.: Compatibility and Market Structure for Network Goods. Stern 
School of Business. Department of Economics Working Paper Series (1997) 

10. Katz, M.L., Shapiro, C.: Technology adoption in the presence of network externalities. 
Journal of Political Economy 94, 822–841 (1986) 

11. Basole, R.C., Karla, J.: Value transformation in the mobile service ecosystem: A Study of 
App Store Emergence and Growth. Service Science 4(1), 24–41 (2012) 

12. Bieberstein, N., Bose, S., Fiammante, M., Jones, K., Shah, R.: Service-oriented architec-
ture(SOA) compass: business value, planning, and enterprise roadmap. FT Press, Upper 
Saddle River (2005) 

13. Amit, R., Zott, C.: Value creation in e-business. Strategic Management Journal 22,  
493–520 (2001) 

14. Lee, S., Kim, T., Noh, Y., Lee, B.: Success factors of platform leadership in web 2.0 ser-
vice business. Service Business 4(2), 89–103 (2010) 

15. Smedlund, A.: Value co-creation in service platform business models. Service 
Science 4(1), 79–88 (2012) 

16. Iansiti, M., Levien, R.: Strategy as ecology. Harvard Business Review 82(3), 68–81 (2004) 
17. Gawer, A., Cusumano, M.A.: How companies become platform leaders. MIT Sloan Man-

agement Review 49(2), 28–35 (2008) 
18. Agarwala, S., Yuan, C., Milojicic, D., Schwan, K.: QoS and utility aware monitoring in 

Enterprise Systems, pp. 124–133. IEEE (2006) 
19. Evans, D.S.: Some Empirical aspects of multi-sided platform industries. SSRN Electronic 

Journal (2003) 
20. Katz, M.L., Shapiro, C.: Product introduction with network externalities. Journal of Indus-

trial Economics 40(1), 55–84 (1992) 
21. Katz, M.L., Shapiro, C.: Systems competition and network effects. Journal of Economic 

Perspectives 8(2), 93–115 (1994) 
22. Eisenmann, T., Parker, G., VanAlstyne, M.W.: Strategies for two-sided markets. Harvard 

Business Review 84(10), 92 (2006) 
23. Zhu, F., Iansiti, M.: Entry into platform-based markets. Strategic Management Journal 33, 

88–106 (2012) 



 Value Creation in IT Service Platforms through Two-Sided Network Effects 153 

 

24. Nalebuff, B.J., Brandenburger, A.M.: Co-opetition: competitive and cooperative business 
strategies for the digital economy. Strategy & Leadership 25, 28–35 (1997) 

25. Gebregiorgis, S.A., Altmann, J.: IT service platforms: Their value creation model and the 
impact of their level of openness on their adoption. In: Annual SRII Global Conference, 
SRII 2012, San Jose, California, USA (2012) 

26. Kim, K., Altmann, J., Hwang, J.: An analysis of the openness of the Web2.0 service net-
work using two sets of indices for measuring the impact of service ownership. In: Hawaii 
International Conference on Systems Science, HICSS44, Koloa, Hawaii, USA (2011) 

27. Kim, K., Altmann, J., Hwang, J.: Measuring and analyzing the openness of the Web2.0 
service network for improving the innovation capacity of the Web2.0 system through col-
lective intelligence. In: Symposium on Collective Intelligence, COLLIN 2010. Springer 
Advances in Intelligent and Soft Computing, Hagen, Germany (2010) 

28. Altmann, J., Ion, M., Bany Mohammed, A.A.: Taxonomy of Grid Business Models. In: 
Veit, D.J., Altmann, J. (eds.) GECON 2007. LNCS, vol. 4685, pp. 29–43. Springer,  
Heidelberg (2007) 

29. Apple iTunes (2012), http://www.apple.com/itunes 
30. Apple Development Kits (2012),  

https://developer.apple.com/programs/ios/ 
31. Amazon Appstore for Android (2012), http://www.amazon.com/ 

mobile-apps/b/ref=sa_menu_mas2?ie=UTF8&node=2350149011 
32. Google Apps Marketplace (2012),  

http://www.google.com/enterprise/marketplace/ 
 

 



Cheat-Proof Trust Model for Cloud

Computing Markets

Mario Maćıas and Jordi Guitart

Barcelona Supercomputing Center (BSC) and
Universitat Politecnica de Catalunya - Barcelona Tech (UPC)

Jordi Girona 29, 08034 Barcelona, Spain
{mario.macias,jordi.guitart}@bsc.es

Abstract. Online Reputation Systems would help mitigate the infor-
mation asymmetry between clients and providers in Cloud Computing
Markets. However, those systems raise two main drawbacks: the dis-
agreement for assuming the cost of ownership of such services and their
vulnerability to reputation attacks from dishonest parties that want to
increase their reputation. This paper faces both problems by describing
a decentralized model that would not need from the intervention of a
central entity for managing it. This model includes mechanisms for al-
lowing participants to avoid such dishonest behaviour from other peers:
each client statistically analyses the external reports about providers and
accordingly weights them in the overall trust calculation. The validity of
the model is demonstrated through experiments for several use cases.

Keywords: Trust, reputation, cloud computing, dishonest behaviour.

1 Introduction

Online reputation systems help mitigate the information asymmetry between
clients and providers in commerce markets. With the popularization of the World
Wide Web, sites such as eBay [2] allow their users to submit and consult informa-
tion about quality of products or the trustworthiness of both buyers and sellers.
Such reputation systems enforce the confidence between parties and boost the
number of commercial transactions.

This model has been also ported to Utility Computing Markets [14]. In Utility
Computing Markets, both resource users and providers are autonomous agents
that negotiate the terms of the Quality of Service (QoS) and the price that the
client will pay to the provider for hosting their tasks or services in the resources.
When the negotiation is finished, the terms of the contract are established in
a Service Level Agreement (SLA). The most successful implementation of the
Utility Computing paradigm is Cloud Computing, thanks to features of virtual-
ization such as isolation of Virtual Machines (VMs), secure access to VMs with
administrative privileges, or on-demand variation of the allocated resources.

Cloud Providers could not fulfil always the agreed QoS by several reasons,
such as high load of resources, poor admission control, or dishonest behaviour.
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We suggest a reputation system to help clients choosing a provider and allow
avoiding the providers with low QoS.

Traditional web reputation systems are based on reports from humans. This
service can be part of a site (e.g. eBay reputation) or an independent site. They
have clear business models: they increase the trust level to boost the economic
transactions; also the service provider may get paid by advertisement. The in-
comes from the business model will amortize the cost of providing the service.

However, the aforementioned business model is not directly portable to Cloud
Computing markets because the users and the providers of the resources are au-
tonomous agents that are not able neither to communicate nor understand the
human language; in addition, they are not a target for advertising campaigns
and the Reputation Service Provider cannot make business from advertising.
This raises two issues: (i) opinions about Cloud providers must be modelled
for allowing their automatic processing; (ii) if there is no business model for a
reputation service, nobody will provide it. There is many related work about
modelling a reputation service (see section 2), but the need of making it eco-
nomically feasible must be faced.

Reputation systems are vulnerable to reputation attacks [6]: dishonest com-
panies can send biased opinions to increase their reputation or to decrease the
reputation of their competitors. Such behaviour can be mitigated in traditional
reputation systems by moderating the opinions. In addition, most users would
be smart enough for discarding the dishonest reports. None of these methods
can be applied to a decentralised, automatised agent-based reputation system.

Considering the aforementioned, these are our contributions:

– Description of a reputation model that applies to Cloud Computing business
model and is easily implementable in a decentralized Peer-to-Peer (P2P)
network. The cost of providing such service is not assumed by any central
organisation; it is proportionally assumed by all the actors in the system.

– Statistical analysis for allowing market participants to detect dishonest be-
haviours from other peers that want to bias the true reputation of a provider.

– Validation of the model through experiments for several use cases.
– Discussion about the implementability of Reputation Systems in real Cloud

Computing Markets.

The rest of the paper is structured as follows: after the presentation of the
related work, section 3 describes the mathematical model created for describing
the reputation of Cloud Computing providers. After the experimental validation
of the model (section 4), section 5 discusses the requirements for implementing
such system in a real Cloud market. At the end, we expose the conclusions and
our future research lines.

2 Related Work

Our previous work [9] showed the importance of the reputation for a provider.
To maintain a high reputation is a key factor for maximizing the revenue of
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providers in Utility Computing Markets. We introduced a centralised proof-
of-concept reputation architecture that relied in simple reputation models and
ideal market conditions. This paper intends to be a step beyond: we add multiple
reputation terms and a decentralized architecture which is robust to dishonest
market actors.

This paper adopts some ideas from Azzedin et al. [4] and Alnemr et al. [3]: we
differentiate between direct and reputation trust; we consider multiple provider
facets to evaluate our trust methods; we also consider the trust factor to a
recommender. Despite Azzedin et al. provide a reputation model, they do not
detail how that would be implemented. This paper provides a pure mathematical
model that is easily implementable for its computation. We detail and discuss
some practical issues for implementing it in real platforms.

Rana et al. [15] monitor reputation from three points of view: Trusted Third
Party, Trusted Module at Service Provider, and Model at Client Site. They
introduce the figure of a trusted mediator to solve conflicts between parties. Our
main objection is the difficulty to find some company or institution that is willing
to host and maintain the trusted mediator, because the business model is not
clear. In consequence, our paper suggest a purely P2P reputation mechanism.

This paper adopts various facets from the model of Xiong et al. [18] for en-
suring the credibility of a feedback from a peer: number of transactions and
transaction context. We agree with the necessity of a community-context fac-
tor for incentive peers for reporting true feedbacks. This paper differs from the
work of Xiong et al. because we are focusing the particularities of current Cloud
Computing markets: multiple SLOs, providers that are not integrated with the
reputation system, and trust relations that are classified two types: trust on
peers (for consultancy) and trust on providers (for commercial exchange).

Yu et al. [19] define a model in which reputation propagates through networks.
They define a trust propagation operator that defines how trust propagates from
a source peer (who reports the trust) to a destination peer in multiple steps.
Unlike our paper, their model assumes the same trust both for service provision
and trust report, and they do not update the trust on peers in function of the
honesty of their reports.

The need of avoiding dishonest opinions in reputation systems is firstly raised
by Kerr et al. [6]. In their work, the show several reputation attacks to allow
dishonest peers to increase their revenue. They argue that the notion of ‘se-
curity by obscurity’ does not prevent attackers from cheating successfully. Our
paper shows a method for protecting honest clients from dishonest peers that is
complementary to other existing security mechanisms.

3 Description of the Reputation Model

3.1 Previous Definitions

Let
−→
U = (u1, u2, . . . , un) and

−→
V = (v1, v2, . . . , vn) be two vectors that contain

n elements. The Element-wise Product is defined as
−→
U � −→

V = (u1v1, . . . , unvn)

and the Element-wise Division is defined as
−→
U �−→

V = (u1/v1, u2/v2, . . . , un/vn).
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Let CP = {cp1, cp2, . . . , cpm} be the set of m Cloud Providers that are com-
peting in a market to sell their resources to the clients.

Let C = {c1, c2, . . . , cn} be the set of n clients that want to host their services
or tasks in the set CP of Cloud providers. Each client cx is communicated to a
set of peers, represented by the set Px = {px1 , px2 , . . . , pxr}, formed by r peers of
client cx. Each peer is also a client (Px ⊆ C). The peer-direct communication
between clients is established by means of Peer-to-Peer (P2P) networks [5].

When clients try to buy resources to host their services or applications, they
send offers to the providers for starting a negotiation. Each provider owns a set of
N physical machines. Each physical machine can host several VMs that execute
single tasks, such as Web Services or Batch Jobs. The SLA of a task is described

as SLA = {−→S ,Δt, Price}, in which
−→
S = (s1, . . . , sk) are the Service Level

Objectives (SLOs) that describe the amount of resources or the QoS terms to be
purchased by the client. Each s∗ term represents the number of CPUs, Memory,
Disk, network bandwidth, and so on. Δt is the time period during which the
task will be allocated in the VM. Price is the amount of money that the client

will pay to the provider for provisioning
−→
S at Δt.

Because this paper is about trust and not about revenue management, for
simplification purposes this paper does not consider the direct economic penalties
derived from the violation of the SLA terms. The details of revenue management
by considering revenue and penalty functions can be referred in our previous
work [10,8,11,13].

Both Cloud clients and providers are entities that have a degree of trust
between them as individuals. The degree of trust can be expressed in multiple
terms, represented as a Trust Vector: a client trusts a provider in multiple facets,

related to the different terms of
−→
S (e.g. a Cloud provider could provide resources

that are suitable for CPU-intensive applications but unstable in terms of network

connection). Let
−→
T (A,B) = (t1, . . . , tk) be the Trust Vector from the entity A

to the entity B. This is, how much A trusts B. Both A and B belong to CP or
C.−→

T (A,B) = ω1
−→
D(A,B) + ω2

−→
R (B); this is, the overall trust from A to B has

two components:
−→
D(A,B) is the direct trust from A to B, which is built based

on previous experiences between A and B;
−→
R (B) is the reputation trust, which

is calculated by asking the set of peers of entity A about their experiences with
B (see section 3.2, equation 2) . In plain words, the direct trust is what A directly
knows about B and the reputation trust is what the others say about B. ω1 and
ω2 are used to weight how much importance the client assign to each of the

terms, and may vary in function of each particular client. All the terms of
−→
T ,−→

D and
−→
R are real numbers between 0 (no trust) and 1 (maximum trust).

Because trust and reputation have many terms, a provider could deserve high
trust when considering some SLOs and low trust when considering others. This
does not have to be detrimental to a given client. For example, a provider that
deserves high trust only in terms of CPU could not be suitable for many ap-
plications such as web services or databases, but could be suitable for some
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CPU-intensive scientific applications. Some types of workloads can be allocated
in such providers with a high degree of trustworthiness. This raises a ques-
tion: which incentive would clients have for allocating their workloads in such
providers? Would it not be better to allocate them in providers whose trust level

is high in all the terms of
−→
T (A,B)? The response would be affirmative if there

were not economic incentives at client side. Previous work from the authors
[10,8,11] shown the economic benefit for both clients and providers of dynam-
ically negotiating the prices in function of many factors, such as offer/demand
ratio, allocated resources or QoS, and how those prices could vary in function
of the reputation of the provider [9]. If a provider is able to guarantee the QoS
requirements of a client at lower prices, the client will have incentive to allocate
there its workloads; even if the provider has low reputation in factors that are
not important for the client.

Considering the aforementioned, each client cx has its own Trust Ponder Vec-

tor
−→
I (cx), which weights each of the SLOs of

−→
T (A,B) in function of the impor-

tance the client assigns to each of them. The Element-Wise product
−→
T (cx, cpy)�−→

I (cx) returns a vector that scores how trustworthy is the provider py in function
of three facets: the reputation of cpy, the direct trust from cx to cpy and the

QoS needs of cx. All the terms of
−→
I are real numbers between 0 and 1.

Let Score(SLA, cx, cpy) be a function that scores the suitability of the provider
cpy in function of the SLA and the trust from client cx to provider cpy. For each
SLA negotiation, the client will choose the provider whose Score is the highest.

The definition of Scorexy may vary depending on the client policies and nego-
tiation strategies. For evaluating the validity of the model, the clients evaluated
in this paper score the providers according to equation 1. In this equation, the
scores are always negative. The nearer to 0 the better score. The client divides
the calculated trust from cx to cpy by the Trust Ponder Vector (element-wise di-
vision), and the negative of the magnitude of the resulting vector gives a scoring
that shows how trustworthy is a provider for the preferences of cx (in positive it
would be the lower the better, that is why the result is multiplied by -1). This
score is divided by the price: the client would accept sending tasks to providers
to which the trust is lower if the price they establish is low enough.

Score(SLA, cx, cpy) = −

∥∥∥−→T (cx, cpy)�−→
I (cx)

∥∥∥
Price

(1)

The scoring function in equation 1 will incentive providers to keep its maximum
trust level and, if not possible, to lower prices.

3.2 Dishonest Behaviour towards the Reputation Model

A Cloud Provider could not provide the amount of resources that previously
agreed with a given client. This fact can be caused by technical failures [17],
errors in the calculation of the number of resources to provide [8,11], or dishonest
behaviour. The reputation model described in this section is intended to alert
the market participants when a provider is not fulfilling its agreed SLAs.
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However, dishonest providers could enable fake clients to perform collusion:
to report false or dishonest feedback for (1) increasing artificially the reputation
of a provider; or (2) decreasing artificially the reputation of other providers from
the competition. Since our reputation model is decentralized and unmanaged,
the clients need a model for preventing false reports from dishonest peers.

Let T (cx, py) be a single-term trust relation from a client cx ∈ C to one of
its peers py ∈ Px. Let P z

x = {pz1, . . . , pzs} ⊆ Px the subset of s peers of cx that
have any direct trust relation to provider cpz (this is, they can report previous
experiences to cpz), the Reputation Trust from cx to cpz is calculated as:

−→
R (cx, cpz) =

S∑
y=1

(
T (cx, p

z
y) ·

−→
D(pzy, cpz)

)
�

S∑
y=1

−→
T (cx, p

z
y) (2)

Equation 2 is calculated by asking the peers that have any direct relation with
cpz and pondering their reports by the direct trust from the client to its peers.
The report of a client to which there is high trust has more weight than the
report of a client to which there is low trust. The key issue is to establish this
trust relation between a client and its peers to avoid dishonest behaviours and
give more consideration to the accurate reports.

The trust relation between a client and its peers is continuously updated in
base to the next assumption: most peers are honest and, when asked, they report
their true validation to the provider. Related work considers many incentives to
peers for reporting honestly [20,7]. Our contribution is complimentary to them,
since we deal with the minimization of the impact of the dishonest reports.

Assuming the aforementioned, the trust from a client to each of its peers is
calculated according to algorithm 1:

begin
The average values and the variances of all the reports from the peers

of the P z
x set are stored, respectively, in

−→
A and

−→
Σ2 = (σ2

1 , . . . , σ
2
s );

foreach pzy in P z
x do−→

F ← −→
A −−→

D(pzy, cpz) = (a1 − d1, . . . , as − ds);

foreach |an − dn| in −→
F do

if |an − dn| > α · σ2
n then

Decrease T (cx, py);
else

Increase T (cx, py);
end

end

end
end

Algorithm 1. Updating trust from cx to all its peers
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To detect potentially bad reputations, algorithm 1 checks which peers reported
a trust which is far from the other reports for the same provider. We stress
potentially because, by any reason, a honest peer could have been provided
with bad QoS while the others do not: because a punctual failure, or because
the provider starts to underprovision QoS by an outage or because it starts
to behave dishonestly when its reputation is high enough. These cases must not
penalise too much the client that starts reporting different than the others. Only
repetitive reports that are different would decrease considerably the reputation
of a client.

There are two parts of algorithm 1 that will depend on the client policies. α
multiplies the variance of the trust reports, and indicates how tolerant is the
client with the concrete reports that are far from the average. The lower α, the
lower tolerance. The other part that depends on the client policy is the function
to increase or decrease the trust on a peer. In this paper we have used a piecewise-
defined function that multiplies T (cx, py) in function of how far the trust report
from the average. If there is no difference from a report to the average of all the
other reports, the trust relation is multiplied by MAX REWARD > 1. The
trust relation is not affected when |an−dn| = α ·σ2

n, and if |an−dn| > α ·σ2
n, the

trust relation is multiplied to a minimum of MAX PENALTY < 1. Instead of
the simplicity of f(x), it is proven as effective in the evaluation (section 4).

Figure 1 shows that the slope of the linear function that penalizes the trust
is less pronounced than the slope of the linear function that rewards the trust.
In addition, MAX PENALTY+MAX REWARD

2 < 1. The reasons are two: (1) the
imbalance between MAX PENALTY and MAX REWARD will difficult that
dishonest peers recover easily their trust; and (2) honest peers that, by any
reason, punctually report values near α · σ2

n are not penalized with severity.
Previous experimentations demonstrated that not dividing the function in pieces
with different slopes would entail too much instability in the trust updating, and
honest peers would lose their trust without solid reasons.

When the trust to a peer reaches 0, it is definitely expelled from the trust
ring of the client, and its trust cannot be recovered any more.

Fig. 1. Function to multiply the trust to a given peer, based on its previous report
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3.3 Considering Reputation at SLA Negotiation Stage

As proven in previous work [9], low reputation lead to decrease the revenue
of a Grid Provider: the lower trust the less currency will the clients pay for a
service. In other words, if two providers offer the same QoS at equal prices, the
client will choose the provider whose reputation is the highest. By this reason,
a provider needs to adjust its price to its real reputation due to the effects of
market competition. Our previous work showed how prices may be dynamically
decided in function of many facets, such as number of resources, QoS, client
relationship and market status [8,10,11,12,13]. This paper also defends the need
of considering reputation as an additional facet when the provider negotiates
a SLA with the client. There are two reasons: adjusting the revenue to the
reputation will allow providers to maximize their benefit when reputation is high
and sell its resources when reputation is low; the other reason is that selling the
resources when reputation is low will allow provider recover its reputation.

Pricing in function of the trust involves two key issues that must be solved:
Calculating the trust from a given client. As seen in section 3.1, the trust from

a client to a provider depends on three factors: the direct trust, the reputation as
reported by all peers, the Trust Ponder Vector, and the weights that a particular
client assigns to both direct trust and reputation. Direct Trust and Reputation
can be approximated statistically, but the Trust Ponder Vector and the weights
are completely private parameters that depend on the preferences of the client.

Defining a pricing function. Each provider must decide what are the pro-
portion and distribution that trust would influence the prices. It is difficult to
model because it depends on the emergent behaviour of all the market clients.
Our previous work demonstrated that Genetic Algorithms [12] are suitable for
this type of problems, because they rapidly adapt the pricing function to a chang-
ing/unknown environment. However, for simplification purposes, this simulation
in this paper uses linear correlations between reputation and price [9].

4 Experiments

This section validates the model in section 3 by means of a custom Market Re-
putation Simulator [1]. In the simulation, clients look for resources for allocating
their tasks in the providers that fit their QoS requirements. The experiments
consider three SLOs: CPU, disk and network bandwidth. Therefore the Trust
Vector and the Trust Ponder Vector is formed by 3 terms. Each experiment is a
succession of market iterations. Each market iteration performs the next steps
for all the clients in the market:

1. The client sends an offer to the providers. The offer specifies the QoS re-
quirements and the time slot. The providers that have enough resources to
handle it return a price.

2. The client asks its peers for the reputation of the providers that returned a
price.
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3. The client scores all the providers according to equation 1. It reaches an
agreement with the provider whose score is the highest.

4. The client updates its trust to its peers according to equation 2. When the
task is executed, it also updated its direct trust relation to the provider in
function of the actual QoS.

The simulations rely on some constant values of which functionality is not to
reflect real market data, but to evaluate the model in terms of relative results and
tendencies: the honest providers whose resources work normally provide around
97% of the agreed QoS; at the beginning of the experiments, all providers and
clients have an initial direct trust of 0.5. Other constant values are described in
their respective experiments.

4.1 Basic Provider-Side Reputation

In the first experiment, five providers are competing in a market during 100 sim-
ulation steps. Four providers are honest and a provider is behaving dishonestly:
it only provides the 60% of the QoS that it has previously agreed with the client.
In addition, one of the honest providers suffers an outage [17] in its network at
step 33. In consequence, it is providing the 50% of its network capacity until
step 67.

Figure 2 shows the average trust from the clients to the providers. All the
elements of the trust vectors are shown separately, but grouped the next way:
the trust terms corresponding to the SLOs of the dishonest provider are shown
as crosses; the trust element corresponding to the network of the provider that
suffers the outage is a continuous line; the trusts for the rest of SLOs are shown as
points. Figure 2 shows that the dishonest provider has a reputation proportional
to the percentage of agreed QoS that is providing. The market also quickly
notices that one of the providers is starting to provide a bad QoS in network
and, after a quick decrease of the reputation, it slowly converges to 0.5, which
corresponds to the percentage of QoS that is providing due to the outage. When
the provider solves its network problems, its reputation increases fast, until it
converges to the average reputation of the other SLOs.

4.2 Client-Side Reputation

This section evaluates the trust relations between peers in the scenario of the
previous section. In that experiment, the market demand is formed by 24 clients
that negotiate with the providers for allocating the workloads in the cloud re-
sources. Before starting a negotiation with a provider, a client ask its peers for
the reputation of the provider, then weight it with its direct trust (if any) and

multiply it by the Trust Ponder Vector
−→
I (cx). When the provider returns a

price for a requested amount of resources, the client evaluates it in function of
the price and the pondered trust.

When the client calculates the reputation of a provider, it tries to detect the
dishonest peers as explained in section 1: it decreases or increases its trust to
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Fig. 2. Evaluation of reputation of providers

each peer in function of what they report. This paper does not intend to set the
optimum values forMAX REWARD and MAX PENALTY constants (figure
1), so we have set MAX REWARD = 1.05 and MAX PENALTY = 0.8 as
intuitive values for showing the tendencies. Different values would make the trust
to peers evolve quicker or slower.

In the experiment, the dishonest provider infiltrated two peers that report
trust values near 1 for the dishonest provider (while its real reputation is 0.5)
and the 50% of the actual trust for the other providers. Figure 3 shows that, as
initial state, all the peers of a given client have a trust of 0.5. The first dishonest
client is reporting false trust values from the beginning, so it is quickly expelled
from the list of peers (when it reaches trust 0). The trust to all the other providers
is increased, including the second dishonest peer, whose strategy is to increase
its reputation for increasing the influence of its false trust reports in the future.
When the second dishonest client starts cheating at step 50, the client detects
it and progressively decreases its reputation until reaching 0 value at step 59.

4.3 Effectiveness of Scoring Function for Allocating Tasks

To evaluate the effectiveness of equation 1 as rule for selecting a suitable provider
while saving money, four providers are competing in a market for selling CPU,
Disk and Network Bandwidth as SLOs: the first provider has the maximum
reputation in all the SLOs; the second, third and fourth provider have the max-
imum reputation in all the SLOs but in CPU, Disk and Network, respectively.
32 clients want to submit their workloads to the providers, so they score them in
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Fig. 3. Evaluation of trust to peers

Table 1. Values of the Trust Ponder Vector for each group of clients

Group
−→
I (cx) = (icpu, idisk, inetwork)

1 (1, 1, 1)
2 (1, 0.3, 0.3)
3 (0.2, 0.8, 0.6)
4 (0.6, 0.3, 1)

function of the trust, the Ponder Vector, and the price they ask. The 32 clients
are divided in four groups depending on which necessities they have respecting
the trust to each SLO (see table 1). Values of table would correspond to differ-
ent types of workloads, for example: applications with a balanced resource usage
(group 1), CPU-intensive applications that do neither intensively use disk nor
network (group 2), Database applications with intensive disk and network usage
(group 3) or some kind of web services that intensively use CPU and Network
but not disk (group 4). The values of table 1 do not reflect any real measure
of workloads. Their purpose is to be varied to see how the scoring function of
equation 1 behaves.

In the first few iterations of the experiment, the tasks are allocated in the
different providers pseudo-randomly. When the reputation of each provider is
near to their true QoS, the next allocation of tasks is measured:

– All tasks from group 1 are placed in the provider with maximum QoS in all
the SLOs. QoS is critical for this group and they are not willing to allocate
their tasks in other providers despite the lower prices.
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– All tasks from group 2 are placed at ∼50% in provider with low network
reputation and ∼50% in provider with low disk reputation. Only CPU is
critical for this group.

– All tasks from group 3 are placed in providers with low CPU reputation,
because other SLOs have high importance.

– All tasks from group 4 are placed in provider with low disk reputation,
because disk is the SLOs with the lowest importance.

The measured results tend to round numbers (e.g. 100% of tasks are allocated in
the same provider when the system becomes stable) because of the experiment
is repeated in a controlled simulation environment. A real market would add
some statistical noise to the results.

5 Discussion: Implementing the Model in a Real Market

This paper demonstrates the validity of the reputation model from an experi-
mental point of view. Since this paper is focused on the definition of the model,
some implementation details are not considered from a formal view. This section
wants to argue the implementability of the model, and what are the conditions
for allowing the reputation model being feasible from the trust and economic
side. Summarizing, we identify the next requirements:

– It is required to specify a communication protocol about trust information
exchange for all the peers in the same network.

– A digitally-signed proof of purchase must be provided by peers that report
their trust to a provider. The proof of purchase could be the agreed SLA,
digitally signed by both client and provider. In consequence, a trustworthy
Cloud Market requires certification authorities and identity management.

– Precisely quantify the SLAs to measure whether the provider is allocating all
the resources to fulfil them. Some resources, such as CPU cycles, are difficult
to measure accurately from a client side. We suggest negotiating in terms
of high-level metrics (e.g. web-services throughput) and then translate such
high-level metrics to low-level metrics by means of SLA decomposition [16].

The cost of implementing our trust model is not carried out by any centralised
component, but it is shared by all the peers. The cost for each peer, in terms of
memory space and extra calculations, is the next: let s the number of SLOs in
a SLA; let r be the number of peers of a client; let m be the number of Cloud
Providers. According to the model of section 3.1, the complexity of calculat-
ing the trust of all the providers is O(s · m · r). According to algorithm 1, the
complexity of updating the trust from a client to all its peers is O(r · s).

In terms of space complexity, a client needs to store a O(m · s) map with all
the direct trust values to all the providers, and another O(r) map with all the
direct trust values to its peers.

The incentive-compatibility property of the mechanism must also be dis-
cussed. We suggest Cloud providers to penalize dishonest peers by increasing
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the price of their resources for such type of peers. This has two positive effects
on the market: peers are encouraged to report the true valuation of the service
providers, and providers get an economic compensation for possible reputation
attacks, as if it were an assurance.

6 Conclusions and Future work

This paper describes a reputation model that faces some open issues in the
state of the art. First, we propose a P2P architecture for dealing with the cost of
provision of centralized reputation services, which may be a good architecture for
other markets but not for Cloud Computing. Second, we define a mathematical
model for calculating the trust relationship from a client to a provider. This
model also defines trust relations between peers and updates them in function to
statistical analysis for detecting the trustworthiness of their reports. The validity
of the model is demonstrated through exhaustive experiments in three use cases:
calculation of the trust in a scenario with a dishonest provider and a provider
that suffers an outage; calculation of the trust between peers in a scenario with
dishonest clients that report false data about providers; usage of the model for
the economic benefit of the clients in function of their requirements.

This paper opens a wide range of future work lines: the model can be used
also by providers to improve their business models. By evaluating trust, they
can analyse the economic consequences of their resource management policies
(for example, to calculate the impact in reputation of cancelling a task from a
given client [11,13]). The trust information may also be used for allowing more
accurate negotiations with clients. This requires opening another research line:
how to statistically poll and evaluate the reputation of a provider in the market
for reducing the uncertainty.

Another future work line is to improve the model at trust level for avoiding
other types of reputation attacks, such as coordinated attacks or whitewashing
(reporting well on small transactions for acquiring high reputation and then
attack for high price contracts, and then disappear).
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Abstract. Although many benefits of cloud computing exist for SMEs, the de-
velopment and usage of cloud computing solutions still face various challenges. 
The decision for applying cloud computing solutions, depend mainly on the 
length of time an enterprise exists, the degree of specialization, and finally  
the degree of need for security. Therefore, one of the key obstacles towards the 
adoption of cloud computing is among technical issues the establishment of 
trust into the performance, security, data protection and other features of cloud 
services and their providers. However, trust strongly depends on the target users 
and their characteristics. Over 16 percent of German SMEs apply cloud compu-
ting and realize its potentials. In the research project CLOUDwerker, funded by 
the German Federal Ministry of Economic and Technology, software as a ser-
vice solutions for SMEs in the craft sector are examined and developed. In or-
der to increase the usage of cloud computing at the target group of those SMEs, 
the paper focus on identifying and comparing the factors which influence trust 
into cloud computing solutions from the craft-specific view of small and me-
dium sized craft enterprises and craft-specific cloud service providers who both 
have been addressed and questioned in two separate surveys. The results are 
considered to improve the development of trusted cloud computing applications 
which achieve a high user acceptance.  

Keywords: Cloud Computing, Trust factors, SMEs. 

1 Introduction 

During the last years, cloud computing became a very popular topic from the view of 
IT-providers who started to offer cloud-based services as well as of users who aimed 
to benefit from their usage (see [1–3]). When addressing cloud computing in this 
paper, the term is understood as defined by NIST which considers cloud computing as 
a model for enabling ubiquitous, convenient, on-demand network access to a shared 
pool of configurable computing resources (e.g., networks, servers, storage, applica-
tions, and services) that can be rapidly provisioned and released with minimal man-
agement effort or service provider interaction [4]. 

[5] refines the cloud computing definition and states that cloud computing‐based 
IT offerings must, in order to be counted as such, involve the abstraction from buyers 
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of hardware ownership and control, buyers incurring infrastructure costs as variable 
operating expenditures on a pay‐per‐use basis with no contractual obligations and 
infrastructure capacity that can be scaled up or down dynamically and immediately. 

In this context, the usage of cloud computing provides certain benefits for compa-
nies. [6], for example, mention the benefits of cost flexibility, business scalability, 
market adaptability, masked complexity, context-driven variability, and ecosystem 
connectivity. Whereas, [5] emphasizes that the most important benefits are reduced IT 
capital expenditure (CapEx) and reduced or re‐deployed IT staff headcount, improved 
business scalability in response to client demands through elastic provisioning of IT, 
faster time‐to‐market for new goods and services, paying only for computing capabili-
ties that are required and used, and lower barriers to entry to markets due to reduced 
fixed costs of entry. 

If the risks of applying cloud computing are considered higher than the benefits 
which can be achieved, potential users are going to hesitate of using cloud-services. 
Information security, reliable service availability, and service performance are crucial 
success factors which are strongly valued by cloud users and affect their buying deci-
sion [7]. In Germany, only 16 percent of small and medium sized enterprises (SMEs) 
apply cloud computing. Many of them are not convinced by the currently available 
cloud-based services and their results. The high expectations have not been met. Se-
curity concerns as well as uncertainties of the future technological trends hinder the 
adoption of cloud computing in SMEs [8]. 

Among the technical factors, factors of trust into cloud-based services and their 
providers play an important role when convincing potential users for applying cloud 
computing [9]. In this context, trust is defined according to the definition of [10] as 
the willingness to depend, which “is both a belief about the other party and a beha-
vioral intention”. However, trust strongly depends on the target users and their cha-
racteristics as shown by [11] and [12]. Therefore, when examine factors which  
influence the trust in cloud-services, the consideration of the target users and their 
characteristics become important. 

The objective of this paper is to identify the important factors which influence the 
users’ trust into cloud computing applications and their providers. In this context, the 
paper focuses on small and medium sized craft enterprises in Germany as special 
target users. In Germany, more than 975.000 small and medium sized craft enterprises 
exit. With 4,75 million employees, these enterprises provide 9 percent of the German 
gross value and they are an important part of the German industry. Because of the 
business relationships and interaction with customers, business partners and public 
authorities cloud services become more and more crucial for them.  

The paper introduces the methodology which was used, firstly, to generally identi-
fy the factors of trust which are published in the literature and, secondly, to examine 
their importance for craft-specific cloud-services from the view of providers and of 
small and medium sized craft enterprises as their users (section 2). 

The trust aspects and are identified by applying a literature research and conduct-
ing a comparison of approaches and the addressed trust aspects (section 3). To the 
identified trust aspects relevant trust factors are assigned and examined. The examina-
tion is based on the results of two studies which focus on cloud-service providers on  
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the one hand, and small and medium sized craft enterprises on the other hand. Here, 
the priorities of both groups are analyzed and insights into the prioritized trust factors 
from the view of the SMEs and their influence of the development of cloud-based 
services are derived (section 4). The paper ends with a conclusion of the findings and 
a description of the further activities (section 5). 

2 Methodology 

In order to identify the aspects which influence the trust of small and medium sized 
craft enterprises for cloud-services, the generally discussed trust aspects were col-
lected by conducting a literature research in a first step. 12 publications have been 
identified which examine trust and introduce relevant aspects which influence trust. 

In the second step, for each trust aspect concrete trust factors have been derived 
based on interviews with craftspeople. Afterwards, the target users of small and me-
dium sized craft enterprises were questioned about their personal perceptions, opi-
nions and practices in the context of cloud computing and related trust factors. Thus, 
an online questionnaire has been developed, published and promoted at the target 
users. In a six weeks period of time, over 350 replies were collected. [13] shows the 
methodology applied to conduct the survey and its results. The survey is not consi-
dered representative. However, a considerably large amount of feedback has been 
received to derive valuable trends.  

In the third step, providers and their craft-specific cloud-service offers were identi-
fied. Here, information about their companies, their cloud-based services and their 
activities to build and increase trust in their offers by the target users of small and 
medium sized craft enterprises were gathered. The providers were questioned about 
their priority of trust factors when communicating with their target groups of crafts 
enterprises. In order to methodically collect the information, a structured online ques-
tionnaire had been developed and published. The main craft-specific IT-providers 
who had been mentioned by the participants of the users survey (see second step) had 
been examined and motivated to participate in our activities. 14 of them filled out the 
questionnaire. [14] documents the results of the survey in further details. 

Finally, the gathered information from both groups were compared, examined and 
the findings are introduced in section 4. The results show the importance of factors 
which influence trust from the view of small and medium sized craft enterprises in 
Germany and providers of craft-specific cloud-service offers. The different priorities 
of both groups are made transparent and are discussed. 

3 State of the Art  

A review of selected papers on trust has been conducted to examine the addressed 
trust aspects which may be relevant for improving cloud computing for small and 
medium sized craft enterprises. [15] introduce the four disciplines, i.e. philosophy, 
psychology, management, and marketing which follow different objectives and  
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address various issues, such as interpersonal trust and the morality of trust, trust in 
terms of social values and benefits, trust in organizational context, trust to reduce the 
cost of both intra- and inter-organizational transactions, trust in the context of distri-
bution channels and long-term customer relationships etc.  

However, at the beginning of this century, the discipline of online sales has 
emerged which focuses on the challenge to improve trust at online-users to increase 
their motivation for purchasing tangible and intangible goods over the Web (see [16, 
17, 12, 18–20]). In this context, researchers discussed about online-trust especially 
with a strong focus on Web offers and online transactions which, lately, has been 
extended to social media and cloud computing (see [9, 21]). The latter aims to find 
solutions for the non-technical challenges which need to be solved to improve the 
usage of cloud computing by increasing the target users’ trust. 

Table 1 shows an overview of selected approaches which focus on online trust, ei-
ther with a focus on CRM (Customer relationship management), Web, social media or 
cloud computing. Publications which focused on cloud computing security are not 
considered in this context due to their mostly technical orientation. This view has 
been examined already in many research papers. The analysis of the trust aspects 
which are considered within the selected approaches concern the main categories 
products/services, providers/vendors, users, and finally, trust.  

Table 1. Selected trust approaches characterized by the relevant trust aspects  
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The trust approaches which focus on Web sites, transactions and eCommerce con-
sider the features of the user interface as one of the most consistent issues of trust. 
Most of the trust models are developed by those trust approaches. Since cloud compu-
ting technologies become more and more alternatives for license-based software and 
self-owned hardware, security and trust issues gain importance. However, only a few 
trust approaches which focus on cloud computing currently exist. 

When examining the selected trust approaches, we identified 15 trust aspects which 
are assigned to the categories of products/services, providers/vendors, users, and trust. 
Each of the 11 trust aspects are described in Table 2. In order to analyze the impor-
tance of the trust aspects for craftspeople, relevant trust factors are assigned to the 
trust aspects, where applicable, within the conducted surveys. The trust factors for 
each of the trust aspects have been gathered from interviews with craftspeople prior to 
the surveys. The assigned trust factors (see Table 2) have been addressed in both of 
the surveys. 

Table 2. Description of the derived trust aspects and the examined trust factors in the two 
surveys of small and medium sized craft enterprises and providers of craft-specific cloud-
services 

Trust aspects Description 
Potential craft-specific trust factors 

examined in the surveys 
Features of  

product/service 
This trust aspect includes all 
features of a product/service 
which influence the users’ 
trust into the offering. Con-
crete factors are, for example, 
functions, availability, integra-
tion, administration, mainten-
ance, costs, exclusion criteria, 
notice periods, suspension of 
services, and customer's in-
volvement into a product/ 
service. 

• Functionality meets require-
ments 

• Availability/resilience 
• Comprehensible price model 
• Price 

Features of  
user interface 

The user interface is the con-
tact point of the users with a 
cloud service. In this context, 
issues are usability, graphi-
cal/visual design (presenta-
tion), structural design (navi-
gation), content design, design 
of social cues, up-to-date, 
trustworthy information, 
search for information, prod-
ucts or services [12, 17, 15, 18, 
19]. 

• Ease of use 
• Easy to start with 

Data aspects Users of public cloud services 
store their data at a provider. 
In order for data not to get lost 
or diffuse outside the compa-
ny, issues such as storage, 
ownership, security, data 
protection, deletion, and regis-
tration data need to be consi-
dered. 

• Security (data storage, data 
transfer, data access) 

• Backup and security concept 
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Table 2. (continued) 

Trust aspects Description 
Potential craft-specific trust factors 

examined in the surveys 
Operational as-

pects 
The provisioning of cloud ser-
vices requires solving certain 
challenges in order to increase 
users’ trust, e.g. scalability, 
multi-tenancy, service level 
agreements, service (level) 
monitoring, fulfillment of ser-
vices performance, and privacy.

• Performance and speed 
• Availability / resilience 

Customer rela-
tionship man-

agement 

The communication between 
users and their providers are 
crucial aspects for creating 
trust. Here, issues are contact 
options, accessibility, quality 
of support, personal contact, 
fulfillment (of support), con-
firmation of order, availability 
of support, and dealing with 
complaints. 

• Good support 
• Information about new functio-

nalities, etc. 

Marketing and 
sales 

Trust aspects in this context 
are dedicated to foster the 
sales processes, e.g. selection 
of adequate communication 
channels, brand strength, well 
developed sales channels and 
sales partners. 

• Clear presentation of the range 
of services 

• Professional marketing and Web 
page 

• Presence in media (magazines, 
TV, new, etc.) 

Provider/vendor 
characteristics 

Here, aspects which influence 
the positive judgment of cloud 
service users of the providers. 
Thus, the following elements 
play a major role: provider 
information, product/service 
information, information (se-
curity and data protection), 
risks, risk management, com-
petence, integrity, and reputa-
tion. 

• Provider experience with craft 
enterprises 

• Clear presentation of the range 
of services 

Legal aspects The legal context influences 
trust in cloud computing, e.g. 
transparency of sub-contractor 
and third party relations, legis-
lation, and legal domicile.

• Provider’s country of origin 

Target users and 
their characteris-

tics 

There exist many user criteria 
which have an effect on their 
trust in cloud computing, e.g. 
autonomy, digital culture, 
diversity, hedonism, underdog 
culture, disorientation, social 
criticism, resistance, slow 
down, balance and harmony, 
sustainability, regrounding, 
adaptive navigation, age and 
income, online expertise, 
internet shopping experience, 
online entertainment or chat 
experience [11, 17].

Has not been applied in the surveys. 
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Table 2. (continued) 

Trust aspects Description 
Potential craft-specific trust factors 

examined in the surveys 
Interaction and 

advice 
Friends, colleagues, and rec-
ognized experts support the 
decision making process and, 
thus, the development of trust 
in a cloud-service. Here, for 
example, communities, cus-
tomer ratings, recommenda-
tions, certificates, and experts 
may be of importance. 

• Awarded certificates and quality 
seals 

• Recommendation by chambers 
(crafts), guilds, etc. 

• Recommendation by friends and 
colleagues 

• User ratings on Internet-
platforms and forums 

Risks The more uncertainty and risk, 
the less trust in a cloud service 
is put. Different kind of risks 
occur, such as financial risk, 
information risk, etc. However, 
aspects such as control/ 
checkability, transparency, 
prevention, and lock-in effects 
may also foster or hinder the 
usage of cloud services of the 
target users [9, 17].

Has not been applied in the surveys. 

For a better understand of the effects of trust on cloud computing and ways how 
the discussed trust factors can be influenced by the providers, the next section docu-
ments the trust factors and their prioritization from the view of craftspeople and pro-
viders of Cloud-based services which are shown at Table 2. Since those trust factors 
strongly depend on the target users [11], we conduct the examination from the view of 
the target users of small and medium sized craft enterprises. 

4 Craft-Specific Trust Factors of Cloud Computing 

In order to identify the craft-specific factors which influence the trust of small and 
medium sized craft enterprises in cloud-services, the trust factors at Table 2 have been 
examined on the bases of the two surveys with craft enterprises and providers of craft-
specific cloud-services. The trust factors which are mainly relevant during usage of 
the applications: 

─ Performance and Speed. It is often a major concern that cloud services are 
slow and less efficient due to not available bandwidth. For both craftspeople and 
providers this is a very important factor.  

─ Availability and Resilience. Being able to use the services is crucial for busi-
nesses and therefore very important. According issues are commonly regulated 
in service level agreements. 

─ Ease of Use. Usability is less important for providers than enabling an easy start 
with their product, since according problems often do not reveal until actual op-
eration. Still for both craftspeople and providers this factor ranks very high, 
right after functionality that meets the requirements. 
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─ Backup and Security Concept. Comprehensible backup and security measures 
are very important for customers, but not so much emphasized by providers. 

─ Good Support. During preparation of the craftspeople survey interviews 
showed that support is an important factor. Perceived importance between pro-
viders and craftspeople match. 

─ Information about New Functionality etc. Craftspeople like to be informed 
about improvements, providers do not really emphasize this point. 

─ Price. Last but not least price is always an essential business factor. In our sur-
veys it’s importance between customer- and provider view has the biggest dif-
ference: providers do consider price far less important than craftspeople. 

The following trust factors are mainly concerned with the actual service or product: 

─ Clear Representation of the Range of Services. Especially in IT-distal sectors 
like crafts and for new cloud based services this is crucial and therefore rated as 
very important by the craftspeople. 

─ Functionality Meets Requirements. Specific demands must be met and over-
loaded applications must be avoided. After security and availability issues this 
is the most important point for craftspeople. 

─ Comprehensible Pricing Model. Flexible pay per use is often referred to as an 
advantage of cloud computing, but makes overall cost calculation difficult and 
therefore must be adequately explained. 

─ Security (Data Transfer). The submission of data over the internet is often 
subject to fraud and must be secured. Although it is often not possible for the 
target group to examine security transfer, storage and access of data is the most 
important factor for them. 

─ Security (Data Storage). In terms of storage facilities high standards must be 
fulfilled to provide better solutions than on premise applications. 

─ Security (Data Access). Preventing unauthorized people from accessing cus-
tomer’s data is especially important for cloud based services. 

─ Easy to Start with. Beginning to use a new application must be efficient. Al-
though very important craftspeople might take into account some more effort at 
start and are more focused on ease of use in general. Providers on the other hand 
concentrate more on enabling an easy start and draw back on actual ease of use. 

─ Recommendations by Friends and Colleagues. Private references comple-
ment official product information but are not very often used by craftspeople. 
Providers see word of mouth as the most important recommendation possibility. 

─ Recommendations by Chambers (Crafts), Guilds, etc. Associations from the 
same industry sector help assessing actual business relevance and are important 
to some craftspeople.  

─ Awarded Certificates and Quality Seals (e.g. EuroCloud Star Audit).  
Unbiased references and also performance in tests are important towards the de-
cision for any new application, especially if there is no previous experience 
available, which is often the case for cloud services. It is surprisingly the least 
important factor for providers, although somehow important for the target 
group. 
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─ Presence in Media (Magazines, TV, News, etc.). According to craftspeople 
this factor is least important for them, but they are however influenced by media 
which makes it a more important factor for providers. 

─ User Ratings in Internet Platforms and Forums. To gather information 
through social media is not considered important by the majority of 
craftspeople, but providers see chances here. 
 

 

Fig. 1. Importance of online trust factors in crafts – a comparison between the views of custom-
ers and providers (0 = less important, 2 = very important; **= absolute ranking from user view 
>1.5, * = absolute ranking from user view between 1.0 and 1.5) 

A comparison of the collected results shows very well that the perception of trust 
and the importance of the factors leading to trust differ between the two surveyed 
groups. Fig. 1 provides a comparison between the rankings of trust factors from the 
view of craftspeople with that of providers of craft-specific cloud services. It is out-
standing that the implementation of security measures like secure storage, encrypted 
data exchange and secure ways to identify at and access cloud services range highest 
in the perception of users whereas providers believe more in the provision of good 
support, as well as their experience with and their understanding of the target group. 
The survey results furthermore show that the confidence in marketing measures is 
very high among providers whereas users do not seem to believe that much that they 
are influenced by marketing.  
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Fig. 2. Difference in perception of importance of trust factors between providers and their po-
tential customers (negative values mean that factor is underrated by provider, positive values 
mean that the factor is overrated by providers; 0 = less important, 2 = very important; **= 
highest ranking from user view >1.5, * = median user ranking between 1.0 and 1.5) 

The results shown in Fig. 1 give some first information on how to bridge the gap 
between current offerings of cloud services and what their potential customers would 
expect them to provide in terms of trustability and reliability. In order to elaborate this 
further we took a look at the differences in perception between cloud providers and 
their potential customers as shown in Fig. 2. Negative values show that the factors are 
underestimated by cloud providers in comparison to what the surveyed craftspeople 
are looking at. Positive values on the other hand show factors overrated by cloud pro-
viders in comparison to the users’ view. The sheer differences between the values had 
been weighted with the absolute importance of the different factors according to the 
user survey in order to obtain a list that shows the providers’ fields of action with the 
highest urgency and therefore present a ranking of essential trust factors for crafts-
specific cloud services. The factors marked with ** were highest in user ranking with 
values greater than 1.5 on a range from 0 (less important) to 2 (very important). The 
factors marked with * have median user ratings between 1.0 and 1.5. Those with no 
mark have values below 1.0.  

Trust or acceptance factors like price, backup and security concepts, guaranteed 
service availability and security features seem to be neglected by providers whereas 
marketing efforts and their presence in media seem to be overrated. This could well 
explain why the customer numbers lag far behind the providers’ expectations despite 
the current cloud hype [8]. 
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Another factor that craftspeople rated as very important (values greater than 1.5) 
are the availability of free trial offerings. If this is available among the providers has 
not been surveyed. Also rated as important (values between 1.0 and 1.5) are the pro-
vider’s reputation, service performance in tests and overall high profile concerning 
publicity and media presence.  

For providers customer retention through personal contact is another very impor-
tant factor. The compliance with technical and industry standards and reception of 
awards is also considered as important for their business.  

Another provider related factor rated very important (values greater than 1.5) and 
examined in the craftspeople-survey only is the provider’s country of origin. This is 
because internet privacy issues are very important in Germany [26]. This factor’s high 
rating points towards a high information level and awareness of the polled 
craftspeople, which is also confirmed by their above-average use of IT-tools. In ex-
pert interviews the explicit wish to know at which physical place data is stored was 
expressed. Some cloud providers answer this demand by even offering guided tours of 
their data centers1. 

5 Conclusions and Further Activities 

The adoption of cloud computing especially of SMEs lags behind the expectations. 
Some technical issues need to be solved which more or less hinder the usage of cloud 
computing (e.g. broad band access). However, soft factors of trust play in this stage of 
development an important role which shows the above introduced examination of the 
trust factors by SMEs in the craft sector (e.g. security issues).  

For the target users of small and medium sized craft enterprises, the aspects of ap-
propriate pricing, the availability of the cloud services, and security aspects, such as 
backup, security concept, data security, data transfer, etc. are crucial issues. When 
comparing the perceptions of the service providers, they are far away from evaluating 
those issues as important. They value more the marketing activities and building up 
some craft-specific experience.  

In this situation, research needs to take up the challenge of identify adequate ways 
to introduce cloud computing to the addressed target groups and support providers in 
their effort to increase trust at their target users. Those aspects have to be integrated 
when conceptualizing the business model of cloud services [27, 28]. Trust aspects 
have to be considered during the design and development of cloud service. Further-
more, the trust model which are mainly focusing on Web sites, transactions and 
eCommerce need to be examined towards the requirements of trust in cloud compu-
ting and eventually new trust models for cloud computing may be developed. 

                                                           
1 See http://www.skyway-datacenter.de/en 
http://www.rackbase.de/infrastruktur/rechenzentrum/ 
telecitygroup_tour.html 
http://www.telecitygroup.nl/uniserver-EN.htm 
http://www.pironet-ndh.com/site/pndh-website-
site/get/22423/Flyer%20Datacenter%20A4.pdf 
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Abstract. Educational institutions have become highly dependent on
information technology to support the delivery of personalised material,
digital content, interactive classes, and others. These institutions are pro-
gressively transitioning into Cloud Computing technology to shift costs
from locally-hosted services to a “renting model” often with higher avail-
ability, elasticity, and resilience. However, in order to properly explore
the cost benefits of the pay-as-you-go business model, there is a need for
processes for resource allocation, monitoring, and self-adjustment that
take advantage of characteristics of the application domain. In this pa-
per we perform a numerical analysis of three resource allocation meth-
ods that work by (i) pre-allocating resource capacity to handle peak
demands; (ii) reactively allocating resource capacity based on current
demand; and (iii) proactively allocating and releasing resources prior to
load increases or decreases by exploring characteristics of the educational
domain and more precise information about expected demand. The re-
sults show that there is an opportunity for both educational institutions
and Cloud providers to collaborate in order to enhance the quality of
services and reduce costs.

Keywords: Cloud computing, education systems, digital content, re-
source allocation, cost analysis, quality of service.

1 Introduction

Education has evolved in a way that institutions have become highly dependent
on information technology to improve the delivery of personalised material, and
to offer digital content and interactive classes. As mentioned in the 2010 UN-
ESCO Report [23], “the economies of scale and other features of cloud computing
are likely to mean an increasing shift way from institutionally-hosted services”.
We are heading towards a future where “the majority of educational services
will be hosted in the cloud and institutions no longer host their own data cen-
tres with expensive hardware, power bills, staff salaries and computing resources
which are rarely fully utilised”.

In this context, the role of Cloud Computing is to assist educational organ-
isations in reducing costs and focusing on their core business [2, 6, 14, 24].
For instance, by following the pay-as-you-go model, educational institutions are
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charged only for the services and resources they use (e.g. computing and storage
resources, educational and specialised scientific software systems, and lecture
material), whereas providers bear the costs of hardware and software provision.
In this model, pricing may vary depending on factors such as the time of day
when resources are used, peaks in demand, and electricity costs. Cloud com-
puting users may therefore optimise the resource utilisation by executing tasks
when the costs are lower.

To optimally exploit the cost-effectiveness of this business model, educational
institutions require methods to estimate demand and promptly adjust the re-
source allocation in response to both pre-determined and fluctuating loads.
This includes being able to allocate more resources just prior to the delivery
of resource-demanding classes and releasing resources right after the classes end.
Although educational institutions, specially small and mid-size schools, have lim-
ited understanding on their actual IT resource demand, they often have deep
understanding of domain characteristics, such as class and teacher timetables
and teacher and student profiles. Cloud computing resources can be provisioned
and automatically managed by leveraging the understanding of the application
domain for different schools’ configurations. In this way, resource allocation is
adjusted on-demand, depending on load fluctuations, on how students utilise the
applications, timetables, and features of the educational material.

This paper evaluates the impact of more refined demand predictions when
provisioning Cloud resources to educational institutions. We claim that if the
proper method for dynamically allocating resources based on knowledge of the
application is implemented, it can yield significant optimisation in capital and
operational costs without compromising quality of service. Dynamic resource
allocation has been highly investigated [4, 5, 10, 11, 18]. Therefore, we leverage
existing work to study the effects of educational information published to Cloud
providers in order to optimise resource allocation.

Our evaluation is based on a numerical analysis of three resource allocation
methods that work by (i) pre-allocating resource capacity to handle peak de-
mands; (ii) reactively allocating resource capacity based on current demand;
and (iii) proactively allocating and releasing resources prior to load increases
or decreases by exploring characteristics of the educational domain and more
precise information about expected demand. The work assesses the impact of
using specific domain information to assist resource allocation considering both
IT costs and quality of service. The main contributions of this paper are the
following:

– Impact evaluation of three resource allocation methods on monetary costs
and quality of service. One of the methods explores domain understanding
to provide better demand predictions on resource provisioning. This method
considers specific features of this domain of application, such as when and
how students utilise the applications, timetable, features of the educational
material, and others.



184 F. Koch, M.D. Assunção, and M.A.S. Netto

– A system architecture containing the specialised elements and interactions
to instrument the process of self-regulating resource allocation in Cloud com-
puting for education.

– Analysis of the allocation methods based on the reservation of “safety mar-
gin” considering the cost/benefits of having more margin and how that can
contribute to the overall QoS.

This project builds upon the business demands of the IBM Smarter Education
project, which is part of the IBM Smarter Planet program. We envisage a col-
lection of Cloud Computing based services ranging from operations, education
tracking, delivery, and classroom instrumentation. In this environment, educa-
tional institutions will be able to contract services on-demand, reducing the time
for and improving the cost-effectiveness of digitising the education system.

2 Background and Related Work

To meet business demands, educational institutions have become highly de-
pendent on IT, thus constantly requiring substantial investments and skills to
maintain and operate their IT systems. Keeping IT infrastructure up-to-date is
important in delivering today’s educational material, providing quality of service,
and maintaining students’ satisfaction [25].

Cloud Computing is being used by educational institutions as a platform for
affordably offering modern and up-to-date IT resources to students [15, 16]. This
is particularly important in developing countries [12, 17] and for meeting the
limited budgets that institutions often have as a result of the current economic
turmoil [20, 25]. Cloud computing offers opportunities for cost reduction due
to the economies of scale, thus resulting in a shift away from locally-hosted
services [23]. The 2010 UNESCO Report [23] on Cloud Computing in Education
highlights the benefits of cloud computing for institutions and students. Apart
from the claimed benefits of cost reduction, elasticity, and concentration on core
business, the report mentions enhanced resource availability, better end-user
satisfaction, and augmented learning process and collaboration.

Another study [26] has focused on the opportunities of cloud computing to
increase collaboration among multiple institutions. In addition, as discussed by
Sultan [25], there are several examples of educational institutions that have
adopted cloud computing to not only rationalise the management of IT resources,
but also to make the education process more efficient.

Cost reductions and quality of service are key factors for educational institu-
tions. Such factors are impacted by how Cloud providers manage their resources,
and having appropriate tools for doing so is an important differentiator. The fol-
lowing projects have investigated aspects related to Service Level Agreements
(SLAs) and load prediction methods for optimising resource management. For
instance, Emeakaroha et al. [8] investigated monitoring time intervals for detect-
ing SLA violations wherein their proposed architecture can be used to determine
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whether an SLA is violated and then inform the resource allocation system.
The solution is reactive and does not use service workload for proactively pre-
dicting resource consumption. Li et al. [18] introduced an approach to optimal
virtual-machine placement for predictable and time-constrained load peaks. The
solution, although focuses on a proactive resource allocation using prediction
techniques, does not leverage specific information about the workload domain.
Similar approaches were investigated by Ali-Eldin et al. [1].

Bodenstein et al. [5] have focused on resource allocation decisions, ignoring
application information to predict when resource allocation should be adapted.
Gong et al. [11] introduced a system called PRESS (PRedictive Elastic ReSource
Scaling), which aims at avoiding resource waste and service level objective viola-
tions in the context of Cloud computing. Their goal is to avoid the use of appli-
cation profiling, model calibration, and understanding of user applications. Our
work takes another direction where Cloud customers provide information about
their workloads in order to avoid SLA violations and reduce resource waste.
Gmach et al. [10] also investigated capacity planning using historical data, but
without considering the nature of the workload. Other projects [7, 9] have also
explored the use of resource consumption prediction to better allocate resources.
However they have not considered IT cost reductions and QoS in their studies.
Adaptive resource allocation and demand prediction have also been explored in
Grid and Cluster computing environments in the past [3, 4, 21, 27].

Furthermore, there are several projects on Cloud Computing and resource
allocation. A key difference of our work is that it assesses the impact of using
specific domain information of a workload to assist resource allocation consider-
ing both IT costs and Quality-of-Service for educational institutions.

3 Resource Allocation for Educational Institutions

This section presents three methods for resource allocation that educational
institutions can use. The method described in Section 3.3 aims at enhancing
allocation performance, thus reducing IT costs and increasing QoS, by exploring
the understanding that education intuitions might have about their application
domains.

3.1 Method to Pre-allocate Resources

The method is based on predetermined or off-line review of education environ-
ment requirements. For instance, estimate the amount of resources—e.g. cores,
memory, disk space—required to execute a set of applications {a, b, . . . , z} for
a school with X number of students, Y classrooms, among other requirements.
This can be done by either simple calculation or based on historical resource
demand.

This is the solution of choice by small- and mid-size schools being the simplest
to implement. The drawback is that in order to guarantee quality of service
the pre-allocation is done based on the demands during the peak hour plus a



186 F. Koch, M.D. Assunção, and M.A.S. Netto

given margin. That is, outside the peak period, which depends on the school’s
timetable, the resources are largely idle, although the Cloud provider will still
charge for their use. In this scenario, idle resources represent a waste of money
for schools.

3.2 Method for Traditional Dynamic Resource Allocation

This method adjusts the resource allocation in reaction to fluctuations in demand
but does not consider domain specific parameters, such as timetable, resource
requirements for specific classes, student feedback, among others. For instance,
the regulating method allocates more resources in response to a raise in demand.
This method has clear advantages compared to pre-allocation, being more flexi-
ble and adaptable to load fluctuations. The drawbacks are: (i) resource allocation
usually lags behind increases in demand, where resources are allocated a Δstart

amount of time after the raise in demand and remain allocated a Δstop amount
of time after the demand decreases, and; (ii) this process does not perform very
well under highly dynamic workloads with constant peaks and falls in demand.
By using this method, a customer accepts the risks of not having the resources
specified in the SLA [22].

3.3 Workload-Aware Dynamic Resource Allocation

This workload-aware method considers application domain specific parameters
such as: (i) when and how students utilise their applications, (ii) class timetables,
(iii) features of the education material, among others. This allows for assuming
more “confidence” in the resource allocation adjusting process, leading to finer
granularity. For example, by knowing that there is a resource demanding class
about to start, the system can pre-allocate the estimated resources prior to the
event. Reversely, resources can be released during blank periods in the timetable.
Note that this method fits well into both physical and virtual lecture periods. The
method would require adaptation when considering students accessing resources
and services out of such periods.

Figure 1 depicts the proposed architecture. The core component of the ar-
chitecture is the resource allocation assistant for education. This component is
responsible for passing information to the resource allocation system which al-
locates and releases resources according to the school’s demand. To do so, the
allocation assistant relies on an analytics module that leverages the following
information:

– Class Schedule: The times when classes start and finish;

– Class Profile: The expected set of applications and workloads to be used
in the class, how many users are expected, and the profile of the users
(e.g. how interactive they are in respect to the digital devices);

– Interaction Patterns: How students are interacting with their devices
[13, 19].
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Algorithm 1: Pseudo-code for dynamic resource allocation method using
educational information
Input: Class Schedule, Class Profile, Device Interaction
Output: Updated Class Profile
class ← selectClass(classSchedule)1

load ← getExpectedLoad(classProfile)2

provisionDelay ← getExpectedProvisionDelay(classProfile)3

provisionResources(class.startTime, provisionDelay, classProfile)4

while demand for resources do5

monitor user interaction and resource consumption6

if demand changed then7

adjust resources8

update(classProfile)9

release resources10

return classProfile11

Additional information could be used to enhance the resource demand pre-
diction. For instance, student interaction patterns collected from application in-
terface can refine the class profile. Such information can determine how students
are interacting with the application, and how much more content they are willing
to consume from the Cloud. The pseudocode of the dynamic resource allocation
method, which runs inside the analytics module, is described in Algorithm 1.

The algorithm starts by selecting a class according to the Class Schedule (Line
1). The second step collects the expected load (Line 2) and provision delay (Line
3) for the class. These two values are obtained from the class profile. The initial
setup of the class profile can be done manually, and updated and refined during
the class. Once the initial provisioning is performed (Line 4), the algorithm keeps
monitoring the resources and user interaction (Lines 5-9) to determine whether
resource allocation needs to be adjusted (Line 8). During this process, the class

Fig. 1. Architecture for dynamic resource allocation using education information
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Fig. 2. Case study scenario

profile can be updated (Line 9). Once the class finishes, the resources are released
(Line 10) and the updated class profile is stored (Line 11).

4 Case Study

In order to estimate the add-value of applying the three allocation methods
described in the previous section, we elaborated a case study by comparing the
opportunity cost in terms of resource utilisation between the dynamic allocation
method that considers application domain information and the other two more
common practices presented in Section 3 viz (1) Pre-allocate Cloud Computing
resources and (2) Traditional Dynamic Resource Allocation Method.

4.1 Illustrative Scenario

Figure 2 depicts the case study scenario, which consists of a school contacting
a Cloud provider that offers Educational Applications and IT Resources. For in-
stance: Collaboration Applications, e.g. instant messenger, social network, email;
Digital Education Material, e.g. interactive content material to be executed on
tablet devices, and; Remote execution for resource intensive applications, such
as CAD and planning systems.

In this environment, (1) students are equipped with tablet devices through
which they access these resources. The Cloud provider has a (2) Cloud Monitor
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that tracks the resource utilisation per time. Here we consider that the school has
a fixed timetable for classes and an estimate of required resources per class, based
on historical information and/or any other evaluation. Thus, it is possible to (3)
derive the estimate resource demand per time by cross-relating this information.

Let us also consider that the school contracts its Cloud Computing service
based on allocated resources. That is, it pays for the allocated resources, such
as CPU cores, network, and storage, regardless of their utilisation. In order to
maximise the cost effectiveness of the Cloud Computing environment, the school
must implement a solution to allocate resources just prior to foreseeable demand.
Reversely, the solution must release resources when the system is expected to be
idle.

The experiments presented in this section consider the three allocation meth-
ods described earlier and measure the following metrics:

– Cost: Money spent by the school to allocate a given number of resources;

– QoS Violations: Number of times the resource demand is higher than the
allocated resources;

– Allocated Resource: Number of allocated resources.

CPU Cost: Regarding CPU allocation, utilisation, and price, we considered
process utilisation in terms of “SPEC in use per time”. One can calculate this
metric based on the average CPU utilisation versus the provided SPEC perfor-
mance for the CPU in use1. For the sake of calculation, we consider 40 SPEC
per processor core at a cost of $0.05/core/hour. The absolute numbers are not
relevant in this study, as they are directly related to the domain parameters. We
provide absolute numbers for the sake of illustration. The argumentation builds
upon the comparison between different scenarios.

Margin: Another variable considered in the evaluation is the cost margin, that
is how much more from the estimated resources the school is willing to buy. The
standard value for cost margin in the market is 30%, we therefore evaluated the
margin of 10%, 30%, and 50%.

For the traditional dynamic allocation method, we configured the average
utilisation of resources for the past 60 minutes, especially because some resource
providers allocate virtual machines per hour basis.

4.2 Result Analysis

We first analyse the cost and quality of service considering the three methods.
The results are summarised in Figure 3. We added a “safety margin” of 30% in
this experiment.

1 SPEC performance: this metric is provided by the Standard Performance Evaluation
Corporation (SPEC); the benchmarks are available at http://www.spec.org/



190 F. Koch, M.D. Assunção, and M.A.S. Netto

(a) Evaluation of Cost.

(b) Evaluation of QoS.

Fig. 3. Summary of results from applying different resource allocation methods

The Method of Pre-Allocating Cloud Computing Resources (see item 4 in
Figure 2) is based on pre-determined or off-line review of education environ-
ment demand (Section 3). This method is completely proactive as it calculates
the resource requirements to support the estimated demands of the peak hour
(plus margin). In Figure 2 item (7), it is clear that there is an excess in allocation
outside the peak hour period. As Cloud providers charge for allocated resources
per time (i.e. regardless of utilisation), this excess translates into additional
costs.

This is the method of choice by small- and mid-size schools and other corpo-
rations due to its simplicity to setup and maintain. As one can conclude from
the summary in Figure 3, this approach:

– Implies higher costs due to the proactive allocation feature since resources
are allocated considering the demands of the peak-hour plus margin for the
whole day.

– Delivers the best quality of service, virtually zeroing the possibility of QoS
violations. It happens as the pre-allocation based on the peak-hour demands
results in plenty of resources available, even in the event of temporary utili-
sation peaks.
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The Method of Traditional Dynamic Resource Allocation (see Figure 2 item (5))
works by adjusting the allocated resources in reaction to fluctuation in demand.
It implements a fine-granular model that adjusts the allocation by calculating
the average demand in the past minutes. That is, this method is reactive to
fluctuations of demand, adjusting the resource allocation. Figure 2 item (8) de-
picts the balance between past demand versus adjusted allocation. The major
highlights of Figure 3 for this method are that it:

– Delivers significantly better cost-effectiveness when compared to the Pre-
Allocation method. This result is directly related to (i) the precision of the
estimated allocation, (ii) the fine-granular reactiveness to fluctuations of de-
mand, and (iii) the safety margin.

– Provides the worst quality of service due to the large number of QoS Viola-
tion. These events are clear in Figure 2 item (8), where the “demand line”
surpasses the “allocated line”. Again, this situation is directly related to the
attributed safety margin.

– One can conclude that it is possible to mitigate the poor QoS issue by allocat-
ing more safety margin. This is definitively the case. Nonetheless allocating
more margin implies increasing costs to a threshold where this method is no
longer cost-effective.

The Workload-Aware Dynamic Method (see Figure 2 item (6)) considers domain
specific parameters such as: (i) when and how students utilise the applications,
(ii) timetable, (iii) features of the education material, and others. Hence, this
method combines both reactive adjustment to fluctuations of demand and proac-
tive techniques by calculating the resource requirement to support the estimated
demand based on domain parameters. Moreover, it adds a safety margin. Figure
2 item (9) depicts the balance between fluctuating demand and self-adjusted
allocation. Compared to the Traditional Method, it is clear that the allocation
“follows closer” the fluctuations of demand. The results can be deducted from
the summary in Figure 3, as this method:

– Delivers cost-effectiveness similar to reactive methods (i.e. the Traditional
Dynamic Method, thus significantly better than the Pre-Allocation method.
The reasons are the same: (i) the precision of the estimated allocation, (ii)
the fine-granular reactiveness to fluctuations of demand, and (iii) the safety
margin.

– Provides significantly better quality of service when compared to the Tradi-
tional Dynamic Method, but not as good as the Pre-allocation Method.

Thus, the Workload-Aware Dynamic Allocation Method provides a clear add-
value solution leading to a better balance between costs and quality. As we
discuss below, the quality of service is directly influenced by the allocated safety
margin. The higher the margin, the better the quality of service. However, the
operational costs are higher as well. It is natural to ask: “how to balance costs
and quality in the Workload-Aware Method?”
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(a) Margin of 10%.

(b) Margin of 30%.

(c) Margin of 50%.

Fig. 4. Example of number of allocated and required resources for different safety
margins

The Influence of Safety Margin. As mentioned, it is natural to think that
allocating more safety margin to the calculations can mitigate the quality-of-
service problem. Figure 4 depicts the allocated resources by applying three dis-
tinct safety margins in the Workload-Aware Method : (1) Margin 10%, (2) Margin
30%, and (3) Margin 50%. The visible difference is the “buffer” between the “al-
located line” and the “demand line”: the larger the margin, the larger the safety
net, but with cost that needs to be considered.
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(a) Evaluation of Cost.

(b) Evaluation of QoS.

Fig. 5. Summary of results from applying different safety margins for the workload-
aware method

The practical results can be deducted from the summary in Figure 5:

– Configuring more safety margin significantly improves the quality of service.
As one can infer from Figure 5(b), increasing the safety margin reduces the
QoS violations exponentially. This results in having more “manoeuvre room”
in case of temporary peak loads, as one can see in the examples in Figure 4.

– Reversely, adding more safety margin increases costs. This is intuitive, as
more resources are allocated. However, as one can infer from Figure 5(a), the
cost increase is linear, whereas the QoS improvement is exponential. Again,
the absolute values are domain dependent and the numbers being provided
work for the sake of comparison. But with the parameters and workload in-
formation being provided, it shows that with an increase of around 23% in
costs the system delivers an improvement of over 10 times fewer QoS viola-
tions. Multiple tests with different cost parameters yield to similar results,
leading to conclude the “incremental more costs versus exponential better
quality” trend.

Therefore, we conclude that the Workload-Aware Method provides an econom-
ically viable solution for delivering quality services to any-size schools. This
is achieved by balancing proactive and reactive behaviour in estimating the
demands for dynamic resource allocation. The side effect of poorer Quality-
of-Service can be mitigated by adding more safety margin to the allocation.



194 F. Koch, M.D. Assunção, and M.A.S. Netto

We demonstrated that this approach yields significantly better quality without
compromise the cost-effectiveness of the solution.

5 Final Remarks

This paper evaluated three Cloud resource allocation strategies that educational
institutions can use to meet their IT demand. The strategies are: (i) resource
pre-allocation based on peak demands; (ii) reactive resource allocation based on
current demand; and (iii) proactive resource allocation that considers workload
characteristics and parameters of the domain, in our case, education.

For the evaluation we considered two metrics: quality-of-service and resource
costs. Our main finding is that the workload-aware proactive allocation method
provides an economically viable solution for delivering quality services to schools.
The quality-of-service provided by this method can be highly increased with a
minor addition in the safety margin to the allocation. Our results show that in-
creasing the safety margin reduces the QoS violations exponentially. This results
in having more “manoeuvre room” in case of temporary peak loads. However,
adding more safety margin increases costs. Although this is intuitive, the cost
increase is linear, whereas the QoS improvement is exponential. In our exper-
iments, we showed that increasing costs around 23% makes the system reduce
QoS violations by over 10 times. Multiple tests with different cost parameters
yield to similar results, leading to conclude the “incremental more costs versus
exponential better quality” trend.

Therefore, the allocation method that explores domain specific information
for better resource consumption predictions yields significantly better quality
without compromising the cost-effectiveness of the solution. We find this result
relevant and it serves as an incentive for educational institutions and Cloud
providers to collaborate and understand better the schools demand in order to
optimise the resource allocation strategies.
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Abstract. The acknowledged success and diffusion of Cloud computing is due 
to its great potential in terms of improving companies’ business model. Not-
withstanding this opportunity, two main issues arise: the need of brokers sup-
porting users in the selection of the most suitable offers, and the provisioning of 
dedicated services with higher levels of quality different from mere availability. 
This paper discusses the expected performance in a real-case scenario of a 
Cloud brokering tool delivering two services: e-Learning courses in virtual 
classroom and Risk Assessment evaluation, each with a specific set of non-
functional requirements. The broker relies on the resources supplied by a hybrid 
Cloud infrastructure, allocated following different scheduling strategies, which 
dynamically select the proposals better satisfying the QoS requested by users. 
The objective is the execution of the highest amount of user requests along with 
the maximization of the profit of the private Cloud provider, in a context of 
posted price economic model. 

Keywords: Cloud computing, QoS in Cloud, Cloud Scheduling. 

1 Introduction 

Cloud computing is a paradigm that is having a huge success due to the potential of 
improving enterprises’ business model. Now users can exploit a wide range of servic-
es and Cloud options but, on the other hand, a rich variety in the offer may somehow 
generate confusion [1]. In this scenario, important analysts such as Gartner1 have 
predicted an exciting opportunity for the figure of the broker. According to Gartner, a 
broker is any service company who, acting as an intermediary between users and 
providers of Cloud services, offers its expertise in the evaluation of the proposals that 
are best suited to user needs and in the subsequent adoption or development of new 
products based on them [2]. A further business opportunity in the Cloud environment 

                                                           
1 http://www.gartner.com/it/page.jsp?id=1064712 
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derives from an important limitation present in most Cloud infrastructure and con-
cerns the poor offer in terms of Quality of Service (QoS) supplied. In fact the availa-
bility of a service is generally the only QoS feature offered by service providers [3]. 
This represents a considerable effort made by a data center, but it is not sufficient for 
many business applications, which require features that are more specific. Such gap 
gives the opportunity for new players such as Small Medium Enterprises (SMEs) in 
the ICT sector to enter the market by offering both the brokering services and also 
specific high quality services with different QoS levels on their private Clouds. 

In the context of an Italian research framework aimed to transfer ICT advancements 
from research centers towards ICT SMEs, CNR-IMATI and Network Integration and 
Solutions2 (NIS) collaborated to establish a shared understanding of the technological 
and business perspectives brought about by Cloud technology. The project focuses on 
the design of a brokering tool for hybrid Clouds capable to adequately respond to QoS 
constraints raised by two use cases, respectively in the field of risk analysis and e-
Learning.  First of all the two applications have been analyzed in order to map the 
claim of a certain level of Quality of Service, for each one, into a request of a well-
defined set of resources both from the quantitative and qualitative point of view.  
Consequently, a customer could require one of the two services with different characte-
ristics in terms of non-functional requirements (e.g. security and privacy constraints, or 
high bandwidth video-throughput) and price, and these are mapped to suitable system 
capabilities. The brokering tool will transparently manage the allocation of the re-
quested service to the public or to the private Cloud infrastructures, depending on the 
QoS expectations and the workload of the private Cloud resources, in order to try to 
satisfy the higher number of user requests and maximizing the profit of the private 
provider. Such maximization does not focus on the prices exposed to the user, which 
are fixed and non-negotiable for each service and QoS provided, but it will leverage on 
efficient use of the hybrid Cloud. To this aim, the presented scheduling strategy is able 
to adopt different allocation policies, based on the reservation of a quota of private 
resources for high-level QoS applications. To validate the different proposed strategies, 
we carried out a simulation-based testing, varying some parameters to highlight the 
possible advantages of different configurations scenarios as well as with alternative 
services prices applied. 

The paper is structured as follows: in the next section related works are briefly re-
viewed. In Section 3 the applicative scenario and defining service requirements are 
explained. Section 4 introduces the proposed allocation policies. Section 5 details the 
peculiar aspects affecting the simulated scenarios, while Section 6 presents and dis-
cusses results. In Section 7 conclusions are drawn. 

2 Related Works 

Several economic models can be applied to the Grid and Cloud environments [4], [5], 
[6], [7]. The most important ones in our scenario are the Commodity market model 
                                                           
2 http://www.nispro.it/ 
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and the Posted price models. According to the Commodity market model, the re-
source providers define the price and conditions for the use of their services in terms 
of the amount of resources users intend to consume. Prices may be fixed for long 
periods, with possible variations due to the fluctuation of demand/supply ratio. The 
Posted price model is similar to the previous one except for the fact that providers 
may expose special offers. The aim is mainly to attract (new) consumers or motivate 
users to consider using cheaper deals. In these models, brokers typically do not nego-
tiate any price with suppliers. Negotiation is instead a key aspect in other models such 
as the Bargaining, Tender/Contract-Net and Auction ones, which are not effectively 
applicable to our scenario. In fact, at present, only a Private Cloud may be capable of 
satisfying requests with high QoS. Moreover, being the number of resources of a pri-
vate Cloud generally limited, many low-level quality requests will be assigned to a 
Public Cloud. Most of the public Clouds adopt one of the two aforementioned models. 
In particular, the Amazon EC2 is considered as the reference IaaS Cloud infrastruc-
ture, and can be viewed as an example of the Posted price model, because it offers the 
Spot instances3. From the point of view of a private Cloud that provides specific ser-
vices without any direct competitor, as in the case of PP, there is little or no benefit to 
negotiate prices that can be established almost autonomously. For this reason, we 
considered the Posted price as the economic model of our scenario.  

Most of the related works in the field of the Grid and Cloud scheduling aim at the 
design of efficient algorithm for the negotiation of the resources, as [8], at the mini-
mization of energy consumption or, in reverse, to maximize the efficiency of  
resources, as [9,10]. While the first scheduling proposal is not applicable to our scena-
rio, the second ones may be interesting, because their aim is to minimize the energy 
costs thus to increase profit margins of the providers. In our work, the focus is mainly 
on the study of a suitable allocation of the resources between the two Clouds, and 
energy-savings  aspects, although valuable, will be considered as a quite immediate 
extension of our scheduling algorithm, as they do not imply substantial changes to the 
proposed approach. An example of a scheduler for the Cloud environment oriented to 
a set of specific applications is given in [11], which describes a system for analyzing 
data produced by the BaBar experiment for high-energy physics4. The scheduler inte-
racts with the Condor Job Scheduler, which has the responsibility of managing priori-
ties and applying the effective scheduling. That system aims to execute the requests as 
soon as possible, disregarding economic aspects, while our approach is focused on 
achieving a satisfactory trade-off between profit and user satisfaction. 

3 The Applicative Scenario  

We considered two distinct use cases: an e-Learning service, with the provision of 
classroom courses, and a Risk Assessment evaluation service, centered on a tool for  
 

                                                           
3 Amazon Spot Instances: http://aws.amazon.com/ec2/spot-instances/  
4 The BaBar project: http://www-public.slac.stanford.edu/babar/ 
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the security risk assessment. These services are provided through Virtual Machines 
(VMs), equipped with the necessary software, each supplied in three configurations, 
corresponding to six QoS classes namely R1, R2, R3, E1, E2, E3. Based on the non-
functional requirements of the services delivered (e.g. security and privacy con-
straints, or high bandwidth video-throughput) and the hardware capabilities available 
in our testbed, we derived six Service Level Agreements (SLA) patterns, related to six 
VM templates, where for any non-functional requirement (QoS) is associated a SLA 
parameter, used to address the broker allocation mechanism (Table 1 and Table 2). 

3.1 Courses in Virtual Classrooms  

Traditional e-learning approaches propose some modular training offers on topics 
included into a catalogue of on-line courses. The use of the Cloud aims to meet the 
customers’ needs to reduce logistics costs, to improve the flexibility, but also to be 
able to provide a larger number of courses at a time. For example, an E1 request re-
lated to the offering of a 1-week on-line course involving at least 25 participants, 
imply that at least a 2 cores VM has to be deploy to grant a satisfactory response to 
students activities (e.g. videoconferences, up/download of assignments,…). A less 
demanding VM (e.g. fewer cores and storage space) is adequate to respond to a 1-day 
course with less than 10 participants as in the case of an E3 request. 

Table 1. Classes of eLearning services requests 

Non-functional 
requirement/SLA 

Class E1 Class E2 Class E3 

QoS SLA QoS SLA QoS SLA 
N°Participants/CPU >25 ≥2cores 10-25 ≥1core <10  ≥1core 
Duration/Execution 1-5days ≤120h 1-2days ≤48h  1day 8h 

Storage ≥45GB ≥15GB ≥5GB 

3.2 Risk Assessment Evaluation   

As to risk assessment, the usual approach is to provide a software tool for the analy-
sis, evaluation and management of risks of enterprises’ assets, to be installed on dedi-
cated resources. The use of the Cloud represents a good opportunity to enlarge the 
provider’s business, because it allows reducing the customers’ efforts in installing and 
maintaining the software, assuring at the same time the high level of security required 
by many companies for their data. Depending on the enterprise’ asset dimension the 
capacity (i.e. CPU, HD, RAM) of the VMs is established thus to execute the risk analy-
sis tool with the necessary response time required Furthermore due to their strict secu-
rity constraints (i.e. “High” and “Medium”) services of classes R1 and R2 (from now 
on R12) have to be executed on the private Cloud zone, while R3 requests can be ex-
ecuted also on the Public cloud.  
 
 



 Delivering Cloud Services with QoS Requirements 201 

Table 2. Classes of risk assessment services requests 

Non-functional 
requirement/SLA 

Class R1 Class R2 Class R3 

QoS SLA QoS SLA QoS SLA 

Duration/ 
execution 

≤1month ≤672h ≤2weeks ≤336h ≤1week ≤168h 

N°assets/ 
CPU, HD, RAM 

Not  
limited  

≥2cores 
≥50 GB 
4 GB 

≥1000   ≥1core 
≥20 GB 
2 GB 

≥500   ≥1core 
≥10 GB 
1 GB 

Security/ 
Cloud zone 

High Private  Medium Private  Low  Public 

4 The Scheduling Strategies 

The scenario considered in the project is the following: a customer requires one of the 
private provider (PP)’ services, and he/she would exploit it with specific characteris-
tics and QoS. The request is sent to a brokering tool that transparently manages the 
allocation of the VM corresponding to the SLA specification in a hybrid Cloud com-
posed by the resources of a Public Cloud provider (as the Amazon Elastic Cloud 
Computing EC2)5 and the private ones. The purpose is to maximize both the number 
of satisfied users and the PP’s profit. The profit is function of three prices: the access 
to the services, the brokering service and the actual provisioning. The first price cor-
responds to the license of the software usage: it is paid only once and for the purpose 
of this work is not relevant, therefore we will disregard it. The brokering service is the 
price to fulfill the request, and it is constant for all service classes. The third price 
depends on the capabilities required by each specific class and it is proportional to the 
execution time. In the case the service is executed on the private Cloud, the PP profit 
is the sum of these two prices. Otherwise, the Public Cloud provider will require the 
execution price, thus  the PP profit just corresponds to the brokering service price. 

The aim of the brokering tool has to deal with two main issues: it represents an NP-
hard problem, and the maximization of each objective could be in contrast with the 
other. Therefore, the solution will be based on heuristics considerations on the effi-
cient use of the Private Cloud resources. Actually, the services E and R3 can be ex-
ecuted everywhere, while R12 have to be executed only on the private Cloud. Since 
R12 are the most profitable for PP, the brokering tool should preserve private re-
sources to run R12, allocating the other requests on the public Cloud. However, this 
strategy lowers the PP profit, while a greedy approach may results in a large number 
of refused R12 requests: this is the point where the objective functions conflict. A solu-
tion is represented by the use of part of the private resources to run E and R3 services 
(thus to increase the profit) when the R12 requests do not saturate them, keeping how-
ever a reasonable amount of them to satisfy possible future R12 requests.  

                                                           
5 http://aws.amazon.com/ec2/  
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Let us indicate with N the number of Private resources (resPriv) and with R ≤ N the 
portion reserved for the execution of requests for type R12. Each request req of service 
execution is characterized by specific HW requirements through the tuple <num_core, 
amount_RAM, amount_HD>, by a deadline and belongs to one of the six classes of 
services presented in Section 3, i.e. class(req) { R1, R2, R3, E1, E2, E3}. Each re-
source ri of the Private cloud (i.e. ri  resPriv), has a given (fixed) number of devices 
(maxcapability(ri) = <tot_num_core, tot_amount_RAM, tot_amount_HD>) of which, 
at any moment, only a subset is available for further execution (depending the re-
quests currently executed). According to these definitions, the scheduling algorithm 
allows depicting three different allocation strategies strictly related to the value as-
signed to R: 

• Feasible (FE): R = 100%, all resources are reserved for performing R12; 
• Max Occupation (MO): R = 0, no resource is used exclusively to perform R12; 
• Static Reservation (SR): R = 50%, the 50% of the resources reserved for R12. 

 
1. For each received req 
2. if (class(req)=R12) 
3. if ( r   resP  | req r  ) se-

lect r  
4. else if (execution_deadline(req)<current_time) resub-

mit(req,current_time+1) 
5. else refuse 
6. if (R == 100) select  resPub 
7. else 

if ( ∑  P ∑  P   
AND ( r    | req r ) se-
lect  r  

8. else if (execution_deadline(req)<current_time) resub-
mit(req,current_time+1) 

9. else select resPub 
10 End for 

5 Simulation Set-Up  

We carried out an analysis of the behavior of the brokering tool under the three sche-
duling allocation strategies introduced in Section 4. To this end, we developed a dis-
crete event simulator, taking into account the following description of the parameters 
affecting the simulated scenarios. 

5.1 Workload 

At the best of our knowledge, for Cloud infrastructures there is no availability of 
workloads repositories, as for the case of Grid environments6. Consulting people from 
NIS, we agreed the use of synthetic workloads generated by statistical functions.  
                                                           
6 http://gwa.ewi.tudelft.nl/pmwiki/pmwiki.php?n=Main.Home 



 Delivering Cloud Services with QoS Requirements 203 

It was decided to model the frequency of arrivals during the day, with a uniform dis-
tribution, not privileging particular time ranges (e.g. daytime/night-time) and month 
(e.g. weekdays/weekends). This choice is in contrast to more sophisticated solutions 
adopted in other scenarios [12]. Our decision is justified by the fact that we are facing 
long execution times over (on average) by at least an order of magnitude (days vs. 
hours) the arrival times, see Section 2. Thus, it seems not particularly relevant to dis-
tinguish if a request that lasts three weeks arrives day or night. We adopted a uniform 
distribution of the classes of requests, as well as a uniform distributed execution time 
for each request, as defined in Table 1 and 2 (e.g. E1 between 24 and 120 hours).  

5.2 Private Cloud System Configuration 

Based on characteristics of the cluster of the technology district of Liguria on Inte-
grated Intelligent Systems7 used to run scientific and industrial applications, the simu-
lated system has been configured with 30 blades (two quad-core Intel processors, 8 
GB Ram), and a 20Tb shared external storage. According to the application require-
ments expressed in Section 3, for simplicity we assumed that the capabilities of the 
VM for the classes with corresponding QoS levels are the same; they are listed in 
Table 3. From this configuration each blade may alternatively execute two R1 or E1 
requests, four R2 or E2, eight R3 or E3 or any other feasible combination.  

Table 3. Hardware requirements of the different classes of VMs 

Request Classes Virtual machine configuration 
R1 and E1 MV1 = 4 cores, 4 GB Ram, 50 GB HD 

R2 and E2 MV2 = 2 cores, 2 GB Ram, 20 GB HD 
R3 and E3 MV3 = 1 core,  1 GB Ram, 10 GB HD 

5.3 Definition of Prices 

For the definition of the costs of the PP services, we have used the definition that 
Amazon EC2 offers to its customers, both for the classification of instances in terms 
of computational time8 and cost prices9. However, R1 and R2 requests are not compa-
rable with these instances, as they have very strong requirements of security, whereby 
the same hardware demands will cost more (i.e. 0.8€ and 0.5€ per hour respectively). 

R3 is equivalent to a Small Instance (0.1€ per hour) and it represent the only requests 
with potential flexible executions: for this reason they could be run as Spot instances. 
A customer can select this option (the use of spot instances for an R3 -hereafter called 
R3Spot), to save money. R3Spot has a variable cost, whose detail is not interesting for the 
purposes of simulation because it does not modify the PP profit, being executed on 
the public Cloud. E1 can be considered equivalent to a Large Instance (0.4€ per hour), 

                                                           
7 http://www.siitscpa.it/index.php 
8 http://aws.amazon.com/ec2/instance-types/ 
9 http://aws.amazon.com/ec2/pricing/ 
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while E2 lies halfway between the Large and the Small Instance (therefore we consi-
dered 0.2€ per hour). E3 has the same requirements of R3 (0.1€ per hour). The broker-

ing service price, hereafter called CS , is constant and set initially to 1€. 

6 Simulation Results and Discussion 

In the following, we compare the three proposed scheduling strategies, FE, SR and 
MO, in relation to two metrics: the number of user requests satisfied and the profit 
gained by the PP. To provide a more exhaustive picture about the ability of our algo-
rithm to respond to different operating conditions, the results of hypothetical alterna-
tive scenarios will be presented. For this purpose, the impact on expected results 
caused by variations of the configuration of the private Cloud resources and the price 
of the brokering service CS will be considered. 

In order to ensure meaningfulness of simulated measurements, for each scenario a 
large number of iterations has carried out, thus to lead to stable values. In the present 
case, for more than 50 iterations, we have not got appreciable differences in the re-
sults obtained. The same has been done for the warm up of the system, tested for the 
different configurations; in the present case, we collected results for simulation longer 
than 6 months. All simulations have considered five different values of frequency of 
daily arrival requests λ, uniformly distributed, with λ  {6, 12, 24, 48, 96}. 

6.1 Evaluating Profit and User Satisfaction  

Figure 1 shows the expected monthly average profit according to different values of 
the percentage R of the Private Cloud resources reserved for R12 requests at varying 
the frequency of daily requests (λ). For values of λ less than 24 we can notice a con-
sistent profit rising proportionally to λ increases for all values of R. Profit curves start 
to low (especially for R=0) for a number of daily requests greater than 24. We can 
observe from Figure 1 that the Max Occupation (MO) scheduling policy allows high-
er profit than the other two for 6 ≤ λ ≤ 12. In fact, if the number of R12 requests do not 
diminish, in-house execution of type E (plus R3) requests allow PP to pocket an extra 
gain instead of merely the brokering service price Cs. For such a low workloads, MO 
grants major profits than Static Reservation (SR) because it allows for all private re-
sources to be allocated to E or R3 requests, instead of just a percentage of them. Simi-
larly, SR is better than Feasible (FE) that leaves resources idle instead of assigning 
them to the other requests. From Figure 1, we can observe that the SR graph (the 
dashed one) lies beneath the other two until the MO curve begins to flex and is over 
or superimposed the FE curve. This fact testifies the advantages of SR above the other 
two policies, for λ > 12, as long as the profit metric is concerned. 

Let us look at the other metric: the number of accepted requests. To clearly appre-
ciate the variation of that measure, each histogram in Figure 2 depicts, for each 
λ/strategy pair, the total of R12 requests refused due to cluster saturation. Indeed these 
are the only possible refused requests as all other requests can always be addressed to 
the public Cloud. On the right y-axis (Expected Losses), we also report in a logarith-
mic scale the missing incomes (in Euros) due to the system inability in satisfying 
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demand. By examining the main y-axis (the left one), we can see that for an arrival 
frequency around 1 hour, the system starts to refuse requests, and for higher load 
rates, the total number of rejected request further increases. This fact holds for all 
strategies but is particularly relevant for MO, which may “steal” up to all system re-
sources to R12, for allocating other requests, thus greatly suffering by load increases. 
For this reason, as we previously observed, MO profit curve begins to flex for λ >12. 
The histograms in Figure 2 point out that the refused requests are mainly of type R1 
even if the R2/R1 ratio tends to increase with higher loads. Indeed R1 requests are 
more consuming than R2 in terms of time and resources. R1 have a double average 
makespan with respect to R2, i.e. 15 vs. 7 days, and require twice the cluster resources 
that are needed by R2 (see Table 2). It is, therefore, clear that the system refuses more 
R1 than R2 requests: for any R1 rejected request it is possible, at the same time, to ac-
cept in average four R2 requests. When λ increases and the system is near saturation 
even many R2 requests are refused. We want also point out that, at higher rates, the 
worst total amount of refused requests (i.e. R=0) increases from a 25% (λ=24) to a 
72%, when 693 out of 960 R12 requests (λ=96) are rejected.  
 

 

Fig. 1. Monthly PP profit 

The dot above each histogram accounts for the missing gain that PP may expected 
due to the refused requests. For high loads (λ ≥ 24) this is not the only (virtual) loss 
but, more important even if more difficult to measure, is the degree of frustration felt 
by R12 customers that see their requests rejected or delayed. A disappointed customer 
may easily turn into a disappearing one. To cope with this, a detailed cost/ 
benefit analysis should be carried out aimed at the acquisition of new resources. It is 
interesting to note, by examining the Expected Losses graph, that for λ=6 and λ=12  
notwithstanding no request is refused a missing gain is reported by all strategies. This 
fictitious loss accounts for the quota of E and R3 requests that have not been executed 
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in-house, even if the cluster was almost free. Particular remarkable is the case of the 
FE strategy: up to €850 and €2325 incomes has been lost. Due to its partial reserva-

tion policy, SR also suffers from an expected loss of circa €2270 when λ=12. A neg-

ligible loss of €96 is also visible for MO at λ=12, probably due to some E requests 
that have been assigned to the public Cloud instead of the private, arguably near to 
saturation. At higher load rates, when the number of refused requests rises, we ob-
serve an exponential (note the logarithmic scale) increase of missing gains. If this fact 
is not surprising, it is also essentially theoretic (especially at maximum load rates). 
Indeed may be not much sensitive to anticipate a gain if the system is not  
capable to sustain heavy loads. However, in our opinion, this kind of analysis is 
worthwhile as it allows highlighting the urgency or the opportunity to scale-up the 
enterprise hardware asset. 

 

Fig. 2. Monthly refused requests and missing incomes 

6.2 Varying System Capacity  

From the last section, the usefulness of an analysis of the behaviour at varying capac-
ity levels of the private Cloud is clear. We simulated a system with two different 
numbers of blades with respect the original one corresponding to half the capacity 
(N=15) and the double capacity (N=60). Figure 3 shows the profit curves for the three 
strategies at varying system capacity. The expected profits are directly proportional  
to the number of resources. We observe that at low arrival rates (λ<12) the greatest 
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configuration (i.e. N=60) does not achieve remarkable higher profits with respect the 
other two. The difference is almost negligible with respect the 30 blades case, and 
only partly appreciable with respect to the 15 blades configuration. In the latter case, 
at λ=12, a quadruple number of resources achieved just a 25% major profit (R=100) 
up to a 44% for MO (R=0). As a first conclusion, we can affirm that if the expected 
arrival rate is under a request every two hours a system upgrade would likely be not 
advisable, but it is recommended to adequately cope with high arrival rates. In Figure 
3, we see that at higher loads the greatest configuration achieved almost twice the 
incomes, for each value of R. Furthermore, we see that MO strategy outperforms  
the other until value of λ in the [24,48] interval. This outcome is essentially due to the 
fact that the double capacity of the cluster can be allocated to E and R3 requests with-
out penalizing R12, for load rates twice the reference case. The decision to upgrade the 
resources of the private Cloud should be motivated, first and foremost, by the need to 
safeguard the user's satisfaction.  
 

 

Fig. 3. Expected monthly profit at varying system capacity 

In Figure 4 we show the pattern of rejected requests that is superimposed to the 
possible missing profits. The result of doubling the number of blades is readily visible 
from the histograms, where it is possible to appreciate that no request is rejected at 
least until the load values on the order of one request per hour. The system seems to 
be able to ensure a satisfactory response to the majority, approximately 75% of re-
quests when λ = 48: we have a rejection of about 120 requests out of 480, in the worst 
case (R = 0), but with very few requests R2 rejected. The situation tends to deteriorate 
for λ = 96, resulting in a refusal to more than 50% (R = 0).An examination of the 
alleged losses graph shows, as in the previous case, that the adoption of conservative 



208 A. Quarati et al. 

strategies (i.e. FE and SR), at low workloads, penalizes the profits without improving 
the response. Up to values of λ = 24, the monthly loss of two strategies with respect to 
MO is almost the same and estimated at around €5000. When the system starts to 
saturate (λ = 48), the gap amongst strategies invert its sign, accounting for approx-
imately €6000 of minor alleged profit of MO with respect to FE and SR, essentially 
due to the greater number of requests  rejected by MO. At first sight, the algorithm 
seems reasonable scaling for both metrics at doubling system size. We notice howev-
er, that due the characteristics of the two kind of services delivered, in particular their 
long duration (Section 5.1), as well as the average customer “size” of a SME (as the 
PP envisioned one), it is perhaps not realistic to attend a number of (daily) requests 
greater than the ones considered. 

 

 

Fig. 4. Monthly Refused Requests and Missing Incomes for a double capacity system 

6.3 Brokering Service Price Variation 

As a second variation to the conditions of the reference scenario, we analyze the im-
pact of varying the price of brokering service CS without influencing10 the number of 

                                                           
10 In fact, any decision that affects the price, in free trade arrangements, can have repercussions 

on the number of requests received by the law of demand/supply. We did not discuss these 
issues, and we assume that the number of requests is invariant respect to the cost factor. 
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accepted requests. To perform a simulation somehow significant, we estimate values 
that could be reasonably attributed to CS without excessively affecting the price of the 
service. For example, let us consider two requests R2 and E2 that require the same 
type of system resources (see Table 3), but committed to a different time and to a dif-
ferent cost (see Sections 3 and 5.3). From these data, we collect an average thus  
determined: 

• pR2-Private =168h * 0.5 €/h + CS € = 96 € + CS € 

• pE2-Private = 36h  * 0.2 €/h + CS € = 7,2 € + CS € 

• pE2-Public                                                                         =  CS € 
 

 
Fig. 5. Monthly profits at varying brokering service price Cs 

The above values have been calculated by considering an average time of a week 
and 36 hours for the two requests. In the reference case we have so far considered,  
CS = 1 implies that the impact in percentage terms of CS on the total cost paid by the 
customer (equal to the PP income) who submits a request R2 is about 1%. For a E2 
request the CS impact is about 14% if E2 is run in PP (as can happen for the SR and 
MO strategies) or 100% if E2 is running on public Cloud. Thus, in the case of R2 the 
brokering service charge is marginal in relation to the price paid, while become more 
relevant in the case of E2.With these observations in mind, we considered two alterna-
tive hypotheses staring CS to €2 and €10. In fact, considering R2 requests, an increase 
of 1000% might seem appropriate for a client and definitely beneficial for PP,  
achieving an increase in revenues of about 10%. While in the case of E2 a brokering 
price of €10 would offer clearly more detrimental (most of the price is fixed cost).  
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A minor increase of 100% for example (i.e. €2), it would be more satisfying for a 
client E2 and, after all, also for PP, but would be uninteresting for R2 requests that 
would have a marginal gain by about 2%. Probably the correct situation is differen-
tiating the offer, regarding the cost of the service, by type of application required. 
However to give a demonstration of significance we checked out the two hypotheses 
by simulating variation of expected gains in both cases: CS = €2 and CS = €10. In 
Figure 5, one can see the results in the two scenarios and their comparison with the 
reference case for all three brokering strategies. 

7 Conclusions and Future Works 

In the context of an Italian research framework aimed to transfer ICT advancements 
from research centers towards ICT SMEs we presented the design of a brokering tool 
for hybrid Clouds capable to respond adequately to QoS constraints raised by two 
specific use cases. Based on the reservation of a quota of private Cloud resources for 
high-level QoS applications the brokering tool transparently manages the allocation 
between the public or private Cloud infrastructures depending on the QoS expecta-
tions and the workload of in-house resources. 

The analysis of the various what-if scenarios allowed us to highlight the behavior 
of three scheduling strategies in relation to the two metrics considered, i.e. user’s 
satisfaction and the private Cloud provider profit, taking into account the operational 
conditions. The main goal is to get a solution that gives the best values for both me-
trics without sacrificing excessively one or the other. As we see the role of the para-
meter R, which distinguishes the percentage of resources reserved to high-level QoS 
applications (i.e. R12), heavily discriminates the evolution of objective functions at 
varying the expected loads of the system. We observed that until to system utilization 
factors within saturation, the Max Occupation strategy better responds to maximiza-
tion objectives. However, MO it is outperformed by SR and FE when system begin 
saturates, due to their ability of preserving a quota of private resources to more profit-
able R12 requests. Moreover at low arrival rate SR is always better than the conserva-
tive FE for both the two metrics considered. A similar pattern occurred when varying 
system configuration. We noticed that doubling the capacity of the private cloud, 
allows realizing profits almost double (for all values of R) at higher load factors. Es-
pecially Max Occupation outperformed the other two for values within the system's 
saturation (between 24 and 48 daily arrivals). In this case, the larger cluster availabili-
ty can be majorly allocated to requests E and R3 without penalizing the R12 ones, in 
terms of rejection and then of user satisfaction. The choice of sizing the system be-
longs, of course, of a detailed cost-benefit analysis, which also includes aspects of 
formation of the cost of the service, and is outside the contents of this paper. 

To summarize, the comparison of the policies pointed out that MO is better than 
SR and FE, beneath system saturation, while SR is preferable at higher rates with 
respect to MO (equaled by FE)  and outperforms FE at low rates. Before to conclude 
we want to observe that, if we would take into account cost related aspects, and in 
particular energy ones, FE could partially compensate its relatively poor profits, by 
allowing minor energy expenditures. For this reason we think it profitable, as next 
development of this work, to analyze the energy figures of the three heuristics, and 
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further evaluate the adoption of energy-efficient allocation techniques thus to study 
their impact on profit without compromising the user satisfaction.  
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Abstract. Verdicts on the advisability for software vendors to adopt on-demand 
delivery models are widespread in the business and technology press. 
Incumbent software vendors, in particular, are prompted to transition to on-
demand and cannibalize their on-premise customer-base, in order to supposedly 
enjoy market expansion, economies of scale and revenue predictability. Yet, 
academic research addressing this strategic move is scarce. Relying on a mixed-
methods research approach, I examined the transition of two software 
companies which originally entered the market as on-premise vendors and 
turned into pure on-demand players over time. Specifically, I performed a 
qualitative analysis of financial reports and transcripts to identify possible 
milestones in the course of the transition, followed by an econometric analysis 
of quarterly financial results to shed some light on the impact such milestones 
may have had on the vendors’ performances. 

Keywords: on-demand, software-as-a-service, cannibalization, mixed-methods 
research, intervention analysis. 

1 Introduction 

The appearance of a technological or organizational innovation should always be 
scrutinized closely by market leaders, for overlooking disruptive changes may seed 
their demise [1]. The rise of the on-demand delivery model in the enterprise software 
market is increasingly regarded as a case in point and has indeed exhibited some of 
the defining attributes of disruptive technologies. The first generation of on-demand 
solutions (so-called Application Service Providers) was underperforming in compari-
son with on-premise counterparts, both in responding to customers’ needs and in  
generating the high-margins software vendors were used to. Moreover, it targeted the 
fringe price-sensitive market segments (medium-size companies). The following gen-
eration of on-demand software solutions – now commonly called Software-as-a-
Service (SaaS) – has been bridging the performance gap, increasingly appealing to the 
mainstream business software customers (viz., to large enterprises), yet remaining less 
profitable than packaged software. 
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The above-mentioned interpretation is a basic tenet of the plethora of verdicts from 
the business and technology press prompting incumbents to transition to on-demand 
and cannibalize their customer-base on the premise of certain advantages: market 
expansion, economies of scale, and revenue predictability. Yet, academic research 
which would  rigorously verify these claims and examine the nature and the 
consequences of such a strategic move is scarce. A vendor’s transition from an on-
premise to an on-demand delivery model is, therefore, a topical theme for academics 
and practioners alike. Relying on a mixed-methods research strategy, I conducted an 
explorative study focusing on two of the very few software companies which already 
turned into pure on-demand players after an on-premise market debut. Specifically, I 
used qualitative analysis to identify the milestones within such a transition and the 
most salient organizational issues they raise, and time-series econometric analysis to 
assess the statistical significance of their impact on the vendors’ financial 
performances. 

After revewing the relevant literature (section 2), and detailing my research 
approach and data (sections 3 and 4), I describe the transition as it emerges from the 
qualitative analysis (section 5). The econometric analysis and its findings are then 
illustrated (section 6) and put in perspective with the outcome of the qualitative data 
analysis, and the limitations and possible extentions of this work (section 7), before 
concluding. 

2 Related Work 

During the late 90s and early 2000s, three concurrent phenomena paved the way to 
on-demand. First, enabling technologies such as server-based computing and the  
Internet became widely accepted [2]. Second, on the demand side, large enterprises 
manifested the intention to reconsider their IT-sourcing strategies in order to reduce 
overheads and focus on core competences [2]. Third, on the supply side, software 
vendors grew conscious of the middle-market’s hunger for affordable enterprise  
software [3].  

As a response to such demands, the Application Service Providing model (ASP) 
was introduced: renting and remotely accessing a software solution hosted and ma-
naged by a third party (outside of the customer’s premises). Over time, the Software-
as-a-Service (SaaS) moniker displaced ASP, but whether something substantially 
differentiates SaaS from ASP is a source of debate. I will adopt today’s seemingly 
more common view that the distinguishing characteristic of SaaS from ASP be multi-
tenancy – i.e., the one-to-many cardinality between software instances and software 
customers [4]. Multi-tenancy supposedly yields economies of scale while increasing 
the development cost [5]. 

The economics of on-demand software have attracted the scholars’ interest from 
both a theoretical and an empirical point of view. From a microeconomic perspective, 
on-demand software shares the characteristics and complexity of both services  
and information goods. Therefore, analytical approaches must rely on simplifying 
assumptions and abstract the differences between on-demand and on-premise.  



214 F. Novelli 

 

In a duopolistic model where the SaaS provider can guarantee customers lower im-
plementation/installation costs than its on-premise rival but must bear the expenses 
for the needed IT capacity, quality is showed to have a more decisive role in the long 
run than the lower costs [6]. With different modeling choices (abstracting all but the 
licensing terms), it has been shown that, in a monopoly setting, in the presence of 
network externalities, renting is more profitable than selling [7]. Besides, a SaaS mo-
nopolist  has an incentive to invest more in software quality than an on-premise one 
and, whenever its cost of quality is not much greater than the latter’s, will earn a 
higher profit [8]. 

The economics of on-demand have also been investigated empirically. An analysis 
of the quarterly financial results of a sample of software companies (with 158 firm-
quarter observations of SaaS companies between 1994 and 2006) revealed that on-
demand providers had significantly higher costs of goods sold and higher levels of 
sales, general and administrative costs (i.e., lower gross and operating margins) than 
their on-premise peers [9]. The estimation of Cobb-Douglas production functions 
from the annual financial results of another sample (with 284 firm-year observations 
of SaaS vendors between 2002 and 2007) has revealed significant diseconomies of 
scale in the on-demand model as opposed to the on-premise or hybrid one [10]. 

A second relevant stream of research is that around the marketing phenomenon of 
cannibalization. In a narrow sense, sales cannibalization is the diversion of sales from 
existing products toward a newly introduced-one [12]. It is traditionally presented as 
the consequence of erroneously marketing a new product too closely with old ones 
and their established markets [13]. However, cannibalization may be tolerated or even 
deliberately pursued to reduce the dependence on a single market segment, to preempt 
or retaliate a competitor’s entry, to attack the competitor, to take advantage of new 
distribution channels, or to replace a product while retaining its market share [14]. 

To my knowledge, the transition from on-premise to on-demand has barely been 
touched upon by scholars, and only from a software engineering perspective: tradi-
tional software engineering practices devised in the on-premise paradigm cannot  
support the service-oriented business model and need to be re-aligned with it [11]. 
Moreover, the “willingness to cannibalize” established products and related assets has 
been found to be an organizational trait which distinguishes enduring market leaders 
[15], but strategies of deliberate cannibalization are a rather underinvestigated topic. 
As a unifying note for the two research themes: higher-than-average cannibalization 
rates and the ability to successfully introduce a new product already during the growth 
phase of the previous one have been found a distinctive feature of successful software 
vendors [16]. 

3 Research Methodology 

To comprehensively investigate the transition from on-premise to on-demand, I relied 
on a mixed-methods research approach combining qualitative and quantitative data 
analysis. The qualitative component consisted in the interpretation and analysis of 
publicly available written accounts on the way the transition was conceived and  
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conducted by the two organizations. This encompassed coding and systematic com-
parisons of codes and quotations. An initial series of codes was derived from the lite-
rature and iteratively revised while coding the texts. Relevant paragraphs in the SEC 
filings were preliminarily identified through computer-aided lexical search. The cod-
ing techniques employed were Descriptive, Simultaneous, Hypothesis, and, to a lesser 
extent, In-Vivo coding [17]. Codes, coded passages, and thematically-related sets 
thereof were systematically compared across vendors, speakers, and publication dates 
to identify the transition milestones and to extract the qualitative input for the  
quantitative phase. 

The econometric part of the study was structured into an exploratory and a confir-
matory data analysis stage as suggested in [18]. The exploratory analysis consists in 
detective work to reveal the main statistical characteristics of the time series and, in 
the context of my mixed-methods research, bridges the qualitative and quantitative 
research phases. It does not assume a formal model fitted to the data, but instead relies 
on instruments such as time-plots, smoothers, and autocorrelograms. In the confirma-
tory data analysis, clues from the qualitative data analysis and the exploratory  
procedures are rigorously verified by estimating appropriate econometric models. In 
particular, intervention models allow for a formal test of a change in the mean of a 
time series [18]. In its most general form (see [19] for a more detailed account), an  
intervention model has the following structure: 

 
 (1) 

 
where the response variable  is the product of an auto-regressive moving-average 
process (whose two components are respectively  and ) plus an inter-
vention term . The intervention series  is a dummy variable, of the same length 
of , modeling the occurrence of the intervention. It assumes a value of 1 if the inter-
vention is taking place (or is in effect), and a value of 0 otherwise (i.e., intervention 
not yet started or stopped). The coefficient  is the intervention’s impact effect. 

It should be now clearer why the qualitative component is an important preliminary 
step to the subsequent quantitative analysis: it enables to devise circumstantiated hy-
pothesis around candidate interventions produced by the transition, which might have 
impacted the vendors’ cost and revenue generating stochastic processes. In other 
words, it suggests possible shapes and anchor-dates for the indicator series to be used 
in the intervention models. Besides, it provides an historical perspective on the orga-
nizational and technological context in which decisions and events took place. 

4 Data 

All documents and numerical observations are from secondary data collection. The 
software vendors considered for this study are the US public companies Ariba (pro-
vider of solutions for enterprise spend management and sourcing) and Concur Tech-
nologies (provider of employee spend management solutions). The documents are 
SEC filings (available from the vendors’ own corporate websites) or transcripts of 
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interviews and earnings calls with the participation of senior managers from the two 
vendors (published on specialized websites). A detailed description of the data can be 
found in Table 1. 

Table 1. Data employed in the study 

 Data Ariba Concur Technologies 

Qualitative  SEC filings (10Q / 10K / others) 47 / 22 / 122 41 / 14 / 1 

Earnings call transcripts 11 21 

Interview transcripts 22 7 

Quantitative Observations (per time series) 53 56 

Time span Q2 1999 – Q2 2012 Q3 1998 – Q2 2012 

 

Four time-series for each vendor were constructed from the collected quarterly ob-
servations: sales revenue (SR), gross profit margin (GM, gross profit over sales reve-
nue), operating profit margin (OM, operating profit over sales revenue), and asset turn 
(AT, sales revenue over total assets). Sales revenue is an absolute measure of business 
scale; the profit margins summarize a vendor’s ability to make a profit from its opera-
tions; the asset turn testifies of the vendor’s efficiency in employing its assets. Reve-
nue figures were converted to constant dollars using the Producer Price Index for 
Software Application Publishing of the US Bureau of Labor Statistics. 

5 Qualitative Analysis 

Analyzing the transcripts and financial reports, it is possible to elicit some generic 
phases and milestones which may characterize the transition from on-premise vendor 
to pure on-demand service provider (cf. Figure 1 and Table 2 throughout the follow-
ing paragraphs). An initial phase poses the basis for the decision to transform the 
business and is therefore called gestation. Senior managers from both vendors declare 
that the strategy was mainly elaborated as a response to the way organizations were 
expected to buy enterprise software in the future, especially the middle market, seen 
as an untapped source of growth. Both firms had ante-litteram on-demand offerings in 
the market already (i.e., web-based, hosted, or ASP) which, though amounting to a 
minority of revenues, exposed the vendors early on to distinctive on-demand charac-
teristics and challenges: scalability, subscription-pricing, potential cannibalization of 
license revenues and reduction of cash flows, integration requirements, and conti-
nuous enhancement. 

The formalization and internal dissemination of the decision to embrace on-
demand as the main delivery model for the company’s future represents the beginning 
of the transformation phase. This phase affects all of the company’s assets: the devel-
oped IT artifacts as well as the organizational capabilities needed to market, deploy 
and service them. Apparently, the vendors realized early the need for a multi-tenant 
architecture underlying the new on-demand business, and built it mostly organically, 
re-engineering pre-existent technology and establishing new hosting organizations. 
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Acquisitions and merges with ASP/SaaS pioneers, however, also played a role in 
making the needed technological assets and organizational capabilities available (the 
2004 merge of Ariba with FreeMarket and the 2002 acquisition of Captura by Concur 
in particular). The underlying multi-tenant platform is not the only technological no-
velty. Since subscriptions move the revenue barycenter farther away in time com-
pared with traditional licensing, on-demand products must be built to simplify and 
thus speed up deployments, so as to accelerate revenue recognition. 

 

 

Fig. 1. Generalized timeline of a vendor’s transition from on-premise to on-demand 

The primacy of platform and product development efforts lasts approximately until 
the first multi-tenant on-demand application or module is launched, shortly following 
or coinciding with the public announcement of the strategy shift to all external stake-
holders (customers, analysts, investors, etc.). The most prominent goal then becomes 
adapting the organization. This is judged an even greater challenge than the techno-
logic transformation, and it namely impacts the company’s leadership as well (e.g., all 
but two executives were replaced at Concur over 9 months after the decision to transi-
tion was taken). In particular, services and sales must bear the most radical changes. 

In the transition to on-demand both the service mix and the nature of individual 
services change. Consulting services must be optimized for the deployments’ higher 
volume and lower average complexity and length. Specialized services and expertise 
must be added to complement a solution which grows commoditized in its technolo-
gical component. As a case in point, Ariba’s system integration services, mainly 
linked to on-premise installations, have declined as professional services around 
sourcing and spending have increased. A customer management department must be 
established, which focuses on customers’ satisfaction to drive usage – a recurrent 
theme, probably owing to the transaction-based pricing employed by both providers. 
With regard to sales, under the on-demand paradigm these tend to be more transac-
tional, with shorter cycles and lower upfront commitment than on-premise. Therefore, 
salesmen should quickly close many small opportunities and build from there in a so-
called “land and expand” model instead of aiming at only few large deals as they used 
to with on-premise products. 

As the transition progresses, a fundamental turning point is reached when the on-
demand solutions equal the on-premise counterparts’ performances: product parity. 
As Ariba’s senior management put it: “This is the milestone that marks our successful 
transformation to an on-demand company. […] we are entering the growth phase for 
subscription and on-demand software” (notice the In-Vivo coding in the excerpt). 
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Starting from product parity, the on-premise business is overtaken. The on-demand 
organization rides the learning curve and builds capacity to sustain growth. Amongst 
the vendor’s challenges at this stage, organizational aspects are once more predomi-
nant: a bottleneck may namely arise whenever the balance between the capacities of 
the sales, deployment, and research and development organizations is lost. 

The way legacy on-premise applications and their customers are managed in the 
growth phase deserves closer examination. Ariba and Concur have ceased offering 
on-premise solutions to new customers, and revenues from perpetual-licenses have 
accordingly grown smaller until the corresponding GAAP financial measure stopped 
being reported altogether. Nevertheless, this now finite universe of on-premise cus-
tomers appears resilient – caught in the lock-in effect of sunk costs and customiza-
tions – and spontaneous conversions to on-demand are qualified as the exception 
rather than the norm (“we do see a handful of customers go to on-demand […] but it 
is not strategic and it is not significant”). Nonetheless, self-cannibalization is  
expected to increase with the growing acceptance of SaaS and the aging of past IT 
investments. 

Ariba devotes on-premise customers a business unit and last delivered a new on-
premise software release in the third quarter of 2008. Concur stated in 2010 being in 
the process of “sunsetting” some legacy systems and migrating their customers to the 
on-demand platform. However, this is a delicate move from a competitive point of 
view, and, therefore, the disclosed information is merely sufficient to sketch the tran-
sition’s end. Interestingly, Ariba managers declare that they refrain from any such 
self-cannibalization plan, although it would supposedly be attractive to both the cus-
tomer (through total cost of ownership reduction) and Ariba (the subscription fee 
being higher than the maintenance one). 

Table 2. Historical timeline of the examined vendors’ transition 

Milestone Concur Technologies Ariba 

First on-demand release (i.e., 

web-based or ASP) 

October 1999 (Concur 

eWorkplace.com; ASP) 

April 1999 (Ariba Supplier 

Network; web-based) 

Strategy conception March 2000 May 2004 

Strategy announcement June 2000 November 2005 

First multi-tenant release not disclosed; est. 2000 – 2003 October 2005 

Product parity not disclosed; est. 2003 – 2007 April 2008 

On-premise market withdrawal 2010
*
 Q1 2008

*
 

On-premise sunset Q1 2011, ongoing
*
 not disclosed 

* Approximations based on the publicly disclosed information. 

 
Theoretically, any of the above-mentioned transition milestones may represent a 

candidate intervention which could alter the stochastic processes underlying the ven-
dors’ performances. In particular, the specific dates in Table 2 could anchor indicator 
series with a variety of patterns: a step function with a sudden level change coincident 
with the identified date, a gradually increasing or decaying level change, a temporary 
level change, a trend change. A perusal of the time series is thus required. 
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6 Econometric Analysis 

In the exploratory stage of the econometric analysis, the collected observations were 
visually inspected to determine the stochastic processes’ main characteristics and 
detect apparent interventions. Given space constraints, only few illustrative examples 
of the undertaken procedures are given, summarizing the main findings. 

 

Fig. 2. Cusum charts for candidate interventions in Ariba’s GM series 

Level changes unambiguously relating to a transition milestone are not easy to 
identify on time-plots alone, for other complex nonstationary components (seasonali-
ty, deterministic and stochastic trends) may confound their effects. An exploratory 
investigation tool specifically suited for intervention analysis is the “cusum chart”: a 
plot of the cumulative sum over time calculated for a tentative intervention date (see 
[18] for a formal account). The cusum follows an upward (downward) slope whenev-
er the mean increases (decreases), and a sudden change in direction or steepness may 
signal the occurrence of an intervention.  

Consider the cusum charts in Figure 2, used to investigate the effect of four transi-
tion milestones on Ariba’s GM series. While strategy announcement and release of a 
fully-multitenant software version do not seem to produce any effect (there is no ap-
parent change in the cusum in correspondence with the intervention date), strategy 
conception and product parity might be turning points in the profit-generating process 
(a change in the cusum may be spotted). Transition milestones identified as interven-
tions by such exploratory procedures are gathered in Table 3. 

In the confirmatory stage of data analysis, econometric models are fitted to the 
time series, and the interventions’ significance could thus be statistically assessed.  
For every time-series/milestone pair, I estimated intervention models with an array of 
alternative ARIMA configurations (in particular: AR1, AR2, MA1, MA2, ARMA11, 
and constrained AR2 and MA2 – with and without first-differencing). For each  
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intervention, three possible effects were simultaneously estimated, that is, three 
shapes of  were used in the response equations (cf. Eq. 1): pulse, step, and trend. 
Formally: 
 

 1  (2) 
  
where the ’s are the intervention terms’ coefficients, whose significance would cor-
roborate the transition milestones’ impact in the vendors’ performances.  is a pulse 
indicator series entirely made up of 0’s, except for a 1 at time T (the intervention 
date).  is a step indicator series made up of 0’s until T, and then 1’s thereafter. 

This main round of estimations served the two purposes of selecting the significant 
effects among the three considered for each intervention/time-series pair, and of 
screening the best fitting ARIMA configurations. Subsequently, the insignificant 
terms were removed from the equations before re-estimating the more parsimonious 
models. The first round of estimations resulted in discarding most candidate interven-
tions (not producing any statistically significant impact), and keeping a few which 
produce multiple concurrent (significant) effects. Results of the second round of esti-
mations are showed in Table 4. 

Table 3. Detected interventions from the exploratory data analysis 

Series 
Ariba Concur Technologies 

SR GM OM AT SR GM OM AT 

M
ile

st
on

es
 

First on-demand release  

Strategy conception    

Strategy announcement    

First multi-tenant release  

Product parity    

On-prem. market withdrawal 

On-premise sunset N/A N/A N/A N/A 

Table 4. Detected interventions from the confirmatory data analysis 

Series Significant intervention 
Pulse effect*̂  

Step effect*̂  
Trend effect*̂ ARIMA best fitting conf. 

A
ri

ba
 

SR None AR1 

GM Strategy conception - 0.37124 0.05527 - 0.00275 ARIMA(0,1,1) 

OM None ARIMA(0,2,1) 

AT First on-demand release 3.03762 - 4.69899 0.03697 ARMA11 

C
on

cu
r 

T
ec

h.
 SR First on-demand release - 0.37914 - 0.16106 - 0.1263 MA2 

GM Strategy announcement - 3.75797 - 0.39184 0.00723 ARMA11 

OM Strategy announcement - 6.14422 0.16008 MA2 

AT First on-demand release 0.50136 0.23668 - 0.00654 
ARIMA(0,2,1); con-

strained 

* significant at 5% level at least. 
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7 Discussion of the Findings 

The processes underlying the on-demand transformation are complex and difficult to 
manage for a vendor, both from a technological and from an organizational point of 
view. The latter is an often overlooked aspect shaded by the attention on 
technological topics, such as multi-tenancy. Yet, the deep changes affecting sales and 
consulting organizations are amongst the most relevant issues emerging from the 
qualitative analysis. 

Some of the identified transition milestones do appear to produce changes in the 
vendors’ cost and revenue generating processes – changes which can be visually spot-
ted in the time series and confirmed as statistically significant by appropriate econo-
metric procedures. Interestingly, some milestones act on multiple levels and impact in 
contrasting ways the short-term performances (pulse effect), the long-term ones (step 
effect), and the rate of change (trend effect) – a further testimony of the high com-
plexity involved in the transformation. Surprisingly, despite the attention that on-
demand attracts on the premise of expanding the market, no significant stimulation of 
total revenues could be detected in correspondence with any milestone. Moreover, 
early on-demand experiences (ASP, web-based solutions, etc.) seem to play an unex-
pected important role: this first milestone has triple significant impacts on the effi-
ciency of assets utilization of both vendors and on the sales revenue of one. Profitabil-
ity is negatively impacted in the short-term, as hypothesized in the literature (and 
intuitively reasonable considering the bearing of incremental responsibilities by the 
vendor). On the long-term the verdict is less clear. 

A number of limitations must be acknowledged. First of all, the low number of 
companies in the sample may hamper generalizability. Moreover, the causal relation-
ship between milestones and financial performances should be examined further, for 
there may be other phenomena acting in the background, either confounding or  
amplifying the effects ascribed to the milestones. With regard to the identified inter-
ventions, interactions and simultaneity were not investigated, and pattern of gradual 
or lagged change could be introduced. 

8 Conclusion 

Incumbent software vendors are often prompted to transition without ado to on-
demand, but academic research around this transformation and its consequences is 
scarce. I employed a mixed-methods research approach to exploratively study the 
transition of two of the very few software companies which already turned into pure 
on-demand players from on-premise. Specifically, based on a qualitative analysis of 
reports and transcripts documenting the transition, I sketched the main phases 
composing such a transition and elicited the most salient organizational issues they 
raise. Relying on an econometric analysis of their quarterly performances, I then 
assessed the impact statistically ascribable to these milestones. 

Acknowledgments. This work was partially financed by the European Commission 
under grant agreement 285248 (project FI-WARE). 
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Abstract. While cloud computing has seen widespread usage, there ex-
ist domains where the diminishing of management capabilities associated
with cloud computing prevent adoption. One such domain is the health
sector, which is the focus of the TRESOR1 project. Enabling cloud com-
puting usage under strict compliance constraints such as enterprise poli-
cies and legal regulations is the goal of TRESOR. The main approach
consists of a distributed cloud proxy, acting as a trusted mediator be-
tween cloud consumers and service providers. In this paper we analyze
issues which arise within the TRESOR context and show how an archi-
tecture for a proposed ecosystem bypasses these issues. The practicability
of our solution is shown by a proof of concept proxy implementation. As
all components of the architecture will be part of our proposed cloud
ecosystem, we provide a holistic and generic proposal to regain manage-
ment capabilities in cloud computing.

Keywords: Cloud Computing, Cloud Proxy, REST, SLA, Regulatory
Compliance, Cloud Broker, Marketplace.

1 Introduction

Cloud computing promises many advantages. Widely it is recognized as a vi-
able way to reduce operational costs. These cost reductions are opposed by
some pitfalls, for example, lack of convenience by missing features, no industry
standards and therefore non-interoperable solutions, insufficient compliance to
legal requirements, and missing security and privacy functionality resulting in
untrustworthy relationships [1].

We have identified disadvantages and risks of cloud computing which are
the main reasons for the hindered adoption of cloud computing within sensi-
tive domains, such as the health sector. These disadvantages and risks can be
summarized as follows:

Privacy, Legal, and Compliance Issues. Most cloud computing solutions
incorporate outsourcing over organizational and sometimes country borders.
Within sensitive domains there are many guarantees, which have to be given

1 TRusted Ecosystem for Standardized and Open cloud-based Resources.

K. Vanmechelen, J. Altmann, and O.F. Rana (Eds.): GECON 2012, LNCS 7714, pp. 223–233, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



224 D. Thatmann et al.

regarding data privacy, legal compliance, and secure auditing. Some of them
are reflected within acts, such as Payment Card Industry - Data Security Stan-
dards (PCI DSS), Sarbanes-Oxley (SOX) or Health Insurance Portability and
Accountability Act (HIPAA). Special care has to be taken that the outsourcing
provider fulfills these requirements [2] [3] [4]. Furthermore, hardware virtualiza-
tion, storage abstraction, multi-tenancy, and container technologies allow flexible
utility computing models, but sometimes introduce these issues themselves [5]
[6] [2]. Also, laws and provisions are traditionally confined to national borders.
As globally distributed cloud computing environments make these borders in-
distinct, the risk for enterprises not being compliant to these requirements is
increasing.

Transparency. The inability to asses critical aspects, such as the mean time to
repair (MTTR), is often caused by the fact that the cloud provider’s contingency
procedures, such as backup, restore or disaster recovery are not transparent to
the cloud computing consumer. As with most other IT services, migrating to
and using cloud computing services introduces follow-up costs, as shown in [7]
and [8]. Some of these costs are hidden, for example, costs for making services
compliant to regulations, backup, restore, and disaster recovery procedures.

High Integration Efforts. Within enterprise architectures, the means of in-
tegrating heterogeneous systems are manifold. Generalized, homogeneous, and
invariable cloud computing services raise the integration effort of existing enter-
prise infrastructure, such as existing user databases or single sign on solutions,
considerably.

Lock-In Effects. Lock-in effects arise from the lack of industry standards en-
forcement and make migration to other providers difficult. The bankruptcy of
a cloud service provider could have severe consequences if important enterprise
services are hosted in the cloud.

Addressing Cloud Computing Disadvantages and Risks. To address
these shortcomings, we propose a distributed cloud proxy for monitoring and
controlling the cloud service consumption. This control is necessary to enable
compliance to all privacy, legal, and regulatory issues regarding the service con-
sumption. As the proxy is comparable to an application layer gateway for cloud
computing services it reduces the integration effort, as it is able to integrate ex-
isting user databases for a manifold of different services. Common lock-in effects,
such as dependencies on vendor tools or proprietary protocols are avoided, as the
proxy will provide open APIs and is based on the widespread HTTP protocol
applied within a REST-based architecture.

A cloud service description language formalizes aspects of cloud services on
many levels, for example, technical interfaces, legal constraints, and business
models. This description language will enhance the transparency of cloud services
from different viewpoints like service-level agreements (SLAs), compliance, and
price models. Additionally, it is used by a cloud service broker to connect clients
and providers of cloud services within a cloud service marketplace.
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In the following chapter we show how the distributed proxy addresses theses
issues. In chapter 3 we present a proof of concept implementation of the proxy
and an assessment of our prototype. The paper concludes with a related work
chapter and a summary and outlook.

2 The Cloud Proxy

The following subsections present some details of the cloud proxy. This includes
its distribution and security, compliance and location-aware features, and its
reliance on the REST architectural style. The last subsection explains, how the
proxy relates to other proposed components of the cloud ecosystem.

2.1 The Cloud Proxy Distribution

The integration of existing enterprise systems, such as an Active Directory, into
3rd party services is easier and more secure if the communication is not extended
to a public cloud environment. Furthermore, some management capabilities have
to be realized by a 3rd party, independent from the cloud service client and the
cloud service provider. This is especially true for the monitoring of SLAs: as
pointed out by Koller et al. [9] an independent party can monitor and enforce
SLAs more trustfully than the participating parties could do by themselves.

The management of cloud service consumption through a cloud proxy enables
the service provider to rely on implicit guarantees - such as the correct client
authentication or that all policies of service clients are met. Cloud services, which
are accessed through the proxy, are released from the duty of implementing
some AAA functionality, because the proxy can either locally authenticate users
by using a simple password database or rely on existing single sign-on (SSO)
solutions, such as Kerberos [10]. With all these factors in mind, we propose a
distribution of the cloud proxy between the service client, a trusted, independent
3rd party, and the service provider.

In Figure 1 our distributed proxy and the functionality of the individual com-
ponents are shown. The proxy is distributed between the service client orga-
nizations, a trusted party, and the service provider. All service consumption is
managed by the distributed proxy and encrypted through a trusted cloud trans-
fer protocol (see Section 2.4). The client proxy integrates local systems, such as
user databases (e.g., LDAP, Active Directory). The trusted cloud proxy monitors
and controls the connections from the client to 3rd party services.

2.2 Location-Aware Features

The cloud ecosystem includes novel approaches regarding location-aware cloud
computing, which can be divided into four main categories:
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Fig. 1. The cloud proxy distribution

Access Control. We will reintroduce the former access restrictions of the phys-
ical boundary, for example, the enterprise premises, by enabling location-based
access control for TRESOR services. Furthermore, we enable cloud service con-
sumers to specify versatile policies to enable compliant and managed access to
cloud services based on location information. This enhances existing concepts re-
garding location-based access control such as those proposed by Ardagna et al.
[11]. The location information, which is used for enforcing location-based access
control, can also be used by the cloud services to adapt their functionality based
on the position of the consumers, thus realizing location-aware computing.

Compliance. As the proposed description language for TRESOR will include
location information, e.g., the position of cloud computing resources, clients can
assess the compliance of cloud services to regulations based on service locations
such as EU data privacy laws.

Pricing. As traffic, maintenance, and hardware costs are not the same globally,
the provisioning costs of cloud services may vary. To reflect these differing costs,
the ecosystem allows the definition of different price models for service consumers
based on countries or regions. As the ecosystem processes location information
it can put these pricing models into practice.
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2.3 Relying on REST

We identify the REST [12] architectural style as the prevalent2 style for cloud
service implementations. Many concepts of REST are suitable for using them
to enable control over the data flow, for example the addressing of resources by
URIs. The cloud proxy could easily match resource URIs with a set of patterns
and connected access authorization rules. Unlike the SOAP/RPC-style, where
each application may specify its own resource addressing scheme, this mechanism
is applicable for all REST-based cloud services.

Meaningful REST URIs also enable operation and resource-based logging and
accounting. Furthermore, HTTP includes information, which could be integrated
into the SLA monitoring, for example, the HTTP status code. To make use of
these advantages, all functional modules of the distributed proxy work with
REST-based cloud services.

2.4 Trusted Cloud Transfer Protocol

The HTTP protocol separates the HTTP header, consisting of meta information
about the request, from the HTTP body, which often contains sensitive appli-
cation data [14]. To implement control and management functions within the
distributed cloud proxy, only meta information about a request are needed and
not the full message body.

Figure 2 shows the distributed cloud proxy, the connected systems, and their
role within the Trusted Cloud Transfer Protocol (TCTP). All messages between
the distributed cloud proxy instances are encrypted using TLS. To prevent the
trusted party to access the content of all messages, we propose to use TLS not
only for transport encryption, but additionally for encrypting the HTTP body
between the service client and service provider. This enables direct control over
the data flow without compromising end-to-end encryption of sensitive appli-
cation data. As all out-of-band communication is prohibited, the trusted proxy
and service proxy can rely on and trust the transmitted TRESOR identity.

2.5 Monitoring of SLA Compliance

Most cloud providers only offer simple SLAs, such as the ”Annual Uptime Per-
centage” SLA of Amazon EC2 [15]. Emeakaroha et al. propose enhanced cloud
computing SLAs, such as mean time to repair (MTTR) or mean time between
failure (MTBF), which is also an aspect of the proposed framework of Dob-
son et al [16]. As our proxy combines in-band and out-of-band information,
it can provide similar SLAs in order to allow the definition of complex SLA
requirements:

In-Band Information. The TCTP protocol enables access to the HTTP header
of messages sent to the cloud proxy, which convey relevant SLA information, e.g.,
status codes, request URIs, user identities or location information.

2 The largest directory of public cloud APIs identifies 70% of all 6.931 listed as being
based on REST. [13].
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Out-of-Band Information. In addition, some SLA information has to be gath-
ered differently, i.e. through agents [17], plug-ins for external XaaS services or
other APIs.

2.6 Further Components of the Cloud Ecosystem

The TRESOR proxy is interconnected with many other components, which are
are briefly described in the following paragraphs, as they are not in the focus of
this paper.

The Cloud Service Description Language. The cloud service description
language is a future aspect of the cloud ecosystem and will formalize technical,
compliance, and business aspects. For the technical aspects, we will consider
existing languages for inclusion, e.g., WSDL [18], USDL [19] or Linked-USDL
[20]. Our formalization of SLAs will be based on the groundwork of ITIL’s SLA
definition. Besides the common areas, our focus lies on: Compliance with reg-
ulations by law, enterprise policy mappings, and enhanced network connection
agreements. To enable service brokering and a marketplace, the cloud descrip-
tion language will incorporate business aspects, such as pricing information and
payment models.
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Service Broker and Marketplace. The proposed cloud service description
language for TRESOR allows clients and providers to formalize their require-
ments and capabilities. The TRESOR broker then matches and suggests compat-
ible cloud services based on these formalization. This automation considerably
lowers the effort for clients to discover and select cloud services, which are com-
patible to the client requirements as this is now a manual and sometimes time
consuming task.

Menychtas et al. [21] identify four major phases of electronic marketplaces.
All processes within these areas are implemented and enriched by TRESOR
components. The information phase is enhanced through the detailing within
the cloud service description language. The description language also includes
pricing information, which are the basis for the negotiation and price setting
phase. The cloud broker matching result is cryptographically signed to form a
legal agreement between service provider and consumer within the Contracting
phase. As all communication is managed by the cloud proxy, it can implement
independent metering functionality, which is used during the settlement phase.

3 Proof of Concept

In the following, a proof of concept implementation of the cloud proxy is pre-
sented. On the basis of this implementation we make a preliminary analysis of
the impact of our proposed cloud architecture.

3.1 Technology

The proxy uses non-blocking and asynchronous functions to enable highly scal-
able I/O operations using the Java New I/O (NIO) API [22]. To provide abstrac-
tions for the low-level functions of the Java New I/O API, we use the Grizzly
Framework [23]. The Grizzly Framework has shown impressive performance char-
acteristics, as shown in [24]. The Grizzly Framework also contains supporting
implementations for processing HTTP packets and a customizable TLS engine,
which assists us in the implementation of the Trusted Cloud Transfer Protocol
(TCTP).

For modularization we rely on the industry standard OSGi [25]. As OSGi
application server platform we chose Eclipse Virgo [26]. Eclipse Virgo eases the
deployment effort, as the application OSGi modules, can be independently up-
dated at runtime - a major requirement for central architectural components.

3.2 Architecture

The proof of concept architecture consists of two bundles: the proxy model, which
contains a preliminary configuration, authentication, and an SLA model, and the
proxy core, which reads a model instance and configures a proxy runtime object.
For the proof of concept, we implemented the following functionality:
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Authentication. The proxy matches URI patterns to authentication rules and
authenticates users through a password database.

Relaying Identities. After users are authenticated, the proxy relays their iden-
tities to the downstream proxies by using a special HTTP header. In the future,
it could also relay roles to enable role-based access control (RBAC).

Routing and SSL. The proxies can encrypt traffic using SSL and route incom-
ing messages as defined by the proxy model.

Monitoring of SLA Compliance. The Proxy monitors simple SLAs, e.g.,
logging application errors and comparing them to a defined maximum allowed
percentage.

3.3 Evaluation

In this chapter, we evaluate the performance characteristics and the integration
effort of the cloud proxy prototype.

Performance Analysis. For performance analysis, the homepage of a simple
Ruby on Rails web application is accessed through the Apache JMeter [27] load
test tool. The application runs on a Linux server (Debian 6.0) with an Intel
Core i7 930 CPU, 24 GByte RAM and is accessed using a HP EliteBook 8440p
notebook PC (Core i7 620M, 8GByte RAM).

We compare the direct communication with the service with the communi-
cation through one instance of the proxy regarding the application throughput
(requests per minute) and the CPU usage on the client computer to show the
impact of the proxy processing on the application access. We varied the number
of JMeter threads to simulate different parallel workloads. To cut out network
impacts, the proxy is running on the machine used for accessing the service and
furthermore, SSL is deactivated to exclude encryption overhead.

Our results are shown in Figure 3. We see that the Proxy impacts the through-
put 9% at most. The server CPU starts to saturate when using 50 parallel
threads. The overall application throughput does not increase significantly if the
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Direct 21354 41605 58877 70166 75184 76998 78522 79443
Proxy 20793 39106 53656 65146 71990 74419 76655 76718
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Fig. 3. Impact of the cloud proxy prototype on the application throughput



Towards a Federated Cloud Ecosystem 231

number of threads is increased. At this stage of the implementation we see that
the chosen technology does not impact the overall performance of the proxy in
a substantial way.

Integrating the Proxy Authentication. We modified a sample Ruby on
Rails application to use the relayed identity of a service user to analyze how
the proxy authentication could be integrated into existing cloud services. Our
evaluation shows that it is very easy to modify such a contemporary RESTful
web application to use the supplied proxy authentication information. If this
holds true for other web frameworks, this mechanism could therefore lead to
reduced implementation efforts for proxy-compatible applications.

4 Related Work

The approach of a multi-role distributed proxy is in line with the idea of Weiss-
man et al. [28] which states that ”enabling proxies to assume multiple roles is
key to the performance and reliability of distributed data-intensive multi-cloud
applications”. In order to follow this idea a representation of SLAs is needed,
which the distributed cloud proxy will be enforcing. A number of such represen-
tations is available, for example, OWL ([29], [16]), WSLA ([30], [31]), and RDF
([32] and [33]).

Many works depict cloud proxies with additional roles, for example, mitigat-
ing constraints of mobile devices [34] or realizing a certificate-less re-encryption
scheme [35].

5 Summary and Outlook

In this paper we have presented a distributed cloud proxy with the goal of
regaining management capabilities within cloud computing environments. As
compliance rules will be formalized through a cloud service description language,
the cloud proxy allows compliant and managed cloud service consumption. This
enables novel cloud computing services within sensitive domains with many com-
pliance regulations, such as the health sector. The solution is also considerably
more secure as no authentication information is sent to any system outside of
the client organization. The preliminary analysis of the cloud proxy prototype
shows the applicability of our approach regarding performance characteristics
and integration effort. Future work will include the extension of the cloud proxy,
implementing the other components of the cloud ecosystem, and the provisioning
of initial services in collaboration with associated project partners from health
care institutions.

Acknowledgements. The work presented in this paper was performed in the
context of the TRESOR project. TRESOR is funded by the German Federal
Ministry of Economics and Technology (BMWi).



232 D. Thatmann et al.

References

1. Zhang, Q., Cheng, L., Boutaba, R.: Cloud computing: state-of-the-art and research
challenges. Journal of Internet Services and Applications 1, 7–18 (2010)

2. Sengupta, S., Kaulgud, V., Sharma, V.: Cloud Computing Security–Trends and
Research Directions. In: 2011 IEEE World Congress on Services (SERVICES),
pp. 524–531 (July 2011)

3. Gonzalez, R., Gasco, J., Llopis, J.: Information Systems Outsourcing Reasons and
Risks: An Empirical Study. Industrial Management and Data Systems 110(2),
284–303 (2009)

4. Chen, L., Hoang, D.: Novel Data Protection Model in Healthcare Cloud. In: 2011
IEEE 13th International Conference on High Performance Computing and Com-
munications (HPCC), pp. 550–555 (September 2011)

5. Brandic, I., Dustdar, S., Anstett, T., Schumm, D., Leymann, F., Konrad, R.: Com-
pliant Cloud Computing (C3): Architecture and Language Support for User-Driven
Compliance Management in Clouds. In: 2010 IEEE 3rd International Conference
on Cloud Computing (CLOUD), pp. 244–251 (July 2010)

6. Armbrust, M., Fox, A., Griffith, R., Joseph, A.D., Katz, R., Konwinski, A.,
Lee, G., Patterson, D., Rabkin, A., Stoica, I., Zaharia, M.: A view of cloud com-
puting. Commun. ACM 53(4), 50–58 (2010)

7. Kashef, M.M., Altmann, J.: A Cost Model for Hybrid Clouds. In: Vanmechelen,
K., Altmann, J., Rana, O.F. (eds.) GECON 2011. LNCS, vol. 7150, pp. 46–60.
Springer, Heidelberg (2012)

8. Gmach, D., Rolia, J., Cherkasova, L.: Comparing efficiency and costs of cloud com-
puting models. In: 2012 IEEE Network Operations and Management Symposium
(NOMS), pp. 647–650 (April 2012)

9. Koller, B., Schubert, L.: Towards autonomous SLA management using a proxy-like
approach. Multiagent Grid Syst. 3(3), 313–325 (2007)

10. Neuman, C., Yu, T., Hartman, S., Raeburn, K.: The Kerberos Network Authen-
tication Service (V5). RFC 4120 (Proposed Standard), Updated by RFCs 4537,
5021, 5896, 6111, 6112, 6113, 6649 (July 2005)

11. Ardagna, C.A., Cremonini, M., De Capitani di Vimercati, S., Samarati, P.: Access
Control in Location-Based Services. In: Bettini, C., Jajodia, S., Samarati, P., Wang,
X.S. (eds.) Privacy in Location-Based Applications. LNCS, vol. 5599, pp. 106–126.
Springer, Heidelberg (2009)

12. Fielding, R.T.: Architectural Styles and the Design of Network-based Software
Architectures. Doctoral dissertation, University of California, Irvine (2000)

13. Programmable Web: Protocol usage by APIs (2012),
http://www.programmableweb.com/images/charts/TopProtocolsAlltime.png

14. Fielding, R., Gettys, J., Mogul, J., Frystyk, H., Masinter, L., Leach, P., Berners-
Lee, T.: Hypertext Transfer Protocol – HTTP/1.1. RFC 2616 (Draft Standard),
Updated by RFCs 2817, 5785, 6266, 6585 (June 1999)

15. Amazon Web Services LLC: Amazon EC2 SLA (2008),
http://aws.amazon.com/en/ec2-sla/

16. Dobson, G., Sanchez-Macian, A.: Towards unified QoS/SLA ontologies. In: Pro-
ceedings of Third International Workshop on Semantic and Dynamic Web Pro-
cesses, SDWP 2006 (2006)

17. Emeakaroha, V.C., Brandic, I., Maurer, M., Dustdar, S.: Low level Metrics to High
level SLAs - LoM2HiS framework: Bridging the gap between monitored metrics and
SLA parameters in cloud environments. In: 2010 International Conference on High
Performance Computing and Simulation (HPCS), June 28-July 2, pp. 48–54 (2010)

http://www.programmableweb.com/images/charts/TopProtocolsAlltime.png
http://aws.amazon.com/en/ec2-sla/


Towards a Federated Cloud Ecosystem 233

18. Christensen, E., Curbera, F., Meredith, G., Weerawarana, S.: Web Services De-
scription Language (2001), http://www.w3.org/TR/wsdl

19. Oberle, D., Barros, A., Kylau, U., Heinzl, S.: A unified description language for
human to automated services (in press, 2012)

20. Carlos Pedrinaci, T.L.: Linked USDL (2012), http://www.linked-usdl.org/
21. Menychtas, A., Gomez, S.G., Giessmann, A., Gatzioura, A., Stanoevska, K., Vogel,

J., Moulos, V.: A Marketplace Framework for Trading Cloud-Based Services. In:
Vanmechelen, K., Altmann, J., Rana, O.F. (eds.) GECON 2011. LNCS, vol. 7150,
pp. 76–89. Springer, Heidelberg (2012)

22. Reinhold, M.: New I/O APIs for the JavaTM Platform (2002),
http://www.jcp.org/en/jsr/detail?id=51

23. java.net: index.html - Java.net (2012), http://grizzly.java.net/
24. Mkrtchyan, T.: dCache: implementing a high-end NFSv4.1 service using a Java

NIO framework. Computing in High Energy and Nuclear Physics, CHEP (2012)
25. OSGi Alliance: OSGi Alliance — Main / OSGi Alliance (2012),

http://www.osgi.org/Main/HomePage

26. The Eclipse Foundation: Virgo - Home (2012), http://www.eclipse.org/virgo/
27. Apache Software Foundation: Apache JMeter (2012), http://jmeter.apache.org/
28. Weissman, J., Ramakrishnan, S.: Using Proxies to Accelerate Cloud Applications.

In: Proceedings of HotCloud 2009 - Workshop on Hot Topics in Cloud Computing
(2009)

29. Dobson, G., Lock, R., Sommerville, I.: QoSOnt: a QoS ontology for service-centric
systems. In: 31st EUROMICROConference on Software Engineering and Advanced
Applications, pp. 80–87 (September 2005)

30. Brandic, I., Music, D., Leitner, P., Dustdar, S.: VieSLAF Framework: Enabling
Adaptive and Versatile SLA-Management. In: Altmann, J., Buyya, R., Rana, O.F.
(eds.) GECON 2009. LNCS, vol. 5745, pp. 60–73. Springer, Heidelberg (2009)

31. Emeakaroha, V.C., Ferreto, T.C., Netto, M.A.S., Brandic, I., Rose, C.A.D.:
CASViD: Application Level Monitoring for SLA Violation Detection in Clouds.
In: Proceedings of the 36th Annual IEEE Computer and Application International
Conference (COMPSAC 2012), Izmir, Turkey (2012)

32. Chaudhary, T.C.S., Kumar, V., Bhise, M.: Service Level Agreement parameter
matching in Cloud Computing. In: Proceedings of the World Congress on Infor-
mation and Communication Technologies 2011. IEEE (2011)

33. Leidig, T., Momm, C.: USDL Service Level Agreements (April 2012),
http://www.linked-usdl.org/ns/usdl-sla

34. Zhu, W., Luo, C., Wang, J., Li, S.: Multimedia Cloud Computing. IEEE Signal
Processing Magazine 28(3), 59–69 (2011)

35. Wu, X., Xu, L., Zhang, X.: Poster: a certificateless proxy re-encryption scheme
for cloud-based data sharing. In: Proceedings of the 18th ACM Conference on
Computer and Communications Security, CCS 2011, pp. 869–872. ACM, New York
(2011)

http://www.w3.org/TR/wsdl
http://www.linked-usdl.org/
http://www.jcp.org/en/jsr/detail?id=51
http://grizzly.java.net/
http://www.osgi.org/Main/HomePage
http://www.eclipse.org/virgo/
http://jmeter.apache.org/
http://www.linked-usdl.org/ns/usdl-sla


Business Models for Semantic Content Providers

Monika Kaczmarek and Agata Filipowska

Department of Information Systems,
Faculty of Informatics and Electronic Commerce,

Poznan University of Economics
al. Niepodleglosci 10, 61-875 Poznan, Poland

{m.kaczmarek,a.filipowska}@kie.ue.poznan.pl
http://www.kie.ue.poznan.pl

Abstract. The Semantic Web, being the next phase in the evolution of
the Web, relies on the existence of semantic annotations i.e., the docu-
ments describing the data and information using ontologies. The major
barrier in the development of the Semantic Internet is that the process
of creating semantic annotations is complex and labour-intensive. The
lack of semantically annotated data on the one hand, and the need to
create, disseminate and use standards for data description in the Seman-
tic Web on the other, have created a niche on the market for suppliers
of the semantic content. The purpose of this paper is to present business
models of the semantic content providers and discuss the benefits and
challenges in the delivery of semantically annotated artefacts.

Keywords: Semantic Internet, content providers, business models.

1 Introduction

A business model is a conceptualization of the logic standing behind providing
value by a company. Whenever we observe a shift in the economy paradigm and
emergence of new technologies, a discussion on the applicability of the already
defined business models appears. A good example may be the emergence of the
Internet and new business models that needed to be defined in order to take
advantage of new possibilities and to address new challenges [1–4]. The impact
of ICT development on business may be summarized as follows [5]:

– more and more networking organizations as affordable and easy to get ICT
technologies have reduced transaction and coordination costs, i.e., costs of
collaboration and costs of providing customized products and services,

– possibility to offer completely new and innovative products and services re-
lying on various information components or new technologies, very often
provided by multiple companies collaborating to achieve a common goal,

– possibility to reach customers in new and innovative ways and through a
multitude of channels,

– possibility to conduct business on a global scale,
– emergence of new pricing and revenue mechanisms.
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Progress and achievements in the ICT field as well as increased highly the number
of possible business configurations, caused choices made by managers to be even
more difficult and complex. Therefore, with the new paradigms and trends in
ICT, such as e.g., the appearance of the Semantic Web, new business models
adjusting the existing concepts to the new settings are needed.

The Semantic Web, being a major step in the evolution of the Web [6], aims
at making the content of the Web not only machine processable, but also un-
derstandable by using semantic annotations. A semantic annotation is machine
understandable, if it is explicit, formal, and unambiguous [7] (i.e., publicly ac-
cessible, agreeable and identifiable) and this goal is usually reached by using
ontologies [8]. However, the process of creating the semantically annotated con-
tent still constitutes a challenge and requires an involvement of a human with a
degree of knowledge about ontologies. In addition to the problem of incentiviz-
ing users to create semantic content, there is still a lack of convincing semantic
applications for users and companies as well as a lack of semantic content (and
semantic content providers) that could be used by the applications.

In order to facilitate the adoption of the semantic technologies, the seman-
tic community must present advantages of using proposed approaches in the
business context and provide convincing business models for business partners.
Thus, the main goal of this paper is to provide arguments in a discussion on
the possible business models that could support the semantic content creation
process. Within this paper, we propose a business model design template that
can guide organizations while making decisions regarding the usage or creation
of semantically annotated content. The discussed issues are to point out to all
interested players the potential and expected benefits of application of semantic
content and thus, facilitate their adoption. The work conducted was driven by
the design science paradigm postulated in [9].

In order to realize the above discussed goal, the paper is structured as follows.
First, the specific aspects connected with the semantic content providers, their
classification are presented. Then, the general concept of a business model is
discussed together with the challenges related to its definition process as well as
the analysis of the operations model (what?), actors involved (who?) as well as
possible value creation opportunities for the content providers (why?). Next, the
developed business model design template is presented and discussed. Finally,
the paper concludes with summarising remarks.

2 Semantic Content Providers

In the Internet – a Web of Data [10] – we assume existence of two target groups:

– content providers (information providers), who publish data and meta-data
on the Web,

– content consumers, who first decide whether or not to accept the data offered
(quality and trust related issues)[11] and then consume it.
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Having a look at the semantic data providers, we may further divide them into:

– not-fully fledged semantic data providers or owners – providers or owners
of data sources with well defined, unambiguous structure, however, not pro-
vided in a RDF1 format;

– fully-fledged semantic data providers – providing any kind of data in a
machine-readable format through deferenceable URIs (Uniform Resource
Identifiers), SPARQL endpoints or RDF dumps (this category encompasses
also linked data providers, so e.g., DBpedia);

– semantic data application providers (i.e., service providers) – in this case
semantic data is processed/consumed by some application and a human
or machine readable output is created. This category encompasses also the
providers of semantic services.

These categories may be flexibly assigned to a data provider, all at the same time.
The role that a provider is assuming, influences the business model followed.

There exist quite a few data providers on the market. In addition, to the
classification presented above, they may also be divided into Web 1.0 content
providers and Linked Data [10] providers. According to the scope of knowledge
data they offer represents, we may distinguish providers of domain specific and
general resources. Table 1 presents a few examples of semantic data providers
and maps them into the distinguished categories.

Table 1. Semantic Data Providers - examples

Type / Scope of knowl-
edge

General Resources Domain specific re-
sources

Not-fully fledged semantic
data providers

Wikipedia various topic specific
databases

Semantic data providers Freebase, DBpedia
Cyc/OpenCyc, Yago or
Wordnet

GeoNames and other do-
main specific elements of
Linked Data cloud

To summarize, semantic content production may be related to two different
areas of company activities: where information is a product offered by a company
or the information concerns the main product of the company and is a way of
promoting this product. Within next section we focus on the business models and
current achievements in this area as well as specific aspects of business models
in case of content providers.

3 Business Models of (Semantic) Content Providers -
Concept and Challenges

A business model, being a conceptualization of the logic standing behind provid-
ing value by a company, specifies the following features [4, 12, 13]: major flows

1 RDF - Resource Description Framework.
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of product, information, and money; major benefits to participants; roles and
relationships among organization’s consumer, customers, allies and suppliers.

A business model does not focus on processes, but instead on the value ex-
change and the value creation among actors. However, similarly to the business
process model, a business model, being a simplification of the complex reality
[14], also provides an understanding of the current business or helps to plan how
a business should look like. However, the business model defines, how company
makes money (or value in general) by specifying where it is positioned in the
value chain [4].

In the context of content providers, regarding the Who pays? question –
there are three categories of actors that may provide payments, namely:

– content consumers – being the main stream of revenue, providing payments
at the time of consumption; however, other mechanisms can also be applied
relying on deferred and indirect reciprocity, following [15] they encompass
loans and subscription fees (deferred reciprocation); gratis access for lim-
ited time or functionality, but after some time for a specific fee (conditional
deferred reciprocation) and debt factoring (indirect reciprocation);

– content providers – being obliged by a mission statement (e.g., government
agencies and Linked Open Data paradigm) or by legal obligation (e.g., com-
panies and their financial statements);

– third parties – here the most common examples are:
• advertising and sponsoring – advertisers and sponsors perceive enough
benefit in exposure, brand building or referrals of customers to pay for
the goods or services [15];

• patronage – benefits for the payer are psychological in nature – as in
case of Wikipedia or DBpedia;

• subsiding encompassing transfer payments, e.g., within or between orga-
nizations.

For what? – we pay for:

– content and services – also their specific features such as accuracy and pre-
cision or timeliness;

– value-add – updates of information/content, customization, as well as adding
some expertise to the content, proving to be more beneficial for the consumer;
this includes also so called differentiated products [15];

– complementary goods and services – e.g., training, advice on application as
well as activities required by the consumers to sustain a prior investment.

Thus, as the creation, publishing and maintaining content (and it is even more
challenging in case of semantic content), takes time and a lot of effort, the
following table summarizes the economic incentives – i.e., the direct or indirect
revenue model, the companies may have in order to become a semantic content
provider (see table 2). Please note, that the semantic content may be delivered
in two ways as raw data or as an application.
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Table 2. Direct and indirect revenue models

Model Revenue
Type

Comment

Subscription Direct Paying for the access to the content or services (semantic
content driven applications). Although, usually the basic
access to the semantic data is usually for free, one may
pay for2:
full access - access to richer, more detailed data;
timely access – paying for an access to the most recent
or current version;
archival access - paying for having more data to anal-
yse and explore;
unlimited access - paying for access within the specific
time frame, frequency of accesses or number of concur-
rent ones;
convenient access - paying for access to the data
through a specific mechanism.
Some of these models are directly connected to the value-
added based revenue model.

Value-Added Direct Semantic data enhanced applications, additional aggre-
gation, personalization

Advertising
and affiliate
links

Direct and
Indirect

Sell advertising around the data-driven applications and
services providing access to data as well as e-commerce
affiliated links embedded in the presented data

Branding and
positioning

Indirect Using semantic data and ontologies to shape the market
and build the position

Sponsorship Direct A semantic data provider may be funded to do so.

Why? – this deals with the motivation the person paying has and it may en-
compass the following:

– perceived value – encompassing such categories as: quality, uniqueness, low-
est available price, speed of gaining an access to the product or service,

– other such as necessity, fear (e.g., against court-actions), conscience (e.g.,
shareware approach) or duty and fairness (e.g., buying a legal copy of content
I have already tried and like).

Much research has been devoted to the attempt to define the elements that a
business model consists of by distinguishing building blocks and relations be-
tween them e.g., [14, 16–18]. However, up till today, among researchers and
practitioners there is still no agreement regarding neither the scope nor defi-
nition of the elements that should be taken into account while describing the
business model followed by a company. One of the most interesting conceptu-
alizations of business model’s components is, in our opinion, the one offered

2 http://www.ldodds.com/blog/2010/01/

thoughts-on-linked-data-business-models/

http://www.ldodds.com/blog/2010/01/thoughts-on-linked-data-business-models/
http://www.ldodds.com/blog/2010/01/thoughts-on-linked-data-business-models/
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by Osterwalder [5], who provides a synthesis of different approaches and sug-
gests a single reference model. Osterwalder distinguishes four building blocks:
Infrastructure, Offering, Customers and Finances. The structure proposed by
Osterwalder is in fact a business model design template, which allows enter-
prises to describe their business model. However, if we would like to apply this
business model design template to the Semantic Web world, we would fail, as
it needs first to be adjusted to the specific needs of semantic content life-cycle
management processes in order to become a useful tool also in this area. In case
of semantic technologies, elements of a business model should get a semantic
flavour including elements specific for the Semantic Technologies domain. This
concerns not only different offering (object type) or the offering channel, but also
the introduction of the non-monetary aspects regarding the reputation or role
played within the community. The traditional economic approach to definition
of business models is no longer the case [19]. The main issue is related to in-
formation features, and between them information scarcity that undermines the
typical model. The new values that appear besides the traditional revenue and
profit are, i.e., reputation, business relationships, social responsibility, environ-
ment footprint. And finally, what also greatly influences the business models of
companies is the massive customization. This means that not only the products
should be personalized based on individual preferences but also technology that
facilitates this personalization will be human-centric.

Within the next section we focus on the developed business model design
template and its validation.

4 Business Model for Semantic Content Providers

The business model described within this article was developed taking into ac-
count the previous research in this field. Therefore, firstly an extensive state
of the art review has been performed. Then, the business model dimensions
together with sub-dimensions were defined. This definition allowed for further
instantiation of the business model developed. The business model created was
validated based on various case studies. This enabled for further extension of the
business model and delivery of the result presented in the article.

4.1 Business Model Overview

The business model for the semantic data and service provider enables defining
how an organization may create its business value in the Semantic Web domain.
This enables for definition of a value object (product or service) and the way of
earning money (or gaining non-monetary benefits) by providing or selling this
value object.

The dimensions of the business models that were adopted to describe the
business model are as follows:

– offering – related to the selling object and the offering distribution channel,



240 M. Kaczmarek and A. Filipowska

Fig. 1. Business Model Overview

– revenue – defining the monetary and non-monetary aspects,
– customer – showing the customer perspective on the business model in-

cluding the value perceived or relation to the offering organisation.

Worth to notice is that besides of classical elements that have to be addressed
within the business model related to the partner network, costs and revenues,
the business model for semantic data and services should also take into account
the intangible issues. The Semantic Web technologies are still in their early
maturity phase, therefore, the companies besides gaining the real income, build
their reputation in the field thus, increasing their value as perceived by the
community. For this reason, the business model proposed incorporates also the
appropriate “non monetary” sub-dimension.

The following sections present the proposed dimensions and the sub-
dimensions and discuss their potential values.

4.2 Offering

This business model dimension describes a product or service that creates the
value for a customer (an object). Therefore, the object as well as the channel
through which the object is offered to the customer must be described.
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To provide a sufficient level of details, the following sub-dimensions were
identified:

– Object Type: Description of an object being offered to the customer. The
object is of value to the customer. In the semantic data and service domain,
the following object types were identified: conceptualization, knowledge base,
querying engine, integration of data from diverse sources, semantic applica-
tion, supporting tools (for developers) and consulting. These object types
may be standardised or customised taking into account different require-
ments that may appear.

– Offering Channel: The offering channel describes the way the customer
may access the offering. In case of semantic data or services, that is an
intangible product, the offering channels identified are: querying interface,
website, documentation, online/traditional consulting, data dumps and ap-
plication. The offering channel is closely related to the object type, as each
new object demands definition of a new offering channel. Moreover, not
all channels are applicable in all cases, e.g., consulting may not be offered
through the querying interface.

– Distribution Type: Describes the way the customer is addressed by the
company. The contact of the customer with an offering organisation may en-
compass the following forms: cooperation, alliance or buyer/seller agreement
model. The alliance, similarly to cooperation is set to ”advance the common
goals and to secure common interests”3, however, it may be more formal
than traditional cooperation, having one party managing the cooperation.
The organisation may be also a part of the value-added chain. In this case,
the organisation either is a seller of the solution delivered by the whole value
chain or a contributor to a solution offered by another party, e.g., by offering
data or services.

– Partner Chain: Describes the method the offering is provided to the cus-
tomers. The organisation may distribute its offering directly or indirectly to
customers. The direct partner chain means that customers contact and col-
laborate with the organisation itself; third-party collaboration means making
the product available via the third party. The last sub-dimension of the part-
ner chain is the cross-sales, meaning selling the data or services in a data or
service bundle or simply together with an another product.

4.3 Revenue

This dimension of the business model depicts how an organization gains value
(in monetary and non-monetary terms) while delivering its data or services to
clients. The revenue may be generated directly based on income from a customer
or indirectly from another stakeholder that prices the offering. This dimension
is to describe the revenue, the cost model and the pricing method.

3 http://en.wikipedia.org/wiki/Alliance
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The following sub-dimensions were differentiated:

– Revenue model that describes the method the customer uses while pay-
ing for the offering. The revenue may be created by selling or licensing
the offering object. Some organizations, provide its offering for free on the
community-access basis, what is also included in our business model. Some
other revenue models cover subscription, usage fee, licensing, advertisements,
donation-based or asset sale, being the traditional revenue models in the ICT.

– The pricing describes the way the price for the value object is determined.
The price may be fixed (stable, however there might be certain price groups
differentiated) or dynamic (depending on some features of the offering). The
fixed pricing model describes also the situation, when the content or services
are offered for free. The price may be set directly (in most cases) or indirectly
(depending on some additional features, what may be the case, e.g., in cross-
sales).

– The cost model explains the way the expenses are accounted in the organ-
isation. Besides of the accounting method used, this sub-dimension focuses
on explaining the management of costs incurred while delivering the offering.
In traditional approaches, the cost model is cost-driven. In case of intangible
objects or when the offering is hard to account its value, the value-driven
cost model should be applied.

– Value for company (non-monetary value) that describes the value the com-
pany has as perceived by the community. This value does not emerge from
the accounting procedures, i.e., difference between the income and the costs.
This value is related to company reputation, social responsibility, brand-
ing and corporate image and role played within the community. This sub-
dimension explains, e.g., the DBpedia model, where the financial flows enable
for functioning with necessary investments only, building however a brand
that makes DBpedia more valuable than the total assets it possesses.

4.4 Customer

The customer is the third dimension of the business model and the object for
which the offering is of value. The offering to be valuable, must be aligned to
the customer’s requirements. This dimension encompasses:

– Value for Customer: This sub-dimension defines the real benefit for a cus-
tomer from buying or using the offering object. The following features were
differentiated: cost decrease, quality increase, access to knowledge, pleasure,
robustness, interoperability, time reduction and increase in quality. These
features are twofold, as the access to knowledge granted by using the se-
mantic data or services is an enabler of all other values listed (except from
pleasure). Moreover, access to knowledge may be also understood in terms
of the education possibilities. Finally, sometimes the users will benefit from
semantic application without noticing that they are semantically powered.
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– Customer Type: This sub-dimension defined the types of customers po-
tentially interested in the offering.

– Relation to the Organisation describes, how an organization interacts
with its customer and how the customer is being offered with the value ob-
ject. Initially, the following relation models were distinguished: community,
agents, business partner, individual user and contributor.

In order to verify, whether the developed business model design template is
aligned with the assumptions and usable for business entities, it was validated
on examples of various organizations delivering semantic data and services. Due
to the limited space, the validation results are not presented in this paper, but
may be found in [20].

5 Conclusions

This article discusses the issue of business models for the semantic content cre-
ation. The notion of a business model relates to the Porter’s concept of value
chain investigating the issue of value creation at a company level. The value
chain is to define elements of the business that contribute to the life-cycle of
a product delivering value to a customer. A business model goes one step fur-
ther, focusing not only on issues such as supply, demand, margin or revenue, but
also presenting the relations of the company with its environment and trying to
identify value of these relations.

The Internet and its popularity contributed greatly to definition of new busi-
ness models, that also influenced the business models in the traditional world.
The Semantic Web will cause another change. Introduction of Semantics may
bring a desired level of automation, and change the way people work with dif-
ferent applications. However, to fulfill this vision, we firstly need to deal with
challenges regarding semantic content delivery and application. And here the hu-
man involvement seems to be inevitable. Therefore, the current business models
for the Future Internet in the area of the semantic content creation have to take
into account the user involvement.

Semantic content providers, as all enterprises, need to identify customers or
customer-segments, recognize their needs, then to structure offers that satisfy
those needs and deliver perceived value over the free-sources by differentiating
products. The differentiation in case of the content may be performed in various
ways (e.g., bundling with products from strategic partners, improved search-
facilities). The semantic content production may be related to two different areas
of company activities: where information is a product offered by a company or
the information concerns the main product of the company and is a way of
promoting this product. This greatly influences the definition of the business
model.

This article is one of the inputs to research work on business models for the
Future Internet, presenting the Semantic Data and Services point of view in the
discussion. This work however, is still an ongoing effort and the research team
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involved will advance certain elements of the business model providing insights
into the business model for the Future Internet.
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Küpper, Axel 223
Kyriazis, Dimosthenis 114

Lampe, Ulrich 91
Lu, Kuan 1
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