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Preface

Welcome to the proceedings of the 25th anniversary of the Australasian Joint
Conferences on Artificial Intelligence (AI 2012)! Since its inauguration in Sydney
in 1987, this annual conference has become the premier event for artificial intel-
ligence researchers in Australasia and a major international forum on AI world-
wide. For its silver anniversary, the conference returned to Australia’s iconic
and most populous city in December 2012, jointly hosted by the University of
Western Sydney and the University of New South Wales.

AT 2012 received 196 submissions with authors from 32 countries. FEach sub-
mission was reviewed by at least three Program Committee members or exter-
nal referees. A lively and intense discussion ensued among the reviewers and
the dedicated members of the senior Program Committee. After this thorough
assessment and rigorous prepublication scrutiny, 76 submissions were finally ac-
cepted to be published as full papers in the proceeding. The acceptance rate of
less than 39% set a new height of quality for the conference.

AT 2012 featured three exciting keynote speeches by distinguished scientists:
Joseph Halpern (Cornell University, USA) talked about decision theory with
subjective states and outcomes. Mary O’Kane (New South Wales Chief Scientist
and Engineer, Australia) gave an overview of the early days and current impact
of AT in Australia. Mamoru Kaneko (University of Tsukuba, Japan) spoke about
epistemic logic and inductive game theory.

Four workshops with their own joint proceedings were held on the first day of
the conference: the 8th Australasian Ontology Workshop; the second Australian
Workshop on Artificial Intelligence in Health; the New Trends of Computational
Intelligence in Health Applications Workshop; and the workshop on A Semantic
Reasoning Approach to Data Linkage for Optimised Clinical Risk Management.
The workshops were complemented by two tutorials: Discrete Non-parametric
Methods for Machine Learning and Linguistics by Wray Buntine, and Multi-
media Information Extraction: Methods and Applications by Sri Krishnan. To-
gether these tutorials and workshops, which were overseen by the Workshop
Chair Hans Guesgen, provided an excellent start to the event.

Two challenges were held during AI 2012: the First General Game Play-
ing International Australian Open and the First Australasian Strategic Trading
Game. These two contests each had a purse of $1,000 for the winners.

AT 2012 would not have been successful without the support of authors, re-
viewers, and organizers. We thank the many authors for submitting their research
papers to the conference. We are grateful to the successful authors whose papers
are published in this volume for their collaboration during the preparation of
final submissions. We thank the members of the Program Committee and the
external referees for their expertise and timeliness in assessing the papers. We
also thank the organizers of the workshops and tutorials for their commitment
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and dedication. We are very grateful to the members of the Organizing Com-
mittee for their efforts in the preparation, promotion, and organization of the
conference, especially David Rajaratnam for his outstanding and tireless service.
We acknowledge the assistance provided by EasyChair for conference manage-
ment, and we appreciate the professional service provided by the Springer LNCS
editorial and publishing teams.

December 2012 Michael Thielscher
Dongmo Zhang
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Measuring the Performance of Online Opponent Models
in Automated Bilateral Negotiation

Tim Baarslag, Mark Hendrikx, Koen Hindriks, and Catholijn Jonker

Interactive Intelligence Group, Delft University of Technology,
Mekelweg 4, Delft, The Netherlands
{T.Baarslag,K.V.Hindriks,C.M.Jonker,M.Hendrikx}@tudelft.nl

Abstract. An important aim in bilateral negotiations is to achieve a win-win
solution for both parties; therefore, a critical aspect of a negotiating agent’s suc-
cess is its ability to take the opponent’s preferences into account. Every year,
new negotiation agents are introduced with better learning techniques to model
the opponent. Our main goal in this work is to evaluate and compare the perfor-
mance of a selection of state-of-the-art online opponent modeling techniques in
negotiation, and to determine under which circumstances they are beneficial in a
real-time, online negotiation setting. Towards this end, we provide an overview
of the factors influencing the quality of a model and we analyze how the per-
formance of opponent models depends on the negotiation setting. This results in
better insight into the performance of opponent models, and allows us to pin-
point well-performing opponent modeling techniques that did not receive much
previous attention in literature.

Keywords: Negotiation, Opponent Model Performance, Quality Measures.

1 Introduction

A negotiation between two agents is a game in which both agents try to reach an agree-
ment better than their status quo. To avoid exploitation, agents often keep their prefer-
ences private during the negotiation [6]; however, if an agent has no knowledge about its
opponent’s preferences, then this can result in a suboptimal outcome [10]. A common
technique to counter this is learning the opponent’s preference profile during the nego-
tiation, which aids in increasing the quality of the negotiation outcome by identifying
bids that are more likely to be accepted by the opponent [6/10.21]].

If there have been previous negotiations with a similar opponent, the opponent model
can be prepared before the start of the negotiation; we will refer to these models as
offline models (for example [[6]). Contrastingly, if the agent has to learn the preferences
during the negotiation it performs online modeling (for example [8I10/14])).

In this work we focus on online opponent models in a single-shot negotiation with
private preference profiles; i.e., a setting in which an agent has no knowledge about the
opponent’s preference profile and no history of previous negotiations is available. There
has been recent interest in opponent modeling for such settings, for example in the
Automated Negotiating Agents Competition (ANAC) [1/4]. Despite ongoing research
in this area, it is not yet clear how different approaches compare, and empirical evidence

M. Thielscher and D. Zhang (Eds.): AI 2012, LNCS 7691, pp. 1-[[4] 2012.
(© Springer-Verlag Berlin Heidelberg 2012



2 T. Baarslag et al.

has raised the question whether using an opponent model is beneficial at all in such a
setting. To illustrate: state-of-the-art agents, such as the top three agents of both ANAC
2010 [4] and ANAC 2011 [[1], do not model the opponent, yet outperformed agents that
do. One reason that opponent modeling does not guarantee a better outcome for an agent
is that the model can be a poor representation of the opponent’s preferences. If the model
consistently suggests unattractive bids for the opponent, it may even be preferable to not
employ one at all. Secondly, a time-based deadline introduces an additional challenge
for online opponent modeling, as learning the model can be computationally expensive
and can therefore influence the amount of bids that can be explored. More precisely,
the gain in using the model should be higher than the loss in utility due to decreased
exploration of the outcome space. We will refer to this as the time/exploration trade-off.

Apart from the inherent trade-off in opponent modeling, we are interested whether
opponent models are accurate enough to provide gains at all, even when ignoring com-
putational costs. To this end, we evaluate opponent models in two settings: a time-based
and round-based negotiation protocol. This paper compares a large set of opponent
modeling techniques, which were isolated from state-of-the-art negotiation strategies.
We measure their performance in various negotiation settings, and we provide a detailed
overview of how the different factors influence the final negotiation outcome.

After discussing related work in Section 2] we introduce the negotiation setting and
consider the difficulties in evaluating opponent models in Section 3 In Section 4 we
introduce a method to quantify opponent model performance, after which we apply it
to a set of models in Section [5l We formulate hypotheses and analyze the results in
Section[@ and finally, in Section [l we provide directions for future work.

2 Related Work

Opponent modeling has received a lot of attention in automated negotiation. There are
three groups of related work when considering opponent model evaluation. The first
category consists of work that details an agent strategy in which the opponent model is
introduced, but the performance is not evaluated. Examples of this type are [8] and [20].

The second category compares a single novel model with a set of baseline strategies.
The approaches usually differ in how they define performance. In [10] for example,
a model is introduced for the same time-based protocol discussed in this work. The
performance of the opponent model is estimated by embedding it in a strategy and
comparing the average utility against two baseline strategies. The modeling technique
discussed by [16] introduces a model for a similar protocol, but in this case the baseline
is set by humans. Zeng and Sycara measure performance in terms of social welfare,
but focus on single-issue negotiations in which they compare the performance of three
settings: both learn, neither learn, and only the buyer learns [21]. Finally, [5] evaluates
the accuracy of a model against simple baseline strategies in terms of the likelihood that
the correct class is estimated to which the opponent’s preference profile belongs.

The last category is most similar to our work, and consists of literature comparing
the performance of a model against other models or against a theoretical lower or upper
bound. For example, Coehoorn and Jennings [6] evaluate the performance of their op-
ponent model using a standard bidding strategy that can be used both with and without
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a model. The performance of the strategy is evaluated in three settings: without knowl-
edge, with perfect knowledge, and when using an offline opponent model. This work
is similar to our work, however, it differs in the fact that we focus on online opponent
modeling. Our setting is especially challenging as it involves the time/exploration trade-
off. Another example is the work by [[13]], which introduces two opponent models for
e-recommendation in a multi-object negotiation. Compared to our work, we focus on
the more general type of multi-issue negotiations. Finally, [11] defines two accuracy
measures and uses these measures to analyze the accuracy of two opponent models.
The main differences are that we focus on a larger set of performance measures, and
pay more attention to the factors that influence the performance of the model.

Furthermore, as far as we know, our work is the first to compare and analyze such a
large set of state-of-the art models of the opponent’s preference profile.

3 Evaluating Opponent Models

The main goal of this work is to answer the following research question: “Under what
circumstances is it beneficial to use an online opponent model in a real-time negotiation
setting?”. An answer is not straightforward due to the time/exploration trade-off and
potentially poor accuracy of a model. In particular, we want to answer the following:

1. Assuming perfect knowledge about the opponent’s preferences, is there a signifi-
cant performance gain in using this information compared with ignoring it?

2. Is there a significant performance gain from using an online opponent model in
comparison to not using a model, assuming no prior knowledge is available?

The main difficulty in finding a conclusive answer to these questions, is that the perfor-
mance of an opponent model depends on the negotiation setting. Therefore, we study
an third, overarching research question:

3. How does the performance of using an opponent model depend on the setting?

3.1 Preliminaries

In this work we focus on a bilateral automated negotiation in which two agents try
to reach an agreement while maximizing their own utility. Agents use the widely-
employed alternating-offers protocol for bilateral negotiations [[17], in which the ne-
gotiating parties take turns in exchanging offers. A negotiation scenario consists of the
negotiation domain, which specifies the setting and all possible bids, together with a
privately-known preference profile for each party. A preference profile is described by
a utility function u(x), which maps each possible outcome z in the negotiation domain
to a utility in the range [0, 1]. In this work we discuss opponent models that attempt to
estimate the opponent’s utility function v’ () during the negotiation.

3.2 Influence of the Agent’s Strategy

Different agents apply their opponent model in different ways. There are two main
factors in which the application of an opponent model by a bidding strategy can differ:
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— Type of information gained from the opponent model. A bidding strategy can em-
ploy an opponent model for different reasons: for example, it can be employed to
select the best bid for the opponent out of a set of similarly preferred bids [3,20];
to select a bid that optimizes a weighted combination of both utility functions [8];
or to help estimate the utility of a specific outcome, such as the Nash-point [3]].

— Selecting a bid using an opponent model. When a model is used to select a bid from
a set of similarly preferred bids, the question still remains which one to choose. One
can select the best bid for the opponent, but this may be suboptimal, as models may
be inaccurate. An alternative is to select a bid from the set of n best bids [3]].

Even when the factors above are taken into account, still care has to be taken to properly
compare different models. Opponent models can only be fairly compared if the other
components, such as bidding strategy and acceptance strategy [2]] are fixed.

3.3 Influence of the Opponent’s Strategy

All opponent modeling techniques make certain assumptions about the opponent, so as
to assign meaning to the observed behavior. If the opponent does not adhere to these
assumptions, the model may not reflect reality well. The set of strategies against which
a model is tested is a decisive factor when measuring its performance. Therefore, a set
of opponents should contain both agents that fulfill the model’s assumptions to deter-
mine its efficacy in optimal conditions; and agents that test the model’s robustness by
violating its assumptions.
The following assumptions were found by analyzing the models in Section[3.2k

1. The concession of the opponent follows a particular function. Some opponent mod-
eling techniques assume that the opponent uses a given time-based bidding strategy.
Modeling the opponent then reduces to estimating all issue weights such that the
predicted utility by the modeled preference profile is close to the assumed utility.

2. The first bid made by the opponent is the most preferred bid. The best bid is the se-
lection of the most preferred value for each issue, and thereby immediately reveals
which values are the best for each issue. Many agents start with the best bid.

3. There is a direct relation between the preference of an issue and the times its value
is significantly changed. To learn the issue weights, some models assume that the
amount of times the value of an issue is changed is an indicator for the importance
of the issue. The validity of this assumption depends on the distribution of the issue
and value weights of the opponent’s preference profile and its bidding strategy.

4. There is a direct relation between the preference of a value and the frequency it
is offered. A common assumption to learn the value weights is to assume that val-
ues that are more preferred are offered more often. Similar to the issue weights
assumption, this assumption strongly depends on the agent’s strategy and domain.

3.4 Influence of the Negotiation Scenario
Three main factors of a scenario influence the quality of an opponent model:

1. Domain size. In general, the larger the domain, the less likely a bid is a Pareto-bid.
Furthermore, domains with more bids are likely more computationally expensive
to model. Therefore, the influence of the time/exploration trade-off is higher.
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2. Bid distribution. The bid distribution quantifies how bids are distributed. We define
bid distribution as the average distance of all bids to the nearest Pareto-bid. The bid
distribution directly influences the performance gain attainable by a model.

3. Opposition. We define opposition as the distance from the Kalai-point to complete
satisfaction (1, 1). The opposition of a domain influences the number of possible
agreements, and opponent models may be help in locating them more easily.

4 Measuring the Performance of Opponent Models

As we noted in the previous section, the effectiveness of an agent’s opponent model is
heavily influenced by the negotiation setting. This work proposes a careful measure-
ment method of opponent modeling performance, and can be interpreted as a first step
towards creating a generic performance benchmark for the type of opponent models
that we study here. The following sections discuss the four components of the method.

4.1 Negotiation Strategies of the Agents

For the negotiation strategies of the agents in which the opponent models are embedded,
we elected a variant of the standard time-dependent tactic [7]]. This strategy is chosen
for its simple behavior, which elicits regular behavior from its opponents; furthermore,
adding a model may significantly increase its performance. Given a target utility, the
adapted agent generates a set of similarly preferred bids and then selects a bid using the
opponent model. We focus on selecting a bid from a set of similarly preferred bids, as
this usage is commonly applied, for example in [[20] and [[14]. We embedded the models
in four time-dependent agents (e = 0.1;0.2; 1.0; 2.0). We opted for multiple agents as
we believed that the concession speed can influence the performance gain.

The remaining issue in using an opponent model is which bid to select for the op-
ponent given a set of similarly preferred bids. Given the approaches in Section 3.2 we
opted to have the models select the best bid for the opponent, as this approach is most
differentiating: it leads to better performance of the more accurate opponent models.

4.2 Negotiation Strategies of the Opponents

This section discusses the opponents selected using the guidelines outlined in
Section The set of opponent strategies consists of three cooperative agents, which
should be easy to model as their concession speed is high, and five competitive agents.
The set of conceding agents consists of two time-dependent agents with high concession
speeds e € {1, 2}, and the offer decreasing agent, which offers the set of all possible
bids in decreasing order of utility. The set of competitive agents contains two time-
dependent agents with low concession speeds e € {0.0,0.2}, and the ANAC agents
Gahboninho, HardHeaded, and IAMcrazyHaggler.

Given the five opponent modeling assumptions introduced in Section [3.3] the first
assumption about the opponent’s decision function fails in general, as an opponent in
practice never completely adheres to the assumed decision function. The second as-
sumption holds for all agents except IAMcrazyHaggler, whose first bid is randomly
picked. The other three assumptions are typical for the frequency models. It is not
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possible to adhere to or violate these assumptions completely, as they depend both on
the negotiation scenario structure and opponents.

4.3 Negotiation Scenarios

As we explored in Section[3.4] the domain size, bid distribution, and opposition of a
negotiation scenario are all expected to influence an opponent model’s performance,
and therefore we aimed for a large spread of the characteristics of the scenarios, as
visualized in Table[Il In total seven negotiation scenarios were selected.

Table 1. Characteristics of the negotiation scenarios

Scenario name Size Bid distrib. Opposition
ADG [1] 15625 (med.) 0.136  (low) 0.095 (low)
Grocery [1] 1600  (med.) 0.492 (high) 0.191 (med.)
IS BT Acquisition [1] 384 (low) 0.121 (low) 0.125 (low)
Itex—Cypress [12] 180 (low) 0222  (med.) 0.431 (high)
Laptop [1] 27 (low) 0.295 (med.) 0.178 (med.)
Employment contract [19] 3125  (med.) 0.267 (med.) 0.325 (high)
Travel [4] 188160 (high) 0.416 (high) 0.230 (med.)

4.4 Quality Measures for Opponent Models

The quality of an opponent model can be measured in two ways: a black box approach,
in which performance measures evaluate the quality of the outcome; and a white box
view, which uses accuracy measures capable of considering the internal design of a
strategy and revealing the accuracy of the estimation of the opponent’s preferences.
This work focuses on the performance measures shown in Table2] as [11] has already
compared models using a white box approach, albeit in a more limited setting.

Table 2. Overview of the performance measures

Performance measure Description

Avg. utility [1I13010] Average score of the agents against selected opponents on all ne-
gotiation scenarios.

Avg. time of agr. [2] Average time required to reach an agreement.

Avg. rounds [13121] Average rounds a negotiation lasts. In a rounds-based setting, less

means more accurate.
Avg. Pareto dist. of agr. [119] Average minimal distance to the Pareto-frontier. Lower is better.
Avg. Kalai dist. of agr. [9]  Average distance to the Kalai-point. Lower means more fair.
Avg. Nash dist. of agr. [9] Average distance to the Nash-point. Lower means more fair.

S Experiments

We applied the method described in the previous section to our experimental setup
below in order to answer the research questions introduced in Section 3l



Measuring the Performance of Online Opponent Models 7

5.1 Experimental Setup

To analyze the performance of different opponent models, we employed GENTUS [13],
which is an environment that facilitates the design and evaluation of automated ne-
gotiators’ strategies and their components. The experiments are subdivided into two
categories: we use a standard time-based protocol, as well as a round-based protocol.
In total, we ran 17920 matches, which on a single computer takes nearly two months.

Our main interest goes out to the real-time setting, as this protocol features the
time/exploration trade-off. We applied our benchmark to the set of models using the
time-based protocol. Each match features a real-time deadline set at three minutes.

In the round-based protocol the same approach is applied, but in this case, time does
not pass within a round, giving the agent infinite time to update its model. This provides
valuable insights into the best theoretical result an opponent model can achieve.

5.2 Opponent Models

We compare the performance of the opponent models used in ANAC [1/4]], which is a
yearly international competition in which negotiating agents compete on multiple do-
mains. Each year, the competition leads to the introduction of new negotiation strategies
with novel opponent models. While the domain (i.e., the set of outcomes) is common
knowledge to all agents, the utility function of each player is private information and
hence has to be learned. The utility functions of the agents are linearly additive; that
is, the overall utility consists of a weighted sum of the utility for each individual issue.
The setting of ANAC is consistent with the preliminaries in this paper.

We specifically opted to use agents that participated in ANAC for the following rea-
sons: the agents are designed for one consistent negotiation setting, which makes it
possible to compare them fairly; their implementation is publicly available; and finally,
we believe that the agents and opponent models represent the current state-of-the-art.
We used modeling techniques from ANAC 2010 [4], ANAC 2011 [[1], and a selection of
opponent models designed for ANAC 2012. We isolated the opponent models from the
agents and reimplemented them as separate generic components to be compatible with
all other agents (as in [2]]). As discussed in Section[3.2] this setup allows us to equip a
single negotiation strategy with various opponent models, which makes it straightfor-
ward to fairly compare the different modeling techniques.

Table [3| provides a summary of the online opponent models used in our experi-
ments, with references to the papers in which they are described. We did not include
the Bayesian Model from [10] and the FSEGA Bayesian Model [[18], even though they
fitted our setup, as both models were not designed to handle domains containing more
than a 1000 bids. We are aware that many alternative opponent modeling techniques
exist [SI10L16121]); however, for our negotiation setting, this is currently the largest set
available of comparable opponent modeling techniques.

Based on our analysis, we found that in our selection two approaches to opponent
modeling are prominent: Bayesian opponent models and Frequency models.

Bayesian opponent models generate hypotheses about the opponent’s preferences
[LO]. The models presuppose that the opponent’s strategy adheres to a specific decision
function; for example a time-dependent strategy with a linear concession speed. This is
then used to update the hypotheses using Bayesian learning.
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Table 3. Overview of the online opponent models and their modeling assumptions (M)

Model Description M

No Model No knowledge about the preference profile. -
Perfect Model ~ Perfect knowledge about the preference profile. -
Bayesian  Scal- This model learns the issue and value weights separately using Bayesian 1

able Model [10] learning. Each round, the hypotheses about the preference profile are up-

dated based assuming that the opponent conceded a constant amount.
IAMhaggler Bay. Efficient implementation of the Bayesian Scalable Model in which the op- 1

Model [20] ponent is assumed to use a particular time-dependent decision function.

HardHeaded This model learns the issue weights based on how often the value of an 3

Freq. Model [14] issue changes between turns. The value weights are determined based on 4
the frequency in which they have been offered.

Smith Similar to the HardHeaded Frequency Model, but less efficient. The issue 3
Freq. Model [8] weights depends on the relative frequency of the most offered values. 5
Agent X This model is a more complex variant of the HardHeaded Frequency 3
Freq. Model Model that also takes the opponent’s tendency to repeat bids into account. 4
N.A.S.H. In contrast to HardHeaded Frequency Model, this model learns the issue 2
Freq. Model weights based on the frequency that the assumed best value is offered. 4

Frequency models learn the issue and value weights separately. The issue weights
are usually calculated based on the frequency that an issue changes between two offers.
The value weights are oten calculated based on the frequency of appearance in offers.

Both modeling approaches are prone to failure as they rely on a subset of the as-
sumptions introduced in Section 3.3l More specifically, Bayesian models make strong
assumptions about the opponent’s strategy, whereas frequency models assume knowl-
edge about the value distribution of the issues of a preference profile and place weak
restrictions on the opponent’s negotiation strategy. Generally, the Bayesian models are
far more computationally expensive; however, it is unknown if they are more accurate.

6 Results

Below we analyze the outcomes of the experiment to provide an answer to the research
questions in the form of hypotheses H1-H6. We first discuss the overall gain in per-
formance when using perfect knowledge versus online opponent modeling. Section[6.2]
provides an answer to the final research question on how the negotiation setting influ-
ences the performance of an opponent model.

6.1 Overall Performance of Opponent Models

Our experimental results for a selection of the quality measures described in Section[4.4]
are shown in Table [ for both the time-based and round-based protocol. Before we
analyze the performance gain of online opponent models, we first answer the question
whether perfect knowledge aids in improving the negotiation outcome at all:

H1. Usage of the perfect model by a negotiation strategy leads to a significant perfor-
mance gain in comparison to not using an opponent model.

We expected that perfect knowledge about the opponent’s preferences would signif-
icantly improve performance of an agent. Our main aim here was not to reconfirm
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the already widely acknowledged benefits of integrative bargaining, but to analyze
whether our experimental setup is a valid instrument for measuring the learning effect
in other types of settings. Our expectation is confirmed by the experiment, as the Perfect
Model yields a significant performance increase on all quality measures (except aver-
age rounds) for both protocols. For the real-time protocol, the difference between the
best online opponent model (HardHeaded Frequency Model) and No Model is 0.0135;
for the round-based protocol it is 0.0144 (Smith Frequency Model). Note that while the
gains are small, there are three small domains where opponent modeling does not result
in significant gains. If we solely focus on the large Travel negotiation scenario, then
the gain relative to No Model becomes 0.0413 for the Perfect Model. Especially note
the improvement in distance between the outcome and Pareto-frontier, and the earlier
agreements, in Table [l This leads us to conclude that using an opponent model leads
to better performance as it aids in increasing the quality of the outcome.

H2. Usage of an online opponent model leads to a significant performance gain when
time is not an issue. Online opponent modeling does not yield the same benefit in
a real-time setting because of the time/exploration trade-off.

We noted previously that in some cases, ANAC agents that do not model the opponent
can outperform agents that do, and such agents have even won the competition. This
led us to believe that online modeling does not benefit the agents, either because it
misrepresents the preferences, or by taking too much time in a time-sensitive setting.

This is why it came as a surprise that in both the time- and round-based protocol,
online opponent models performed significantly better on all quality measures. For the
time-based protocol the best online opponent models are the frequency models, ex-
cept for the Smith Frequency Model who scores badly in this case. However, for the
round-based protocol, the Smith Frequency Model is actually best. This is caused by the
time/exploration trade-off, because the model is computationally expensive as indicated
by the small amount of bids offered in the time-based protocol.

Surprisingly the worst performance on a quality measure is not always made by using
No Model. For example in the time-based experiment the Bayesian Scalable Model has
the worst performance. The Bayesian model of JAMhaggler however, performs much
better, but disappoints in the round-based protocol. We believe this can be attributed to
its updating mechanism: only unique bids are used to update the model, which speeds-
up updating but can result in poor performance against slowly conceding agents that
offer the same bid multiple times.

In conclusion, online opponent model can result in significant gains and surprisingly,
frequency models lead to the largest gains, outperforming the Bayesian models. We
believe that the winners of ANAC could have performed even better by learning the
opponent’s preferences with a frequency model. The success of the frequency model
can be attributed to its simplicity and hence faster performance, and to the fact that it
is more robust by making weaker assumptions about the strategy of the opponent in
comparison to the Bayesian modeling approaches.

6.2 Influence of the Negotiation Setting

We will now discuss the influence of each of the three components of the negotiation
setting on the quality of an opponent model, following the structure of Section[3]
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Table 4. Performance of all models on a set of quality measures for both protocols

Perfect HH. AgentX Nash IAH. Smith None Scal.

Quality Measures M FM M BM FM BM
Time-based

Avg. utility 7285 7260 7257 7257 7178 7156 7125 7077
Avg. time of agr. 4834 4865 4867 4865 4958 4937 5022 .5055
Avg. rounds 7220 7218 7231 7198 7004 4745 7352 4836

Avg. Pareto dist. of agr. .0007 .0017 .0015 .0018 .0069 .0068 .0059 .0071
Avg. Kalai dist. of agr. .2408 2434 2447 2428 2515 2474 2683 .2561
Avg. Nash dist. of agr. .2442 2471 2481 2483 2541 2500 .2721 .2594

Rounds-based

Avg. utility 7235 7196 7191 7192 7111 7199 .7050 7124
Avg. time of agr. 4928 4975 4978 4977 5058 4974 5136 .5038
Avg. rounds 2508 2531 2533 2533 2572 2531 2567 2562

Avg. Pareto dist. of agr. .0010 .0029 .0023  .0028 .0073 .0026 .0066 .0063
Avg. Kalai dist. of agr. .2332 2380 .2395  .2380 .2456 .2369 .2614 .2445
Avg. Nash dist. of agr. 2370 2403 2437 2404 2516 .2403 2644 2472

Influence of the Agent’s Strategy. The performance gain of using an opponent model
necessarily depends on the strategy in which itis embedded. Table[3provides an overview
of the relative gain in comparison to No Model for all opponent models in the time-based
experiment. Based on the results, we have tested the following hypothesis:

H3. The more competitive an agent, the more it benefits from using an opponent model.

At each turn of a negotiation session, a set of possible agreements can be defined. This
is the intersection of two sets: the set of bids that an agent considers for offering, and
the set of all bids acceptable to the opponent. The more competitive the agent, the
smaller the intersection between the two sets. When an agent concedes, the number
of possible agreements increases at the cost of utility. An opponent model can help
in finding possible agreements, preventing concession and therefore loss in utility. We
therefore expected the gain for competitive agents to be higher, as the set of possible
agreements each turn is smaller, and therefore an optimal bid is more easily missed by
an agent not employing an opponent model. This is especially decisive in the last few
seconds of the negotiation, when many agents concede rapidly to avoid non-agreement.

The hypothesis is confirmed by our experiments. In Table 3] there is a negative corre-
lation between the concession speed and relative gain in performance. If we ignore the
results of the three worst performing models, a small — albeit statistically significant —
negative correlation of —0.508 is found.

Influence of the Opponent’s Strategy. The opponent’s behavior also has an important
impact on the performance of an opponent model. Based on the results shown in Table[6]
we test the three hypotheses below.

H4. An agent benefits more from an opponent model against competitive agents.

Intuitively, the more competitive the opponent, the more useful the opponent model as
the set of possible agreements is smaller, analogous to hypothesis H3. Therefore, we
expected the highest gain against the competitive agents Gahboninho V3, HardHeaded,
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Table 5. Utility of each opponent model relative to using No Model for each agent

Agents e=01 e=02 e=1 e=2
Perfect Model 0.0180 0.0164 0.0152 0.0144
HardHeaded Freq. Model 0.0156 0.0137 0.0118 0.0128
Agent X Freq. Model 0.0161 0.0137 0.0116 0.0113
N.A.S.H. Freq. Model 0.0166 0.0129 0.0108 0.0121
IAMhaggler Bay. Model 0.0084 0.0055 0.0033 0.0039
Smith Freq. Model -0.0031 0.0020 0.0071 0.0063

Bayesian Scalable Model -0.0050 -0.0058 -0.0032 -0.0053

and IAMcrazyHaggler. However, in Table |6 only the gain for Gahboninho V3 and
IAMcrazyHaggler is very high.

For HardHeaded, we believe this can be attributed to the agent using an opponent
model itself. If the opponent uses a well-performing opponent model, then the per-
formance gain of an opponent model can be expected to be lower, as the opponent is
already able to make Pareto-optimal bids. Our experiment appears to the confirm this
hypothesis in the case of playing against HardHeaded, whose well-performing oppo-
nent model seems to diminish the effect of opponent modeling by the other side.

Concluding, given the results of our experiment, we believe that the hypothesis holds,
at least for consistently competitive opponents without an opponent model.

HS. Frequency models are more robust against opponents employing a random tactic
than the Bayesian models.

In order to estimate the opponent’s utility of a certain bid, both types of models make
certain assumptions about the opponent. The Bayesian opponent models assume that
the opponent follows a particular decision function through time (cf. modeling assump-
tion 1 in Section [3.3)), while the frequency models assume higher valued bids are of-
fered more often (cf. modeling assumptions 3 and 4). Many opponent strategies do not
adhere to these assumptions, which causes the learning models to make wrong predic-
tions when playing against them. For example, opponents such as IAMcrazyHaggler
who employ a random negotiation strategy, explicitly violate the assumptions of both
models. For the Bayesian learning models, this means the opponent preferences will be
estimated incorrectly, and more so through time. The frequency models however, are
much more robust, not only in the sense that a negotiation tactic has a greater chance
to satisfy its assumptions, but more significantly: it is less sensitive to a tactic violating
its assumptions. For instance, in the case of IAMcrazyHaggler, it will deduce that it
equally prefers any bid it has offered so far — which, in this case, is exactly right.

We therefore expected relatively poor performance from the Bayesian models. This
hypothesis is confirmed by our experiment: the frequency models have a high per-
formance gain against JAMcrazyHaggler, whereas using the Bayesian models is even
worse than not using an opponent model at all.

Influence of the Negotiation Scenario. The performance of an opponent model is
influenced by the characteristics of the negotiation scenario, such as amount of bids,
distribution of the bids, and the opposition of the domain. Table [/lprovides an overview
of the relative gain of all opponent models in comparison to No Model for in the time-
based experiment. Based on these results, we formulate the following hypothesis:
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Table 6. Utility of each opponent model relative to using No Model for each opponent

Opponents T™DT TDT TDT TDT OD Gah. HH. IcH.
0 0.2 1.0 2.0

Perfect .0085 .0015 .0008 .0022 .0060 .0676 .0015 .0399

HH. Freq. Model .0085 .0013 -.0002 .0019 .0060 .0515 .0000 .0388

Agent X Freq. Model ~ .0085 .0019 .0002 .0036 .0058 .0561 .0009 .0285
N.A.S.H. Freq. Model .0085 .0005 -.0005 .0020 .0065 .0507 .0037 .0336
IAH. Bay. Model 0000 .0003 -.0021 -.0001 -.0046 .0511 .0039 -.0066
Smith Frequency -.0038 -.0023 -.0019 .0007 -.0113 .0357 -.0224 .0297
Bay. Scalable Model 0000 -.0033 -.0055 -.0058 -.0535 .0458 -.0128 -.0036

H6. The higher the amount of bids, bid distribution, or opposition of a scenario, the
more an agent benefits from using an opponent model.

We anticipated the bid distribution to be the major factor determining the performance
gain of an opponent model. If the bid distribution is high, then the Pareto-frontier is
more sparse. This means a higher gain can be expected of utilizing an opponent model to
locate bids close to the Pareto-frontier. This hypothesis is confirmed by our experiments,
as we found a strong Pearson correlation of 0.778 between the bid distribution and the
performance gain of the best four models, and 0.701 if we solely focus on the perfect
opponent model. Therefore we confirm this sub-hypothesis.

Another factor is the size of the negotiation domain. If a domain contains more bids,
then there are relatively less bids that are Pareto-optimal, so an opponent model can aid
more in identifying them. On the other hand, opponent models are more computation-
ally expensive on the larger domains. Despite this effect, we found a strong Pearson
correlation between the amount of bids and the performance gain: 0.631 for the best
four models, and 0.596 when using the perfect model.

The final factor is the opposition of the scenario. Intuitively, if the opposition is
higher, then there are less possible agreements. Opponent models can aid in identifying
these rare acceptable bids, thereby preventing break-offs and unnecessary concessions.
Nevertheless, if the opposition is high, then the bids are also relatively closer to the
Pareto-optimal frontier, which renders it more difficult for an opponent model to make
a significant impact on the negotiation outcome. Despite this effect, we expected that
higher opposition would lead to higher performance gain. However, in our experiments
we noted only a small positive Pearson correlation of 0.256 for the best four models and
0.262 for the perfect model. Based on these results we are unable to draw a conclusion,
which leads us to believe the two mentioned effects cancel each other out, making the
other two characteristics of the scenario decisive in the effectiveness of a model.

Table 7. Gain of each model relative to using No Model for each scenario parameter

Model Low Medium High

Size Perfect 0.001 0.022 0.041
Best 4 0.002 0.018 0.039
Bid Distribution  Perfect 0.001 0.013 0.035
Best 4 -0.001 0.010 0.034
Opposition Perfect 0.001 0.023 0.020
Best 4 -0.001 0.022 0.016
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7 Conclusion and Future Work

This paper evaluates and compares the performance of a selection of state-of-the-art
online opponent models. The main goal of this work is to evaluate if, and under what
circumstances, opponent modeling is beneficial.

Measuring the performance of an opponent model is not trivial, as the details of
the negotiation setting affects the effectiveness of the model. Furthermore, while we
know an opponent model improves the negotiation outcome in general, the role of time
should be taken into account when considering online opponent modeling in a real-
time negotiation because of the time/exploration trade-off: a computationally expensive
model may produce predictions of better quality, but in a real-time setting it may lead
to less bids being explored, which may harm the outcome of the negotiation.

Based on an analysis of the contributing factors to the quality of an opponent model,
we formulated a measurement method to quantify the performance of online opponent
models and applied it to a large set of state-of-the-art opponent models. We analyzed
two main types of opponent models: frequency models and Bayesian models. We noted
that the time/exploration trade-off is indeed an important factor to consider in oppo-
nent model design of both types. However, we found that the best performing models
did not suffer from the trade-off, and that most — but not all — online opponent models
result in a significant improvement in performance compared with not using a model;
not only because the deals are made faster, but also because the outcomes are on av-
erage significantly closer to the Pareto-frontier. A main conclusion of our work is that
we noted that frequency models consistently outperform Bayesian models. This is not
only because they are faster, because the effect remains in a round-based setting. This
suggests that frequency models combine the best of both worlds. Surprisingly, despite
their performance, frequency models have not received much attention in literature.

Our other main conclusion concerns the effects of the negotiation setting on an op-
ponent model’s effectiveness. We found that the more competitive an agent, or its oppo-
nent, the more benefit an opponent model provides. In addition, we found that the higher
the size or the bid distribution of a scenario, the higher the gain of using a model.

For future work, it would be interesting to examine other uses of opponent modeling,
such as opponent prediction. Another direction of future work is to investigate the in-
teraction between opponent model performance and its accuracy through time. We also
plan to test a larger set of models derived from literature and ANAC 2012.
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Abstract. We use optimism to introduce generic asymptotically opti-
mal reinforcement learning agents. They achieve, with an arbitrary finite
or compact class of environments, asymptotically optimal behavior. Fur-
thermore, in the finite deterministic case we provide finite error bounds.
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1 Introduction

This article studies a fundamental question in artificial intelligence; given a set of
environments, how do we define an agent that eventually acts optimally regard-
less of which of the environments it is in. This question relates to the even more
fundamental question of what intelligence is. [Hut05] defines an intelligent agent
as one that can act well in a large range of environments. He studies arbitrary
classes of environments with particular attention to universal classes of envi-
ronments like all computable (deterministic) environments and all lower semi-
computable (stochastic) environments. He defines the AIXI agent as a Bayesian
reinforcement learning agent with a universal hypothesis class and a Solomonoff
prior. This agent has some interesting optimality properties. Besides maximiz-
ing expected utility with respect to the a priori distribution by design, it is also
Pareto optimal and self-optimizing when this is possible for the considered class.
It was, however, shown in [Orsl0] that it is not guaranteed to be asymptoti-
cally optimal for all computable (deterministic) environments. [LHI1a] shows
that this is not surprising since, at least for geometric discounting, no agent
can be. [LH11a] also shows that in a weaker (in average) sense, optimality can
be achieved for the class of all computable environments using an algorithm
that includes long exploration phases. Furthermore, it is simple to realize that
Bayesian agents do not always achieve optimality for a finite class of deterministic
environments even if all prior weights are strictly positive.

We use the principle of optimism to define an agent that for any finite class of
deterministic environments, eventually acts optimally. We extend our results
to the case of finite and compact classes of stochastic environments. In the
deterministic case we also prove finite error bounds. Optimism has previously
been used to design exploration strategies for both discounted and undiscounted
MDPs [KS98, [SL05, [AOQ6, ILHI12], though here we define optimistic algorithms
for any finite class of environments.

M. Thielscher and D. Zhang (Eds.): AI 2012, LNCS 7691, pp. 15-F6] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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Related Work. Besides AIXI [Hut05] that was discussed above, [LH11a] in-
troduces an agent which achieves asymptotic optimality in an average sense for
the class of all deterministic computable environments. There is, however, no
time step after which it is optimal at every time step. This is due to an infi-
nite number of long exploration phases. We introduce an agent, that for finite
classes of environments, does eventually achieve optimality for every time step.
For the stochastic case, the agent achieves with any given probability, optimality
within e for any € > 0. Our very simple agent is relying elegantly on the prin-
ciple of optimism, used previously in the restrictive MDP case with discounting
[KS98, [SLO5, LHI12] and without [AOQ6], instead of an indefinite number of ex-
plicitly enforced bursts of exploration. [RHOS| also introduces an agent that relies
on bursts of exploration with the aim of achieving asymptotic optimality. The
asymptotic optimality guarantees are restricted to a setting where all environ-
ments satisfy a certain restrictive value-preservation property. [EDKMO05| stud-
ied learning general Partially Observable Markov Decision Processes (POMDPs).
Though POMDPs constitute a very general reinforcement learning setting, we
are interested in agents that can be given any (deterministic or stochastic) class
of environments and successfully utilize the knowledge that the true environment
lies in this class.

Background. We will consider an agent [RN10) [Hut05] that interacts with an
environment through performing actions a; from a finite set A and receives

observations o; from a finite set O and rewards r; from a finite set R C [0, 1].
Let H = (A x O x R)* be the set of histories and R : H — R the return

n
R(a101r1020272...00,0nTy) = E r;y’
Jj=1

with the obvious extension to infinite sequences. A function from H x A to
O x R is called a deterministic environment (studied in Section 21 A function
m: H — Ais called a policy or an agent. We define the value function V'
by VI (hi—1) == R(ht:eo) = Zfit ~*“tr; where the sequence r; are the rewards
achieved by following 7 from time step ¢ onwards in environment v after having
seen hy_q.

Instead of viewing the environment as a function from H x A to O x R we
can equivalently write it as a function v : H x A x O x R — {0,1} where we
write v(o,7|h,a) for the function value of (h,a,0,r). It equals zero if in the first
formulation (h,a) is not sent to (o,7) and 1 if it is. In the case of stochastic
environments, which we will study in Section Bl we instead have a function
viHXxAXxOxR —[0,1] such that 3, v(o,7|h,a) =1 Vh,a. Furthermore, we
define v(h¢|m) := v(ory4|m) == IH}_v(o;r;i|a;, hi—1) where a; = w(h;—1). v(-|7) is
a probability measure over strings or sequences as will be discussed in the next
section and we can define v(:|m, hy—1) by conditioning v(-|w) on hi—;. We define
VI (hi—1) = Ey(jmhi1) R(ht:0o) as the v-expected return of policy .

A special case of an environment is a Markov Decision Process (MDP) [SB9S].
This is the classical setting for reinforcement learning. In this case the environ-
ment does not depend on the full history but only on the latest observation
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and action and is, therefore, a function from O x A x O x R to [0,1]. In this
situation one often refers to the observations as states since the latest observa-
tion tells us everything we need to know. In this situation, there is an optimal
policy that can be represented as a function from the state set S (:=0) to A.
We only need to base our decision on the latest observation. Several algorithms
[KS98, [SLO5, [LHI12] have been devised for solving discounted (y < 1) MDPs for
which one can prove PAC (Probably Approximately Correct) bounds. They are
finite time bounds that hold with high probability and depend only polynomi-
ally on the number of states, actions and the discount factor. These methods are
relying on optimism as the method for making the agent sufficiently explorative.
Optimism roughly means that one has high expectations for what one does not
yet know. Optimism was also used to prove regret bounds for undiscounted
(v = 1) MDPs in [AOO6] which was extended to feature MDPs in [MMRII].
Note that these methods are restricted to MDPs and that we do not make any
(Markov, ergodicity, stationarity, etc.) assumptions on the environments, only
on the size of the class.

Outline. In this article we will define optimistic agents in a far more general
setting than MDPs and prove asymptotic optimality results. The question of
their mere existence is already non-trivial, hence asymptotic results deserve at-
tention. In Section [2] we consider finite classes of deterministic environments and
introduce a simple optimistic agent that is guaranteed to eventually act opti-
mally. We also provide finite error bounds. In Section B we generalize to finite
classes of stochastic environments and in Section @l to compact classes.

2 Finite Classes of Deterministic Environments

Given a finite class of deterministic environments M = {v1, ..., v, }, we define
an algorithm that for any unknown environment from M eventually achieves
optimal behavior in the sense that there exists T' such that maximum reward is
achieved from time T onwards. The algorithm chooses an optimistic hypothesis
from M in the sense that it picks the environment in which one can achieve
the highest reward (in case of a tie, choose the environment which comes first
in an enumeration of M) and then the policy that is optimal for this environ-
ment is followed. If this hypothesis is contradicted by the feedback from the
environment, a new optimistic hypothesis is picked from the environments that
are still consistent with h. This technique has the important consequence that if
the hypothesis is not contradicted we are still acting optimally when optimizing
for this incorrect hypothesis.

Let h;"” be the history up to time ¢ generated by policy 7 in environment v.
In particular let h° := A™ *# be the history generated by Algorithm 1 (policy 7°)
interacting with the actual “true” environment p. At the end of cycle t we know
h = hy. An environment v is called consistent with hy if hfo’" = h;. Let M; be
the environments consistent with h;. The algorithm only needs to check whether
0?0’” = o; and rfo’” = 1y for each v € M;_;, since previous cycles ensure

v

hfj’l'/ = hy_1 and trivially af 'Y = a;. The maximization in Algorithm 1 that
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Require: Finite class of deterministic environments Mo = M

1:t=1

2: repeat

3 (n%, V) €argmax, e e m,_, Vo (hi-1)

4 repeat

5 at = W*(ht_l)

6: Perceive o:7¢ from environment u

7 ht < htflatotrt

8 Remove all inconsistent environments from M

(Myi={v e M1 :h " =h})
9: t—t+1
10:  until v* € M,
11: until M is empty
Algorithm 1. Optimistic Agent (7°) for Deterministic Environments

defines optimism at time t is performed over all v € M, the set of consistent
hypotheses at time ¢, and m € IT = IT*" is the class of all deterministic policies.

Theorem 1 (Optimality, Finite Deterministic Class). If we use Algorithm
1 (7°) in an environment p € M , then there is T < co such that

Vi (h) = max VT (he) V¢ > T.

A key to proving Theorem [l is time-consistency [LHI11b| of geometric discount-
ing. The following lemma tells us that if we act optimally with respect to a
chosen optimistic hypothesis, it remains optimistic until contradicted.

Lemma 1 (Time-consistency). Suppose (7*,v*) € argmax, ¢z e, Vo' (ht),
that we act according to ™ from time t to time t—1 and that v* is still consistent

at time t >t , then (7*,v*) € arg max e ryenm, Vo (h)-

Proof. Suppose that VT (h;) < VI (h;) for some 7, . It holds that V% (h;) =
C 4 =tV (h;) where C is the accumulated reward between ¢ and £ — 1. Let
7 be a policy that equals 7* from ¢ to t — 1 and then equals 7. It follows that
VE(he) = C+~4=VF(hy) > C +~"tVE (h;) = VI (hy) which contradicts the
assumption (7*,v*) € argmax, ¢ e, Vo (he). Therefore, V' (h;) > VI (hg)
for all 7, D.

Proof. (Theorem [) At time ¢ we know h,. If some v € M;_; is inconsistent
with hy, i.e. hfo’" # hy, it gets removed, i.e. is not in My for all ¢ > .

Since My = M is finite, such inconsistencies can only happen finitely often,
i.e. from some T onwards we have M; = M, for all ¢t > T'. Since hfo’” = hy Vi,
we know that p € M, Vt.

Assume t > T henceforth. The optimistic hypothesis will not change after this
point. If the optimistic hypothesis is the true environment p, we have obviously
chosen the true optimal policy.
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In general, the optimistic hypothesis * is such that it will never be contra-
dicted while actions are taken according to m°, hence (7*,v*) do not change
anymore. This implies

VJO (hy) = VH”* (he) = Vf** (hy) = unel%/}({t E(néa]}j{V (hy) > Erneal}j( Vi(ht)
for all ¢t > T. The first equality follows from 7° equals 7* from ¢ > T onwards.
The second equality follows from consistency of v* with hS._ . The third equality
follows from optimism, the constancy of «*, v*, and My for t > T, and time-
consistency of geometric discounting (LemmalIl). The last inequality follows from
i € M. The reverse inequality Vlf*(ht) < max, V© (ht) follows from n* € II.
Therefore 7° is acting optimally at all times ¢t > T'.

Besides the eventual optimality guarantee above, we also provide a bound on
the number of time steps for which the value of following Algorithm 1 is more
than a certain € > 0 less than optimal. The reason this bound is true is that
we only have such suboptimality for a certain number of time steps before a
point where the current hypothesis becomes inconsistent and the number of
such inconsistency points are bounded by the number of environments.

Theorem 2 (Finite error bound). Following 7° (Algorithm 1),

V' (he) > max V7 (hy) —¢, 0<e <1/(1-7)

for all but at most \./\/l|log,i(_1;7) time steps t.

Proof. Consider the ¢-truncated value

t+£

hy) = Z ity

1=t+1

where the sequence r; are the rewards achieved by following 7 from time ¢ + 1
to t 4+ £ in v after seeing h;. By letting £ = loglig;v) (which is positive due to
negativity of both numerator and denominator) we achieve |V, (h¢) — V7 (h¢)] <
17:7 = e. Let (7}, v}) be the policy-environment pair selected by Algorithm 2 in
cycle t.

Let us first assume ht+1 el = h;_’l ;H, L.e. v is consistent with A7, . ,, and
hence 7} and vy do not change from ¢ + 1,...,t 4+ £ (inner loop of Algorithm 1).

Then

drop terms, same hiyi1:t+0, m°=7f on Nit1:t+e,

o ~l/ o ° ‘IT*
VI 2 Vm) 2 VR X VT

> VT (h = - > T(he) —
2 VER) ST, s marmesVI e 2 max Vi)
bound extra terms def. of (77,v7) and € := 7 we My

1=y
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Now let t1,...,tx be the times ¢ at which the currently selected v; gets incon-

sistent with hy, i.e. {t1,....,tx} = {t : v} & M;}. Therefore hy ., , # h:j’ﬁie
(only) at times ¢t € Ty := Ufil{ti —{,...,t; — 1}, which implies Kfo(ht) >

maxqer V)7 (ht) — € except possibly for ¢ € 7. Finally

10g€(1 _’Y)|M‘ < |M‘10g€(1 _7)
logy v—1

We refer to the algorithm above as the conservative agent since it sticks to
its model for as long as it can. The corresponding liberal agent reevaluates
its optimistic hypothesis at every time step and can switch between different
optimistic policies at any time. Algorithm 1 is actually a special case of this as
shown by Lemmalll The liberal agent is really a class of algorithms and this larger
class of algorithms consists of exactly the algorithms that are optimistic at every
time step without further restrictions. The conservative agent is the subclass of
algorithms that only switch hypothesis when the previous is contradicted. The
results for the conservative agent can be extended to the liberal one, but we have
to omit that here for space reasons.

|Tx| = ¢ K < - IM| =

3 Stochastic Environments

A stochastic hypothesis may never become completely inconsistent in the sense
of assigning zero probability to the observed sequence while still assigning very
different probabilities than the true environment. Therefore, we exclude based
on a threshold for the probability assigned to the generated history. Unlike in
the deterministic case, a hypothesis can cease to be the optimistic one without
having been excluded. We, therefore, only consider an algorithm that reevaluates
its optimistic hypothesis at every time step. Algorithm 2 specifies the procedure
and Theorem [3] states that it is asymptotically optimal.

Theorem 3 (Optimality, Finite Stochastic Class). Define n° by using Al-
gorithm 2 with any threshold z € (0,1) and a finite class M of stochastic envi-
ronments containing the true environment u, then with probability 1 — z|M — 1]
there exists, for every e > 0, a number T < oo such that

VJo(ht) > mTz?lef(ht) —eVt>T.

We borrow some techniques from [Hut09] that introduced a “merging of opin-
ions” result that generalized the classical theorem by [BD62]. The classical result
says that it is sufficient that the true measure (over infinite sequences) is ab-
solutely continuous with respect to a chosen a priori distribution to guarantee
that they will almost surely merge in the sense of total variation distance. The
generalized version is given in Lemma 2l When we combine a policy © with an
environment v by letting the actions be taken by the policy, we have defined a
measure, denoted by v(:|7), on the space of infinite sequences from a finite al-
phabet. We denote such a sample sequence by w and the a:th to b:th elements of
w by wa:p. The g-algebra is generated by the cylinder sets I, ., := {w|wi = Y14}
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Require: Finite class of stochastic environments M7 = M, threshold z € (0,1)

1:t=1

2: repeat

3 (V") = argmax, e, Vi (he-1)

4 at = TI'»< (ht71)

5 Perceive o;r; from environment p

6: ht < ht_1at0t7‘t

7 t—t+1

8: My = {V € Mi—1: maxﬂ,/e(/}\bjlg(lf;t)lal:t) z Z}
9: until the end of time

Algorithm 2. Optimistic Agent (7°) with Stochastic Finite Class

and a measure is determined by its values on those sets. To simplify notation in
the next lemmas we will write P(-) = v(+|r), meaning that P(w1.t) = v(he|ai.t)
where w; = 0;r; and a; = w(hj—1). Furthermore, v(-|hs, m) = P(-|hy).

Definition 1 (Total Variation Distance). The total variation distance be-

tween two measures (on infinite sequences w of elements from a finite alphabet)
P and Q is defined to be

d(P,Q) = s3p|P(A)—Q(A)|

where A is in the previously specified o-algebra generated by the cylinder sets.

The results from [Hut09] are based on the fact that Z; = ?,E:ig is a martingale
sequence if P is the true measure and therefore converges with P probability
1 [Doo53]. The crucial question is if the limit is strictly positive or not. The
following lemma shows that with P probability 1 we are either in the case where
the limit is 0 or in the case where d(P(-|lw1.t), Q(:|w1:+)) — 0. We say that the

environments vy and vo merge under 7 if d(vy(-|7), v2(-|7)) — 0.

Lemma 2 (Generalized merging of opinions [Hut09]). For any measures
P and Q it holds that P(£2° U §2) = 1 where

. Q(wlzt)

2° i =H{w: Plwss)

=0} and 2:={w:d(P(|wi.t), Q(-|w1.t)) — 0}

Lemma 3 (Value convergence for merging environments). Given a pol-

icy ™ and environments p and v it follows that
1
(Vi (he) = VT ()] < 17Vd(u('\htm)w('\htm))

Proof. The lemma follows from the general inequality
[Ep(f) —Eq(f)] < sup|f] - sup |P(A) - Q(A)|

by inserting f := R(wt0o) and P = pu(-|he,m) and Q = v(-|hs, 7), and using
0<f<1/(1 =)
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The following lemma replaces the property for deterministic environments that
either they are consistent indefinitely or the probability of the generated history
becomes 0.

Lemma 4 (Merging of environments). Suppose we are given two environ-
ments p (the true one) and v and a policy w (defined e.g. by Algorithm 2). Let
P(:) = u(-|m) and Q(-) = v(-|r). Then with P probability 1 we have that

im ) 0 or i (VI () — V()] = 0.

t—o0 P(wi.t) t—o0
Proof. This follows from a combination of Lemma [2] and Lemma [3]

The next lemma tells us what happens after all the environments that will be
removed have been removed but we state it as if this was time ¢t = 0 for notational
simplicity.

Lemma 5 (Optimism is nearly optimal). Suppose that we have a (finite
or infinite) class of (possibly) stochastic environments M containing the true
environment . Also suppose that none of these environments are excluded at
any time by Algorithm 2 (w°) during an infinite history h that has been generated
by running 7° in w. Given € > 0 there is € > 0 such that

Vi(e) > max Vi(e) —e

if

Vi (he) — Vi (he)| < & ¥t,Y01,05 € M.
Proof. (Theorem [3]) Given a policy , let P(-) = u(-|r) where u € M is the
true environment and @ = v(-|w) where v € M. Let the outcome sequence (the

sequence (0171), (0272), ...) be denoted by w. It follows from Doob’s Martingale
inequality [Doo53] that for all z € (0,1)

Plaw )

P(let)
Q(wlzt)

This proves, using a union bound, that the probability of Algorithm 2 ever
excluding the true environment is less than z|M — 1].

>1/z) < z , which implies P(irtlf <z) < z

The limits :E;Zl‘:zg converge almost surely as argued before using the Martin-
gale convergence theorem. Lemma [ tells us that any given environment (with
probability one) is eventually excluded or is permanently included and merge
with the true one under 7°. The remaining environments does, according to
(and in the sense of) Lemmaldl merge with the true environment. Lemma Bl tells
us that the difference between value functions (for the same policy) of merging
environments converges to zero. Since there are finitely many environments and
the ones that remain indefinitely in My merge with the true environment under
7°, there is for every & > 0 a T such that when following 7°, it holds for all
t > T that

|VVT;O (ht) - VVZO (ht)‘ < 5 VI/l, 125} € Mt.
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The proof is concluded by Lemma [f] in the case where the true environment
remains indefinitely included which happens with probability z|M — 1|.

4 Compact Classes

In this section we discuss infinite but compact classes of stochastic environ-
ments. First note that without further assumptions, asymptotic optimality can
be impossible to achieve, even for countably infinite deterministic environments
[ILHIIa]. Here we consider classes that are compact with respect to the total
variation distance, or more precisely with respect to

d(vy,1v2) = max d(vy (-|h, ), v (b, T))

where d is total variation distance from Section Bl An example is the class
of Markov Decision Processes (or POMDPs) with a certain number of states.
Algorithm 2 does need modification to achieve asymptotic optimality in the
compact case. An alternative to modifying the algorithm is to be satisfied with
reaching optimality within a pre-chosen € > 0. This can be achieved by first
choosing a finite covering of M with balls of total variation radius less than
e(1 — ) and use Algorithm 2 with the centers of these balls. To have an al-
gorithm that for any € > 0 eventually achieves optimality within € is a more
demanding task. This is because we need to be able to say that the true envi-
ronment will remain indefinitely in the considered class with a given confidence.
For this purpose we introduce a confidence radius inspired by MDP solving al-
gorithms like MBIE [SLO5] and UCRL [AOQG]. We still use the notation M, as
in Algorithm 2 and we define Algorithm 3 based on replacing it with a larger
Mt. If we do not do this the true environment is likely to be excluded.

Definition 2 (Confidence radius). We denote all environments within r}
from M, by
My={veM|IeM:dv,v)<ri}

Given z > 0 we say that r{(h¢) is a p-confidence radius sequence if r§ (hy) — 0
almost surely and if the true environment is in My for all t with probability p.

Definition 3 (Algorithm 3). Given a class of environments M that is com-

pact in the total variation distance we define Algorithm 3 as being Algorithm 2
with My replaced by M

Definition 4 (Radon-Nikodym differentiable class). Suppose that the class
M is such that if @ € M is the true environment, then for any policy m it holds
with probability one that for allv € M, X, = ZEZillg converges as t — oo to
some random variables X,,. We call such a class Radon-Nikodym (RN) differ-
entiable. If the property holds with respect to a specific policy ™ we say that the

class is RN-differentiable with respect to .
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Remark 1. Every countable class is RN-differentiable and so is the class of MDPs
with a certain number of states. The MBIE [SL05] and UCRL [AOQ6] algorithms
are based on the fact that one can define confidence radiuses for MDPs, though
their bounds need separate intervals for each state-action pair depending on the
number of visits. For an ergodic MDP all state-action pairs will almost surely be
seen infinitely often and the max length of those intervals will tend to zero. There-
fore, one can define a radius based on this maximum length or, alternatively, one
can easily allow Algorithm 3 to run with such rectangular sets instead.

Theorem 4 (Optimality, Compact Stochastic Class). Suppose we use
Algorithm 8 with threshold z € (0,1), a compact (in total variation) RN-
differentiable class (with respect to 7° is enough) M of stochastic environments
and a p-confidence radius sequence r; for M. Denote the resulting policy by m°.
If the true environment u is in M, then with probability p there is, for every
e>0, atimeT < oo such that

Vi (he) = max V7 (h) —e Vi > T.

Lemma 6 (Uniform exclusion). Let Q,(-) = v(-|7°) and P(-) = p(-|7°)
where p is the true environment and 7° the policy defined by Algorithm 3. For
any outcome sequence w, let

Qy (wlzt)

MO(w) = {v| Plwr)

— 0}.

For any closed subset of M°(w) and for every z > 0, there is T < oo such that
for every v in this subset there is t < T such that %((:’11;)) < z.

Proof. Since M is compact and the subset in question is closed it follows that

it is also compact. Using the Arzela-Ascoli Theorem [Rud76] we conclude that

Qu(wiity,)
) Plwra,)
to 0 on MY which means that there is ¢;, such that Zy < zforallve MO and

we can let t =T = t,.

there is a subsequence tj, such that Z} := min{1 } converges uniformly

Proof. (Theorem M]) The strategy is to use that all environment that will be
excluded and does not lie within a certain distance of some environment that
merges with the true one, will be excluded after a certain finite time. Then we
can say that the remaining environments’ value functions differ at most by a
certain amount and we can apply Lemma Bl

We can with probability one say that for each v € M, it will hold that Z; =

v(he|m®)
p(he|m)

M = {v | d(v(-|hs, 7°), p(-|he, 7)) — 0}. M is compact (in the total variation
distance topology) since it is a closed subset (again in the topology defined by

d) of the compact set M.

converges and each environment will be in M% = {v € M | Z; — 0} or
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For any £€; > 0 we can do the following: For each v € M, consider a total
variation ball of radius 26 where § = (1—7)&, /4. Note that [V;™" (h¢) =V (he)| <
£1/2 for all t whenever d(v, ') < 24. The collection of these balls induces an open
cover of the compact set M and it follows that there is a finite subcover. Consider
the balls in this finite cover that intersect with M. Let A be the union of these
finitely many open balls. Let B = M \ A. B is then a closed subset of M°. We
want to say that there is a finite time after which all environments in B will have
been excluded from M,. This happens if B, defined as the union of the closed
balls of radius r; at every point in B, has been excluded from M;. If ¢ is large
enough for rf < ¢, then B is also a closed subset of M. Lemma [6] tells us that all
of the environments in B will have been excluded from M, after a finite amount
of time T and, therefore, all the environments in B will have been excluded from
M. Thus M; C AVt > Ty and in particular the optimistic hypothesis v* will
be in A when ¢t > Tj. Let v*(= v}) be the optimistic hypothesis at time ¢t > T}
and 7* (= 7}) the optimistic policy.

Each parameter in A (and in particular v*) lies within § of a ball Wlth center
v Wthh lies within & of a point 7 € M. Hence d(v*,) < 20 and |VE (hy) —

(ht)| < 51/2. B

Due to the uniform merging of environments (under 7°) on M, there is To >
Ty such that |V, (k) = VT (he)| < &1/2 VYv1,v0 € MVt > T5. We conclude that
|VJ§O (he) — Vygo(ht)\ < &1 VYu1,v0 € AVE > Ty and since M; C A

VI (he) = V= (he)| < &1 Vi, 00 € My YE> T

From Lemma [l we know that if we picked £; small enough we know that for
t > Ty, VI (hy) > V7 (hy) —e/2 for all € II,v € M,. Furthermore, by picking
&1 sufficiently small we can, for t > T5, ensure that there is U € M, such that
[V (he) — V;fo (ht)] < €/2. Given that the true environment remains indefinitely

in M,, which happens with at least probability p, it follows that

VI (he) > max V7 (hy) = Vt > T,

5 Conclusions

We introduced optimistic agents for finite and compact classes of arbitrary en-
vironments and proved asymptotic optimality. In the deterministic case we also
bound the number of time steps for which the value of following the algorithm
is more than a certain amount lower than optimal. Future work includes inves-
tigating finite-error bounds for classes of stochastic environments.
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Abstract. The primitive unicellular organism slime mould Physarum
Polycephalum has attracted much attention from researchers of both bi-
ology and computer science fields. Biological experiments have revealed
that its foraging mechanism can be used to solve shortest path prob-
lems, while its foraging process can construct efficient networks among
food sources. Oregonator Model and Cellular Automaton have been pro-
posed to simulate the intelligence and morphology of Physarum. To bet-
ter understand the network formation of Physarum, a multi-agent system
(MAS) model of particles was introduced by Jones, which can simulate
many interesting patterns of Physarum transport networks. The MAS
model is improved in three aspects: the number of sensors of each in-
dividual agent is reduced to two, while the function of each sensor is
extended to sample both chemical nutrient and trail. A memory mod-
ule is added to the architecture of an agent, by which the evolution
mechanism can be achieved to maintain the population of the system.
With such improvements, the system is more flexible and adaptive, and
the networks constructed using the MAS model are more approximate
to the ones by Physarum in biological experiments. All these are veri-
fied by constructing stable networks including Steiner’s minimum tree,
cycle-like and spanning trees.

Keywords: Multi-agent Systems, Population Evolution, Physarum
Polycephalum, Transport Networks.

1 Introduction

Physarum Polycephalum, or the true slime mould, has been existing and evolving
on the planet for millions of years. The multinucleated single-cell protist prefers
darksome and moist environment. It feeds with fungal spores, bacteria and other
microbes in nature and oat flakes in laboratories. The plasmodium is the most
interesting phase in the life cycle of Physarum, in which it shows amazing be-
haviors such as establishing efficient transport networks with low cost and high
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fault tolerance [I2]. Since Nakagaki found that Physarum can find the shortest
path to solve maze problem [3], the intelligent behavior of Physarum has been
the focus of researchers in various fields over the past decade.

Different methods have been proposed to analyze and simulate the intelli-
gence of Physarum. Based on Hagen-Poiseuille equation in chemistry and Kirch-
hoff Law in physics, Nakagaki and Tero et al proposed a mathematical model
to describe the feedback between flux and conductivity of the protoplasm tubes
[45]. The model explains the adaptive feature of Physarum in maze-solving. It
was also used to simulate the design of the railway network around Tokyo [6].
Inspired by the model, some modified methods are introduced to engineer-
ing technology, such as protocol design in Wireless Sensor Network (WSN)
[7 and dynamic reconfiguration in service-oriented internet-ware systems [8].
Adamatzky conducted researches on Physarum in the perspective of reaction-
diffusion. He treats it as a bio-realized unconventional computing substrate called
Physarum Machine, and uses it to solve maze, graph problems and design logi-
cal gates [9]. Through the Oregonator model of Belousov-Zhabotinsky reaction,
Adamatzky analyzes the common characteristics between Physarum’s foraging
behavior and reaction-diffusion [I0]. Gunji and Niizatoa et al, utilize Cellular
Automatons to simulate Physarum solving maze, Stainer minimum tree and
spanning tree problems as well as Physarum’s motion and morphology [I1], and
reproduce adaptive and robust transport networks [I2]. Jones presents a low-level
particle-based agent model to approximate the network formation of Physarum
[13]. In that model, a population of agents governed by the same rules resulted in
their ordered arrangement, which is the emergence of networks in swarm. Other
interesting features such as pattern formation of that model are discussed in [14]
and [15].

The focus of this paper is mainly on the improvements of Jones’ agent model
to construct an enhanced multi-agent system. The improvements are in three
aspects: 1) The environmental information sensed by the left and the right sensor
is enough for an agent to choose its new direction, therefore we get rid of the
forward sensor in Jones’ model; 2) A Motion Counter is added to establish the
evolution mechanism of the system, it actually works as a memory module; and 3)
The trail and the chemo-nutrient, two chemo-attractants, are emitted by agents
and food sources, respectively. Our sensor is able to distinguish the two chemo-
attractants, and different weights are introduced to represent the corresponding
influence of each chemo-attractant.

Based on the improvements, the pattern formation and flexibility of popula-
tion on periodic and fixed boundary conditions are discussed. The enhanced MAS
model is then employed to construct stable networks including Steiner’s mini-
mum tree, cycle-like and spanning trees. The results are compared with those
constructed by Physarum. It shows that enhanced MAS can generate better
networks — the networks are much closer to the ones constructed by Physarum.

In Section 2, the enhanced MAS model is discussed in details. Section 3
presents the approximation of Physarum transport networks using the improved
MAS model. And finally, Section 4 is concluding remarks.
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2 The Enhanced Multi-Agent System Model

This section discusses the improved MAS model in details. The architecture and
behavior of individual agent are presented first, followed by other features of the
model.

2.1 The Architecture and Behavior of a Single Agent

Our multi-agent system performs on the 2D scenario, which is divided into 200 x
200 square grids. A grid is a spatial unit, and the chemo-attractants diffuse on
the scenario by means of a simple average filter. The agents motion and the range
of diffusion by the chemo-attractants are limited in the discretized plane. A time
step in our system is finished when all available agents finish one decision in a
random sequence. An agent’s body occupies one grid and moves no more than
one grid at each time step. The agent’s sensor samples the chemo-attractants in
the grid where the sensor locates. A sensor is a virtual device, which could coexist
with other agent body or sensors in the same grid. The emergence pattern of
the system is organized by the arrangement of agents’ body.

A single agent is composed of three components, i.e. the left sensor, the right
sensor and the main body as shown in Fig.[Il The length of the sensor arm is used
to represent the distance between the sensor and the body of an agent. The sensor
angle formed by the sensor arm and the forward orientation is fixed to 45°. Each
sensor is armed with a Trail Sampling module and a Chemo-nutrient Sampling
module, which are used to measure the trail and chemo-nutrient concentration of
its grid, respectively. The Synthesis Comparator compares the synthetic weighted
values of chemo-attractants sampled by the left sensor and the right sensor, and
controls the agent to move toward the direction with larger value.

The Motion Counter is simple but effective to record the motion of an agent
and balance the amount of the population. A new born agent initializes its mo-
tion counter as zero and chooses the forward direction from the eight usual geo-
graphical orientations randomly. At each time step, an agent attempts to move
forward to the neighbor grid. If the neighbor grid is occupied by another agent,
the agent stays at the current grid and changes its forward direction randomly and

Trail Sampling Forward Trail Sampling|
Left - Right
Sensor IChemo-nutrient| | [Chemo-nutrient| Sensor
Sampling Sensor Sampling
v |_ , Angle
[
Sensor Arm™, |

omparatorf} Agent
Counter

Fig. 1. The architecture and morphology of a single agent
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Fig. 2. Four situations that an agent (colored by sky-blue) might confront. (a) Failure
to move forward. (b) Success to move forward. (¢) Success to move forward and repro-
duction is triggered. (d) Elimination is triggered by reason of being immovable for a
long time.

subtracts one from its Motion Counter. If the neighbor grid is empty, the agent
moves to the grid, and deposits certain quantity of trail here, it also adds one to
the Motion Counter and rotates to the direction with higher sense value. The num-
ber in Motion Counter quantifies the fitness of an agent. The larger the number
in Motion Counter is, the more adaptable to the environment the agent is; other-
wise, the agent is not fitted for the environment. In consequence, two values (RT
and ET, see Table[]]) are set to trigger the reproduction and the elimination of
an agent. When the number in the Motion Counter is greater than RT', a child
agent is born at the last grid where its father agent stayed. If the number is less
than T, the elimination is triggered and leads the forever disappearance of that
agent. Fig. 2l gives examples how these situations may take place.

2.2 Basic Parameters of the System

Our enhanced system partially preserves the parameters presented in [13], but
the last seven parameters in Table [l are newly introduced. They are used to
distinguish chemo-nutrient and trail, the diffusion and attenuation of chemo-
nutrient, and achieve agents’ evolution.

An agent calculates the actual value of the sampled chemo-attractant SV by
the simple linear weighted method SV = WT x TV +WN x NV in which TV
and NV denote the trail value and nutrient value in the sensor’s grid, respec-
tively. WT and W N are the coefficients to distinguish the different influences of
trail and nutrient. To emphasize the function of nutrient, W N is larger than WT'.
In the scenario, a food source has the shape of square and occupies 3 x 3 grids.
The concentration of chemo-nutrient in these grids occupied by a food source
is simulated by the parameter C'N. The chemo-nutrient diffuses in the way of
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Table 1. Basic parameter setting of the system

Parameter Value Explanation

Scenario Size 200%200 grids The planar area for network formation

Initial Population Density 50% Initially  generating  200x200x50%
agents in the scenario randomly

Sensor Arm Length 7 grids The distance between sensor and its
body

depT 5 The quantity of trail deposited by an
agent

dampT 0.1 Diffusion damping factor of trail

filterT 3x3 The size of mean filter for trail

WT 0.4 The weight of trail value sensed by an
agent’s sensor

CN 10 The Chemo-Nutrient concentration of
each Node

dampN 0.2 Diffusion damping factor of chemo-
nutrient

filterN 5x5 The size of mean filter for chemo-
nutrient

WN 1-WT The weight of chemo-nutrient value
sensed by an agent’s sensor

RT 15 If the motion counter is greater than RT,
the reproduction is triggered

ET -10 If the motion counter is less than ET,

the elimination is triggered

a b x b average filter that is a general smoothing operator in image processing.
The damping factor dampN controls the attenuation of chemo-nutrient. At each
time step, chemo-nutrient in all grids excluding the food source grids updates
simultaneously through that filter and decreases to 1 — dampN of the previous
value. On fixed boundary condition, the system adopts zero as its boundary
value.Those grids near the boundary of the scenario require the value to com-
pute its new chemo-attractant through its corresponding filter. As mentioned in
Section 21l RT and ET are used to maintain the number of agents. And they
do not require precise adjustment, but too small values may lead to an unstable
mesh-like pattern.

The length of sensor arm is the sampling distance of an agent. On fixed
boundary condition, a sensor of an agent might reach out of the scenario. If
the left sensor reaches out of the scenario, its agent chooses to turn right 45
degrees; Otherwise, it turns left. However if both sensors are out, its agent turns
back. When the length of sensor arm is shorter than the diffusion distance of
chemo-attractants, isolated mass may appear in final pattern.

2.3 The Pattern Formation and Population Evolution

After introducing the basic parameters in Table[I], we run the system without the
inducing of any food source and observe its self-organized pattern and dynamic
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population evolution on periodic boundary condition and on fixed boundary con-
dition in this subsection. On either boundary condition, according to the setting
of initial population density, 10,000 agents are generated randomly without po-
sitional conflict before running the system. Fig. Blshows the snapshots images of
the system running from initial state to stable on periodic boundary condition
(Fig. and fixed boundary condition (Fig. . A black pixel of Fig. [
stands for an occupied grid.

In Fig. the initial dense irregular little meshes gradually fuse into bigger
ones, while the width of each edge is almost the same. Finally, the pattern is
stable at the state with five connected straight line segments and without any
mesh as shown in bottom middle of Fig. By the same operation in [I3], the
final pattern is tiled to produce a bigger picture in bottom right. The obtained
Honeycomb-like mesh here has some differences in angles and edge length from
that of [I3]. The 120 degrees are not found here, but a closer edge length ratio
is observed. The ratio of angles (149.2 degrees vs 105.4 degrees) is 1.42 to 1,
and the ratio of the edges length (146 grids vs 102 grids) is 1.43 to 1. The very
close ratio of edge length and angle seems to indicate a possible relation between
them in this pattern formed by this system.

The pattern formation on fixed boundary condition shown in Fig. is sig-
nificantly different from that on periodic boundary condition. In the stable state
(bottom left), all meshes are closed but no strait line survives. The population
of agents decreases with the system running. At last, several agents congregate
to a little mass in the center of the scenario, which maintains a minimization
area of the population. Even though the pattern being stable on the mass, the
evolution mechanism of our system keeps both the population and generation
dynamically.

The population density, expressing the scale of population, is defined as the
percentage of the number of agents to that of grids in the scenario. It is an impor-
tant feature of population structure. Three different initial population density,
1%, 50% and 90%, are chose to understand the influence of evolution mechanism
to the population. Running the system for 20,000 time steps, the curves of the
population density at each step on periodic and fixed boundary condition are

B e

(b)

Fig. 3. Agent swarm self-organized progress on periodic and fixed boundary conditions
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Population Evolution on Periodic Boundary Condition Population Evolution on Fixed Boundary Condition
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Fig.4. The population evolutions on periodic and fixed boundary conditions with
different initial population density

shown in Fig. and The three markers, the red delta, the green X and
the blue circle in Fig. d present the initial population density of 1%, 50% and
90% respectively. The embedded subgraphs in both Fig. and amplify
the detail in the first and last 500 time steps. During the first 500 steps, the three
kind curves trend to close the line whose population density is equal to 10%, ei-
ther suffering a rapid decrease or experiencing a slow increase. A fluctuation of
population in a narrow range is observed in all curves in the last 500 steps. The
fluctuation of each curve maintains its necessary and different amount of agents
to guarantee the persistence of the pattern.

3 The Approximation of Physarum Transport Networks

This section describes the situation that all the parameters in Table [Il are used
to run the system on fixed boundary condition for simulating the formation of
Physarum transport networks. In biological experiments, there are two common
methods to investigate the evolution of Physarum networks. One method is to
use the organism of Physarum to cover the substrate as well as all food sources,
such as in [I] and [2]. The other is inoculating the Physarum from one food
source, which used in [6] and [I0]. The designs of the numerical experiments
in this section simulate both methods by consulting some distributions of food
sources in those works and other datasets in [I3] as well. The videos of all
the experiments in this section are available online (http://www.tudou.com/
home/ 79693894).

3.1 Networks Formation from All Nodes Covered

During the approximation of Physarum networks, the scenario could be seen
as the substrate cultured the Physarum, and the food sources as the nodes.
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This section constructs RGB images to show the approximated networks. The
purple spots in the images simulate food sources, and the green edges simulate
protoplasmic tubes of Physarum. The value of Green channel represents the trail
in the scenario, however the chemo-nutrient is mapping to both Red and Blue
channels.

Fig. Bl shows the network formation of each data set by four images (1-4 from
top to bottom) using the basic parameters in Table [[l Initially the randomly
generated 20,000 agents cover exactly half grids of the scenario, which has an
analogy to the methods using pieces of Physarum covering the available agar
surface in [I]. By running the system within 20,000 steps, the network of every
dataset will be stable as shown in the fourth image of each subfigure. In Fig.
the final network is analogous to Steiner’s minimum tree (SMT) which is
similar to the thick tubes of Physarum shown in [2]. The network formed by
Physarum on the six food sources from [I] reveals a half SMT and half cycle-
like pattern shown as Fig. However the network formed on the same nodes
distribution in [13] is of the only feature of SMT shown in Fig. The network
formation of the six nodes dataset in Fig. of this paper, which seems to be a
compromise between them, reveals a pattern of SMT on both sides of the nodes
as well as a circle in the middle. The network formation in Fig. shows a
pattern of Delaunay triangulation network mentioned in [I], but the transitory
unstable edges in the middle of the circle shown in the second and third images
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Fig. 5. Networks formation on various distributions of nodes completely following the
parameters in Table[Il The time-line direction of these snapshots is from top to bottom,
and the bottom image is the final stable pattern of each dataset.
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Fig. 7. Outer cycle network formation when the initial population set to 100%

of Fig. is more close to the real network of Physarum shown in Fig. Fig.
is very similar to that in [I3] shown as Fig. however ours forms a circle
connected the inner nodes. The stable network shown in Fig. manifests a
more complex structure which blends both the properties of SMT and cycle.

For feather exploring the performance of the system presented in Section [2]
we change some parameters to rerun this system on the datasets used above.
If the initial population density is set to 100%, there is no empty grid for any
agent move forward in this scenario. The population decreases suddenly as the
evolution mechanism working, and some agents near the four bounds of the
scenario can survive. Then those agents reproduce to form a closed ring and
shrink to the center gradually until the ring is adsorb firmly by the outer nodes.
That is the interesting pattern shown in Fig. [l Nodes arrangement in Fig.
is the supplement of Fig. to illustrate how the inner nodes are excluded
by the outer cycle. The networks of data set in Fig. and under the
parameter of 100% initial population density are not given because they have
the same stable patterns to those in Fig.

Furthermore the dataset, whose three nodes are locating at the vertices of an
equilateral triangle, is chosen as the test of approximation. In Fig. 8 the upper of
each subfigure is the network formed by our system and the lower is the similar
Physarum network in [2]. When adopting the basic setting of the system, the
SMT pattern formed to connected all the nodes as shown in Fig. If the
system sets a larger filterN to simulate a further distance of nutrient diffusion,
the pattern called cycle (Fig. and analogue of SMT(Fig. and
in [2] could be observed. The last two patterns are not stable, both of them
might transform to SMT. The results of numerical experiment and biological
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Fig. 8. Various networks formation of three nodes located at the vertices of an equi-
lateral triangle. The upper subfigures are from our system ant the lowers from [2)(FS
is short for Food Source). (a) uses the basic parameter setting. (b) changes the filterN
to 19 x 19. (c) and (d) change the filterN to 17 x 17.

experiment illustrate the flexibility of our system to form various networks in
the same dataset.

3.2 Networks Formation from One Covered Node

When cultured in a nutrient-rich substrate, Physarum propagates many branches
of protoplasmic tubes. While in a nutrient-poor substrate, it propagates its pseu-
dopodia cautiously to forage for food sources with fewer and tree-like tubes. In
[10], a biological experiment is designed to investigate the spanning tree con-
structed in the nutrient-poor substrate. The distribution of food sources in that
experiment is alike the nodes arrangement in the first image of Fig. By in-
oculating the Physarum at the southern food source, the protoplasmic tubes
constructs a spanning tree of all food sources finally. In that work, the two
component Oregonator Model of BZ reaction is used to explain the building
of the spanning tree. Fig. [ quotes from [I0]. The left image of Fig. shows the
result of two-variable Oregonator Model after erosion operation on diffusion
wave and the right one is the enhanced picture of Physarum constructing the
spanning tree.

Inspired by that work, some changes are applied to the system in this paper
to simulate the Physarum’s behavior to construct spanning tree in nutrient-poor
substrate. Firstly, the parameters related to nutrient are adjusted to the suitable
values to emphasize the importance of nodes and its gradient in a larger range.
Thus these parameters CN, filterN, WN and WS are set to 20, 13 x 13, 0.8
and 0.2, respectively. Secondly, 10 agents are generated manually at the grids of
southern node and the system is set up. Then the population of agents develops
and gradually covers all nodes. Finally the stable spanning tree is constructed,
which is similar to the both trees constructed by the Oregonator Model and
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Fig. 10. The process of constructing spanning tree from top to bottom and left to right

the biological experiment in [10]. Fig. [0l records the process of the formation of
spanning tree by this system.

4 Concluding Remarks

The enhanced Multi-agent system in this paper approximates the formation
of Physarum networks in various distributions of food sources. In this system,
the diffusion of chemical nutrient is independent from that of trail emitted by
agents. Meanwhile, the number of sensors is decreased to two, but the function
of a senor is extended to sample both nutrient and trail. The most interesting
point of this work is that the Motion Counter as a simple memory module of an
agent achieves the complex evolution mechanism. It is a flexible and self-adjusted
method to maintain the population to form a stable pattern, comparing with that
of utilizing the local population density and probability.

The pattern formation and the variation of population in the system are ob-
served on periodic and fixed boundary conditions. Then some datasets based
on the food sources arrangement in biological experiments of other researchers
are used to investigate the features of the networks formation by the system.
Features, including SMT, cycle-like and spanning-tree, are found in these final
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networks which are similar to the real networks constructed by Physarum. Future
works for this system are to explore other possible patterns on various setting
of parameters, the construction of efficient networks on more complex data sets
and the feature of dynamical reconstruction of the system.

Acknowledgment. This paper is partially supported by Chongqing Natural
Science Foundation (Grant No. CSTC, 2010BA2003) and The Key Project of
China National Funding of Social Sciences (Grant No. 11AZD57).
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Abstract. Real-time environmental monitoring can provide vital situa-
tional awareness for effective management of natural resources. Effective
operation of Shellfish farms depends on environmental conditions. In this
paper we propose a supervised learning approach to predict the farm
closures. This is a binary classification problem where farm closure is a
function of environmental variables. A problem with this classification
approach is that farm closure events occur with small frequency leading
to class imbalance problem. Straightforward learning techniques tend to
favour the majority class; in this case continually predicting no event.
We present a new ensemble class balancing algorithm based on random
undersampling to resolve this problem. Experimental results show that
the class balancing ensemble performs better than individual and other
state of art ensemble classifiers. We have also obtained an understanding
of the importance of relevant environmental variables for shellfish farm
closure. We have utilized feature ranking algorithms in this regard.

1 Introduction

Authorities such as the Tasmanian Shellfish Quality Assurance Program
(TSQAP) are responsible for ensuring that shellfish harvested from commercial
growing areas are shown to be free of harmful contaminants. Microbial contami-
nants in particular pose a major risk to public health. The potential presence of
such contaminants are continually monitored through a combination of manual
sampling and real-time sensors at each of the shellfish growing sites through
indicators of salinity, rainfall and river flow, as well as direct water samples of
the microbes themselves. When these indicators fall outside the limits provided
by the management plan at a particular site, the growing site must be closed.
If the shellfish are close to harvesting size and the closure time is lengthy this
can result in significant loss of stock. This has economic implications for the in-
dividual farms, but can also cause disruptions in the supply of shellfish causing
negative impact on the industry statewide.

Management of the TSQAP is hindered by tedious and complex manual pro-
cesses that are required to obtain the relevant environmental data. This is mainly

M. Thielscher and D. Zhang (Eds.): AI 2012, LNCS 7691, pp. 39-A8] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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due to different sensors residing with different organisations that provide the
data in different formats through different means; including FTP servers, dial-
up communications, web pages etc. This has resulted in a system that relies
heavily on the availability of a single expert and has resulted in harmful events
being missed when this expert was unavailable. Consequently, we have begun
developing a real-time decision support tool for the TSQAP. This tool will de-
liver all of the proxy indicators of quality assurance from each of the different
data custodians in real-time and combine them within a visual interface to pro-
vides an overall picture of the water quality at each site. In addition to the
initial improvements obtained through data integration, the use of data mining
and knowledge discovery may potentially assist with short-term and long-term
management decisions.

In this paper we present a classification approach to predict shellfish farm
closures. Shellfish farms are closed depending on location, rainfall, salinity and
toxicity etc. We have developed a data set where we obtained information on
farm closures and corresponding readings of environmental variables. This gives
rise to a classification problem. However as the closures are relatively infrequent
events, traditional techniques will tend to favour the majority class resulting in
a system that always predicts that no event is present. As well as the issues
we will face in the future with regards to unreliable inputs from sensors and
heterogenous sensors at each of the farm locations, we first need to approach
the minority class problem. This will also be relevant when we analyse other
potentially harmful events to the aquaculture industry such as algal blooms.
We have developed a random class balancing ensemble method to address this
problem. We have also presented the results of feature ranking to understand
of the relative importance of relevant environmental variables for shellfish farm
closure.

2 Related Work

Shellfish farm closure prediction remains to date a novel application of data-
driven techniques. In general, data mining/machine learning techniques are rarely
applied to aquaculture problems; with the exception of prediction of harmful
algal blooms [1].

Ensemble classifiers |2] create complementary base classifiers by manipulating
the training set. The idea is to train base classifiers on different subsets of the
data. In bagging [3-9] the subsets are randomly drawn (with replacement) from
the training set. Boosting [L0H13] is a hierarchical process where the first subset
is created by randomly drawing patterns from the training set. The patterns that
are not correctly classified by the current classifiers are given more importance
by the classifiers following passes.

Synthetic Minority Oversampling TEchnique (SMOTE) boosting was devel-
oped to address the class imbalance problem. SMOTE not only under samples
the majority class, but oversamples the minority class by introducing ‘synthetic’
examples |14]. These examples are generated by adding a random number to the
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difference between two neighbouring feature vectors of minority class examples.
The amount of oversampling is a tuneable parameter.

3 Random Class Balancing

The class balancing ensemble classifier framework is presented in Figure[ll Given
the training data a number of M subsets are produced using random under sam-
pling. This is done to address the class imbalance problem. The under sampling
process creates a training set with equal number of instances from every class.
When the classifiers are trained on the balanced data set the bias mentioned
above is eliminated. We term this method Random Class Balancing (RCB). The
random selection process, however, may ignore significant clusters of the major-
ity class. To address this issue we produce M different subsets from the train-
ing data using random under sampling. Classifiers are then trained on the M
different training subsets.

During testing a sample is classified by all the M classifiers. The decisions
produced by the M different base classifiers are merged into a single verdict
using majority voting fusion. In this process the class that receives the maximum
vote is considered to be the final classification verdict.

The class balancing ensemble classifier framework incorporates balancing to
address the unfairness to the minority classes. Use of multiple subsets of the
training data improves the overall sampling efficiency. Combined the accuracy
of the minority class improves with minimal reduction of accuracy of the majority
class.

Base
——— = Classifier P~ Classification ——# Class label 1 —

Model 1 '
Random

R i ) Test ) Final
Data sampling . es . . Votin
and training Data ] > fusi o?] » class

label

Base v
- Classifier - Classification —= Class label M—
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Fig. 1. Class Balancing Ensemble classifier framework

4 Dataset

The dataset is derived from 4543 manual water samples taken by TSQAP
between 1988 and 2010. It includes four features:

— Level of Thermotolerant Coliforms - Level of faecal bacteria present
per 100 millilitres.
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— Location - 45 shellfish locations all over Tasmania.

— Rain - Rainfall in millimetres recorded for last 7 days from the closest
weather station.

— Salinity - salt level in the water sample in Practical Salinity Units (PSU).

The sample dates have been merged with farm closure dates taken from TSQAP
annual reports to create an output class, which is the close/open decision made
by the TSQAP manager. We are particularly interested in the examples where
the output class is Closed as this is when the farmers or the TSQAP manager
will want to take action. Unfortunately, over 88% of the samples have the output
class Open. However, we want to keep as many of the individual samples as we
can, even if the farm was kept open, because as much information as possible is
necessary to create an accurate model of these kinds of complex environmental
processes.

5 Results

5.1 Feature Ranking

Determining which features are most relevant for predicting farm closures will
inform our recommendations to farmers regarding what sensors to add. We also
wanted to evaluate if learning could be simplified by removing any features that
were irrelevant. We have used attribute/feature ranking as the search method
to get an ordering of the features. An attribute evaluator method is required
to evaluate the strength of an attribute. We have obtained evaluation scores of
the attributes from eight different evaluators available in the Weka toolbox [15].
The scores and ranks are presented in Table [[l and Table 2l The average ranks
of the attributes are obtained at the end to get an ensemble decision from all
the evaluators.

From the average over the eight evaluators the following ordering of the
attributes is observed, from most to least significant:

1. Location
2. Salinity
3. Rain

4. Coliforms

5.2 Class Balancing

The shellfish closure dataset was applied to four different classifier types from
the Weka Toolbox [15]; Decision Trees (Table ) with the J48 classifer, Random
Forest (@), Multilayer Perceptrons (Table Bl), Support Vector Machines (Table
[) using the SMO classifier, and Bayesian Networks (Table [7]). The default pa-
rameters were used for all of the classifiers and 5-fold cross validation was per-
formed on each. For the ensemble classifiers there were ten classifiers in each
ensemble.
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Table 1. Attribute score on the Shellfish Farm Closure dataset

Evaluator Rain Coliforms Location Salinity
Chi-squared Ranking Filter 316.3 307.4 901.3 429.2
Filtered Attribute Evaluator 0.045 0.042 0.1 0.06
Gain Ratio Feature Evaluator 0.02 0.34 0.037 0.04
Information Gain Ranking Filter 0.5 0.04 0.1 0.06
OneR Feature Evaluator 89.1 88.4 88.1 87.7
ReliefF Ranking Filter 0.03 0.001 0.03 0.01
SVM Feature Evaluator 4 3 1 2
Symmetrical Uncertainty Ranking Filter 0.03 0.05 0.07 0.06

Table 2. Attribute/Feature ranking on the Shellfish Farm Closure dataset

Evaluator

Chi-squared Ranking Filter
Filtered Attribute Evaluator
Gain Ratio Feature Evaluator
Information Gain Ranking Filter
OneR Feature Evaluator

ReliefF Ranking Filter

SVM Feature Evaluator
Symmetrical Uncertainty Ranking Filter
Average

Ranking

Rain Coliforms Location Salinity
4 1 2

(@2
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In TableBlto[dbelow, Random Class Balancing (RCB) refers to the average of
the individual classifiers before they were added to the ensemble. For the Decision
Tree tests we implemented three different voting methods. Average refers to the
average vote over the ensemble, Majority is where a majority vote is taken with
a random selection taking place on equal numbers of votes, and Mazimum takes
the vote of the classifier whose classification has the highest probability. The

Table 3. Accuracy of decision trees with ensemble and class balancing methods on the
Shellfish Farm Closure dataset

Method Overall % Closed % Open %
Default 91.9 (£ 1.8) 43.4 (£ 4.8) 98.0 (£ 0.9)
SMOTE 92.0 (£ 2.1) 73.5 (£ 3.6) 96.5 (£ 2.3)

Ensemble Avg
Ensemble Maj
RCB

RCB Ensemble Average

88.1 (£ 0.01) 0
88.2 (£ 0.2)
78.8 (£ 2.5

RCB Ensemble Majority 80.1 (+ 1.5

RCB Ensemble Maximum 75.7

AdaBoost
Bagging

96.6
95.4

+ 0.6

(
(
(

(
80.1 (£ 1.6
(

(

(

(£0.8

)
)
)
£ 1.5)
)
)

0 (£ 0.0) 100.0 (& 0.0)
35.0 (+ 48.7) 88.2 (+ 0.2)
90.4 (& 3.3) 77.2 (£ 5.1)
93.7 (£ 2.4) 78.3 (+ 1.7)
98.9 (£ 2.5) 76.9 (& 4.3)
93.8 (£ 2.5) 73.3 (& 4.3)
82.0 (£ 4.0) 98.5 (& 0.3)
724 (+ 4.8) 98.5 (& 0.4)
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Fig. 2. Accuracy of the minority class, Closed, on the Shellfish Farm Closure dataset
using Decision Tree classifiers

Table 4. Accuracy of Random Forest ensemble and class balancing methods on the
Shellfish Farm Closure dataset

Method Overall % Closed % Open %

Default 96.1 (£ 0.4) 83.0(% 2.5) 97.8 (+ 0.3)
SMOTE 95.0 (+ 0.1) 83.5 (£ 3.6) 96.5 (% 0.6)
RCB 87.6 (£ 0.5) 91.6 (£ 1.7) 87.0 (£ 0.6)
RCB Ensemble 89.7 (£ 0.5) 93.3 (£ 1.7) 89.3 (+ 0.6)

Table 5. Accuracy of Multi-Layer Perceptrons with ensemble and class balancing
methods on the Shellfish Farm Closure dataset

Method Overall % Closed % Open %
Default 87.8 (+ 0.3) 46.8 (£ 10.2) 98.0 (+ 0.9)
SMOTE 85.3 ( 1.9) 28.1 (% 10.9) 93.0 (£ 3.7)

( (
RCB 67.2 (£ 4.1) 72.1 (£ 13.1) 66.5 (£ 10.0)
RCB Ensemble 75.3 (+ 4.1) 60.5 (+ 3.8) 71.4 (+ 10.3)



Predicting Shellfish Farm Closures with Class Balancing Methods 45

Table 6. Accuracy of SVM ensemble and class balancing methods on the Shellfish
Farm Closure dataset

Method
Default
SMOTE
RCB

Overall % Closed % Open %
88.1 (£ 0.01) 0 0 (£ 0.0) 100.0 (£ 0.0)
88.1 (& 0.01) 0.0 (£ 0.0) 100.0 (< 0.0)
81.3 (£ 2.8) 42 7 (£ 5.2) 86.5 (& 3.6)
(

RCB Ensemble 81.6 (4 2.1) 45.2 (4 4.0) 86.6 (£ 2.8)

Table 7. Accuracy of Bayes Net ensemble and class balancing methods on the Shellfish
Farm Closure dataset

% Accuracy

100

80

60

40

20

Method Overall % Closed % Open %

Default 84.9 (£ 0.6) 50.2 (£ 3.3) 89.6 (£ 0.7)
SMOTE 83.8 (& 0.6) 60.2 (£ 3.6) 87.0 (£ 0.7)
RCB 75.8 (£ 1.4) 69.0 (£ 3.3) 76.7 (£ 1.7)
RCB Ensemble 75.6 (+ 0.6) 70.2 (+ 3.4) 76.3 (£ 0.4)
AdaBoost  87.6 (+ 1.6) 24.4 (& 13.7) 96.1 (£ 3.2)
Bagging 85.4 (£ 0.9) 46.1 (& 2.6) 90.7 (£ 1.2)

T
=
i 1
1
T
L T
L
Default SMOTE RCB RCB Ens Ada Bag

Fig. 3. Accuracy of the minority class, Closed, on the Shellfish Farm Closure dataset
using Bayesian Network classifiers
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remaining classifier methods use average voting as this is the default in Weka.
The Bagging and AdaBoost classifiers were also taken from the Weka toolbox
and used with the default parameters.

Figure Bl plots the accuracy on the Closed output class of interest for each of
the decision tree approaches. Figure [ plots the accuracy on the Closed output
class of interest for each of the Bayesian Network approaches.

6 Discussion

The results of the feature ranking emphasise the importance of clustering the
farms based on the location. It will not be possible to create a general classifier
for every location, but we may be able to cluster the locations to avoid having
a separate model for each location. Salinity is the most important environmen-
tal variable, followed by rain. It is interesting to note that the direct measures
of thermotolerant coliforms are the least relevant when these are the levels we
are directly trying to measure. It suggests that closures are carried out in an-
ticipation of drops in thermotolerant coliforms most often, rather than due to
high levels of the coliforms themselves. This will be important for our real-time
system as the health department and the farmers will want to be forewarned
of potential closures so, for example, they can harvest early, instead of closing
when it is essentially too late to take appropriate action.

The results of the learning methods show that the classification accuracy
can be significantly improved by class balancing techniques. SMOTE shows an
improvement over the default method for Decision Trees, Random Forest and
Bayesian Networks on the minority class; with the largest increase in accuracy
apparent for Decision Trees. The Random Forest proving the best performer
using the default method.

The Random Class Balancing Ensembles consistently had the highest accu-
racy on the minority Closed output class. Although it did negatively affect the
accuracy on the entire data set and the Open output class. We will need to inves-
tigate if there is a method that does not decrease the accuracy of the majority
class when class balancing. The results suggest that SMOTE also loses accuracy
in the majority class. The Bagging and Boosting were able to greater overall
accuracy, but significantly lower accuracy on the minority class than the RCB
Ensemble method. The Bagging and Boosting methods also had higher variance
in accuracy.

There was a small increase in accuracy using majority voting, but similar
results were gained from the average and maximum voting methods. For the
remaining experiments we left the voting as the average voting default as the
accuracy increase was not deemed significant enough.

The accuracy of MLPs and SVMs likely suffer from the format of the location,
which has been determined as the most important feature. The location informa-
tion would not translate well to a single normalised input. It would also not be
feasible to have an input node for each of the 45 locations. We believe the neural
network learners will respond well to reducing the locations to a much smaller
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number of clusters before learning. However, these learners still experience a
significant increase in accuracy after class balancing.

7 Conclusion

We were successfully able to train classifiers on the Shellfish Farm Closure
dataset and produce accurate classifications of farm closures. The application
of machine learning techniques in this domain is novel in itself. The classifiers
were consistently improved by using class balancing techniques; with 98.9% ac-
curacy on the minority class possible with the RCB Ensemble method described.
We also confirmed the importance of salinity as a indictator for farm closure, as
well as the importance of the farm location.

We intend to make these classifications with input from real-time data streams
to provide an intuitive visualisation tool for the health authority. The probability
of closure will be represented by a traffic light colour system on a geographic
map. We believe this greatly reduce the workload of the manager as well as the
current dependence on her skills.

Acknowledgements. This work is supported by the Food Futures Flagship,
CSIRO and the Tasmanian State Government Department of Economic
Development, Tourism and the Arts.
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Abstract. Multilayer feedforward neural networks trained via supervised learn-
ing have proven to be successful in pattern recognition. This paper presents the
technique of using single hidden layer feedforward neural network as an auto-
matic classifier in music classification. Han Chinese folk songs from five
distinct geographical regions in China are studied and encoded using a novel
musical feature density map (MFDMap) for machine classification. The
extreme learning machine (ELM) and its two variants are employed as the
classifiers to categorize the folk songs. Our simulations show that by using a
low-pass finite impulse response extreme learning machine (FIR-ELM), we can
achieve 80.65% classification accuracy.

Keywords: Musical feature density map, music classification, extreme learning
machine, artificial neural network, Han Chinese folk song.

1 Introduction

Automatic music classification has been widely studied in the past decade, but the
majority of the works focuses on Western music. Some examples are [1], [2] and [3].
Though Chinese music classification has not been ignored, little effort has been made
in this area. An example is the classification of Chinese folk music using Hidden
Markov model [4]. Two sets of perceptual features were used for the purpose of clas-
sifying Chinese folk music according to the audio taxonomy defined by the authors.
As the authors defined Chinese folk music as either vocal or instrumental, they
focused mainly on the timbral and rhythmic features.

As far as we are aware, there is only one work for Chinese music classification that
involved using an artificial neural network (ANN) as the classifier. Xu, Wang and
Yan [5] used a radial basis function neural network to classify Chinese folk songs
based on 74 features extracted from the audio signals. The authors achieve 43.208%
classification accuracy using Classification Contribution-Ratio Based Selection
algorithm for music feature selection.

The single hidden layer feedforward neural network (SLFN) is one of the simplest
and most popular types of ANN. Hornik, Stinchcombe and White [6] have proved that
a SLFN, using any desired activation function, is a universal approximator. Such
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SLFN is able to approximate virtually any function if given a sufficient number of
hidden neurons and a sufficiently large training set. The extreme learning machine
(ELM) [7] is an emerging technology that utilized a SLFN. It has been proved to out-
perform conventional SLFNSs, especially the gradient-based SLFNs [7]. Nonetheless,
ELM technique has limited attention in music classification research. The only re-
search that employs ELM as a music classifier is [8], where a four genre (classical,
dance, pop and rock) music classification is performed. Khoo, Man and Cao [9]
employed the regularized extreme learning machine (R-ELM) as a geographical based
classifier for Han Chinese folk song.

In this paper, we propose using the finite impulse response extreme learning ma-
chine (FIR-ELM) as the music classifier for Han Chinese folk songs. The FIR-ELM is
a variant of ELM which incorporated two improvements to the ELM. It introduced
two balancing parameters to adjust the balance of the empirical risk and the structural
risk of the neural network and improved the limitation of the arbitrary characteristic in
both ELM and R-ELM by introducing the filtering technique to the input layer of the
SLFN. It is more robust especially in solving complex problem such as the one
discussed in this paper.

The corpus for our music classification task is the Han Chinese folk songs from
five distinct regions in China. There are two distinct approaches for music representa-
tion: audio and symbolic. In this paper, we employ a novel symbolic musical feature
representation method, the musical feature density map (MFDMap). Unlike audio
representation, our MFDMap is very similar to musical notations and hence more
appropriately model the human perception of music. In addition, the characteristic of
symbolic representation facilitates the possibility of building intelligent systems for
music theory teaching and learning.

This paper is organized as follows. In Section 2, we will describe our proposed
musical feature density map and the data set used for the simulations. A brief over-
view of the ELM, the R-ELM and the FIR-ELM will be presented in Section 3. In
Section 4, the simulation results will be presented and discussed. Finally, we will
conclude our work in Section 5 and propose ideas for further research.

2 Music Representation

In this paper, musical features were extracted from Kern files. There is no particular
reason for choosing this format except that the database we employed is coded in
Kern format. It is important to note that from a practical perspective, the features
discussed in this section could just as easily be extracted from other existing symbolic
formats such as MIDI notation.

2.1  Solfege — To Characterize Melody Progression of Notes

One of the main characteristics of folk songs is their method of transmission. Unlike
other styles of music, such as classical music, folk songs are transmitted orally. Much
existing research that adopts symbolic representation overlooks this important charac-
teristic of folk songs. They usually employ the exact pitch representation of the song
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melody. As folk songs are transmitted orally, the key of the tune in which a person
sings may vary. This means that the tune of a folk song may be sung in many
different pitches but the melody progression of all notes remains unchanged. In this
case, exact pitch representation will interpret the different versions independently as
different songs instead of as the same song, which results in inaccuracy.

Instead of using the exact pitch representation, we proposed using solfege repre-
sentation of the song melody. Solfege is a solmization technique that is commonly
used for sight singing. Each note in a musical scale is assigned to a unique syllable.
These syllables are usually written as numerical notations in musical scores of
Chinese folk songs. Solfege notation can be easily computed using the available pitch
and key information. It is a consistent and robust feature. Despite the different key of
each version of the same folk song, the solfege representation always remains the
same. The solfege representation can be computed using the following equation:

solfege; (n) = solfege(n) + (ix7) @)

for n = 1,2,3,...,N, where N is the number of notes in a folk song and i is the number
of octaves above or below the Middle C.

2.2  Interval — To Characterize Musical Flows

From a broad geographical view, the Han Chinese folk songs can be divided into the
northern and southern style, each of which is associated with the two major rivers in
China: the Yellow River of the north and the Chang Jiang of the south. In this divi-
sion, the environment, climate and landscape structure play a significant role in form-
ing the characteristics of the folk songs from the different regions. For example, the
cold, dry and windy climate in the north that affects the agricultural activities and
lifestyle of the people is reflected by a more intense and disjunct progression of melo-
dy in folk songs from that area. Conversely, the folk songs from the southern regions
are more lyrical and conjunct. This important characteristic of the musical flow and
movement of folk songs is reflected in our encoding scheme through the measurement
of the musical interval and changes in duration between adjacent notes.

The musical interval is the measurement of the pitch ratio between two adjacent
notes. We measure the interval in terms of the number of semitones between two
adjacent notes. The intervals of a folk song melody with N number of notes can be
calculated using the following equation:

interval(n) = pitch(n) — pitch(n —1) 2)

forn=2,34,...,N, where N is the number of notes.

2.3 Duration — To Characterize Rhythmic Pattern

Rhythmic patterns define the distinctive identity between music of diverse style and
form. For example, a melody with lots of short notes within a short length of time
presents an agitated impression but a chunk of lengthy notes usually creates a more
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graceful feeling. We encoded the duration of each musical note in a folk song to char-
acterize its rhythmic pattern. The numerical notation we employed to represent differ-
ent lengths of note is the number of crotchets ( 4) per measurement. We encoded 19
different note durations that are common in Han Chinese folk songs.

2.4  Duration Ratio — To Characterize Rhythmical Changes

As mentioned previously, the geographical characteristics of the origin of a folk song
have significant influences in the texture of the folk song. Duration ratio measures the
rhythmical changes. A large ratio reflects a drastic change in rhythmic progression
which portrays a rougher, more intense and disjunct texture. On the other hand, a
smaller ratio depicts a smooth, more continuous and lyrical texture. The duration ratio
can be computed using the following equation:

duration(n)

3)

duration ratio(n) = -
duration(n —1)

forn=2,34,....N, where N is the number of notes in each folk song.

2.5  Musical Feature Density Map

In the previous sections, useful musical features are extracted for folk song classifica-
tion. As the folk songs are of varied length, in order to perform the classification, we
need to specify a unified length for all. Most existing research papers, for example
both [1] and [5], employ a windowing method. In this method, a window of specific
size is defined and a song is sliced into many fragments of the same size. These
windows of music fragments are then used as the input to the music classifier.

Although the windowing method is useful, it imposed a few limitations. Firstly,
there is no universal value for the window size. Varied window size might result in
diverse classification accuracy. Therefore, an exhaustive testing needs to be carried
out to determine the most suitable window size. Next, the size of a window deter-
mines the amount of information it encapsulates. If a window size is too small, there
might not be enough information to define the characteristic of a class. In addition,
more than one window might contain the same data. Finally, dividing a song into
fragments might result in loss of continuity and integrity of the music.

In this paper, we propose using a musical feature density map which overcomes the
above mentioned limitations. MFDMap is a map that portrays the density of each
musical feature value in a song. Instead of fragmenting the songs, each song is con-
sidered as a whole. The MFDMap consists of 175 map locations: 46 for solfege, 49
for interval, 19 for duration and 61 for duration ratio. The value for each map location
is calculated as a percentage:

frequency of musical feature value,
N

map location; = x100 “)

for i = 1,2,3,...,175 and N is the total number of notes in a song. Note that instead of
N, we use N — 1 for interval features and duration ratio features.
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One of the advantages of MFDMap is that it preserves the main characteristic of
symbolic representations, that is, it closely models the human perception of music.
Most musical styles can be differentiated by the high occurrence of certain musical
features or the absence of them. This is effectively modelled in the MFDMap. The
structure of MFDMap is flexible. It allows all musical features to be encompassed in
one map. Any musical features that are not applicable to a particular musical style can
be easily removed from the map. MFDMap is also extendable whereby new musical
features can be added to it.

By using the occurrence percentage of each musical feature within a song,
MFDMap encompasses the complete melody instead of segmenting it into chunks of
notes. This is important as music is usually continuous. Each musical note is not an
independent object but is closely related to the preceding note(s) and the successive
note(s). MFDMap uses the whole song and extracts useful musical features from it,
each song has a unique map and the problems of finding a representative segment size
can be easily avoided.

2.6 Data Set

We have chosen Chinese folk songs from five regions: Jiangsu, Dongbei, Guangdong,
Shanxi and Sichuan as our corpus from the larger database of Han Chinese folk songs
from [10]. The melody of each folk song in the corpus is encoded into a MFDMap of
its own. There are a total of 312 folk songs in our corpus. 90% of the songs are
randomly assigned as the training set and the remaining form the testing set.

3 Machine Classifier

3.1 Extreme Learning Machine

The major bottlenecks of the gradient-based single hidden layer feedforward neural
network are the slow learning speed and the convergence issue. These are caused by
the learning algorithms that are employed by the SLFN. Gradient-based algorithms
suffer from the problem of choosing the learning step that gives good convergence. In
addition, the parameters such as the input weights and the hidden layer biases of these
learning algorithms need iterative tuning to obtain better learning performance which
results in a time consuming and resource consuming process.

The extreme learning machine is proposed by Huang, Zhu and Siew [7] to
overcome these drawbacks. ELM algorithm utilizes SLFN architecture but unlike the
gradient-based SLFN, ELM randomly chooses the input weights and analytically
determines the output weights of a SLFN. In [7], the ELM was theoretically proven to
give good generalization performance at an extremely fast learning speed. The brief
overview of the ELM algorithm is described as follows.

For a dataset with N distinct samples {(X,T) | X = [X},X;,....Xy], T = [t},ts,...,tx]}
where X; = [Xi1,Xn,...x;] € R” is the input vector and t; = [£;,f;,.. 1] € R” is the
target vector, the SLFN with N hidden neurons can be written as

0,=Y B,gwx +b,) (5)
j=1
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for i =1,2,...,N where o; = [oil,o,-z,...,oim]TG R" is the output vector with respect to x;
= XX, - Xin]* the input vector, B; = [ﬁjl,ﬁjz,...,ﬁjm]T is the output weights vector
connecting the jth hidden neuron and the output neurons, w; = [wjl,wjz,...,wjn]T is the
input weights vector connecting the input neurons and the jth hidden neuron, b; is the
bias of the jth hidden neuron and g(x) is the activation function. This SLFN with N
hidden neurons and activation function g(x) is proven to be able to approximate N
data samples with zero error, such that

N
2 Jle: -t =0. (©)
i=l
Therefore, there exist B;, w; and b; such that
B
t.=> B, g(wx +b,) (7)
Jj=1

for i = 1,2,...,N. The above (7) can then be written compactly in matrix form Hf = T
where

H(w,,w,,...Wg, b,b,,...by, X,X,,....,Xy)

g(wix,+b) gw,x,+b,) - g(wyx +by)
gwx,+b)  g(w,x,+b,) - g(WyXx,+by) s )
g(wW Xy +b) g(wW,x,+b,) - g(WgiXy +by) i
B t
T T
B= B,Z and T = t? )
B-Il\:’ Nxm t-]l\" Nxm

The ELM algorithm works by first randomly initializing the input weights and hidden
layer biases of the SLFN. Then, the hidden layer output H is calculated. Finally, the
output weights p are computed using the Moore-Penrose generalized inverse:

p=H"H)'H'T. (10)

The major difference between the ELM algorithm and gradient-based learning algo-
rithms is the tuning of the hidden layer. In conventional algorithms, the learning process
needs to be repeated many times to tune the input weights but ELM does not require
such tuning and its optimal output weights are calculated analytically without any itera-
tive procedure. This results in an extremely fast learning speed and a simpler architec-
ture with fewer parameters to tune. In addition, ELM determines its output weights
using the generalized inverse operation which assures a unique solution with the small-
est norm. This allows the ELM algorithm to effectively avoid the local minima issue.
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Although ELM greatly improved the performance of conventional SLENS, it still
poses a few drawbacks. Firstly, the random assignment of the input weights and
hidden layer biases leads to the generation of non-optimal solutions. The arbitrary
characteristic of the randomly assigned input weights is similar to the local minima
problem in gradient-based algorithm. It results in diverse solutions by an ELM over
different trials. Hence, it is difficult to determine the optimal solution in a single run.
Repeated trials of testing are required to evaluate the mean classification accuracy of
an ELM. In addition, there is no universal value or range of values to set the input
weights. Hence, the choice of values is purely empirically based. The next section
will further discuss an enhancement to this limitation of ELM.

Next, the design of the output layer weights in ELM gives rise to another issue.
ELM uses the generalized inverse of the hidden layer output matrices to determine the
output weights. This minimum norm least squares solution of the hidden layer output
is an empirical risk minimization (ERM) operation which tends to result in an
overfitting model especially if the training set is not sufficiently large. In statistical
learning theory, the real prediction risk in learning consists of empirical risk and
structural risk. In order to achieve good generalization performance, a model needs to
accomplish a good balance between these two risks.

Deng, Zheng and Chen [11] proposed to overcome the drawback in the output
weights by introducing a regularization term into the ELM algorithm. A weight factor
y for empirical risk is inserted to regularize the proportion of the empirical risk and
the structural risk. Their improved ELM is called the regularized extreme learning
machine and it used the following equation to calculate the output weights pB:

-1
B=G+HTHJ H'T. (11)

3.2  Finite Impulse Response Extreme Learning Machine

As mentioned in the previous section, the ELM poses two major limitations: the
robustness issues and the effect of the structural and empirical risks. R-ELM was
proposed to enhance the limitation in the output weights by introducing a balancing
parameter in the optimization of the error function. However, this improvement does
not significantly reduce the structural and empirical risks since the input weights and
the hidden layer biases are still randomly assigned. The finite impulse response ex-
treme learning machine proposed by Man et al. [12] served to further improve the
ELM algorithm, particularly to overcome the robustness issue of the input weights
and the hidden layer biases.

In the FIR-ELM, the input weights are designed such that the hidden layer of the
SLEN serves as a pre-processor to remove the effects of the input disturbances. As the
output of a linear hidden neuron in a SLFN is the sum of the weighted input data,
each of these hidden neurons can be treated as an FIR filter. Hence, based on the FIR
filter design techniques in signal processing, the hidden layer of a SLFN can be de-
signed as a group of low-pass, high-pass, band-pass or band-stop filters, or any other
types of filter to pre-process input data with disturbance or undesired frequency
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components. The main advantages of such design are that the input disturbances and
undesired frequency components can be removed and that both the empirical and
structural risks of the SLEN can be greatly reduced. The output weight matrix in
FIR-ELM is designed to further balance the empirical risk and structural risk. It is
calculated based on minimizing an objective function that includes both the weighted
sum of the output error squares and the weighted sum of the output weight squares of
the SLEN.

It should be noted that there is one main difference between FIR-ELM and both the
ELM and R-ELM. The SLFN in both ELM and R-ELM uses nonlinear hidden neu-
rons and linear output neurons. However, in FIR-ELM, the SLFN uses both linear
hidden neurons and linear output neurons. In order to assure that the SLFN with linear
hidden neurons has the capability of universal approximation, an input tapped-delay-
line memory with n — 1 delay units is added to the input layer. Fig. 1 depicts the
SLEN architecture of the FIR-ELM, where D is the n — 1 time-delay element that is
added to the input layer to form the tapped-delay-line memory, the input sequence
x(k),x(k — 1),....x(k— n + 1) represents a time series consisting of the present observa-
tion x(k) and the past n — 1 observations of the process, the hidden layer has N linear
neurons and the output layer has m linear neurons.

The definition for the SLFN with N hidden neurons and m output neurons using
FIR-ELM algorithm is similar to the ELM from equation (5) to equation (9). Howev-
er, instead of randomly assigned the input weights, input weights w;; for the ith hidden
neuron of the SLFN in FIR-ELM is obtained as follows:

wy = hia[0], w;, = hia[1],...,w,, = hia[n—1] (12)
where
hualk] = 1 J"e—jw(n—n/zejwkdw: sin[@, (k —(n—1)/2)] (13)
27 wk—(n-1)/2)

for 0 <k < n -1 is the impulse response of a truncated low-pass filter for the ith hid-
den neuron and w, is the cut-off frequency of the low-pass filter. It is noted that the
similar design methods can be used to design the hidden neurons as high-pass,

Fig. 1. The FIR-ELM network architecture with linear neurons and time-delay elements
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band-pass or band-stop filter, or other types of filter for the purpose of pre-processing
the input data.

The output weights for the SLFN is then calculated by minimizing both the
weighted sum of the output error squares and the weighted sum of the output weights
squares of the SLFN:

. d
Minimize {gnauz +3|||3||2} (14)

subjectto e=O-T=H-T (15)

where y and d are constant balancing parameters for adjusting the balance of the
empirical risk and the structural risk. Hence, the output weights of the SLFN in
FIR-ELM can be obtained as follows:

-1
ﬁ:(%I+HTH] H'T. (16)

4 Simulations and Results

In order to examine the performance of the finite impulse response extreme learning
machine as the machine classifier for Han Chinese folk song classification, we conduct-
ed our simulations using three classifiers: the ELM, the R-ELM and the FIR-ELM. The
maximum number of hidden neurons employed in all classifiers is up to 2000 neurons.
As the input weights in both ELM and R-ELM are randomly assigned, each repetition
of the simulation will produce a different result. Hence, the simulations using ELM and
R-ELM were repeated 50 times for the mean classification accuracy.

In FIR-ELM, the length of the FIR filter is the same as the size of the MFDMap,
which is 175. The balancing parameters are set as y = 1 and d = 0.01 based on empiri-
cal studies. The simulations were performed using four different types of FIR filter:
low-pass, high-pass, band-pass and band-stop filters, over a range of cutoff frequen-
cies w, ranging from 0.1 to 0.9 with a step size of 0.1. A band width of £0.05 is used
for the band-pass and band-stop filters. The targets for the three classifiers are set
using the 1-of-c method by assigning each of the five geographical regions to one
target. For a set of targets, the one representing a particular region is assigned ‘1’ and
the remaining targets are assigned ‘0’.

The comparison of the classification accuracy of the three classifiers is presented in
Table 1. Since both ELM and R-ELM possess arbitrary characteristics, the simulation
was repeated 50 times to obtain the mean classification accuracy and this is shown in
Table 1 together with their respective standard deviations. In FIR-ELM simulation,
the low-pass filter performs the best among the four different filters. Hence the classi-
fication performance for FIR-ELM shown in Table 1 is the low-pass FIR-ELM with
cutoff frequency at 0.3.
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Table 1. Classification performance of ELM, R-ELM and low-pass FIR-ELM

FIR-ELM
Number ELM R-ELM (low-pass)
of Hidden Standard Standard
Neurons Accuracy Deviation Accuracy Deviation Accuracy
(%) (%) (%)
(%) (%)
50 51.94 7.96 55.35 6.16 29.03
100 50.77 7.22 60.97 5.80 48.39
200 44.00 7.37 63.29 5.71 61.29
500 45.03 9.15 68.45 5.91 67.74
1000 58.06 7.90 69.03 5.13 74.19
1200 60.84 5.97 70.39 5.28 80.65
1500 62.13 6.35 68.71 5.30 80.65
2000 64.97 6.29 69.74 5.29 67.74

It is fairly obvious in Table 1 that increasing the number of hidden neurons usually
leads to some increase in performance for each classifier. Due to the nature of music,
there is great subjectivity that makes music classification a difficult task to accom-
plish. Although there are differences between folk songs from various geographical
regions, the divergence is not easily recognized. In the Han Chinese folk song classi-
fication, the differences between the categories are fairly subtle. Sorting these folk
songs into regional source is not an obvious task even for humans. The performance
shown by these machine classifiers is very encouraging.

In general, the low-pass FIR-ELM is the best classifier among the three. The R-
ELM performs slightly better than ELM. The FIR-ELM shows its best performance at
1200 hidden neurons, achieving an accuracy of 80.65% while R-ELM accomplishes
70.39% accuracy and ELM 60.84% accuracy. The performance of the ELM fluctuates
a little when the number of hidden neurons is less than 500 but begins to show steady
improvement in performance when more hidden neurons are added and reaches
64.97% accuracy with 2000 hidden neurons. The performance of R-ELM on the other
hand is fairly steady with a slight drop from 1500 hidden neurons. The low-pass
FIR-ELM is the most robust among the three classifiers. Its classification accuracy
improves as the number of hidden neurons increases and reaches its saturation point at
1200 hidden neurons. The FIR-ELM manages to maintain this good performance until
1500 hidden neurons before starting to show a hint of deterioration.

The learning time, in number of seconds, required for each classifier to achieve a
complete learning of the music classification task is shown in Table 2 to demonstrate
the performance speed of each classifier. Overall, these classifiers perform at an ex-
tremely fast speed. The maximum time required by a classifier at 2000 hidden neu-
rons is 3.3 seconds. The low-pass FIR-ELM starts off being the fastest but eventually
become the slowest among the three classifiers when the number of hidden neurons
increases. The learning time required by the R-ELM is about the same as the FIR-
ELM while ELM performs at a slightly faster speed than both R-ELM and FIR-ELM
between 1000 to 2000 hidden neurons.
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Table 2. Learning time in number of seconds for ELM, R-ELM and FIR-ELM classifiers

Nul}1ber of ELM R-ELM FIR-ELM
Hidden (sec.) (sec.) (low-pass)
Neurons (sec.)

50 0.0163 0.0049 0.0046

100 0.0270 0.0068 0.0066

200 0.0752 0.0131 0.0113

500 0.2274 0.0812 0.1022

1000 0.2910 0.4454 0.5115

1200 0.3147 0.7212 0.7566

1500 0.3562 1.3228 1.3881

2000 0.4172 2.9797 3.2972

5 Conclusion and Future Work

We have introduced our novel symbolic music encoding method known as the
MFDMap. We have demonstrated the feasibility of using our MFDMap in machine
classification of Han Chinese folk songs through simulations using the extreme learn-
ing machine, the regularized extreme learning machine and the finite impulse re-
sponse extreme learning machine. Our simulation results have successfully shown
that the finite impulse response extreme learning machine using a low-pass filter is
the best classifier among the three classifiers. It is more robust especially in solving a
complex task such as music classification.

In this paper, our MFDMap employed only symbolic representations of the musical
features. One possible enhancement is to extend the versatility and capabilities of our
MFDMap to also incorporate musical features extracted from audio signals, especially
timbral related features. In addition, the corpus employed by the MFDMap can be
extended to include folk songs of other geographical regions in China.
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Abstract. People-to-people recommendation aims at suggesting suitable
matches to people in a way that increases the likelihood of a positive interac-
tion. This problem is more difficult than conventional item-to-people recom-
mendation since the preferences of both parties need to be taken into account.
Previously we proposed a profile-based recommendation method that first uses
compatible subgroup rules to select a single best attribute value for each corre-
sponding value of the user, then combines these attribute value pairs into a rule
that determines the recommendations. Though this method produces a signifi-
cant improvement in the probability of an interaction being successful, it has
two significant limitations: (i) by considering only single matching attribute
values the method ignores cases where different attribute values are closely re-
lated, missing potential candidates, and (ii) when ranking candidates for rec-
ommendation the method does not consider individual behaviour. This paper
addresses these two issues, showing how multiple attributes can be used
with compatible subgroup rules and individual reply rates used for ranking
candidates. Our experimental results show that the new approach significantly
improves the probability of an interaction being successful compared to our
previous approach.

Keywords: recommender systems, social network analysis.

1 Introduction

Social networks connect people in the world. To extend them, many social network
web sites have been developed. People in online social networks communicate using
messages. To establish a successful social interaction, a user, called here a sender,
sends a message to another user, called here a receiver, and the receiver should reply
positively to the sender. The success of the interaction depends on reciprocal inter-
ests between the sender and the receiver. Therefore it is desirable for social networks
to provide sophisticated services that encourage successful social interactions between
users. People-to-people recommenders address exactly this issue. People-to-people
recommenders differ from the conventional item-to-people recommenders since they
need to take into account the preferences of both sender and receiver.
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This research focuses on the problem of recommending suitable matches in an
online dating social network. Unlike other social networks, online dating site members
usually provide accurate and detailed information about themselves since this is the
primary source of information potential partners use to find them. People who have
(one or more of) the same attribute values are called here a subgroup, and it has been
reported that people in the same subgroup usually have similar preference patterns [1].
Our people-to-people recommendation method, called Compatible Subgroup Rules
(CSR) [2], is based on this property. The term ‘compatible subgroup’ means that a
subgroup is more interested in another subgroup compared to other subgroups, and
vice versa. The degree of compatibility is is measured by a compatibility score, which
is calculated using past interaction data (training data). A rule is defined to suggest a
compatible subgroup for a given subgroup containing the active user. Recommenda-
tion rules are constructed from training data that contains information for senders,
receivers, interaction results (positive or negative), and attribute values of the sender
and the receiver, as follows. For a given subgroup defined by an attribute value of the
active user, the method finds its compatible subgroup defined by a value of the same
attribute using the training data. The attribute values of the identified compatible
subgroups are incrementally combined together to increase the probability of success
interaction. This attribute combination process finishes if there is no significant interac-
tion between a user subgroup and its compatible subgroup in the training data. The
most specialised compatible subgroups are used to propose recommendations. This
method shows a 26% success rate for the top 10 recommendations and 23% for the top
100 recommendations, considerably greater than the 15% baseline success rate [3].

In spite of its success, this previous method has the following limitations. First, the
method only chooses a single compatible subgroup for each subgroup defined by the
active user’s attribute value. It ignores the fact that an attribute may have multiple
values that result in very similar compatibility scores to the active user subgroup.
Since candidates having the similar (but not best) attribute value are not recommend-
ed, many suitable candidates for recommendation may be missed. Second, the method
only measures a compatibility score using the sender’s interest in the receiver sub-
group without considering other possible interest measures. Finally, the method ranks
the candidate receivers using the compatibility scores of the age and location attrib-
utes, which does not take into account individual interactions. This paper addresses
these limitations and presents several extended CSR methods. The extended CSR
methods utilise multiple compatible subgroups based on heuristics for including mul-
tiple values for an attribute, include various compatibility score measures, and consid-
er the individual activities of compatible subgroup members to rank the recommended
candidates. We conducted experiments to evaluate the extended CSR methods using
historical data from a commercial online dating site. Our experimental results show
that the best new proposed method significantly improves the probability of success-
ful interactions compared to the CSR method based on single attribute values.

2 Related Work

A recommender system is a system that learns a user’s preferences and makes
recommendations the user might like. Recommender systems can be classified into
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item-to-people and people-to-people recommenders [4,5]. Item-to-people recommen-
dation has been studied from the early stages of the Web, and has been applied in
various domains. Although there is some non-Web research [6,7], people-to-people
recommendation has recently gained attention as social networks become popular on
the Web [8-10]. People-to-people recommender systems have been used to recom-
mend experts [7,11,12], friends [10,13] and collaborators [14], etc. Our research has
focused on recommending partners in online dating. Methods for people-to-people
recommendation can be classified into behaviour-based methods, profile-based meth-
ods and hybrid methods. Behaviour-based methods exploit interaction data between
users such as contact between users, comments posted on another user’s page, follow-
ing relationships to other users, etc. Typically a collaborative filtering approach is
used to identify similar users and generate candidate users using interaction data
[15,16]. Profile-based methods use user-supplied data to suggest candidate recom-
mendations [6,11-13,17]. Hybrid methods combine behaviour-based and profile-
based methods [8]. We previously proposed a profile-based recommendation method
that uses subgroup interaction data to find a compatible subgroup based on a user’s
profile [2]. We also proposed hybrid methods that combine our interaction-based
collaborative filtering approach with our profile-based method [3]. In this paper, our
research focuses on extending our previous profile-based approach, but it could easily
be combined with interaction-based collaborative filtering in ways similar to those
described in [3].

3 Recommendation Methods

3.1 Definitions

Definition 1. A user u is a member of the social network website and is described
by n distinct attribute values for n different attributes:
u = {uy, ..., Uy}

where u; represents the value of attribute i. The user provides these attribute values
when joining the site and can update them at any time. The site allows the user to
select only one value for each attribute. Regardless of type, e.g. numeric for number
of children or date for date of birth, all values are converted into nominal values
before recommendation rules are constructed.

Definition 2. A subgroup is a group of users who have the same gender and the same
values for one or more attributes. For example, the female postgraduate subgroup
consists of the female users who have value postgraduate for the education attribute.

Definition 3. A contact is an action where a user, the sender, sends a message to
another user, the receiver. Such a contact indicates that the sender is interested in the
receiver.

Definition 4. An interaction between two users is a contact from a sender to a re-
ceiver with either a reply from the receiver to the sender or no reply (if the receiver
chooses to ignore the contact). An interaction is classified as either positive or
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negative depending on the receiver’s reply message type (which is defined by the
system), and if the receiver does not reply to the sender, the interaction is classified as
negative. An interaction always shows that the sender is interested in the receiver, but
the receiver may or may not be interested in the sender.

Definition 5. A sender (receiver) subgroup is the set of senders (receivers) in a set
of interactions. Sender subgroups are denoted sg; receiver subgroups are denoted rg.

3.2 Interest Measures

Interest measures show how much the members of one subgroup are interested in the
members of another, and are calculated using the number of interactions between
them. Interest measures in this work are computed from interaction data for the train-
ing period (three months before the time of recommendation). We define four types of
interest measure reflecting different intuitions.

Definition 6. Interest in target group measures how much more a sender subgroup
sg contacts a receiver subgroup rg compared to all receivers R. This is defined as:

n(sg.rg)
n(sg, R)
where n(sg,rg) is the number of messages sent from the sender subgroup sg to the

receiver subgroup rg and n(sg, R) is the number of messages sent from the sender
subgroup sg to all receivers R.

P(sg,rg)=

Definition 7. Lift in interest in target group measures how much more a sender
subgroup sg, compared to all senders S, is interested in a receiver subgroup rg.
This is defined as:

P(sg,rg)
P(S,rg)

where P(sg,rg) is the sender subgroup sg’s interest in the receiver subgroup rg, and
P(S,rg) is all sender S’s interest in the receiver subgroup rg, as in Definition 6.

L(sg,rg)=

Definition 8. Success with target group measures how much more successful a
sender subgroup sg is when contacting a receiver subgroup rg compared to all
receivers R. This is defined as:

n(sg,rg.+)
n(sg,rg)
where n(sg,rg,+) is the number of messages sent from the sender subgroup sg to

the receiver subgroup rg with positive replies from the receivers, and n(sg,rg) is the
number of messages sent from the sender subgroup sg to the receiver subgroup rg.

P(sg,rg.+) =

Definition 9. Lift in success with target group measures how much more successful a
sender subgroup sg is when contacting a receiver subgroup rg compared to all re-
ceivers R, relative to the improvement in success for all senders S. This is defined as:

P(sg,rg,+)

L(sg,rg,+)=
818 = s org o)
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where P(sg,rg,+) is the sender subgroup sg’s success with the receiver subgroup
rg and P(S,rg,+) is the success of all senders S with the receiver subgroup rg.

3.3  Compatibility Score

In this research, the term ‘compatibility’ means that a sender subgroup is interested in
a receiver subgroup, and vice versa. The compatibility score measures the degree of
compatibility of two subgroups. To dampen significant differences between two
subgroup interests in each other, we use the harmonic mean to combine the two
reciprocal interest measures.

Definition 10. A compatibility score between a sender subgroup sg and a receiver
subgroup rg measures how much two subgroups are interested in each other. It is
defined as:

2158 I8 I"g >S8

I, +1

S8,rg rg,sg

CS(Sg’rg):

where Iy g is the interest of sender subgroup sg in the receiver subgroup rg and
L4sg 1s the interest of rg in sg. Note that there are different compatibility scores

for a sender and receiver subgroup depending on the particular interest measure.

3.4 Learning Compatible Subgroup Rules

Compatible subgroup rules are used to recommend candidate receivers for a given
user [2,3]. A compatible subgroup rule has the form:

if a;, =u, and...and a,, = u,, then a;, = v; and...and a,, = v,

where each a; is an attribute (e.g. occupation) and each v; is the best matching
value of this attribute for candidates to the value u; of the user. The meaning of
the rule is that if a user satisfies the condition part of the rule, the system should
recommend candidates satisfying the conclusion part of the rule.

The above approach is, however, limited in that for a given user attribute value,
only a single attribute value of the candidate is chosen. When the candidate attribute
values are closely related, many acceptable candidates are therefore not recommend-
ed. As an example, the occupation attribute has values legal, accounting and consult-
ing, which the data indicates are all very similar in compatibility for the value of legal
for the occupation attribute of the user. To allow for rules with multiple attribute
values, we generalize the form of the compatible subgroup rule as follows:

if a; =u; and...and a, = u, then a; € V; and...and a, €V,

where each q; is an attribute (e.g. occupation) and each V; is a set of compatible
multiple attribute values of this attribute for candidates to the value u; of the user
(equivalently, we treat each condition a; € V; as a disjunction of equality tests).
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Our recommendation algorithm based on compatible subgroup rules is as follows.
Let a user have attribute values {u4, ..., u,} for attributes {a, ..., a,}. Rules are con-
structed for each user individually. Rule construction starts with an empty rule (no
condition and no conclusion) and produces a sequence of more and more specific
rules Ry, ..., Ry,. At each step, starting with a rule R, an attribute a with value u of
the user is chosen that has the highest subgroup success rate; a = u is added to the
condition of the rule and a € V is added to the conclusion of the rule, where V' is the
set of compatible values for the gender (male/female) of the sender (see below). The-
se conditions are added to the rule only if it improves the overall rule success rate
SR(sg,rg) defined as follows, and this improvement is statistically significant:

SR(sg,rg)= nlsg.rg.+)
n(sg,rg)
where sg is the sender subgroup defined by the current rule condition and rg is the
receiver subgroup defined by the current rule conclusion.

The two main aspects of the recommendation algorithm are finding multiple
compatible subgroups (making use of heuristics to combine single attribute values
into sets of compatible attribute values), and generating and ranking candidate
receivers.

Finding Multiple Compatible Subgroups. For a user with value u of attribute a,
the set of compatible attribute values V is determined as follows. First, for all
possible values v; of a, the compatibility score of v; with u is calculated using
Definition 10, giving a distribution of scores. The mean and standard deviation of
this set is calculated. A value is included in the set V if its score is at least 0.5 stand-
ard deviations above the mean (this heuristic is based on preliminary experimental
analysis).

For example, Figure 1 illustrates compatibility scores of different female age sub-
groups with the male age 35-39 subgroup. The female age 35-39 subgroup is the
most compatible subgroup. However, it also shows that the female age 30-34 sub-
group has a very similar compatibility score to the age 35-39 subgroup. Both are
included in the set V.

0.35
[]
égl 0.30
o8 025 compatibility score threshold
= @ 0.20
3o
.gg 0.15
£ g 0.10
8 3 0.05
0.00 — - T T T T
35-39 30-34 25-29 40-44 20-24 45-49 15-19 50-54 55-59 60-64 65-69 70+
Female Age Subgroup

Fig. 1. Multiple Compatible Subgroups: Compatibility scores for male age 35-39 subgroup
with female age subgroups. The threshold line shows the mean plus 0.5 standard deviations.
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Attribute Condition Conclusion Rule Success
(User Value) (Compatible Values) Rate
__gender male female 14.9%
age 42 35-39 OR 4549 OR 30-34 14.7%
location Sydney-North Sydney-East OR Sydney-North 15.2%
education Graduate Graduate OR Diploma 32.7%
smoke Don’t smoke Don’t smoke 37.5%
drink Occasionally Occasionally 54.5%

Fig. 2. Compatible Subgroup Rules: Each row represents a pair of conditions successively
added to the rule where multiple attribute values for each user attribute are chosen. As condi-
tions are added, the rule success rate increases but the number of potential candidates decreases.

Figure 2 illustrates an example rule of rule construction for a hypothetical male us-
er, starting with gender. First age is considered. Since the user is 42, he is in the age
band 40-44; the best set of female age bands are 35-39, 45-49 and 30-34. According-
ly the disjunction of these conditions for the female is added to the rule. Rule con-
struction continues with the location attribute, where the male is in Sydney-North.
The set of compatible values for the female are Sydney-East and Sydney-North. Con-
tinuing this process to define a sequence of rules, the rules become more and more
specific, but generate fewer and fewer candidates.

Generating and Ranking Candidate Receivers. Given the sequence of rules
Ry, ..., Ry, generated as above, the potential recommendations are all candidates satis-
fying the conclusion part of any such rule who were active in the previous 28 days
(but only as many candidates as needed are generated, starting with the most specific
rule R,,). Candidates satisfying a more specific rule R; are ranked higher than those
only satisfying a rule R; where j <i. However, candidates satisfying the same rule
are ranked as follows, using data from the previous 28 days. First, candidates are or-
dered in terms of positive reply rate (defined as the proportion of contacts received to
which the candidate has given a positive reply). Second, if positive reply rates are
equal, the number of positive replies is used to order the candidates (those with a
larger number are ranked higher). Third, if two candidates are still equally ranked,
they are ranked in order of the number of contacts received (again, those who
received more contacts are ranked higher). Finally, any ties between remaining
candidates are broken randomly.

4 Experimental Design

To evaluate the proposed new methods for defining compatible subgroup rules using
multiple attributes with different interest measures and the new way of ranking candi-
dates, we used the same experimental setup previously used for single attribute com-
patible subgroup rules [3]. In these experiments we used data from a commercial
online dating site and generated recommendations once, for March 1, 2010, using
only data that would have been available on that date. For evaluation of the recom-
mendation methods, we collected two types of data — interaction data and user profile
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data. Profile data consists of basic information about the user, such as age, location,
marital and family status, plus attributes such as smoking and drinking habits, educa-
tion and occupation. Each interaction is recorded with a date/time stamp, the type of
message and the response message type, which is labelled as either positive or nega-
tive, or null if no reply has been received (contacts without reply are classified
as negative). We used historical data to evaluate the recommendation methods. The
following datasets were collected for the experiment:

— Rule Learning Data: This dataset consists of interaction data and user profile data
for the users who were the senders and/or receivers of interactions for three months
prior to the recommendation construction date. There were about 5 million inter-
actions by 200,000 users. The collected data was used to learn the recommendation
rules.

— Active User Data: This dataset consists of active user profiles and their interaction
data for 28 days prior to the recommendation construction date. The collected
dataset is used to generate candidate receivers using the recommendation rules.
There are about 137,000 active users.

— Test Data: This dataset consists of interactions from the first three weeks of March
2010 initiated by the active users. The test set consists of around 130,000 users
with around 650,000 interactions, of which roughly 15% are positive interactions.

After collecting these datasets, we generated up to 100 candidate receivers for each
active user using our recommendation methods, with candidate receivers ranked as
defined above. We then examined whether or not the data showed positive or negative
test interactions with the candidate receivers. Note that we did not provide users with
actual recommendations; the method compares the recommendations with the interac-
tions that occurred in the test set with people who would have been recommended.

The two main metrics are precision and recall for the top N recommendations,
where N = 10, 20, ..., 100. Precision measures the proportion of recommended inter-
actions that occurred which were positive, so is analogous to the user’s success rate
when adopting the recommendations. More precisely, if R is the set of recommended
interactions and T is the test set, precision is defined as follows, where T is the set
of positive interactions in 7" and #(S) the number of elements in the set S.

n(RNTY)

precision = m

A high precision suggests that the recommendations are useful, while a low precision
suggests the recommendations are not helpful. Note that this measure can be consid-
ered the probability that an interaction resulting from a recommendation is positive.
Therefore, we can compare this result with the baseline probability of an interaction
being positive (without recommendation).

Recall measures how many of the positive test interactions are included within the
top N recommendations, so is analogous to how much the users liked the recommen-
dations. This is measured by the proportion of positive interactions recommended that
are positive interactions in the test set.
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n(RNTY)

recall = (T

This measure indicates whether positive interactions are likely to happen when the
recommendations are given to users. If the probability of an interaction being positive
(precision) is very high, but such interactions are unlikely to occur, those recommen-
dations are not particularly useful. Therefore, for recommendation methods where the
precision is similar, a high recall is a good indicator that the recommendations are
better. Even though we have used precision and recall as our evaluation metrics, they
differ from the conventional use. Normally such measures are applied to a test set
where each item is known to be relevant or irrelevant, but in our experiments we cal-
culate these measures based on the interactions that occurred in historical data. Since
these actually occurring interactions are only a very small subset of all possible inter-
actions (around 650,000 out of 4.7 billion), and since we generate only a limited
number of recommendations (only up to 100 for each user), the intersection of the
recommended interactions and the test set interactions is very small. This results in
very small recall results in our experiments. Nevertheless, recall is a useful metric for
comparing different methods on how much users like the given recommendations.

5 Results

5.1 Precision and Recall with Candidate Behaviour-Based Ranking

The basic comparison of our methods is shown in Figure 3, which shows precision
and recall for the top N recommendations for our previous method based on single
attribute values [2,3] (ranked using the harmonic mean of the compatibility scores
for age and location under Definition 6), and four new methods based on compatible
subgroup rules using multiple attribute values with the four different interest
measures (Definitions 6—9) and behaviour-based ranking as described in Section 3.4.

The first observation is that all methods based on multiple attributes have a much
higher precision (for all values of N) than the previous method based on single attrib-
utes. Second, though the methods using interest measures based on successful interac-
tions show the highest precision, recall is very low for these methods, suggesting that
the rules used to generate the recommendations are too specific. In other words, the
fraction of the candidate receivers that show a high success rate is usually very
small, and combining several of those compatible values results in very successful
interactions, but these interactions very rarely occur in the historical data.

Thus the methods based on just multiple attribute values with interest in target
group and multiple attribute values with lift in interest in target group perform
best, with similar precision and much higher recall than the methods using interest
measures based on successful interactions. The method using interest in target
group is slightly superior. Moreover, the recall is higher than that based on single
attribute values, giving evidence that these methods based on multiple attribute
values with behaviour-based ranking are generating better candidates.
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Fig. 3. Precision and Recall with Candidate Behaviour-Based Ranking

5.2 Precision and Recall without Candidate Behaviour-Based Ranking

To examine whether the improvement over the previous single attribute method is due
to the ranking or to the method of constructing rules by combining multiple attributes,
precision and recall for the methods without using behaviour-based ranking are shown
in Figure 4. In this case, the candidate receivers are only ranked by the compatible
subgroup rules, with ties broken randomly (hence it is expected that precision will be
lower). In fact, the precision for the methods based on multiple attribute values
without success is much lower than in Figure 3, similar to that for single attribute
values, though slightly higher with lift in interest in target group. Recall, however,
is comparable to the method based on single attribute values. The results show that

the ranking method is critical to the increased precision of the methods.
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6 Conclusion

This paper presented several extensions of a profile-based method for people-to-
people recommendation based on compatible subgroup rules. We proposed four types
of interest measures, and a new way of combining several compatible attribute values
in rule construction, and a ranking method based on candidate behaviour. Our exper-
imental results show that a new method based on multiple attribute values with
interest in target group has much higher precision than the other methods and higher
recall than our previous method based on single attribute values, indicating that the
recommendations generates using this method are of higher quality. Our results also
show that candidate behaviour-based ranking is very effective in reordering the can-
didate receivers. In other work [3], we combined single attribute compatible subgroup
rule recommendation with interaction-based collaborative filtering [15] and obtained
significant improvements in precision and recall. We expect that our new methods are
also likely to improve the performance of such hybrid recommendation methods, but
this has not yet been evaluated. This will be the subject of further work.
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Abstract. Psoriasis is a common skin disease with no known cure. It
is both subjective and time consuming to evaluate the severity of psori-
asis lesions using manual methods. More objective automated methods
are in great demand in both psoriasis research and in clinical practice.
This paper presents an algorithm for scoring the severity of psoriasis
lesions from 2D digital skin images. The algorithm uses the redness of
the inflamed skin, or erythema, and the relative area and roughness of
the flaky scaled skin, or scaling, in lesions to score lesion severity. The
algorithm is validated by comparing the severity scores given by the algo-
rithm against those given by dermatologists and against other automated
severity scoring techniques.

Keywords: Skin image analysis, Severity modelling, Classification,
Computer-aided diagnosis, Psoriasis.

1 Introduction

Psoriasis is a chronic skin disease with no known cure. It manifests as lesions
consisting of red inflamed and itchy skin (erythema) and scaly flaky skin (scal-
ing). There are an estimated 125 million people worldwide suffering this disease.
In Australia, the percentage of affected people is between 2%-5% [1]. As there is
no known cure, a great deal of effort has been expended on finding good treat-
ments for psoriasis symptoms. However, no treatment is generally accepted and
different physicians will treat the same symptoms differently. There is a need to
compare various treatment methods objectively to determine which treatment
is more effective in both psoriasis research and in clinical practice. Psoriasis
severity scores are commonly used for comparing treatments |2].

The severity score is a number that is used to classify the severity of psori-
asis. A number of severity scores have been proposed in recent decades |3-5].
A widely used severity score is the Psoriasis Area and Severity Index, or PASI
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score ﬂa] The PASI score is calculated by dividing the body into a number of
regions and grading the severity of the erythema (the red inflamed skin), and
the severity of the scaling (the scaly, flaky skin typically found inside a lesion)
within a region ﬂa] The severity of erythema and scaling in PASI scores are esti-
mated visually often leading to significant inter- and intra- individual variation
in scores. Further, PAST scores require that the symptoms of several lesions are
estimated which greatly increases the workload of dermatologists. An objective
and automatic scoring method will greatly help reduce variation in scoring and
help to improve treatment research and clinical outcomes for patients as well as
reducing the workload for clinicians.

Table [ gives the different classes of PASI scores and some examples of lesions
that would have the corresponding classification.

Table 1. PASI Erythema and Scaling Severity Intensity Scoring

Erythema Erythema Scaling scoring Scaling im-

Scores Grade . .
scoring images ages

. . . B
Fine scaling covering |

1 Mild Light red part of the lesion
w . .
Red,but not ‘ Fine fco rough scaling
2 Moderate covering a large part
dark red .
of the lesion

Rough, thick scaling
3 Severe Dark red covering a large part
of the lesion

Very rough, very
thick scaling totally
covering the lesion

4 Very severe Very dark red

The aim of this paper is to give a procedure for automatically estimating
the severity of erythema and scaling using 2D digital skin images and the PASI
severity scale for erythema and scaling.

Computer aided methods for psoriasis severity scoring have been under inves-
tigation for a number of decades ﬂ] In B] the severity scores for erythema are
correlated with the hue (H) value and saturation (S) value in the HSV colour
model. The colour differences between psoriasis lesions and normal skin were
investigated in E] which concludes that the distribution of erythema severity is
correlated with the difference in hue value.

However, in ﬂé, IQ] the colour value is sampled randomly ignoring the variation
in lesion and skin colour to assess psoriasis severity. The colours of pigments in
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lesions are used by [10] to derive mean colour values in RGB colours space and
then these are used to grade the severity of lesions using K-Nearest Neighbours.

To the best of our knowledge the only work that attempts to grade the severity
of scaling is given in [10], where the severity of scaling is derived by building a
decision tree using the area of scaling inside the lesion to determine the lesion
severity.

The algorithm presented in this paper differs by deriving a series of features
that relate to the redness of erythema, the relative area of scaling and roughness
of scaling, to evaluate the severity of erythema and scaling in lesions. The features
used in this paper are based on a haemoglobin and melanin colour space [11]
and the relative scaling area and texture |[12]. Haemoglobin is related to the red
colour in skin and melanin is related to the yellow and brown colour in skin. The
algorithm and the severity features proposed are validated using multivariable
analysis and classification evaluation.

2 A Method for Scoring the Severity of Symptoms:
Erythema and Scaling in Psoriasis Lesions

2.1 Segmenting Erythema and Scaling in 2D Digital Skin Images

The severity scoring algorithm depends on first being able to identify psoriasis
lesions. A typical psoriasis lesion is composed of an area of red inflamed skin
(erythema) that surrounds an area of raised, rough scaly skin. Psoriasis lesions
can also manifest as just erythema or as patches of scaly skin that are only
partially surrounded by erythema. In our previous work an algorithm for seg-
menting erythema from normal skin is given in [11] and for segmenting scaling
from erythema and normal skin is given in [12].

In [11] there are two key steps in the segmentation of erythema: (1) the
decomposition of skin colour into melanin and haemoglobin components; and
(2) erythema classification. Firstly, two independent components are extracted
in the log RGB colour space using Independent Component Analysis, which
correlates well with the haemoglobin and melanin.

Assuming that the variation in skin colour in the image are caused by melanin
and haemoglobin and that melanin and haemoglobin are mutually independent
then skin colour can be expressed as a linear combination of the melanin and
haemoglobin components. A simple model of skin colour in the RGB colour space
in terms of melanin and haemoglobin components is given by:

Loy =c"qp, + chqiy + A (1)
where ¢ and ¢" are the melanin and haemoglobin basis vectors in the RGB
colour space, ¢g;", and qg’y are the quantities of each pigment for the skin colour
L, , at coordinate (z,y), and A is a constant vector that depends on other skin
pigments and skin structure. Secondly, a Support Vector Machine (SVM) is then
used to separate erythema pixels from normal skin using the erythema features
Qqry and qg’y.
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Scaling is segmented from normal skin and erythema using a classification
algorithm composed of the following steps:

Step 1. A scaling colour contrast filter is constructed using the L* com-
ponent and the a* component in the L*a*b* colour space. The filter height-
ens the contrast between the whiter scaling pixels and the surrounding red
erythema pixels.

The filter is a good differentiator of scaling from erythema but does not
always give enough contrast to differentiate scaling from normal skin, espe-
cially under bright lights or if the skin is pale like scaly skin in a lesion.

Step 2. Scaling, which is rough, can be differentiated from normal skin, which
is smooth, based on texture. Gabor filters have proved a useful tool for
estimating the degree of 'roughness’ and so are used here.

The second step is to derive a set of Gabor responses for each pixel in the
image using a bank of Gabor filters tuned for different directions and spatial
frequencies. The resulting Gabor feature in the image can be displayed
using a gray-scale value that captures the degree of 'roughness’ at the pixel.

Step 3. The Gabor features together with the colour contrast features obtained
from the scaling colour contrast filter are then used to segment scaling from
normal skin using a SVM smoothed by a Markov Random Field (MRF),
which properly classifies any pixels that are misclassified by the SVM.

Figure [ shows the segmentation of erythema and scaling in a psoriasis lesion.

Melanin component Haemoglobin
image component image

g

BT AR |
Original image Segmentation result

Scaling saliency map Gabor feature image

Fig. 1. Segmentation of erythema and scaling: segmented erythema is marked in red,
and segmented scaling is marked in blue

2.2 Determining the Severity of the Psoriasis Lesions Using
Erythema and Scalingness

In this paper we view erythema and scaling scoring as a multiclass classification
problem. The erythema and scaling are can be simply referred as symptom type
I and symptom type II respectively.

The input is a 2D digital image of a lesion described by a set F with a series
of features depending on the symptom type that is being scored. Ignoring the
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zero score due to its non-ambiguity in the clinical scoring, the output will be
the set C' = {1 := Mild, 2 := Moderate,3 := Severe,4 := Very severe}. The
classification function P is built, such that P : F — C.

The rule of PASI guidelines for scoring the symptom type I erythema is based
on the colour of the lesion (as shown in Table[I]). The deeper the red colour, the
higher the severity score.

The haemoglobin and melanin components are the features used for scoring
erythema. Note that dermatologists score erythema by comparing with the sur-
rounding normal skin and so we employ the relative haemoglobin and relative
melanin features, V¢ and Vg™, in our classification algorithm. The erythema
severity feature set is given by F' = {Vq", V¢™}, where Vg" is the mean differ-
ence of haemoglobin values between erythema and normal skin, and V¢™ is the
mean difference of melanin values between erythema and the normal skin in the
lesion.

Scoring of erythema is done by a KNN for its simplicity, where K = 5 has
been empirically determined. The severity of erythema is decided by the majority
training samples in the K nearest neighbourhoods.

The PASI scoring of symptom type II: scaling is also shown in Table [l The
severity scoring rule is based on the roughness of the scaling and the area of
scaling relative to the whole lesion.

The features used to differentiate scaling from erythema and normal skin are
thus F' = {g,r}, where g is the mean value of Gabor features describing the
degree of roughness and r is the ratio of scaling area to the whole lesion area.

The performance of the C4.5 decision tree used in our algorithm is better
than a range of other classification methods which was determined empirically
for the scaling severity classification problem. The decision tree is split based on
a normalised information gain criterion, followed by post-pruning to avoid the
over-fitting |13].

3 Validating the Method

3.1 The Experimental Design

Samples of psoriasis skin images are collected from the Skin & Cancer Foundation
Victoria, where the imaging environment is carefully set to ensure controlled
illumination. The images used in the comparison were those that were given the
same PASI scores by two dermatologists.

The proposed algorithm is validated based linear correlation and classification
performance. The linear correlation between the features used in our method
with the severity scores given by dermatologists is analysed first. Then the clas-
sification accuracy of our scoring method is compared with other scoring systems.

In the linear correlation stage, a t-test is used to measure the correlation based
on the hypothesis that the observation of one class is at least as extreme as an-
other class. The resulting p-values and F-values are shown. Moreover, correlation
between severity scores and severity features is analysed using correlation coef-
ficients. The analysis shows a linear relationship using a normalised covariance.
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In the classification performance evaluation stage, classification accuracy is
calculated as the percentage of correctly classified samples. In our experiment,
the classification accuracy for each severity degree is evaluated by a 10-fold
cross validation. Assuming the accuracy difference between two classifiers is a t-
distribution, by setting the confidence level to be 0.95, the confidence interval of
true accuracy difference is analysed. If zero is not in the range of the confidence
interval, the performance of two classifiers is significantly different.

3.2 Symptom Type I: Erythema Severity Scoring

There are 88 images of erythema lesions spanning a number of different skin
types and ethnicities, where 10 samples score 1, 31 samples score 2, 37 samples
score 3, and 10 samples score 4.

Linear Correlation Analysis. The result of linear correlation between ery-
thema severity and colour features is shown in Table2l TableRlalso shows relative
hue component VH® used in |9], and relative spectral components VR, VG |
VB from the RGB colour space proposed in [10]. The relative colour component
features are defined to be the difference of mean values between erythema and
normal skin. Specifically, the hue component in [9] is defined as the arctangent
of ratio of a® component to b* component in the L*a*b* colour space.

The distribution of the melanin and haemoglobin components with changes
to erythema severity intensity is presented with box plots in Figure 2l Notice
that though mean values of the melanin component, haemoglobin component
and their summation are linearly related with the severity intensity in general,
it is hard to distinguish erythema severity by setting thresholding values alone.

Scoring. The result of our erythema scoring method is compared with the
results obtained by the Minimum Centre Distance (MCD), where a test sample
is grouped into a class in which the mean value of the training samples is closest
to the test sample in a feature space [14].

Table 2. Analysis Of Linear Correlation Between Erythema Severity And Colour
Features

Features p-value F-value Correlation coefficient
V Hab 0.299 1.24 0.048

VR 4.52E-06 10.79 -0.448

vG 2.18E-10 21.4 -0.63

VB 6.19E-07 12.72 -0.538

VR+ VG + VB 2.10E-08 16.22 -0.569

Vg™ 0.048 2.74 0.194

Vqh 1.44E-09 19.19 0.616

Vgl +Vgm 6.58E-06 10.439 0.456
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Fig. 2. Box plots of haemoglobin component and melanin component distributions
with changes of erythema severity. (a) Box plot of melanin component distribution
with changes of erythema severity intensity. (b) Box plot of haemoglobin component
distribution with changes of erythema severity intensity. (¢) Box plot of summation of
haemoglobin component and melanin component distribution with changes of erythema
severity intensity.

Figure [3 illustrates the classification accuracy of KNN and MCD clustering
samples using features of relative colour component VR,VG and VB in the
RGB colour space and the features of relative haemoglobin and melanin com-
ponent, V¢ and V¢™. KNN clustering method using the relative haemoglobin
and melanin components shows the highest accuracy compared with other meth-
ods. The mean accuracy in the 10-fold cross validation is 78.85%. Moreover, the
performance of KNN is better than MCD in general. For erythema, the accu-
racy of severity 1 and severity 4 are better than the accuracy for severity 2
and severity 3. This is due to the ambiguity in scoring severity 2 and severity 3
lesions.

Assuming that the accuracy differences in the k-fold cross validation is a t-
distribution, the statistical significance of the accuracy difference between the
top classifier using KNN with the features used in our algorithm and other
severity classifiers are shown in Table Bl The indications are that performance
of the top classifier is significantly better that the rest.

Table 3. Accuracy difference between the classifier using KNN in space spanned by
haemoglobin component and melanin component and other implemented classifiers

Compared classifier Colour space Accuracy difference

MCD RGB colour space [-0.097, -0.092]

MCD Haemoglobin an melanin [-0.1, -0.096]
component

KNN RGB colour space [-0.052, -0.05]
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Fig. 3. Accuracy of erythema scoring with 10-fold cross validation for a series of sever-
ities and the corresponding classifier. (a) Accuracy of erythema scoring in the RGB
colour space using MCD. (b) Accuracy of erythema scoring in the space spanned by the
haemoglobin component and melanin component using MCD. (c¢) Accuracy of erythema
scoring in the RGB colour space using KNN. (d) Accuracy of erythema scoring in the
space spanned by the haemoglobin component and melanin component using KNN.

3.3 Symptom Type II: Scaling Severity Scoring

In the scaling severity scoring part, 52 images of psoriatic lesion are collected. They
are composed of 10 images with scaling severity 1, 17 images with scaling severity
2, 18 images with scaling severity 3, and 7 images with scaling severity 4.

Linear Correlation Analysis. Linear correlation analysis is shown in Table [l
We examined the feature scaling area s, which is considered as a major element
related with scaling severity in E], and the feature set proposed in this paper.

Observe that even though scaling area has a higher correlation coefficient
than relative scaling area, it does not possess priority in p-values and F-values,
especially when compared to the roughness degree.

Figure @ shows the distribution of relative scaling area, scaling roughness
degree and their summation with changes of scaling severity intensity. We can see
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Table 4. Analysis of Linear Correlation Between Scaling Severity And Its Features

Features p-value F-value Correlation coefficient
S 0.023 3.44 0.316
r 0.019 3.61 0.18
g 8.67E-09 19.81 0.641
r+g 4.59E-07 14.55 0.58
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Fig. 4. Box plots of relative scaling area and scaling roughness degree distribution with
changes of scaling severity intensity. (a) Box plot of relative scaling area distribution
with changes of scaling severity intensity. (b) Box plot of scaling roughness degree
distribution with changes of scaling severity intensity. (¢) Box plot of summation of
relative scaling area and scaling roughness degree distribution with changes of scaling
severity intensity.

that ranges of the two features and their summation overlap for different scaling
severity intensities. No clear linear relationship exists between the features and
the severity intensities.

Scoring. The performance of our scaling scoring method is compared with
KNN and the method in [10], where a decision tree is employed to score the
severity degree with the scaling area. The result is shown in Figure Bl For KNN
and the decision tree, scoring accuracy for severity 1 and severity 4 is generally
better than scoring accuracy for severity 2 and severity 3 as with the symptom
type I: erythema. Moreover, using the feature set of our method the accuracy is
much better than features proposed in |10]. Using features in [10], KNN and the
decision tree achieve accuracy of 79.58% and 78.58% respectively, while using our
proposed features, an accuracy of 86.75% for KNN and 88.67% for the decision
tree are achieved on the samples.

In Table B the statistical significance of the accuracy difference between the
classifier using the decision tree with the relative scaling area and the scaling
roughness degree and other implemented scaling scoring classifiers is shown. All
of the difference ranges do not include zero. Thus the accuracy of the decision tree
we proposed is significantly different when compared with the other classifiers.
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Fig. 5. Accuracy of scaling scoring with 10-fold cross validation for a series of severities
and the corresponding classifier. (a) Accuracy of scaling scoring using KNN with the
feature proposed in lm] (b) Accuracy of scaling scoring using KNN with the features
of relative scaling area and scaling roughness degree. (c) Accuracy of scaling scoring
using the decision tree with the feature proposed in HE] (d) Accuracy of scaling scoring
using the decision tree with the features of relative scaling area and scaling roughness
degree.

Table 5. Accuracy difference between the classifier using the decision tree with rela-
tive scaling area and scaling roughness degree and other implemented scaling scoring
classifiers

Compared classifier Scaling features Accuracy difference
KNN Features in [10] [0.087, 0.095]
KNN Relative scaling area and [0.081, 0.02]

scaling roughness degree
Decision tree Features in [10] [0.1, 0.102]



Automatic Scoring of Erythema and Scaling Severity in Psoriasis Diagnosis 83

4 Discussion

Comparing the erythema scoring method proposed here with [9] shows that our
method performs better on the sample. The statistics in Table 2] indicates that
our method performs better on the sample, while Figure Blindicates that scoring
performance using the melanin and haemoglobin components is better on the
sample than the RGB colours, as suggested in [10]. This can be due to the fact
that melanin is distributed in normal skin and is factoring in erythema intensity.

Our scaling severity scoring method outperformed the method in [10], where
only scaling area is used. Table @ indicates that the roughness degree in our
model has significantly better statistical correlation values.

Both erythema scoring and scaling scoring give good classification accuracy
for the lowest and highest severity, while the classification accuracy for medium
severity is a little lower. The severity features derived from segmentation have
the obvious advantage in distinguishing symptoms from normal skin, but to
further classify the symptom severity, more features closely related to the severity
intensities will be explored in future.

Severity 1 erythema may be improperly segmented if the training sets are not
chosen carefully. Selecting training sets from individual images will avoid this
problem. When it comes to the scaling segmentation, mis-segmentation hap-
pened to scaling with severity 1 as well. Shallow redness and shadows are ma-
jor disturbances in this situation. Determining severity intensity scores in the
presence of such disturbance is a topic for future work.

5 Conclusion

In this paper,we proposed automatic scoring methods for erythema and scaling
in 2D psoriasis images. Our algorithm is shown to perform better when com-
pared with previous severity models based on the concurrent scores from two
dermatologists for a range of different images. In the future, we will continue to
focus on the analysis of psoriasis images with the view to determining a wider
range of severity scores. More comprehensive models and learning methods will
be proposed to achieve this.

Acknowledgments. The authors would like thank to Skin & Cancer Founda-
tion Victoria, Australia and St. Vincent’s Hospital Melbourne for support of the
research.
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Abstract. This paper proposes a technique for the creation of a neural ensemble
that introduces diversity through incorporating ten-fold cross validation togeth-
er with varying the number of neurons in the hidden layer during network train-
ing. This technique is utilized to improve the classification accuracy of masses
in digital mammograms. The proposed technique has been tested on a widely
available benchmark database.
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1 Introduction

Biomedical diagnostic systems are a real world application where pattern recognition
systems have great potential due to their ability to repeatedly process large amounts of
data without suffering from fatigue [1,2]. Breast cancer can have a high mortality and
morbidity rate with survival directly linked to early detection and appropriate treat-
ment. In the United States alone there are expected to be 39,920 deaths in 2012 due to
breast cancer [3]. The Gold standard for detection has long been considered to be
screening mammography [4] due to its effectiveness and cost efficiency. Recently a
shortage of trained radiologists has increased the need for alternative techniques. Re-
searchers have examined this problem for a number of years with numerous solutions
being investigated however due to the similarity between benign and malignant tu-
mors as well as processing constraints no suitable automated solution has been devel-
oped. Neural networks on the other hand have demonstrated a capacity to adapt to the
medical problem domain and have a proven record [5]. The problem however with
neural networks like other techniques in this area has been the variable classification
accuracy [6]. Ensemble networks while relatively new on the pattern recognition
sphere have shown their capabilities in this sphere as the accuracies obtained are
higher than for a standard neural network [7]. The creation of an ensemble however
relies on conflict between the constituent classifiers in order to produce a more accu-
rate classifier. This conflict is known as diversity and the ability to create diverse
classifiers for ensembles is an area of active research [8, 9].

This research is based on the construction of an ensemble network where the con-
stituent classifiers are neural networks that have been created with a different number
of neurons in each hidden layer.
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The remainder of this paper is organized as follows. Section two presents a review
of existing ensemble systems for digital mammograms. The proposed technique is
depicted in section three. Experimental results are detailed in section four while an
analysis against other techniques is outlined in section five. The conclusions and
future directions for this research are presented in section six.

2 Background

In some cases the complexity of a problem means that it is not easily solvable by a sin-
gle mechanism (classifier), as the capacity to encapsulate the problem cannot be easily
bounded by a single model. In the case of mass breast cancer the similarities between
the benign and malignant cases make it hard to make an accurate diagnosis between the
two, as the resemblance between the diagnostic features is not clear-cut. The use of
many networks combined together can provide a better result than a single classifier
[7,10,11] as it is better able to model more complex paradigms. Breast cancer in partic-
ular has proven to be an area where pattern recognition has struggled due to the similari-
ties between benign and malignant patterns. Due to the nature of the disease and the
practical application of pattern recognition techniques this field has received a lot of
interest in recent times [10-16]. Due to the similar characteristics between the benign
and malignant classes breast cases have low separability in feature space resulting in
classification complexity and variable performance of classifiers.

Although the creation of an ensemble has been shown to have higher accuracy than
a single classifier [7,10,11] this is dependent on diversity existing in the constituent
classifiers. In a group if everyone follows the lead of a figurehead we have an occur-
rence which is known as “Group Think” where the decision and hence accuracy is
really determined by one individual. Disagreement will lead to potentially a better
decision. Diversity is this degree of disagreement and is therefore required to have
accuracy higher than that of the best performing constituent classifier(s). The creation
of an ensemble however does raise several issues. These issues are:

e Selection of the constituent classifiers (types);

e How many classifiers make up the ensemble;

e Membership criteria (accuracy; diversity; computational speed and or memory
requirements / restrictions);

e Desired accuracy;

e Time / memory requirements for solution calculation;

e Nature of the classification problem.

Mechanisms for introducing diversity have been a field of active research [8, 9].
Roselin and Thangavel [13] created a metaheuristic ensemble classifier using ant-
miner, as they wanted clarity in relation to the output as many classifiers were seen to
be too much of a black box approach. Using anomalies from the MIAS database they
achieved a classification accuracy of 83%.
Liu et al. [12] contrasted the performance of a random forest technique (ensemble
of classification and regression trees) against a Support Vector Machine (SVM) on
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236 regions of interest from the Digital Database of Screening Mammography
(DDSM) [17]. The random forest ensemble had few tuning parameters and per-
formed more than twice as fast as SVM however it achieved an accuracy of 79% (Az
0.83) compared to 81% (Az 0.86) for SVM.

Gou et al. [10] developed a Partition Based Network (PBN) boosting technique to
handle class imbalanced datasets. They paid more attention to the training of classes
that were represented less (in this case the malignant condition) in order to convert the
network training into a balanced activity. Experiments were performed on the Uni-
versity of California Irvine (UCI) dataset [18] and achieved a higher accuracy value
than for standard network boosting. The PBN network achieved a classification rate
of 96.50% compared to a network boost accuracy of 96.25%.

Meena, Arya and Kala [14] achieved a classification accuracy of 96.87% on a UCI
dataset [18] by implementing a modular neural network where a Self-Organising Map
(SOM) selector selected the neural networks that would classify the breast anomalies.
Their approach involved the training of the SOM selector, as well as the training of
the candidate networks. This was to ensure that the best network possible network
was chosen for the classification task.

Huang, Monekosso and Wang [15] utilised a clustered ensemble to reduce the var-
iability and improve the accuracy of clustered classifiers, which they called Clustering
Ensembles Based on Multi-classifier Fusion (CEMF) that worked by constructing a
number of classifiers that were optimal at classifying a subset of data that had been
created through partitioning of the data. They had a 10.5% error rate on their breast
cancer dataset.

Luo and Cheng [19] used a Decision Tree (DT) that was bagged to gain a classifi-
cation rate of 83.4% on mass anomalies. They also used a SVM-SMO (Support
Vector Machine Sequential Minimal Optimization) from the Waikato Environment
for Knowledge Analysis (WEKA) [20] data mining package. They selected mass
anomalies from the UCI machine repository database [18]. During their research they
utilised feature selection techniques to reduce the number of input features for the
classifier from five to four. They employed four BI-RADS® features and found that
the mass margin was the most important feature for mass classification. Luo and
Cheng concluded that the ensemble that they created was more effective than using a
single classifier.

Zhang, Romuro, Furst and Raicu [21] developed an ensemble classifier where they
partitioned a mass dataset from the DDSM [17] into four subsets. The partitioning
was based on patient age and mass shape category. A number of classifiers were then
evaluated and the best performing classifier on each subset was chosen. The classifi-
ers evaluated were SVM, k-nearest neighbor and a DT. The ensemble achieved a
classification accuracy of 72%.

3 Proposed Methodology

Devising mechanisms for generating base classifiers that are diverse for the creation of
an ensemble is an active area of research for meta-classifier research [8, 22]. Numerous
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researchers have utilized techniques on manipulating the training dataset(s) in order to
introduce diversity into the ensemble [7,9,22,23]. These techniques have involved
training on separate features, training on each classifier on separate datasets as well as
other mechanisms. However the number of investigations into using different types of
neural networks in ensembles has been low [9] in comparison to manipulation of the
training dataset. Neural networks gain their knowledge of the problem domain by
being trained on a sufficiently large population sample so that they can then apply that
learned knowledge to unseen cases. If the configuration of the classifiers is different
the classifier will represent the acquired knowledge in a different way. This is similar
to the variation in conceptual understanding that an audience will gain from listening to
a lecture. The focus of this research is the demonstration of one mechanism to intro-
duce diversity into the constituent classifiers. Although an explicit diversity inclusion
mechanism could have been employed an implicit approach was utilized [9]. Diversity
is introduced by varying the number of neurons in the hidden layer. This causes a
traversal of feature space that is sufficiently different for each network to result in dif-
ferent weight values that represents the acquired knowledge in the classifier. This
introduces diversity into our resultant ensemble [9]. Ten fold cross validation was also
utilized as this introduces diversity into the classifier. Partridge and Yates had previ-
ously amended the number of neurons to introduce diversity [24] however their re-
search indicated that the impact on diversity and performance was marginal however
they only trialed a range of 8 to 12 neurons in the hidden layer. In this research a range
from 2 to 150 neurons in the hidden layer has been trialed. This work differs in that
the dataset that is utilized also has ten fold cross validation occurring on it, which in
itself introduces diversity into the ensemble [9].

The research methodology is represented in Figure 1 below. The process begins
with acquiring mammograms. In this research the mammograms have been sourced
from a benchmark database called the DDSM [17]. The DDSM provides open access
to high quality mammograms that allows for testing of pattern recognition algorithms
in order to advance the field of CAD systems for breast cancer diagnosis.

Once the mammograms have been obtained (200 mass type anomalies evenly di-
vided between benign and malignant) the suspicious regions need to be extracted.
The process of extracting the anomaly is known as image segmentation and allows a
system to more effectively operate as the background noise from normal tissues are
removed from the diagnostic or clinical system. Anomalies that are sourced from the
DDSM [17] can be extracted by a chain code that exists in order to facilitate the easy
extraction of anomalies.

Once the anomalies are extracted it is necessary to obtain the features from the
anomalies that are used in feature space to create a mapping to a resultant classifica-
tion. In this research BI-RADS® are utilised since they have a good diagnostic capa-
bility [25-26] and are the same as what a trained radiologist would use to come to a
diagnosis. Using the same features helps to increase the utility of this technique for
potential clinical usage. The diagnostic features are:

e Density
e Calcification Type / Mass Shape
e Calcification Distribution / Mass Margin
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e Abnormality Assessment Rank
e Patient Age
e Subtlety Value

In this research the candidate neural networks that are constructed have six input
neurons that correspond directly to the features that are utilised to form a diagnosis.

Mammograms
Image Segmentation
Feature Extraction

Train Candidate Classifier

v

Test/Rank Candidate

\ Build Ensemble

Train and test ensemble |:> Evaluate Performance

Add additional classifier

Fig. 1. Proposed research methodology

A number of candidate neural networks were generated for the purpose of this re-
search. These networks were created by varying the number of neurons in the hidden
layer from 2 neurons to 150 neurons in order to introduce diversity. The networks
were trained and tested using ten-fold cross validation. Once the candidate networks
were generated they were ranked based on classification accuracy and then these can-
didates were utilised to generate our ensemble classifier(s). The ensemble was initial-
ly created by using the first three highest performing candidate networks and then was
trained and tested (from Table 1 this would be an ensemble that has 24,5 and 15 neu-
rons in each hidden layer). Following this the fourth highest performing candidate
classifier was added and then it was trained and tested with the process continuing
until a total of the 40 highest performing candidate classifiers had been incorporated
into the ensemble and were trained and tested. This was done to evaluate the effect of
adding additional classifiers to the ensemble and to attempt to determine the best
number of classifiers for the ensemble in terms of achieving a high classification
accuracy. The maximum number of constituent classifiers was limited to 40 as



90 P. Mc Leod and B. Verma

the whole process (load data, train and test candidates, generate and evaluate the
ensembles) was to occur in only a few minutes.

In accordance with normal scientific practice ten fold cross validation was utilized
for all experiments. The stopping condition for network training was a root mean
square (rms) error of 0.001 or (a maximum of 3000 iterations). This ensured that
the networks were fully trained for the purposes of our experiments. The other
parameters were a learning rate of 0.05 and momentum of 0.7.

Table 1. Selection of candidate neural networks for ensemble inclusion

Accuracy | 86 | 855 | 855|855 | 8 | 85 | 8 | 845|845 ... | 83
Neurons 24 5 15 32 31 | 43 | 50 75 38 .. | 62
Rank 1 2 3 4 5 6 7 8 9 ... | 40

From Table 1 the best performing network had 24 neurons, the next 5, followed by
15, then 32 in the hidden layer etc.

The proposed system was implemented in MATLAB 7.12.0. MATLAB was run-
ning on a 2.66 Ghz Intel Core i7 Mac Book Pro, with 8 Gig of RAM running Mac OX
X 10.6.8. The experiments were carried out on a subset from the DDSM [17] utilis-
ing only mass type anomalies. The dataset represented 200 anomalies evenly divided
between malignant and benign cases.

4 Results

Accuracy of the individual constituent classifiers ranged from 83% to 86% accuracy
(Table 1).

Table 2. Ensemble Performance

# Classifiers Hidden Neurons TP TN Accuracy
(%)

4 24,5,15,32 91 95 93.0

14 13,24,5,15,32,31,43,50,75,38,59,68,79,116 98 98 98.0

18 24,5,15,32,31,43,50,75,38,59,68,79,116,146, 98 96 97.0
14,30,37,95

22 24,5,15,32,31,43,50,75,38,59,68,79,116,146, 98 97 97.5
14,30,37,95,103,104,138,140

25 24,5,15,32,31,43,50,75,38,59,68,79,116,146, 99 97 98.0
14,30,37,95,103,104,138,140,19,29,33

35 24,5,15,32,31,43,50,75,38,59,68,79,116,146, 97 96 96.5
14,30,37,95,103,104,138,140,19,29,33,36,40,
46,48,65,74,84,93,127,22

The only condition for inclusion in the ensemble networks was accuracy. The en-
semble networks that were constructed had from three to forty constituent classifiers.
Table 2 provides a summary of the results obtained for the ensemble classifiers.
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5 Discussion

The minimum accuracy that the ensemble achieved was 93% while the maximum accu-
racy was 98%. Numerous classifiers achieved a classification accuracy of 97%. The
improvement in classification accuracy supports the claim by previous researchers that
ensembles have higher classification accuracy than their constituents providing that the
requirement of diversity is met [27]. Ensembles increase accuracy by reducing the vari-
ance in prediction errors [1]. In this research a significant improvement in classification
accuracy was achieved by varying the number of neurons in the hidden layer as well as
utilizing ten-fold cross validation. In order to determine how significant the results of
this research are we need to compare the classification accuracy achieved with that of
other researchers and also with the best performance achieved for an individual classifi-
er. Table 3 lists the performance of the proposed technique in comparison to current
research. The performance achieved by Verma et al. [28] of 93% is on the same dataset
and is directly comparable as it is the same dataset as this research.

Table 3. Comparative performance of proposed technique and current research

Researcher / Reference Technique Accuracy [%]
Ensemble technique Proposed ensemble technique 98.00
Base classifier Neural network 86.00
Verma et al. [28] Soft clustered neural network 93.00
Liuetal. [11] SVM 81.00
Liuetal. [11] Random forest 79.00
Zhang et al. [20] Partitioned ensemble classifier 72.00

An ANOVA analysis of variance was performed to determine if the improvement in
classification accuracy between the neural network and the ensemble was significant. A
5% confidence level was utilized according to standard scientific methodology.

Table 4. ANOVA Summary

Groups Count Sum Average Variance
NN 38 3195.5 84.09 0.6197
Ensemble 38 3674 96.68 1.3706

Table 5. ANOVA Analysis

Group Variation
SS df | MS F P-value F crit
Between | 3012.66118 | 1 3012.6612 | 3027.46475 | 8.8016E-62 | 3.97

Within 73.6381579 | 74 | 0.9951102

Total 3086.29934 | 75
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The p-value (Table 5) is significantly below the required 5% confidence level sub-
stantiating that the improvement in performance of the ensemble is statistically signif-
icant. Of note is the variance in the ANOVA summary (Table 4.) for the ensemble is
much higher than that of the neural network. This is to be expected as the classifiers
for the neural network were chosen on the basis of being the highest performers from
the candidate classifier pool. The ensemble representatives came from a much smaller
candidate pool and the variation was therefore higher as all candidates were chosen.

6 Conclusions

Neural networks have been used extensively to solve many classification dilemmas. The
problem with such approaches is that a single neural network has not demonstrated the
capacity to solve complex problems where the classification dilemma is not straight
forward due to similarities between the distinct classes as occurs in breast cancer diag-
nosis. This has lead to various authors describing neural networks as a monolithic solu-
tion [14] and advocating the usage of ensemble and modular networks. In this solution
we utilized redundancy through the creation of an ensemble network that introduced
diversity by altering the number of neurons in the hidden layer as well as ten-fold cross
validation. The results were fused through the majority vote algorithm. The perfor-
mance of these networks was then contrasted. The results of this study have demon-
strated that ensembles perform better than a single constituent classifier. There is no
universal classifier that works best on all given problems. It is not easy to determine a
suitable classifier for a given problem, but the use of an ensemble allows for combining
the best of multiple classifiers in order to improve accuracy and overcome the limita-
tions of a single classifier. The proposed ensemble approach improved the predictive
performance for the mammogram dataset. The improvement in classification accuracy
was 12% percentage points (98%-87%) over the best performing single neural network
classifier. Our future research will involve the automation of the processes through
genetic algorithm pruning of network candidates as well as performance and diversity
measures to determine a better performing solution. Our research shall also examine the
effects of tuning the momentum and learning rate of the neural network and how this
impinges on the creation of an ensemble network.
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Abstract. As lifelong learning becomes increasingly important in our
society, mechanisms allowing students to evaluate their progress must be
provided. A commonly used and widely accepted feedback mechanism is
the multiple-choice test. Manual creation of multiple choice questions is
often a time consuming process involving many iterations of trail and
error. Using text processing and natural language processing techniques,
automated multiple choice question generation, in recent years, is get-
ting much closer to reality than ever. However, one of the most difficult
tasks in both manual creation and automated generation of this kind of
tests is the creation of distractors, because unsuitable distractors allow
students to easily guess the correct answer, which counteracts the goal
of these questions. In this paper, we investigated the desired properties
of distractors and identified relevant text processing algorithms, specif-
ically, latent semantic analysis and stylometry, for distractor selection.
The refined distrators are compared with baseline distrators generated
by our existing Automated Question Creator (AQC). Our preliminary
evaluation shows that this novel combined approach produces distractors
with a higher quality than those of the baseline AQC system.

Keywords: Automated  Multiple-Choice  Question  Generation,
Distractors, Text Processing, Latent Semantic Analysis, Stylometry.

1 Introduction

Our globalised world demands continuous adaption of knowledge and skills.
Consequently, new and improved pedagogical approaches and supportive tech-
nologies increasingly attract dedicated research and development -efforts.
Technology-supported lifelong learning is becoming the key to extend formal
education not only in primary and secondary, but also in higher educational
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learning settings. Specific types of informal learning, such as self-directed learn-
ing, become increasingly popular because they enable members of our society
to gain knowledge from specialized e-learning repositories, or even from web
resources. Especially in these settings, guidance on and information about the
learning progress becomes increasingly important, and thus a special focus has
to be put on knowledge assessment and feedback methodologies. The creation
of test items and the evaluation of tests, however, cannot be performed like in
formal settings but requires a creation of test items on the fly [4J6I10].

Our previous work [911] and in particular [I2] have resulted in a prototype
Automatic Question Creator, referred to as AQC hereafter in this paper. The
prototype AQC is able to create test items automatically form text corpora [12].
In terms of students’ satisfaction of the overall quality of the test items gen-
erated, the prototype has demonstrated promising results. However, a deeper
investigation highlighted that automatically created distractors were perceived
by the study participants as being of rather low quality and too easy to detect.

Creating distractors was identified by Haladyna [13] as the most difficult
part of the multiple-choice test generation. Furthermore, as our own experience
showed, students are exceptionally good at detecting even subtle hints which
give away the correct answers. For example,

Q: Which of the following is the term used to describe the task of extract-

ing structured information from unstructured text in natural language?
A) Natural Language Processing

B) Information Extraction

C) Car

D) Insurance

where B) is the correct answer, C) and D) are easily detectable as wrong answers,

whereas A) is a reasonable distractor that may confuse students who do not have

a clear understanding of the testing concept Information Eztraction.

Questionnaires containing unsuitable distractors would therefore only grade
the students’ ability in pattern detection, but not their knowledge or under-
standing in the subject area. Consequently, improvements in this subfield of
automated question generation will not only allow more students to study more
effectively in a self-teaching environment, but also contribute in general to the
whole field of automated assessment and lifelong learning.

In order to be able to create good distractors, we have to define what a
distractor actually is. The first and foremost property of a distractor adopted by
this paper is that: “a distractor is an unquestionably wrong answer”, as stated
by Haladyna [I3]. Secondly, these wrong answers are distractive in that they
should be plausible to students who do not yet understand the course material.
Yet however, distractors should be spotted by, and should not confuse, people
who already possess the knowledge measured by the multiple-choice test.

In this paper, we developed a novel method for refining distractor generation
to ensure that the distractors are plausible yet difficult to detect. The idea of
the algorithm reported in this paper is based on the observations by Mitkov
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et al. [20], who stated that distractors semantically close to the correct answer
were the most plausible distractors, and by Haladyna [13], who elaborated that
distractors should resemble the grammatical form, style and length of the correct
answer.

In addition, we also make use of the weight measures produced by the existing
AQC system to improve the distractor quality. Terms receiving a higher weight
are considered to represent more important concepts, and substituting one of
these concepts for a different, incorrect one should be able to confuse students
who only superficially studied the course material.

Consequently, our implementation of the distractor generation process
combines the following approaches:

— Latent Semantic Analysis (LSA) which, according to Landauer et al. [18] is
able to capture semantic similarities of words and passages, is used as an
estimation for semantic closeness.

— Part-of-Speech (POS) tags which are, as Klein and Simmons [I7] stated, a
set of grammatical codes. These codes can thus be used to ensure that the
answer and the distractors have the same grammatical form.

— Stylometry, which was defined by Holmes [16] as “the statistical analysis of
literary style”. Our proposed method also take the length differences into
consideration.

— The existing AQC weight measures, are used in our distractor refinement to
identify important concepts.

Our novel approach extracts concepts from some course material, automatically
identifies relevant concepts in the material and uses these concepts to generate
multiple-choice questions. The system then applies LSA to the course material,
calculates style measures, and uses the results from LSA and the style measures
to calculate the similarity between the correct answer and possible distractors.
The similarity results together with weights calculated by the AQC are used to
rank the distractors, and finally, a filter rejects obviously ungrammatical answers.

The remainder of this paper is structured in the following way: Section [2] in-
troduces the framework on which our research is based and describes related re-
search. Section Bl explains how we create the distractors, and Section @l shows the
setup and results of our distractor evaluation experiment. The paper is summed
up in Section [l and this section also provides ideas for future research.

2 Background and Related Work

2.1 Automatic Question Creator

Research focusing on automated test item creation, as stated by Giitl et al [I1],
uncovered only a small number of already existing approaches and tools. Further-
more, these tools and approaches were also not flexible and extendable enough
to address the practical needs of automated question generation. Consequently,
in order to alleviate this situation, we initiated the design and implementation

of the AQC.
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The architecture of the AQC can be segmented into four parts, the preprocess-
ing, the concept extraction and the assessment creation module, and a graphical
user interface. The modules work in an independent pipelined fashion, where
each module accepts the output of the previous one, and each module can also
be controlled and influenced via the user interface.

The preprocessing module accepts unstructured or semi-structured text, per-
forms text cleaning and converts the cleaned result into an XML representation.
The resulting XML data is in turn processed by the concept extraction module
which performs structural, statistical and semantic analysis, calculates weights
for phrases present in the text, and uses these weights to extract suitable con-
cepts. This module is described in more detail in Section The final module,
assessment creation, determines suitable sentences for each extracted concept,
and uses these sentences and the concepts to create open ended, single choice,
multiple-choice and completion exercises.

AQC’s distractors are created in the module responsible for generating
multiple-choice exercises, i.e. the assessment creation module. A brief descrip-
tion of how the system creates distractors can be found in Section 224l which
also introduces the already implemented generation approaches in AQC.

2.2 Latent Semantic Analysis

The aim of Latent Semantic Analysis (LSA) is, according to Landauer et al. [1§],
to determine how similar the meaning of words or passages is. This similarity
measure can be used to rank distractors, where words or phrases highly correlat-
ing with the correct answer are assumed to be close enough to the correct one to
confuse students not possessing enough knowledge about the specified test item.

LSA is based on performing mathematical operations on a word-by-context
matrix. Context can be a sentence, a paragraph or a whole document, and the
original matrix counts how often which words appears in what context. This
usually high-dimensional but sparsely populated matrix is then normalized and,
via singular value decomposition (SVD), transformed into a product of three
different matrices. These three matrices are used to calculate a least-square best
fit matrix of the original one. The new matrix is understood to better capture
the relationship between words and their contexts than the original one.

2.3 Stylometry

Stylometry is, according to Holmes [15] concerned with extracting measurable
patterns describing the style of a text. These patterns support us in the task
of ensuring that the style of the incorrect answer sentences matches the one of
the correct sentence as closely as possible. The most commonly used features,
as identified by Abbasi and Chen [I], are:

— Lexical features, which capture word or character based statistics.
— Syntactic characteristics, providing statistics on function words, punctuation
and POS tags.
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— Structural properties, which consider text organization and layout.

— Content-specific elements, mainly usage statistics over important keywords
and phrases.

— Idiosyncratic features, like misspellings, grammatical errors or incorrect
usage of words.

However, as we compare sentences which only differ in a small amount of words,
not all of these features can be used. Specifically, punctuation, structural prop-
erties, phrase usage and the counting of misspellings are not applicable to our
distractor sentence style comparison.

2.4 Existing Distractor Generation Approaches

Past and current distractor generators mainly only consider single-word an-
swers, or they use simple algorithms for creating multi-word distractors. Single
word term distractors are commonly selected by word frequency (for instance by
Brown et al. [5]), by finding semantically related terms via WordNet (like [I1]
or [20]) and, in the case of grammar tests, by performing rule-based changes to
the word form and tense (see [7]). Multi-word distractor generation commonly
tries to obtain related multi-word terms via WordNet. However, as this method
rarely produces results, Mitkov et al. [20] select noun-phrases with the same head
as the answer, and Giitl et al. [I1] split the phrase into n-grams and randomly
select the longest related n-grams from WordNet, which frequently results in a
distractor phrase with only one changed word.

The approach most closely resembling ours was published by Aldabe and
Maritxalar [2]. This approach also uses LSA to find distractors, however, the
distractors are single-word only, while we focus on important multi-word con-
cepts. Moreover, in contrast to our work, they use manually created blanks,
without employing style measures. Furthermore, their published results are only
available for the Basque language.

3 Distractor Generation

3.1 System Composition

Figure [I] illustrates our distractor generation process as a pipeline of three in-
dependent modules. The system as a whole accepts free-form text documents
as input and generates a list of distractors as its output. The individual mod-
ules, which are described below, include the Concept Extraction, the Distractor
Selection and the Distractor Refinement module. Communication between the
modules is also performed in a pipelined fashion, where each module accepts a
list of items from the previous module. This communication approach together
with the clear segmentation of the system’s functionality simplifies the replace-
ment of parts or even whole modules and thus allows us to easily extend and
enhance this system.
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3.2 Concept Extraction

The concept extraction module, as shown in Figure[ll is actually a part of the
AQC, and could be reused without any modification. The most important tasks
of this module are the conversion of the input text into a normalized internal
representation, the annotation of the text, and the identification of concepts.

The preprocessing and analysis step accepts input texts in various formats,
like Microsoft Word, PDF, HTML or plain text, and converts these formats
to an internal HTML representation. This internal text is then processed by
the General Architecture for Text Engineering (GATE) (see [8]) which performs
tasks like tokenisation, named-entity recognition and POS tagging.

Term weights are calculated by performing statistical (like word and term
frequencies), semantic (employing WordNet to determine semantic relationships
between terms) and structural (for instance if the concept is part of the title,
abstract, or chapter heading) analysis of the input text. The numeric values ob-
tained by the analysis are in turn adjusted by user-defined factors and combined
into weight measures. Concept selection uses term weights together with weights
and annotations provided by XtraK4Me, a module to detect key-phrases in texts
(see Schutz [22]), to determine which phrases should be considered to constitute
concepts. The most important of these concepts are then used as correct answers
for the multiple-choice questions. For a more comprehensive explanation of the
details of this module, please see Giitl et al. [L1].

3.3 Distractor Selection

After the concept extraction step is finished, lists of sentences and possible con-
cepts are available for this module. The elements of the lists are annotated with
POS tags and they contain weight measures provided by AQC. These lists, as
can be seen in Figure[]] are used to calculate the semantic similarity between the
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correct answer and the distractors and to produce a ranked list of distractors.
As stated in the introduction, LSA presents itself as a viable approach to this
calculation, and the resulting similarity values can be used to estimate if a term
could assume the role of a distractor.

The first task of this module is to generate a matrix which can be used for
SVD. The matrix in our case is a concept-sentence matrix, where the rows of the
matrix are the possible concepts as created by AQC, and the columns state how
often the concept appears in a specific sentence. This matrix is high-dimensional
yet sparsely populated. Experiments with our system showed that stemming and
stop-word removal improved the final distractor quality, and that adjusting the
the values by their row entropy, as proposed by Landauer et al. [18], actually
decreased the performance of our system.

The concept-sentence matrix is then transformed via SVD into three compo-
nent matrices, and the dimensionality of the diagonal matrix is reduced by only
keeping the highest values of this matrix. The matrix product of the transformed
and the reduced matrices provides an approximation of the original concept-
sentence matrix, which, as stated above, is able to capture hidden semantic re-
lations between the different concepts. The SVD transformation is implemented
by the Lingpipe [3] toolkit, which is used in our system.

The final step of this module takes the correct answer provided by AQC, and
selects its row from the approximated concept-sentence matrix. This row, in
turn, is used to calculate the cosine between the correct answer and all possible
distractor concepts by using the appropriate rows from the approximated matrix.
The resulting distractors are then sorted by their respective cosine values, where
higher values indicate higher quality distractors. Though many distance mea-
sures for determining the relatedness of two vectors are described in literature
(like the Euclidean distance, the maximum norm or even correlation between the
values of two vectors), experiments showed that the best results were achieved
by using the cosine similarity measure.

3.4 Distractor Refinement

Using the ranked list of distractors produced by the distractor selection module,
and the POS and weight annotations provided by the concept extraction we
are finally performing the last steps of our distractor generation. These steps,
as shown in Figure [I re-rank the distractors and perform filter operations to
discard obviously ungrammatical distractors.

As stated above, the conditions imposed by the fact that the amount of dif-
ferent words between distractors and the correct answer is very small, only a
selected amount of stylometric features can be feasibly used. These features are:

— Lexical: the number of characters and digits, character and digit uni- and
bi-gram counts, the number of words and the average length of words.

— Syntactic: the POS-tag uni-gram count.

— Content-specific: the word frequency.
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The style value differences between the correct answer and possible distractors
are converted into numeric values and then used to re-rank the list provided by
the distractor selection module. These numeric values are obtained by calculating
the cosine for uni- and bi-gram counts, and by calculating the difference and
normalizing it by the average of the two values for all other style measures.

The next re-ranking step uses the term-weights created by the AQC, to de-
termine the importance of the extracted concepts. Though we initially assumed
that important concepts would provide good distractors, our experiments did
not provide a clear correlation between the term-weights and the viability of
these terms as a distractor. Though this re-ranking step had only a slight im-
pact on the selection process, we nevertheless kept this step and plan to examine
its effects in a future study.

A POS tag filter is responsible for ensuring that the grammatical forms of
all possible answers match. This filter extracts the POS tag of the head word
of the correct answer concept and compares it with the tags of the head word
of all distractor concepts. The current implementation of our system performs
exact POS matches and rejects the non-matching concepts, however, conversions
between similar word forms, like singular and plural, would be possible, and these
methods are scheduled for inclusion in a future version of our system.

The concluding refinement step performs a more sophisticated grammar check
than the POS filtering step above. Here all blanks generated by the AQC are
filled with the correct answer and with possible distractors, and the resulting
sentences are examined. As even sentences with the correct answer sometimes
contain grammatical errors or are flagged as being not completely correct, we had
to relax our rejection criteria, and only discard distractors which would introduce
additional errors. The actual checking is performed by the LanguageTool (see
[21]) which is provided as open source and written in Java. Furthermore, this
tool contains human-editable grammar rule files which allowed us to fine-tune
the evaluation algorithm for our needs.

4 Experiment and Results

4.1 Weight Influence Estimation

Different weight measures obviously influence the re-ranking process to a differ-
ent degree. To estimate these influences, we trained our system based on data
obtained from [II], and consequently used the MIT OpenCourseWare lecture
on “Project Management for Construction”, provided by Hendrickson [I4], as
source material.

The AQC is responsible for generating the multiple-choice questions and the
concepts, which were used by our system to calculate a list of all relevant weight
measures. The resulting list was expanded by a column containing distractor-
fitness values between 0 and 1000 where 1000 indicated a perfect distractor, and
0 indicated that the concept should not be used. Multiple linear regression was
then performed with these fitness values as the dependent variable and with
all weight measures as independent variables. Examining the regression results
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showed that LSA similarity weights had the strongest influence on ranking of
the distractor, followed by character-bi-gram differences and POS-tag uni-gram
differences.

4.2 Experimental Setting

Evaluation of our distractor generation was performed in the context of the “ISR
Natural Language Processing Case Study”, which examined the newest version of
the AQC based on an introductory text to Natural Language Processing (NLP).
Our aim in this experiment was to show that the re-ranking influences obtained
for the “Project Management for Construction” were general enough to work
even for non-related topics, and thus we did not specifically adapt our distractor
generation approach to this new material.

Participants of the experiment had to study an introduction to NLP written
in English. They need to summarise this text, answer some questions concerning
this text, to extract important concepts and also had to answer some questions
intended to evaluate the knowledge of a student concerning the studied text.
As the last task, the participants had to rank three distractors created by AQC
and three distractors created by our system based on their assessments of each
term’s suitability as a distractor.

The experiment was conducted by nine tutors and PhD students who served
as an expert committee to evaluate the quality of the generated distractors. Two
of them are female and seven male with an average age of 33. All of the experts
are German native speakers with English as a second language.

We would also like to explain the reasons why we prefer a small but experi-
enced expert panel to the more general approach of conducting real tests among
large groups of students. Varying abilities in the students will add noise to the
evaluation results. In addition, without running other assessments, it is hard
to separate students into distinct groups of those with good conceptual under-
standing and those with superficial and easily confusable knowledge. The small
expert group, who all have good understandings in the subject matter, on the
other hand, are more suitable in making informed judgement. Moreover, teach-
ing experiences make them more aware of student common mistakes, which in
turn allow them to select distractors that are pedagogically valuable. Having
said that, we do plan in the future work to conduct evaluation on students.

4.3 Results

The ranking experiment, as can be seen from Figure 2] shows that our new LSA
and stylometry approach (LSA-STY) for creating distractors was indeed able
to outperform the base system. This figure displays the rank of each distractor
together with the percentage of how many of these ranks were filled by distractors
created with the LSA-STY system versus how many of these ranks were from
distractors of the base AQC system. The best distractor has a rank of 1, and the
worst a rank of 6. Consequently, a good distractor generation approach should
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Fig. 2. Result of the distractor ranking. LSA-STY: new system, AQC: base system,
lower ranks are better.

posses high percentage values on the low-rank side and low percentages on the
high-rank side.

The results for rank 1, the best possible distractor for a question, shows that
61% of these distractors were created by our LSA-STY system versus 39% by
the base system. A statistical analysis of this result shows that the two-tailed
P-value obtained from the chi-square test equals 0.035, which means that the
difference in this distribution can be considered to be statistically significant.
Though rank 2 has a high percentage of the second-best distractors generated
by the base system (58%), the P-value obtained for this distribution equals 0.14,
and thus should not be considered to be statistically significant. The distribution
for all other distractors is also not statistically significant.

However, though not significant, the number of the second-best distractors is
still high. This indicates, that the WordNet based distractor generation of of the
AQC will most probably also create viable distractors and should thus not be
completely discarded.

5 Conclusion and Future Work

Our system extends the multiple-choice module of the AQC by providing a so-
phisticated distractor selection method based on the NLP approaches, namely,
LSA and stylometry. The distractor selection considers previously extracted
concepts, ranks them via LSA, re-ranks them based on stylometry and AQC-
provided weight measures, and uses POS tags and a grammar checker to re-
move unsuitable candidates. Preliminary experiments performed by nine tutors
and PhD students showed that our new approach was able to produce the best
distractors for a significant number of questions.

Though our initial experiments showed an improvement in distractor quality, a
large scale test in a classroom setting has to be performed. This test should follow
the approach provided by [19] and [2], who split the answered questions according
to the marks awarded into a high- and a low-achieving group, and checked if the
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distractors were able to discriminate between these groups. Good question items
should confuse low-achieving students more often than high-achieving ones.

Furthermore, due to resource limits, our system was only trained with an
excerpt from the “project management in construction” course from MIT Open-
CourseWare and tested with an introductory text to Natural Language Process-
ing. The system will be tested with different course material spanning a wide
range of subjects. Additionally, when examining these subjects, domain-experts
will be employed to manually create some distractors for comparison purposes,
and a sub-study should identify how and why these experts select distractors,
and might even produce new distractor-weighting techniques.

Another interesting approach would be a combination of the base system and
our LSA and stylometry based approach. Though the difference in the number
of second-best distractors was not statistically relevant, the WordNet based ap-
proach of the base system nonetheless produced a high number of them, and
thus also generated viable distractors. This hybrid method could in turn use the
distractor-weighting techniques obtained by studying experts to decide which
distractor to select.
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Abstract. In this paper, we present a new genetic algorithm for pro-
tein structure prediction problem using face-centred cubic lattice and
hydrophobic-polar energy model. Our algorithm uses i) an exhaustive
generation approach to diversify the search; i) a novel hydrophobic core-
directed macro move to intensify the search; and #4) a random-walk
strategy to recover from stagnation. On a set of standard benchmark
proteins, our algorithm significantly outperforms the state-of-the-art al-
gorithms for the same models.

Keywords: Protein Structure Prediction, Genetic Algorithms, Local
Search, Lattice Models, Energy Models, Random-walk.

1 Introduction

Protein Structure Prediction (PSP) is computationally a very hard problem [24].
Given a protein’s amino acid sequence, the problem is to find a three dimensional
structure of the protein such that the total interaction energy amongst the amino
acids in the sequence is minimised. The protein folding process that leads to such
structures involves very complex molecular dynamics [4] and unknown energy
factors. In the pursuit of addressing this difficulties in a hierarchical way, re-
searchers have considered simplified models [2IIT7126] for PSP. However, the
complexity of the simplified problem still remains challenging.

There are a large number of existing search algorithms that attempt to solve the
PSP problem by exploring feasible lattice-based structures called conformations.
The state-of-the-art results on face-centred cubic (FCC) lattice based hydrophobic-
polar (HP) energy model have been achieved by local search (LS) methods [5/9]. On
the other hand, genetic algorithms (GA) [14], and tabu search [3] found promising
results on 2D and 3D hexagonal lattice based HP models. In general, the success of
GA and LS methods crucially depends on the balance of diversification and inten-
sification of the search. Moreover, these algorithms often get stuck in local minima.
As a result, they perform poorly on large proteins. Any further progress to these
algorithms require addressing the above issues appropriately.

In this paper, we introduce a population based algorithm (GA™) under the
GA framework for simplified PSP. We use HP based energy model on 3D FCC

M. Thielscher and D. Zhang (Eds.): AI 2012, LNCS 7691, pp. 107-[[19] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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lattice to simplify the problem. In GA™, we use i) an exhaustive generation
approach to diversify the search; ) a novel hydrophobic core-directed macro
move to intensify the search; and i) a random-walk based approach to recover
from stagnation. On a set of benchmark proteins, GA™ significantly outperforms
the state-of-the-art PSP algorithms in the same models.

The rest of the paper is organised as follows: Sect. [ reviews background
knowledge, Sect. Bl discusses related work on PSP; Sect. [ describes our new GA
for simplified PSP; Sect. [0l presents the experimental results and analyses; and
finally, Sect. [6] draws the conclusion and outlines our future research.

2 Preliminaries

Proteins are essentially sequences of amino acids. They adopt specific folded
three-dimensional structures to perform specific tasks. The function of a given
protein is determined by its native structure, which has the lowest possible free
energy level. Nevertheless, misfolded proteins cause many critical diseases such
as Alzheimer’s disease, Parkinson’s disease, and Cancer [8]. Protein structures
are important in drug design and biotechnology.

Homology modeling, protein threading, and ab initio are three computational
approaches used in PSP. Prediction quality of homology modeling and protein
threading depend on previously known structures of sequentially similar proteins.
Our work is based on the ab initio approach that depends only on the amino acid
sequence of the target protein. In our simplified PSP model, we use FCC lattice
for mapping conformations that satisfy a self-avoiding walk. We also use HP
energy model for conformation evaluation, and an enhanced genetic algorithm for
conformation search. The self-avoiding walk constraint, FCC lattice, HP energy
model, and genetic algorithms are described below.

2.1 Self-avoiding Walk

In lattice based protein representation, the amino acids of a given sequence
are mapped on lattice points satisfying a self-avoiding-walk constraint. A self-
avoiding walk constraint ensures no revisitation of any lattice point during the
sequence mapping.

2.2 FCC Lattice

The FCC lattice has the highest packing density compared to the other existing
lattices [I0]. In FCC, each lattice point has 12 neighbours (Fig.[Ih) with 12 basis
vectors (1,1,0), (—1,—1,0), (=1,1,0), (1,1,0), (0,1,1), (0,1,—1), (1,1,0), (1,0, —1),
(0,-1,1), (—1,0,1), (0, -1, 1), and (—1,0, —1). The hexagonal closed pack (HCP)
lattice, also known as cuboctahedron (Fig. [Ib), was used in [I4]. In HCP, each
lattice point has 12 neighours that correspond to 12 basis vertices with real-
numbered coordinates, which causes the loss of structural precision for PSP. In
simplified PSP, conformations are mapped on the lattice by a sequence of basis
vectors, or by the relative vectors that are relative to the previous basis vectors
in the sequence.
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Fig. 1. a) FCC lattice, b) HCP lattice, ¢) HP energy model [16]

2.3 HP Energy Model

The HP energy model is based on the hydrophobicity of the amino acids. In the
HP model [7/T6], when two non-consecutive hydrophobic amino acids become
topologically neighbours, they release a certain amount of energy, which for
simplicity is shown as —1 in Fig.[Ik. The total free-energy E (Shown in Equation
) of a conformation, based on the HP model, becomes the sum of the energy
released by all pairs of non-consecutive hydrophobic amino acids.

= Z cij.eij (1)
i<j—1
Here, c¢;; = 1 if ith and jth amino acids are non-consecutive in the sequence but
are neighbours on the lattice, otherwise 0; and e;; = —1 if ith and jth amino
acids are both hydrophobic, otherwise 0.

2.4 Genetic Algorithms

GAs are a population-based search for optimisation problems. A genetic algo-
rithm maintains a set of solutions known as population. In each generation, it
generates a new population from the current population using a given set of
genetic operators known as crossover and mutation. It then replaces inferior
solutions by superior newly generated solutions to get a better current popula-
tion. A typical crossover operator randomly splits two solutions at a randomly
selected crossover point and exchanges parts between them (Fig. 2h). A typical
mutation operator alters a solution at a random point (Fig. Bb). In the case of
PSP, conformations are regarded as solutions of a GA. Below we describe genetic
operators used in PSP.

Crossover Operators: The crossover operators are applied on two selected
parent conformations to exchange their parts to generate child conformations.
In a single-point crossover, both parents are splitted at a single point (Fig. [
a) while in a multi-point crossover they are splitted at more than one point.
Nevertheless, the crossover operations succeed if they produce conformations
that satisfy the self-avoiding walk constraint.
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Parent 1 Parent 2 old solution
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Crossover
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Child 1 Child 2 New solution

(a) Crossover (b) Mutation

Fig. 2. Typical (a) crossover and (b) mutation operators

Mutation Operators: The mutation operators are applied on a single confor-
mation. The operators can perform single-point change or multi-point changes.
The mutation operations succeed if the resultant conformation remains a self-
avoiding walk on the lattice. The primitive mutation operators (as shown in Fig
(b-e)) are described below:

1.

Rotation: One part of a given conformation is rotated around a selected
point (FigBlb). This move is mostly effective at the begining of the search.

. Diagonal Move: Given three consecutive amino acids at lattice points A, B,

and C, a diagonal move at position B takes the corresponding amino acid

diagonally to a free position (Fig[Blc). Diagonal moves are very effective on
FCC lattice [5l9] points.

. Pull Moves: The amino acids at points A and B are pulled to the free

points (Fig B d) and the connected amino acids are pulled as well to get a
valid conformation. Pull moves [I§] are local, complete and reversible. Pull
moves are very effective especially when the conformation is compact.

. Tilt Moves: Two or more consecutive amino acids connected in a straight

line are moved by a tilt move to immediately parallel lattice positions [12].
Tilt-moves pull the conformation from both sides until a valid conformation
is found. In Fig. [ e), the amino acids at points C and D are moved and
subsequently other amino acids from both sides are moved as well.

Ca B A
N yC
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c_ D
£y e
A
FlvE
>
Ca B A B C
A Eg D
G F

Crossover Mutation

I
153

©

a) smgle point crossover  b) rotation  ¢) diagonal  d) pull e) tilt

Fig. 3. The primitive operators that are used in our GAs on 3D FCC lattice space.
For easy comprehension, the figures are presented in 2D space.
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3 Related Work

Different types of metaheuristic have been used in solving the simplified PSP
problem. These include Monte Carlo Simulation [23], Simulated Annealing [22],
Genetic Algorithms [25[12], Tabu Search with GA [3], Tabu Search with Hill
Climbing [15], Ant Colony Optimisation [2], Immune Algorithms [6], Tabu based
Stochastic Local Search [5], and Constraint Programming [9]. Below we describe
PSP methods that are based on local search and genetic algorithms.

Local Search: Starting from an initial solution, local search algorithms move
from one solution to another to find a better solution. Local search algorithms
are well known for efficiently producing high quality solutions, which are difficult
for systematic search approaches. However, they are incomplete [I], and suffer
from revisitation and stagnation. Restarting the whole or parts of a solution
remains the typical approach to deal with such situations. In PSP problem,
Cebrian et al. [5] used a local search algorithm combined with tabu heuristic.
They implemented their method for the 3D FCC lattice and the HP model,
and tested its effectiveness on Harvard instances [28]. Later, Dotu et al. [9]
extended the work in [5] by using a hybrid method that combines local search
and constraint programming together. Overall, these two methods have produced
the current state-of-the art results for PSP on FCC lattice and HP energy model.

Genetic Algorithms: Unger and Moult [25] first applied GA to PSP and found
their method to be more promising than the Monte Carlo based methods. They
used absolute encodings on the square and cubic lattices, and the HP energy
model. They only applied single point crossovers, and discarded infeasible solu-
tions. Later, Patton [20] used relative encodings to represent conformations and
a penalty method to enforce the self-avoiding walk constraint. In [14], GAs have
been used by Hoque et al. for cubic, and 3D HCP lattices. They also introduced
a twin-removal operator [I3] to remove duplicates from the population and to
prevent premature convergence.

4 Our Algorithms

Fig. M presents our GA™. The algorithm initialises the current population and
evaluates them. At each generation, it selects a genetic operator based on a
given probability distribution to use through the generation. This operator is
used in an exhaustive way to obtain all conformations in the new population.
We ensure that no duplicate conformation is added to the new population. For
a given number of generations, if the best conformation in the new population
is not better than the best in the current population, our algorithm then resorts
to a random-walk procedure to diversify the new population. Nevertheless, after
each generation, the new population becomes the current population; and the
search continues. Finally, the best conformation found so far is returned.
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Procedure gaPlus(opR,rwT) Procedure mutConf(conf)

1 op: Operators, c, ¢’: Conformations 1 mutants.add(conf)

2 opR: Operator selection probabilities 2 foreach 1 < pos < conf.length() do
3 curP,newP: Current and new populations 3 ¢ « applyOperator(conf, pos)

4 rwT: Number of non-improving 4 mutants.add(c)

5 generations before random walk. 5 return bestConformation(mutants)
Y-

7 initPopulation(curP)

8 foreach Generation until timeout do

9 selectOperator(op, opR)

] 10 if mutation(op) then

" foreach c € curP do Procedure crsConfs(conf,conf’)
12 newP.add(mutConf(c)) ’
13 else //crossover (op) 1 N: Number of iteration
14 while —full(newP) do 2 // typically N = conf.length()/10
15 ¢, ¢’ + randomConfs(curP) 3 crossbred.add(conf, conf”)
16 newP.add(crsConfs(c, ¢’)) 4 for i=1to Ndo
17 if —improved(newP, rwT) then 5 pos + random(1, conf.length())
18 rndWalk(newP) 6 ¢, ¢’ + applyOperator(conf, conf’, pos)
19 curP < newP 7 crossbred.add(c, ')
20 return bestConformation(curP) 8 return best2Conformations(crossbred)

Fig. 4. Our new genetic algorithms for PSP

Note that our GA is different from a typical GA in a number of ways. A typical
GA 17) randomly selects an operator every time before generating a new solution;
i1) selects parent solutions randomly; 4i4) applies the operators on randomly
selected points; iv) generates only one (for mutation) or two (for crossover)
solutions; v) does not use any macro-move; vi) does not use a random-walk in
stagnant situation; and vii) does not remove duplicate conformations.

4.1 Exhaustive Generation

For mutation operators, our algorithm adds one resultant conformation to the
new population for each conformation in the current population. In Fig. [ Pro-
cedure mutConf, notice that the child conformations are generated by applying
the genetic operator at each position of the parent conformation. The resultant
conformation of a mutation operation is either the parent conformation itself or
a child depending on the quality of the conformations.

For crossover operators, two resultant conformations are added to the new
population from each application of the operator on two randomly selected con-
formations in the current population. Crossover operators (Procedure crsConfs)
generate child conformations by randomly selecting the crossover points on the
parent conformations. Note that the child generation method is not strictly ex-
haustive in crossovers. However, unlike typical GAs, a number of child confor-
mations are generated by our algorithm. The best two conformations from the
parents and the children then become the resultant conformations.

4.2 Macro-Move Operator

Protein structures have hydrophobic cores (H-core) that hide the hydrophobic
amino acids from water and expose the polar amino acids to the surface to
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Fig.5. A macro move operator comprising a series of diagonal moves. For easy under-
standing, the figures are presented in 2D space. The solid-black circles represent the
hydrophobic amino acids and the hollow ones the hydrophilic.

Procedure macroMove(conf) Procedure rndWalk(pop)

1 for ¢ =1 to Repeat do

2 T = P if bernoulii(p), else H ; forez::‘ ,Cinfl iop;p dot do

3 Alj] : jth amino acid in conf. ZA_. L epea U ¢

2 foreach j : type(A[j]) = T do 3 [4] : jth amino acid in conf.

5 apply diagonal move at j, if T = P 4 foreach A[j] do

6 or dist(A[j],hcc) is non-increaseing. 5 apply pull-move move at j.
7 break on first success. 6 break on first success.

8 return conf 7 return pop

Fig. 6. Our macro move and random walk algorithms

be in contact with the surrounding water molecules [27]. H-core formation is
the main objective of HP based PSP. To achieve this, the total distance of all
H-H pairs is minimised in [5]. A predefined motif based segment replacement
strategy is applied in [I4]. In this paper, we present a macro-move operator to
aid forming the H-core. Our macro move performs a series of diagonal-moves on
a given conformation to build the H-core around the hydrophobic core centre
(HCC). See Fig. [l for an example. The macro-move squeezes the conformation
and quickly forms the H-core. In our implementation, the macro-move is used
like any other mutation operators.

In the macro-move (Fig. [0l Procedure macroMove), the HCC is calculated by
finding arithmetic means of x, y, and z coordinates of all hydrophobic amino
acids. The macro-move for a given number of iterations repeatedly applies the
diagonal move either at each P- or at each H-type amino acid positions. Whether
to apply the diagonal move on P- or H-type amino acids is determined by using
a Bernoulii distribution with probability p (typically p = 20% for P-type amino
acids). For a P-type amino acid, we consider the first successful diagonal move.
For a H-type amino acid, we take the first successful diagonal move that does
not increase the distance of the amino acids from the HCC. Note that a large
number of iterations would prematurely squeeze the conformation to a great
extent while a small number of iterations could allow other genetic operators
to play their roles in the search. We typically use 10 iterations for the first few
hundreds of generations, later we use 5 iterations as the search progresses.

4.3 Stagnation Recovery by Random Walk

When the best conformation found so far remains the same for a number of
generations (Fig. @ Procedure gaPlus Line 14), we term this as a stagnation.
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In a stagnation, a random-walk algorithm (Fig. B Procedure rndWalk) applies
unconditional pull moves on each conformation of the new population. We repeat
the process for a number of iterations. A large number of iterations would greatly
diversify the population. We typically use a number between 5 to 10 for this.

4.4 Further Implementation Details

Below we describe the other implementation choices of our algorithm in details.

Conformation Representation: We represent conformations by 3D coordi-
nates and relative encodings. While coordinates help us determine whether a
point on the lattice is free, relative encodings help apply genetic operators in
generating conformations and then eliminate duplicate conformations.

Conformation Generation: For conformation generation, we use the genetic
operators listed in Sect. [2] as well as the macro-move operator.

Conformation Evaluation: The fitness function we use in our algorithm to
evaluate conformations is the exact energy function for the HP energy model
(see Sec. ). We do not use any other fitness functions such as sum of all H-H
pair distances as is used in [5].

Operator Selection: The probability distribution to select operators is chosen
intuitively. The single- and multi-point crossovers are selected with 15% and
5% probabilities giving 20% chance to crossovers. The rotation, diagonal-move,
pull-move, tilt-move, and macro-move are selected respectively with probabilities
20%, 10%, 30%, 10%, and 10%. For experiments, when macro-moves are not
used, diagonal moves are alone given 20% chance. Pull moves are given more
chance than tilt moves as the latter tends to make more changes (in both sides)
to the conformation than the former (in one side).

Population Size: The number of conformations explored in each generation
should be more for a large protein than for a small one. In our algorithm, the
number of such conformations are O(n x [) where n is the population size and !
is the protein length. This is because we apply mutation operators at each amino
acid position of each conformation in the population. For crossovers, the case is
slightly different, but they are selected only with 20% probability. For the time
being, we use n = 100, 80, 60, 50 for [ >= 50, 100, 200, 400 respectively.

Population Initialisation: We generate the initial population by randomly se-
lecting the basis vectors between each consecutive pair of amino acids. The gen-
erated conformations are all valid and satisfy the self-avoiding walk constraint.

5 Experimental Results

Among the protein instances (Table[I]) used in our experiment, the H instances
are taken from Harvard benchmarks [28]; F, S, and R instances are taken from
Peter Clote laboratory websitd]. Cebrian et al. [5] and Dotu et al. [9] used
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these instances to test their algorithms. We also use three more large sequences,
which are taken from the CASPP competition having CASP target IDs: T0516,
T0570, and T0563. The CASP targets are converted to HP sequences based
on the hydrophobic and polar properties of the constituent amino acids. The
lower bounds of free energy (in Column LB-FE of Table[I]) are obtained from [5]
and also by using the CPSP tool [19]; however, there are some unknown values
because CPSP tool cannot find lower bounds of free energy for large sequences.

The main goal of the experiment is to compare the result of our final algo-
rithm GA™ with the state-of-the-art result obtained by LS [59]. However, to
prove the effectiveness of our new enhancement techniques, we implemented a
baseline genetic algorithm denoted by BGA. In BGA, we select one operator for
each generation based on the given probability distribution. However, like other
typical genetic algorithms, we select parents in BGA by using a Roulette Wheel
based on the quality of conformations in the current population. Also, we gen-
erate only one (for mutations) or two (for crossovers) child conformations from
each application of the genetic operators. The points on the conformations, to
apply the operators to, are selected randomly as well. Further, inspired by the
results of twin-removal in [I3], we discard duplicate solutions from new genera-
tions. Notice that BGA does not use any of the macro-move, random-walk, and
exhaustive generation approaches.

We ran experiments with our algorithm denoted by GA™ and three of its other
variants. These variants and BGA all are implemented in Java2 programming
language. Nevertheless, these variants allow us to investigate the effect of each

Table 1. Experimental results of GA™, different GA variants, and the local search
algorithm in [5]. Column LB-FE presents the lower bound of free energies.

Protein Energy Values (-ve) Achieved by Different Algorithms
Info BGA RGA WGA MGA GA™" LS [B] T
Seq Size LB-FE Best Avg Best Avg Best Avg Best Avg Best Avg Best Avg mins
H1 69 65 58 = 67 = 68 = 67 = 69 68 66
H2 48 69 63 57 = 67 = 68 = 68 = 69 = 65 30
H3 72 64 57 71 69 = 70 = 71 = T2 69 66
F90 1 168 133 119.5 159 144 165 161 165 159 = 166 164 160
F90 2 91 168 132 123.5 155 142 166 161 164 158 = 165 165 158 120
F90 3 167 138 124.4 158 146 165 161 163 158 = 164 165 159

S1 135 357 300 279.0 332 313 352 342 344 336 355 348 351 341
S2 151 360 298 258.2 332 301 351 339 346 335 356 349 355 343 120
S3 162 367 290 250.4 322 297 347 336 347 334 361 349 355 340

R1 384 249 221.6 295 274 353 331 345 327 355 346 332 318
R2 200 383 262 219.4 302 277 351 334 345 327 360 346 337 324 300
R3 385 250 220.8 299 274 344 331 340 323 363 344 339 323

T0516 229 455 274 251.2 340 310 399 384 395 373 423 402 390 373
T0570 258 494 288 250.9 359 317 406 388 394 376 421 404 388 359 480
T0563 279 ? 359 315.5 428 390 494 474 482 459 519 490 491 461

= denotes the lower bound of free energy is found. ? denotes unknown.

! Peter Clote Lab:
http://bioinformatics.bc.edu/clotelab/FCCproteinStructure/
2 CASP website: http://predictioncenter.org/casp9/targetlist.cgi
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new aspect of GA™ individually and in a combined way. RGA adds exhaustive
generation in the genetic operators (as described in Sect. ) to BGA. Variants
WGA and MGA respectively add random-walk and macro-move methods to
RGA. Thus, variants WGA and MGA respectively exclude macro-move and
random-walk methods from GA™ while RGA excludes both methods. For the
time being, we do not consider other possible combinations that include adding
macro-move or random-walk, or their combinations to the BGA.

We also ran the local search algorithm in [5], which is developed in COMET
[I1]. This algorithm [5] helps us compare our results with the state-of-the-art
results of PSP on FCC lattice and HP energy model. We tried to run the al-
gorithm in [9], but unfortunately for most of the proteins, the program aborted
on exhausting the memory available. Any effective comparison in this case is
therefore not possible.

We ran the experiments on the NICTAP cluster. The cluster consists of a
number of identical Dell PowerEdge R415 computers, each equipped with 2
x AMD 6-Core Opteron 4184 processors, 2.8GHz clock speed, 3M L2/6M L3
Cache, 64 GB memory and running Rocks OS (a Linux variant for cluster).
For each protein, we ran each algorithm 50 times with a time limit specified in
Table [l Column T. In the same table Columns Best and Avg, we report the
best and average energy values obtained over 50 runs. Due to space limits, only
the magnitudes of the energy values (ignoring the minus signs in all) are shown.
Therefore, the larger the number in the table, the better the performance.

From the results in Table [Tl we see that the energy values obtained in small
proteins by all algorithms are close to the lower bounds. For better comparison,
we therefore consider the large proteins, where our RGA significantly outper-
forms BGA. The differences between RGA and BGA are in the application of
the genetic operators. In BGA, genetic operators generate one (for mutations)
or two (for crossovers) random conformations. In RGA, an exhaustive genera-
tion is used and the best children are returned. These results clearly show the
effectiveness of the exhaustive generation.

The results in Table [] also show that WGA and MGA clearly outperform
RGA. These results indicate the importance of our random-walk based stagna-
tion recovery approach and the macro-move operator. Notice that when WGA
is compared with MGA, the former significantly outperforms the latter; which
means the random walk alone is more effective than the macro-move. This fur-
ther suggests that given an exhaustive generation approach accompanied by a
greedy best child selection method as in RGA, recovery from stagnations is more
crucial than intensifying the search.

As noted before, GA™ is the final version of our algorithm. GA™ combines
both macro-move and random-walk with RGA. Notice that GA™, benefited from
our all three techniques, clearly outperforms BGA, RGA, MGA and WGA.
Nevertheless, we observe that the results obtained by GA™ are better than that
of LS with wide margins. LS is also outperformed by WGA, but it outperforms
RGA and BGA; the results of LS and MGA are very close.

3 NICTA website: www.nicta.com.au
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a) by LS, E=-333 b) by GA*, E=-355 ¢) LB-FE=-384

Fig. 7. 3D structures of Protein R1 obtained by a) LS and b) GA™, and c) the structure
with the lower bound free energy

Relative Improvement: In Table 2] we present a comparison of (%) improve-
ments in average conformation quality. We compare GA™ (target) with BGA
and LS (references). For each protein, the relative improvement of the target ¢
w.r.t. reference r is (E; — E,.)/(Ep — Er) x 100; where E; and E, denote the av-
erage energy value achieved by ¢ and r respectively, and Ej;, is the lower bounds
of free energy for the protein in the HP model. We present the relative improve-
ments only for the proteins having known lower bounds of free energy. Further,
we show the best structures found by GA™ and LS for protein R1 in Fig. [ the
figure also shows the structure of R1 with the lower bound free energy.

Search Progress: We compare the search progresses of different variants of
GA and LS over time. Fig. [8 shows the average energy values obtained with
times by the algorithms for Protein R1. We observe that MGA achieves very
good progress initially, but almost becomes flat later on. WGA and LS perform
equally initially but later WGA makes more progress than LS. GAT combines
the positive aspects of MGA and WGA. Initially, it achieves the same progress
as MGA does and later it is mostly benefited by random-walk as WGA is.

Table 2. Relative improvements (RI columns) of GA' over BGA and LS. The values
are calculated using the formula explained in Relative Improvement subsection. Column
LB-FFE presents the lower bound of free energies.

Relative improvements of GA™ w.r.t. BGA and LS

Protein info GAT BGA LS
Seq Size LB-FE Avg Avg RI Avg RI
H1 -69 -69 -58 100% -66 100%
H2 48 -69 -69 -57 100% -65 100%
H3 -72 =72 -57 100% -66 100%
F90 1 -168 -166 -120 96% -160 75%
F90 2 91 -168 -165 -124 93% -158 70%
F90 3 -167 -164 -125 93% -159 63%
S1 135 -357 -348 -279 88% -341 44%
S2 151 -360 -349 -268 88% -343 35%
S3 162 -367 -349 -250 85% -340 33%
R1 -384 -346 -223 76% -318 42%
R2 200 -383 -346 -219 7% -324 37%
R3 -385 -344 -221 75% -323 34%
TO0516 229 -258 -402 -251 74% -373 35%

T0570 258 -494 -404 -251 63% -359 33%
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Fig. 8. Search progress of different approaches for Protein R1

The difference between performances of WGA and GA™ roughly remains in the
initial boosted progress made by the macro-move i.e. MGA.

6 Conclusion and Future Work

In this paper, we presented five variants of genetic algorithms that individually
and in a combined way use three different enhancement techniques: 7) an exhaus-
tive conformation generation approach; i) a novel hydrophobic-core directed
macro-move; and i) a random-walk based stagnanation recovery technique. We
compared our results with the state-of-the-art local search algorithm for sim-
plified PSP. We found that our final algorithm GA™ that use a combination of
all the three enhancements significantly outperforms all current approaches of
simplified PSP. In future, we intend to apply GA™ in high resolution PSP.

Acknowledgments. NICTA is funded by the Australian Government as
represented by the Department of Broadband, Communications and the Dig-
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Abstract. To combat online auction fraud, researchers have developed fraud de-
tection and prevention methods. However, it is difficult to effectively evaluate
these methods using commercial or synthetic auction data. For commercial data,
it is not possible to accurately identify cases of fraud. For synthetic auction data,
the conclusions drawn may not extend to the real world. The availability of re-
alistic synthetic auction data, which models real auction data, will be invaluable
for effective evaluation of fraud detection algorithms. We present an agent-based
simulator that is capable of generating realistic English auction data. The agents
and model are based on data collected from the TradeMe online auction site. We
evaluate the generated data in two ways to show that it is similar to the TradeMe
data. Evaluation of individual features show that correlation is greater than 0.9
for 8 of the 10 features, and evaluation using multiple features gives a median
accuracy of 0.87.

1 Introduction

Over a three-month period in 2011, 37% of New Zealanders have purchased at least
one item from an online auction site based in New Zealand called TradeMe [1]. The
popularity of online auction sites such as TradeMe has made them a lucrative target
for dishonest users to commit fraud. There have been several methods proposed by
researchers to identify different types of online auction fraud [2-6]. These methods are
evaluated using synthetic data, or using data collected from commercial sites such as
eBay.

There are disadvantages to using both types of data. One of the drawbacks of syn-
thetic auction data is that it may be dissimilar to data in the real world. Evaluation
performed using this data will be less reliable, since results obtained may not extend to
real auction data. Though it is possible to modify the synthetic data to simulate the real
world, it is difficult to model bidding and selling behaviour because of the large range
of possible actions. This is shown by Shah et al. [[7], who found that 88% of users do
not frequently use any of the five bidding strategies described: evaluate, skeptic, snipe,
late bidder and unmask. The advantage of using synthetic data is that the instances and
types of fraud can be controlled.

Evaluation using auction data from commercial sites may give results that are more
representative of the real world than synthetic data. However, it is difficult and time
consuming to manually classify data, in the case of fraud detection, into fraudulent and
non-fraudulent users or auctions. For larger datasets, manual classification is infeasible.
In addition, it is often time-consuming to gather and process data from auction sites, as

M. Thielscher and D. Zhang (Eds.): AI 2012, LNCS 7691, pp. 120-[31] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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seen in 3] which used an elaborate system to gather auction data from eBay. Also, data
may be selectively missing or removed by operators of the auction site, such as profiles
of users that have been identified as fraudsters, or auctions that have been identified
afterwards as fraudulent. This complicates the evaluations done using this data.

In this paper, we present an agent-based simulator of an online auction site where
agents are modelled on users in real auction data. The resulting simulation can be used
to quickly generate realistic auction data. We then validate our simulator by perform-
ing quantitative evaluations comparing the generated data to commercial TradeMe auc-
tion data, and show that the generated and commercial data shows a high degree of
similarity.

The simulator can be easily extended in the future with additional agents to inject
fraudulent behaviour. Since the simulator is modelled on a per-user basis, the synthetic
data with injected fraud will be valuable for effective evaluation of fraud detection
algorithms which often focus on per-user features.

2 Existing Work

Agent-based simulation and modelling has been used in a wide range of complex sys-
tems. Macal and North [8] list nine different areas in which agent-based modelling has
been applied, including air traffic control, anthropology, and energy analysis. Macal and
North propose possible reasons for the widespread use of agent-based modelling. They
state that agent-based modelling allows assumptions used in the past for modelling com-
plex systems to be relaxed, such as perfect market or homogeneous agents in economic
markets. Collection of data at finer levels of granularity also supports individual-based
simulations. We list three reasons that they presented that apply to our work here. First,
previous work on formal auction analysis used assumptions such as perfect rationality,
perfect market and homogeneous agents, which can be removed in agent-based models.
Second, there exists precise bidding and auction information for modelling of individual
users. Third, auction users are suitably modelled by agents since they share many simi-
larities; they are both self-contained, autonomous, and have defined ways of interacting
with other users.

One of the earliest works in agent-based simulation in auctions was done by Mizuta
and Steiglitz [9], who modelled agents of two types: early bidders and snipers, and
investigated the effects of the strategies on the probability of winning, auction price
increment, and final auction price. More recently, agent-based modelling of bidders has
been used to perform evaluations of fraud related algorithms [2, 6], or to investigate the
effects of modifying different aspects of the model, such as changing the bid increment
[LQ]. In both [2] and [6], the authors do not evaluate their models against reality.

In [10], Bapna et al. constructed a simulation model of Yankee auctions. They iden-
tified three broad types of bidders according to their bidding strategies: evaluators, par-
ticipators, and opportunists, and created agents that used each strategy. The simulation
model is validated by comparing the simulated revenue with the observed revenue from
data collected from real auctions. Using this model, they altered the auction bid incre-
ment to optimise seller revenue.
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We know of no previous work that attempts to accurately model bidder and seller
behaviour in commercial online English auctions using agent-based methods without
having previously classified bidders.

3 Data Generator Overview

Our data generator is an agent-based simulation of online English auctions, the auction
type used in online auction sites such as eBay and TradeMe. For more details on the
English auction and other auction types, see [11]. Auction data can be generated by
running the simulation and recording the actions of all of the agents, such as auctions
submitted and bids made. By carefully specifying the behaviour of the agents, we can
generate synthetic auction data that closely approximates real auction data.

The decision to use user-level features instead of auction-level features is because
in the future, we plan to inject fraud into the data and use it to evaluate fraud related
algorithms which tend to use per-user features instead of per-auction features [2, |3, l].

We start by giving a brief overview of the stages involved in the implementation of
the generator:

Stage 1. Auction and User data is gathered from TradeMe in October 2011 using a
web crawler, and stored in a database. A total of 93,179 users and 161,895 auctions
were collected.

Stage 2. An agent-based simulator is built in Java with the following characteristics:

1. Each agent corresponds to a bidder or seller.

2. Agents communicate with an Auctioneer entity to submit bids or auctions. The
Auctioneer also maintains the state of all current auctions and bids and ensures
that they conform to the auction rules.

Stage 3. We define the rules that each auction and bid must follow, which are then
enforced by the Auctioneer. E.g., auction starting prices must be greater than zero.
These rules can be easily changed to model other auction sites, such as eBay.

Stage 4. We specify the behaviour of bidder-agents according to the bidding patterns
seen in the TradeMe users. This is done by representing bidders in TradeMe as a
set of features, and defining agent rules that gives similar values for those features.
Examples of rules is given in Sectiond.4]

Stage 5. Next we specify the rules for seller-agents. The two main parameters are rate
of auction submission and auction starting price. We match the average rate and
distribution of auction submission of the seller-agents to TradeMe users.

Stage 6. We evaluate the synthetic auction data generated using the bidder- and seller-
agents by comparing them with the TradeMe user data we have collected. If the
synthetic and real data are not sufficiently similar, we modify the agent behaviour,
then re-evaluate.

3.1 Generated Auction Example

Table [I gives an example of an auction generated by the generator. Table [al lists the
bids made for that auction. Table [Thl gives information about the auction. Bid Time,
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Start Time, and End Time represent time units since the beginning of the simulator
execution, with each unit representing five minutes. Duration is the number of time
units the auction runs for.

There are 8 bids made for this auction, and User 2285 wins the item for $40.61 at
time 2026. Note that Duration is less than the difference between the start and end times
because the auction was extended due to a bid submission in the last 3 time units.

Table 1. Example of a generated auction

(a) Auction Bids (b) Auction Information

BidID UserID BidTime BidAmount (cents) ListingID 0

1 801 871 250 Star(Time 1

2 1,820 1,710 2,361 .

3 801 1,735 2,661 EndTime 2,029

4 2,910 1,963 2,761 Duration 2,016

5 1,820 1,998 3,761 ItemValuation (cents) 3,935

6 2,285 2,014 3,861 itemTypeld |

7801 2,025 3,961 ttemType

8 2,285 2,026 4,061 startPrice (cents) 100

4 Implementation

In the following section we describe some of the details and difficulties of implementing
the generator. First, we describe the method and type of information collected from
TradeMe. Second, how this information is represented using a collection of features.
Third, how agents were designed using this information. Fourth, what happens during
the simulator’s execution. And fifth, the limitations of the simulator.

4.1 Data Collection

Data is collected from the TradeMe website [12] using the web crawler Scrapy and
stored in a database. Crawling begins at one user’s auction history page which contains
a list of completed auctions. Completed auctions contain a list of bids which link to the
auction history of each bidder. Unvisited pages are placed into a FIFO queue, so that
the available auction history for users will be completely collected in the order they
were discovered. This is important because the crawler only visits a small percentage
of the existing user and auction pages. Using a FILO (first in last out) queue will result
in incomplete auction histories for a large number of users.

From user pages, we extracted the number of positive, neutral and negative feed-
backs they received, and the number of auctions they participated in. From completed
auctions, we extracted bid times and amounts, the winning bid and bidder, item name,
seller name and reputation. After cleaning, 56,256 auctions and 53,951 user profiles
remained.

There are several limits to the information that cxan be collected. Firstly, only the
most recent 20 bids are viewable for a completed auction. Secondly, bid histories for
auctions are available only for 60 days after it has completed. Thirdly, some user pages
are unavailable. The reason is not given, but one possibility is that those pages belong
to identified fraudsters. The last limitation may be an advantage since we currently only
wish to simulate legitimate users; removal of suspicious users will improve data quality.
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4.2 User Features

It is difficult to identify patterns in bidder behaviour from lists of bids. Therefore, we
represent bidders using a set of features that are easier to visualise and interpret. The
set of user features used while developing the bidder agents are:

a. Auction Count the number of auctions in which the bidder made one or more bids

b. Reputation the difference between the number of positive and negative feedback

c. Bid Amount the average bid value for all bids the user made

d. Excess Bid Increment the average increment over the preceding bid, minus the

required minimum increment

. Bids Per Auction the average number of bids made per auction

f. First Bid Time the average number of minutes the first bid is made before the end
of the auction

g. Bid Time the average bid time as a fraction of the auction time that has elapsed

h. Win Proportion the number of auctions won divided by Auction Count

7. Bid Amount Proportion the average bid value of all bids, with each bid scaled as a
proportion of the winning bid

j. Bid Proportion the average fraction of bids that are made by this user in an auction

)

Features a-f are log-transformed so that values are spread out more evenly for cluster-
ing, since many values are very similar for some features.

Some features, such as Auction Count, Bids Per Auction, and First Bid Time, can be
directly used in rules for bidder-agents. Other features, such as Bid Amount Proportion,
Win Proportion, and Bid Proportion, cannot, since their values depend on the behaviour
of other agents. However, those features can be used to determine whether synthetic
data from the generator is sufficiently similar to the TradeMe data.

4.3 Simulation Execution during 1 Time Unit

Figure[Ilshows what happens during one time unit in the simulator. The time unit is split
into two stages; the Auctioneer phase (A), and the Agent phase (B). During the Auc-
tioneer phase, only the Auctioneer sends or receives messages, and performs actions;
all other agents are inactive. During the Agent phase, this is reversed, and only agents
perform actions. Agent actions can be performed in parallel using multiple threads. The
Message Store for Agents is simply a hash map, where the key is the agent ID, and the
value is the message. The Message Store for Auctioneer is a list.

4.4 Bidder-Agent Behaviour

The TradeMe users are clustered using the features listed in Section[£.2] using the sim-
ple k-means algorithm. To select the optimum number of clusters, we use the method
proposed by Lange et al. [[13] to find the number of clusters that gives the lowest sta-
bility value, where a lower value represents a better clustering solution. Stability was
calculated for two to ten clusters, and stability was lowest when the number of clusters
was four. Therefore, we used four centroids during simple k-means clustering.
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A. Beginning of Auctioneer phase
1. Retrieve messages from Agents
2. Process messages
a. update auction states, terminate finished auctions
b. ensure auctions and bids have valid states before and after update
3. Send messages (current time, new auction, end of auction, price change messages)
B. Beginning of Agent phase
4. Retrieve messages from Auctioneer
5. Decide on what actions to take, if any
6. Send messages (new auction, bid messages)

Fig. 1. Events during the execution of the simulator in one time unit

From the clusters we identified patterns, for example: a significant number of users
only bid close to the end of the auction and rebid quickly after they have been outbid;
users who bid close to the end win more often; and users who bid early and win are
often the only bidder in an auction. Bidder agents are given behaviours that allow the
synthetic data to contain these same patterns. For example, for the last pattern, the rule
may be to increase the likelihood of entering a bid as the number of existing bids in
the auction increases, which leaves a fraction of auctions to have only 1 participating
bidder.

There are additional rules that determine other aspects of behaviour: the moment a
bidder-agent should begin bidding; how often and how much to bid above the minimum
required bid; when to stop bidding, etc. These rules generally provide probabilities of
whether an action should be taken, and a decision is made using a random number. For
instance, an agent will bid, with 10% probability, on an item whose price has reached
the agent’s perceived value.

4.5 Limitations

A known limitation of this simulator is that it is unable to accurately model the bidding
times of bids made close to the end of the auction. This is because the simulator uses
time units of five minutes, which means that the fastest speed that an agent can respond
to another bid is five minutes. The choice of five minute time units was a calculated
trade-off between the simulation performance and precision: it allowed us to quickly
generate data while retaining sufficient simulation precision.
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As aresult, a bidding war close to the auction end time may occur over 30 minutes
or more, instead of within minutes. Thus, while the simulator can accurately models
user bidding time patterns earlier in the auction, it cannot do so close to the end of the
auction and distribution of values for features 7 and j in Section4.2]from the simulator
will not closely match those from the TradeMe data.

5 Evaluation

In this section we present the method and results for two evaluation techniques to
validate our simulation. The method and results for the first evaluation are given
Sections[5.1]and[3.2} and those for the second evaluation in Sections and[5.4

5.1 Evaluation Method Using Individual Features

We compared the similarity in the distribution of per-user values, for each feature de-
scribed in Section [£.2] between the generated and TradeMe data. If the distribution of
values from the generated data match those from the TradeMe data, then our model is
more likely to be valid. The comparison is done using two correlation measures: Pear-
son’s correlation coefficient and Spearman’s rank correlation coefficient [14]. Pearson’s
correlation is a parametric test, while Spearman’s rank correlation is a non-parametric
test. The correlation measures are calculated individually for each feature.

For Pearson’s correlation coefficient, a value of +1 or —1 indicates that a linear equa-
tion describes the relationship between the two variables perfectly. For Spearman’s rank
correlation coefficient, +1 or —1 occurs when each of the variables is a perfect mono-
tone function of the other. A value close to +1 shows that the TradeMe and synthetic
data are similar.

5.2 Evaluation Results Using Individual Features

Figure 2] shows the distribution of values for six features for both the synthetic and
TradeMe datasets. To construct the figures, all values from the 30 synthetic datasets
were used, giving 111,677 values for each feature. Values are split into 20 equidistant
bins using the maximum and minimum values for that feature. The plots reflect the pro-
portion of users that have a value that falls into a particular bin. We see that distribution
of values for the 30 synthetic datasets generally match those from the TradeMe dataset.

Table 2l shows the correlation between synthetic and TradeMe data for each feature
as measured by Pearson’s correlation coefficient and Spearman’s rank correlation co-
efficient. The correlation values for both measures are greater than 0.9 for all features,
with the exception of Bid Amount, with a Pearson’s correlation of 0.53 and Excess Bid
Increment with 0.86. The low similarity for Bid Amounts, and to a lesser extent, Excess
Bid Increment, is due to the lack of information on the perceived and actual value of
items, making it more difficult to accurately model bid values.

As a whole, the high correlation values show that the value distribution of features
from our generated data is similar to TradeMe data.
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Table 2. Correlation results for all features

Pearson’s Correlation Spearman’s Rank

Feature

95% C1 Correlation P
Auction Count 0.9468 - 0.9485  0.9476 0.9625
Reputation 0.9379 - 0.9399  0.9389 0.99997
Bid Amount 0.5207 - 0.5329  0.5269 0.9999
Excess Bid Increment 0.8545 - 0.8590  0.8567 0.8497
Bids Per Auction 0.9702-0.9711  0.9706 0.9930
First Bid Time 0.9889 - 0.9892  0.9890 0.99998
Bid Time 0.9701 - 0.9710  0.9706 0.9967
Win Proportion 0.9752 - 0.9760  0.9756 0.9515
Bid Amount Proportion 0.9873-0.9877  0.9875 0.9987
Bid Proportion 0.9841 -0.9846  0.9844 0.9981

5.3 Evaluation Method Using Multiple Features

Lange et al. proposed a method to solve the model order selection problem in cluster
analysis; that is, to find a suitable number of clusters k. They state that a cluster solution
should be robust: that the cluster analysis should be reproducible using other datasets
drawn from the same source, and not depend on the particular sample [[13]. The degree
to which the cluster solution is reproducible can be used to determine the number of
clusters k that should be inferred from a dataset. However, since only one dataset is
usually available, the dataset is split into two, and treated as two samples.

Conversely, if the number of clusters for a dataset is given, the degree of reproducibil-
ity gives an indication of the similarity of the second dataset to the first. We adapt the
method proposed by Lange et al. to evaluate the similarity of TradeMe data with synthetic
data. There are two main changes to the method; (1) there is no need to normalise results
according to the number of clusters inferred since the number remains unchanged, and
(2) two different datasets are used: the TradeMe dataset, and a synthetic dataset.

For evaluating the similarity between datasets, the equation for measuring the nor-
malised Hamming distance between two labelling vectors (in [13]) can be slightly
modified to:

n

> Ho(x) =Y/}

i=1

1
n

d(p(X"),Y") = (1)
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where 1{¢(X! =Y/)} = 1,if ¢(X]) = Y;. This gives the proportion of instances that
are given the same labelling via the classifier trained on X (which in our case is the
TradeMe dataset) and the clustering solution Y for X’ (the synthetic dataset). Since
the corresponding clusters may be assigned different labels in two different clustering
solutions even if the datasets are the same, agreement is maximised using the Hungarian
method as suggested by Lange et al.

We used the simple k-means algorithm for clustering the TradeMe and synthetic data
into four clusters. Clustering the TradeMe dataset X, gives a set of labels Y, one for
each instance. Together, (X,Y) is used to construct a closest neighbour classifier ¢.
Clustering the synthetic dataset X' gives a set of labels Y’. The classifier ¢ is then
used to classify instances in X', giving the labels ¢(X’). With Y’ and ¢(X') we can
calculate the accuracy using Equation 1l

Features Used. We used four features for evaluating the similarity between the syn-
thetic and TradeMe data: Proportion of Max Bid, Win Proportion, Bids Per Auction,
Bid Proportion. These four features were chosen because the others:

1. Have almost the same values for all users, e.g. excess bid increment as shown in
Figure2(d), and are less useful for clustering.

2. Are identically distributed regardless of their cluster assignments, e.g. reputation,
bid amount, and are not useful for clustering.

3. Are known not to closely approximate real data (features ¢ and j), as discussed in
Section [4.3]

5.4 Evaluation Results Using Multiple Features

We evaluated our simulator using 30 synthetic datasets, each with roughly 3,700 users.
We report the results for evaluations using random starting centroids for simple k-
means, and using manually defined centroids.

Using 50 sets of random initial centroids for evaluating each synthetic dataset, the
average accuracy is 0.745 with a standard deviation of 0.0957. Using the first set of
centroids shown in Table 3] the average accuracy is 0.878, an increase of 0.143, with a
standard deviation of 0.0282.

Centroid Selection. The k-means algorithm is sensitive to the centroids chosen during
initialisation [[15], which in turn heavily influences the result given by Equation [ In
our case, this problem may be worsened by characteristics of our dataset. First, clusters
are not well defined in the Trade Me data, which means clusters will tend to grow
from their initial position. Secondly, the Win Proportion feature is almost binary, where
the majority of users have a value of zero or one. Given four initial centroids, there
are five configurations the centroids could take for Win Proportion, e.g., all centroids
have a Win Proportion of zero. If the configuration of centroids were different for two
datasets, the accuracy value will be very low even though the datasets may be very
similar. Therefore, it is necessary to manually define the initial centroids so that two
will have a value of one, and two with zero. This is similar to the method by Fang et al.
[15] to select centroids that maximise inter-centroid distance.
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Table 3. Selected centroid centers

Centroid ID Bid Amount Proportion Win Proportion Bids Per Auction Bid Proportion

) 1 0.8 0.0 0.0 0.2
Appropriate 2 0.8 0.0 0.0 0.2
Centroids 3 1.0 1.0 0.0 0.5
4 1.0 1.0 0.0 1.0
1 0.8 0.0 0.0 0.2
Inappropriate 2 0.8 0.0 0.0 0.2
Centroids 3 1.0 0.0 0.0 0.5
4 1.0 1.0 0.0 1.0

1

0.9 [

5 0.8

< 07

0.6

0.5

: .
random centroids appropriate inappropriate
centroids centroids

Fig. 3. Accuracy using different centroids for clustering using four features: Bid Amount Propor-
tion, Win Proportion, Bids Per Auction, Bid Proportion

We give evidence of this in Table[3land Figure[3l Table 3 shows two sets of centroids.
The set named “appropriate centroids” have two centroids with the value of 0, and two
centroids with the value of 1 for Win Proportion. For the set named “inappropriate
centroids”, the difference is that the third centroid has as value O of instead of 1 as
Win Proportion. Figure Blshows that this change reduces median accuracy by 0.203 and
mean accuracy by 0.192.

6 Conclusion

We successfully implemented a agent-based simulator for online auctions. We evalu-
ated the quality of data generated by our simulator in two ways; using two correlation
measures, and a modified version of the Stability measure proposed by Lange et al. [13].
The results show that our synthetic data closely matches the TradeMe data. Correlation
of individual features compared to TradeMe data exceeds 0.9 for 8 out of 10 features
for both measures, and median accuracy as calculated by Equation [Tl is 0.87 for user
defined centroids.

In the future, we intend to reduce the time unit length from five minutes, so that we
can better model bidding at the end of auctions. In addition, we intend to implement
additional agents to add fraudulent bids into the auctions. This will allow us to recreate
various types of fraud, and test fraud detection algorithms using the generated synthetic
data.
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Abstract. This paper proposes a global motion estimation method to
remove unintentional camera motions which degrade the visual quality of
image sequences. The proposed approach is based on combination of 2D
Radon transform, 1D Fourier transform and 1D Scale transform which
can accurately estimate scale, rotational and translational distortions of
camera motion and is robust to internal moving objects. Our experimen-
tal results with real and synthesized videos indicate the effectiveness of
our proposed method.

Keywords: Global Motion Estimation, Radon Transform, Fourier Trans-
form, Scale Transform, Similarity Motion Model.

1 Introduction

Digital video stabilization methods try to eliminate unwanted camera motions.
These typical high frequency motions such as pan, and jitter, degrade visual ap-
pearance quality of videos. Digital video stabilization algorithms can be divided
into two main steps, Motion Estimation, and Motion Correction. In motion es-
timation step, the global motion between consecutive frames is determined. The
motion estimation algorithms can be categorized into three main classes, Block
matching based methods, Transform domain based methods, and Feature match-
ing based methods. In the block matching based approaches [12], the current
frame is divided into several blocks. Then, the motion for each block is esti-
mated. Finally, the global motion is calculated using estimated block motions.
The main disadvantage of this category is that local movement of internal ob-
jects degrades the accuracy of block motion estimation. High time complexity
is another problem with this class of algorithms which is due to the exhaustive
search for block matching. Feature matching based methods [3/4[5] extract suit-
able features such as SIFT [6], and SURF [7] from both current and reference
frames. After determining the corresponding features, the parameters of global
motion is estimated using matched features. Because of handling motions such
as rotation and zooming in addition to translational motions, algorithms of this
class are more accurate and flexible than block matching approaches which can

M. Thielscher and D. Zhang (Eds.): AI 2012, LNCS 7691, pp. 132-[43] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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only deal with translational motions. However, feature based methods have lim-
itation by occlusion which is due to the moving objects. High computational
load for feature detection and matching is another drawback of these methods.
The algorithms of the last category transform the frames into a new domain and
estimate the motion parameters using the information in the transform domain.
In phase correlation technique [§], the translation property of Discrete Fourier
Transform (DFT) is used in order to obtain the translational motion parame-
ters. Although this method is very fast and is robust to local motion of moving
objects, it is not able to estimate rotational motion which is frequent in most
shaky videos. Hong et al. [9] utilized polar transform in order to estimate rotation
in addition to translation parameter of motion. Although the accuracy of this
method is satisfactory, polar transform suffers from nonuniform sampling which
makes it unsuitable for videos with moving objects. Being unable to handle scale
distortion is another drawback of this algorithm.

The second part of a video stabilization system is motion correction where
estimated global motion is filtered to remove unwanted camera movements such
that the desired camera motion remains intact. Several techniques [TO/TTIT2] have
been proposed to smooth the estimated global motion. Although these methods
can fulfill efficient smoothness, sometimes they may have an degrading affect on
the intentional motion because of inaccurate tuning of the free parameters of the
methods.

In this paper, to improve the accuracy, flexibility, and robustness of the mo-
tion estimation, we propose a novel transform domain motion estimation based
on combination of 2D Radon transform, 1D Fourier and Scale transforms which
can accurately estimate scaling factor in addition to rotation and translation
parameters of motion. Since the Radon transform can be computed through 2D
Fourier transform with the same complexity by means of the projection-slice
theorem [I3], and because of calculating motion parameters using 1D projec-
tions instead of 2D gray level images, our method is also applicable to realtime
applications.

2 Proposed Method

As mentioned in previous section, commonly used motion estimation methods
such as block matching, and transform domain based algorithms, can only deal
with translational and rotational distortions. These approaches produce poor
performance when the image fluctuation contains scale distortion as well as
translational and rotational distortions. Although feature based methods can
estimate scale parameter in addition to translation and rotation parameters of
motion, these approaches are prone to feature mismatching which is due to the
internal moving objects or occlusion. So, in this paper, a novel global motion
estimation method based on combination of 2D Radon transform, 1D Fourier
transform and 1D Scale transform is presented which can estimate the similarity
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motion model parameters accurately and is robust to internal moving objects
and occlusion. The similarity motion model is defined as

<x§) _S[COSHSiHG] (xi)Jr(Ax) (1)
Yy sinf cosf Yo Ay )’
where s is the scale factor, 6 is the rotation angle between two correspond-
ing points (z%,y?) and (z¢,!) in reference and target frame respectively, and
(Az, Ay) denotes the displacement in x and y directions respectively.

In this section, we first describe the Radon, Fourier and Scale transforms and

their useful properties, then we present our motion estimation algorithm based
on combination of these transforms.

R(p.6)
L W

x fx.y)

(. !

T

Fig. 1. Geometric illustration of the Radon transform of a 2D function

2.1 Radon Transform

Let f(x,y) be a 2D image. Its Radon transform, denoted Rf is a 2D function of
the real spatial variable p and the angular variable 6 defined by

+oo
Rf(p,0) = / f(pcos(8) — tsin(0), psin() + tcos(6))dt. (2)
Geometrically, Rf (p,0) is equal to the integral of the function f on the straight
line passing through p and of direction perpendicular to 6 [14]. Figure [ illus-
trates the geometry of the Radon transform. The Radon transform has some
properties which is useful for motion estimation. These properties are as follows.

N
Translation: If we denote the image translated by a vector ¢ with components
(tz,ty) using f(?) we have

The Radon transform of the translated image becomes

Rf - (p,0) =Rf(p+tacos(d) + tysin(6),6). (4)

(*)
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Translating an image in Cartesian domain shifts the spatial variable of its Radon
transform. The amount of displacement depends on both translation vector and
angular variable. However for a given 6, the Radon transform of the translated
image is simply equal to the translation of the Radon transform of the image
with respect to the spatial variable [14].

Rotation: Denoting the rotated version of image f by angle ¢ using f,,, we have

fo(@,y) = f(xcos() —ysin(y), wsin(y) + ycos(y)). ()

Since the integrand of Equation (2)), can be expressed using a rotation matrix,
the Radon transform of the rotated image becomes

%fdl(pv 0) = §Rf(pva - 'l/}) (6)

It is clear that a rotation in an arbitrary image in the Cartesian domain corre-
sponds to a translation in the angular variable of its Radon transform.

Scale: let f° be the scaled version of image f with a factor s. Then we have

F(a,y) = f(sz, sy). (7)
The Radon transform of the scaled image is
1
Rf%(p,0) = Rf(sp,0). (8)

Scaling an image by a factor s corresponds to scaling of its Radon transform and
the angular variable p by i and s respectively.

2.2 Fourier Transform

Let f(x) be a 1D function, its Fourier transform denoted by Fy(w) defined as

+oo
i@ = [ s )

This transform has many properties [I5], among which the translation invariance
property is suitable for motion estimation. This property can be described as
follows.
if we shift a 1D function f(z) by zo (displacement value) and denote it by
g(z), then we have
9(x) = f(x + x0). (10)

If we take the Fourier transform of both sides of above equation, we have

1 [t . ,
R =y [ Hea)e e = e ). )

By taking the magnitude of two sides of equation ([Il), we have
|Fg(w)] = [Fr(w)]- (12)

In other words, the magnitude of Fourier transform of a 1D function is translation
invariant.
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2.3 Scale Transform

The Scale transform of a 1D function f(x) is defined as

1
7\/27‘(

where p € R is the Scale transform parameter. The key property of the Scale
transform is the scale invariance. In other words, if we define g(z) = /o f (ax)
a scaled version of 1D function f(z) with scale factor «, then,

+o00
Dy (p) / fl@)a? b, (13)

1
_\/27T

By setting y = az,

+oo 400
Dy(p) /0 g(x)w‘jp—idx:\/zﬂ/o Vaf(az)e™ P~ 2 dze.  (14)

1
\/277

If we take the magnitude of both sides of above equation, we have
Dy (p)| = | Dy (p)l- (16)

We can see from above equation that the magnitude of Scale transform is scale
invariant.

+oo
Dy(p) /O o' f(y)y =P~ 2dy = oI Dy (p). (15)

2.4 Parameter Estimation

In this section we propose our motion estimation algorithm base on similarity
motion model which is shown in equation (Il). Consider f.(z,y) and f:(z,y)
be the reference frame and target frame respectively and we assume that the
target frame is transformed version of the reference frame using similarity motion
model. By this assumption, the mathematical relationship between f,.(z,y) and

ft(xay) is
fi(z,y) = fr(aocos(bo)x — apsin(bo)y +ta, apsin(bo)x + apcos(Bo)y +ty), (17)

where «ag, 6y, and (¢,t,) are scale, rotation, and translation distortions. By
taking the Radon transform of both sides of equation (7)), we obtain

1
Rft(p,0) = a0 RSy (cop + tacos( — bo) + tysin(6 — by),0 — ). (18)

From equation (I§), it can be seen that for every 1D radial slice Rf:(.,0) of
the Radon transform of target frame f;, there is a corresponding radial slice
Rf-(.,0) of the Radon transform of reference frame f,.. Hence, for every constant
0 ¢ [0,7], if we define gor(p) = Rfs(p,8") and gror(p) = Rf:(p, 0 — Oy), we
have

1
geo(p) = a0 gr.o' (aop + do), (19)
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where dy = tycos(8 — ) + tysin(0’ — 6y) is the amount of displacement in
variable p. Now, if we take the 1D Fourier transform of both sides of equation
(@), we obtain

Fpylw)= . /m " gror(aop+ do)e (20)
W) = .o e .
9t NI . aog 0/ (&0 p 0 0
By seting t = agp + do,
1 27 jwd oo —2 7 gtw 1 27 Sod w
Faup @)= a8 [ g g e = el ()
(21)
Taking the magnitude of both side of above equation results in
1 w
P @1 = P () (22)

By applying the Scale transform on the two sides of above equation we have

1 oo w N _ip_3
— —Jjp— _ IP— 2
D|F9t79,|(p) = Jor /0 o2 |Fg,r"9, (ao )|w 2dw = ay D|F9T,9,‘(p), (23)

or

_3
Dir,, , 1(0)] = a5 * Dy, (0)] (24)

_ 3
To remove the constant multiplicative factor o, *, we normalize |D)p, , |(p)| and
t,0!

IDiF, 8/|(p)| by dividing each element of these 1D functions by |D‘Fgf o (0)] and

Dp,, ,,1(0)] respectively. In other words, if we define NFDy(p) = @‘?\l%:,
. &
obtain
NFDgt,G' (p) = NFDgT‘Q/ (p)7 (25)
or in general,
NFDyy,(5,0)(p) = NFDyy, p,0-00)(p) V0 € [0,7]. (26)

In other words, after transforming an image using similarity model, a radial slice
of the Radon transform of the original image corresponds to a radial slice of the
Radon transform of the transformed image, if the NFD of those radial slices
are equal (Figure 2). Using that information, we are able to estimate rotation,
scale, and translation parameters of motion with high accuracy. The procedure of
estimating motion parameters consists of five steps which are going as followes.

1. The images RI.(p,0) and RI;(p,0) are computed by applying Radon trans-
form on reference frame I,.(x,y) and target frame I;(x, y) for angles between
0° and 180° respectively.

2. Assuming that the rotational distortion is between —0,,q, and +0,,4,, for
each radial slice of {RI.(p,0,)|0, = 70,80,90, 100,110}, its corresponding
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Fig. 2. Illustration of equality between NFD of the two corresponding radial slices of
reference and distorted images : (a) reference image; (b) distorted image (oo = 4/3,
6o = 12° | (ts,ty) = (25,15)); (c) Radon transform of reference image; (d) Radon
transform of distorted image; (e) radial slice R(p,6 = 100) of the reference image
(blue color) and its corresponding radial slice for(p,0 = 112) of the distorted image
(red color); (f) Fourier Magnitude of two corresponding radial slices; (g) NFD of two
corresponding radial slices

radial slice in the range of {RI;(p, 0:)|0r — Omasw < 0t < 0p + Opaz} is ob-
tained using Mean Square Error (MSE) criteria. For instance, the proce-
dure for determining the corresponding radial slice of RI;(., ) to radial slice
RL.(.,0 =70) is

l
. ) 2
O = argminge(10-0,0,70+0mas) ) (NFDs, (p,0)()=NFDg,, (5,070 ()",
p=0
(27)
where [ is the length of 1D functions NF Dy (,.6)(p), and NFDg, (, 6=70)(p)-
After determining the pairs of corresponding radial slices, the mean of dif-
ference values (0; — 6,.) is returned as estimated rotation parameter.
3. for estimating scale factor we utilize equation (22)). From that equation we
know that the relation between magnitude of Fourier transform of two cor-
responding radial slices R, (p, 0 — 0p) and R;(p, 0) is

1 p
F = |F —0p)|. 2
B (.0 = alFin (0= b0)] (28)

Having normalized both sides of above equation by dividing by element zero
(DC component), we convert axis to logarithmic scale. Using this, scale factor
is reduced to a translational displacement,

NFy, (logp,0) = NFy, (logp — logayg, 0 — 6p), (29)
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Fig. 3. estimating scale distortion (ao) using a pair of corresponding radial slices: (a)
radial slice R(p, 0 = 45) of the reference image (purpel color) and its corresponding
radial slice Rr(p,0 = 57) of the distorted image (green color); (b) NF of two corre-
sponding radial slices

where NFy(p,0) = 1??58:23} (Figure B]). Hence, the scale factor g can be
found by a simple cross correlation technique. Since in step 2, we have de-
termined the corresponding radial slices Ry, (p, #) to radial slices Ry, (p,0 =
70, 80,90, 100, 110), we estimate the scale factor using these five correspond-
ing pairs and return the mean of these five estimations as scale distortion
parameter.

4. For calculating the translation parameters, if we replace 6 with 6 + 90 and
replace o with & (é is estimated rotation parameter and ¢ is estimated scale
factor) in Equation (I8]), then we have

A 1
Rfi(p,90+0) = Ry (ap+1,,90). (30)
Similarly, if we replace 8 with 6 and 6 + 180 in Equation ([I8), then we have
1 R
§Rfiﬁ(pae) = d%fr(ap+txa0)v (31)

Rf(p, 180 46) = Ry (ap — 12, 180). (32)

For estimating vertical displacement ¢,,, between reference and target frame,
we choose radial slices Rf,(p,90) and Rf;(p, 90 + é) and after multiplying
and scaling radial slice R f:(p, 90 + é) by & and é respectively, the location
of the maximum cross correlation of these two radial slices is returned as
vertical displacement (Figure [H).

5. In the same way, to estimate the horizontal translation parameter, if 6>0
then the algorithm selects radial slices Rf,(p,0) and Rf,(p,0), otherwise,
the algorithm uses radial slices R f,(p, 180) and R f;(p, 180 + 6) and does the
same cross correlation procedure to estimate the horizontal displacement

(Figure @l).
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Fig. 4. estimating translational distortions (¢z,ty): (a) estimation of vertical displace-
ment using radial slice R(p, 8 = 90) of the original image (red color) and radial slice
Rr(p,0 = 102) of the distorted image (black color); (b) estimation of horizontal dis-
placement using radial slice (p,0 = 0) of the original image (red color) and radial
slice R (p, 0 = 12) of the distorted image (black color)

3 Exprimental Results

In this section, robustness of the proposed algorithm is compared to two different
methods in spatial and transform domains. We used a Sift based method [16]
in spatial domain and a polar transform based method [9] in transform domain.
Note that the polar transform method only estimates translational and rotational
parameters of camera motion.

3.1 Exprimental Setup

The proposed algorithm is tested against scale, rotational and translational dis-
tortions in some videos. We have used one synthesized video where we added
random distortion to some of the frames of the video, and one real video where
the distortion was due to the camera shake during capturing the video. In syn-
thesized distortions, we have restricted the scale factor to the range of [0.5, 1.5]
and rotational distortion to the range of —15° to +15°. The translational dis-
tortion is also restricted to 30 pixels in both horizontal and vertical direction.
The frame resolutions of the synthesized and real sequences are 280 x 340 and
260 x 320 respectively.

3.2 Results and Discussion

Figures 5, and 7, show some frames from our test synthesized and real videos
before and after stabilization. In this figures we observe that polar based method
fails to estimate scale distortion for all sequences. Moreover, due to the large
moving objects, the Sift results are not as accurate as our results.
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1st frame rame 200th frame

Fig. 5. Stabilization results on some frames of the test synthesized video by different
methods: (a) Original frames, (b) Proposed Method, (c) Sift Method, (d) polar based
method
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Fig. 6. The graph of PSNR according to equation [33] of the synthesized video

The fidelity of our algorithm is evaluated by the Peak Signal To Noise Ratio
(PSNR) between stabilized frames which is defined as

2552
PSNR(L,Ip) = 10Log 7. (1. 10)’ (33)
h w
MSE(I, Ip) = ZZ (1 (2, y) — To(,y)]?, (34)

where h, and w are the height and width of the image respectively. PSNR quanti-
fies the deviation between the stabilized frame and optimum stabilization result
which can be due to various reasons such as inaccurate estimated motion, in-
correct motion model, etc. The higher is the PSNR between two frames, the
better is their correspondence. Figures[6l and B depict the PSNR curves of the
sequences. It can be seen from the PSNR curves that the performance of polar
transform method is poor due to the scale distortions of the some of the frames.
Moreover, the performance of Sift based method is not as well as performance
of our method because of existance of large moving objects in videos.
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Fig. 7. Stabilization results on some frames of the real video by different methods: (a)
Original frames, (b) Proposed Method, (c) Sift Method, (d) polar based method
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Fig. 8. The graph of PSNR according to equation B3] of the real video

4 Conclusion

In this paper, we have proposed a new transform based global motion estimation
method for digital video stabilization. Our method is based on combination of
Radon, Fourier and, Scale transforms which can achieve successful stabilization
result in the presence of large moving objects which is a big challenge in sta-
bilization framework. Future work will be directed to deal with more complex
motion models such as affine and bilinear motion models.
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Abstract. This paper investigates automatic construction of invariant
features using Genetic Programming (GP) for edge detection. Generally,
basic features for edge detection, such as gradients, are further manip-
ulated to improve detection performance. In order to improve detection
performance, new features are constructed from different local features.
In this study, GP is proposed to automatically construct invariant fea-
tures based on basic invariant features from gradients, image quality
(means and standard deviations), and histograms of images. The ex-
perimental results show that the invariant features constructed by GP
combine advantages from the basic features, reduce drawbacks from basic
features alone, and also improve the detection performance.

Keywords: Genetic Programming, Edge Detection, Image Analysis,
Feature Construction.

1 Introduction

Edge detection is a well developed area of image analysis, but it is a subjective
task [I6/T9]. Features in edge detection are functions of raw pixel values in an
image relative to a local point and are used in the process of classifying pixels as
edge points or not. Since there are no formulae to definitely describe the problem
of edge detection, various approaches have been developed to extract features
for detecting edges [16/4]19].

Generally, one feature for edge detection is not sufficient to fully identify the
edges in an image, and multiple features are useful to improve detection perfor-
mance. For instance, features based on image gradients are not good to detect
texture edges [IIT6/T9]. Since different advantages exist in different features [19],
a combination of features may possibly bring the advantages of each basic feature
together. Two ways of combining a set of features for edge detection are: (1) to
combine different edge detectors to construct features using a fixed model, such
as a logistic regression model [16] or the combination of voting consensus ground
truth based on a set of features [6]; or (2) to discriminate edge points based on
different responses on different parameters in a method, such as multi-scale ap-
proaches [IJ18]. From these methods, a set of features can improve detection
performance [IJT6/I8/19], but, e.g., the performance of Boosted Edge Learning

M. Thielscher and D. Zhang (Eds.): AI 2012, LNCS 7691, pp. 144-[55] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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using approximately 50000 features for natural images is only close to a contour
detector Pb proposed in [I6] with nine local features [4]. In [16], different learned
models present very similar detection performance. Therefore, how to efficiently
and effectively combine features still needs to be investigated.

Genetic Programming (GP) has been employed for edge detection since at
least 1996 [20/12]. In our previous work, GP is employed to evolve low-level edge
detectors (based on raw pixels selected automatically with their graylevels) [S819].
The existing work for constructing edge detectors mainly focuses on low-level
edge detectors via choosing raw pixels [24], or a combination of image opera-
tors [I4]. The work on GP for edge detection for constructing low-level edge
detectors shows that GP can evolve good edge detectors [24[14l8], and it is
promising to use GP for automatically constructing features for edge detection
based on existing features.

Goals. The overall goal of this paper is to investigate automatically constructing
invariant features for edge detection using GP from a set of basic features so that
the constructed features improve the detection accuracy. Here, invariant features
mean that they are not affected by image rotation. The image gradients and
histogram gradients [16] are popularly used to train learning contour detectors,
so they are used as basic features. In order to enrich the set of features for edge
detection, a measure of image quality is also used as a basic feature; it is the first
time to use this measure for edge detection. Based on these three basic features,
composite features will be constructed automatically by GP. Since invariant
features can be directly evaluated, this study is an initial investigation on the
construction of invariant features. Specifically, we would like to investigate the
following research objectives.

e Whether the features constructed by GP can improve the detection perfor-
mance, compared with each basic invariant feature alone.

o Whether the constructed features are better than the features constructed
by a simple Bayes model.

e What differences between the features constructed by GP and the basic
features exist, from an analysis of the characteristics of the detected images.

In the remainder of the paper, SectionPlbriefly describes some relevant background.
Section [ presents how GP can be used to construct invariant features for edge de-
tection. After presenting the experimental design in Section[d] Section[5describes
the results with discussion. Section[f]gives conclusions and future work directions.

2 Background

2.1 Edge Detection

Edge detection usually contains three stages: pre-processing, feature extraction
and post-processing [I7J19]. The pre-processing stage mainly focuses on noise
reduction and texture suppression while preserving edges and not blurring bound-
aries between different areas. The feature extraction stage is the main and neces-
sary stage in edge detection. The purpose of extracting features is to use them
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Fig. 1. General edge detection flow

to classify pixels as edge points or not. Post-processing mainly focuses on mark-
ing edge points, thinning edges and linking broken edges points. In general, the
post-processing techniques can usefully follow most feature extraction approaches.
Therefore, the estimation of edge responses is sensitive to the detection perfor-
mance. The evaluation of the features in edge detection is also important [I7] al-
though the performance evaluation usually focuses on final edge maps.

Feature extraction mainly works on local features for the sake of simplicity and
ease of implementation. Local features mainly come from gradient computation,
such as image gradient [3/II] or local histogram gradient [I6]. Based on the
difference from different directions, local features are categorised as invariant
features and variant features. Variant features are related to a direction, such as
the horizontal and vertical derivatives. Invariant features are not affected when
the image rotates, such as the outputs of the Laplacian edge detector. However,
the local features from gradient computation contain high responses on non-
edge points affected by noise or textures. Techniques for manipulating these
local features are useful to improve the detection performance. For instance,
surround suppression can reduce some texture responses on image gradients [11].
In [I1], the features based on gradients and differences of Gaussian filters are
used to construct a new feature that suppresses texture responses. Therefore,
construction of features from local features has shown promise in improving the
detection performance.

Figure [ shows a general edge detection process flow. For an image I, an
intermediate result I’ will be obtained after pre-processing. The feature extrac-
tion stage is divided into two phases, namely response computation and feature
manipulation. In the response phase, the computation can come from gradients,
and also statistics [15], and a set of features F' is obtained. Note that, some edge
detectors combine the pre-processing and response computation together, such
as the image gradients after filtering noise by a Gaussian filter in the Canny
detector [3]. In the feature manipulation phase, feature selection [4] and further
feature construction [I6/11] are included, and the output is a set of features F”.
After post-processing, a final edge map B is obtained.

2.2 Related Work to GP for Edge Detection

There has not been much previous work done using GP for edge detection. Harris
and Buxton [12] designed approximate response detectors in one-dimensional
signals by GP, but this is based on a theoretical analysis of the ideal edge detector
with raw pixels and the corresponding properties. Poli [20] suggested to use
four macros for searching a pixel’s neighbours in image process using GP, and
Ebner [5] used four shift functions and other functions to approximate the Canny
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detector. The Sobel detector was approximated by hardware design [13] with the
relationship between a pixel and its neighbourhood as terminals. Bolis et al [2]
simulated an artificial ant to search edges in image. Zhang and Rockett [24]
evolved a 13 x 13 window filter for comparison with the Canny edge detector.
A 4 x 4 window was employed to evolve digital transfer functions (combination
of bit operators or gates) for edge detection by GP [10]. Our previous work [8l[9]
used GP for edge detection based on ground truth and without using windows.
All these GP edge detectors are based on raw pixels and their output can be
considered as F' in Figure [Il

Also, some image operators have been used to extract features in GP. Wang
and Tan [23] used linear GP to find binary image edges, inspired by morpholog-
ical operators (erosion and dilation) as terminals [2I] for binary images. Variant
features constructed by image filters with different directions using GP and tex-
ture gradients are combined to train a logistic regression classifier for boundary
detection [I4]. However, only one solution (combined with texture gradients) in
their work was presented to compete with other edge and contour detectors.
Therefore, their work belongs to the response computation phase, and the de-
tection performance is also dependent on the texture gradients.

To sum up, the existing work has little research for constructing further fea-
tures based on existing features. Although only one solution in [I4] is found in
the response computation phase, it still makes automatic feature construction
in the feature manipulation phase appealing for edge detection.

3 Constructing Invariant Features Using GP

3.1 Terminal Set

Variant features are dependent on the direction to do extraction, and the number
of features are generally large. For further constructing features by GP, the basic
features in the terminal set of a GP system only contain invariant features, so
that the GP system can easily choose these features to construct a new invariant
feature. In this study, only three invariant features are used to construct new
features. The three features are image Gaussian filter gradients T,, (approxi-
mated by the horizontal and vertical derivatives [3]), a new invariant feature Ty
based on image quality (normalised standard deviations [22]), and histogram
gradients Tj4 [16]. Since the three features are totally different, it is possible
to construct new features for improving detection performance. Therefore, the
terminal set only contains T4, Tsq, Thg, and random constants rnd in the range
of [—100, 100]. Here, only image grayscales are used.

Image Gaussian Filter Gradients Ty,. The Canny edge detector [3] is a very
popular edge detector. The features extracted in the Canny edge detector can be
represented by the horizontal and vertical derivatives. The Canny detector puts
the pre-processing and feature extraction stages together, so the horizontal and
vertical derivatives for a Gaussian filter are described in formulae () and (@),
and the Gaussian filter gradient is defined in formula ([B]), where u and v are the
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position relative to a center pixel, and o is the parameter for Gaussian filter.
After doing convolution (®) between image I(z,y) with the Gaussian gradient
Vg(u,v), the image Gaussian filter gradients are obtained (see formula (@])).

gu(u,v) = —2:04 exp (_“ 21‘211 ) (1)
v u? + v?

wlun) ==, e (<07 ©)

Vo(u,v) = V/g2(u,v) + g2(u,v) 3)

ng(x,y) = v.g(uav) @I(l‘,y) (4)

Local Normalised Standard Deviations Tsg4. Normalised standard devia-
tions are useful for image quality [22], but the normalised standard deviation
is seldom used as a feature for edge detection in the literature. The local nor-
malised standard deviation is introduced in this paper, and it is extracted based
on a small window as a local invariant feature. The local normalised standard
deviation Tsq is defined in formula (&), where SD(x,y) and Mean(z,y) are the
standard deviation and mean of the pixel (z,y) intensities in a local area around,
respectively.

SD(z,y)

Mean(z,y) 5)

T‘;d(xv y) =

Image Local Histogram Gradients T}4. Local image histogram gradients
have shown good performance for detecting edges [16]. The image local histogram
gradients are extracted based on different directions. In this paper, the local
histogram gradients Ty, are combined with the two direction local histogram
gradients as one invariant feature. The local histogram gradient in the direction
0 is defined in Equation (@), where pixels around pixel (z,y) in a local area
are divided into two groups based on the boundary with direction 6, and lg;
and 7, are the occurrences for the pixels located in the bin ¢ from the two
groups, respectively. Since hg(z,y) > 0, the local histogram gradient T}, based
on all possible directions € is defined in Equation (7). Being different from T,
(constructed based on the horizontal and vertical directions), T4 is constructed
based on # = 45°,135°. The other reason for only using the two directions is that
our previous work [7] showed that the diagonal derivatives are better than the
horizontal and vertical derivatives for detecting edges. For the test image dataset
in the Berkeley Segmentation Dataset (BSD) [16], the performance based on T,
with 0 = 45°,135° is almost the same as T4 based on 6 = 0°,45°,90°,135°.

hoa,y) = 13 (o —70)” (6)

ZGZ—I_TQZ

Thg = ZhQ xvy (7)
0
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3.2 Primitive Functions

The function set contains the four algebraic functions {+, —, x,+} and three
logical operators {IF, <, >}. Here, =+ is protected division, producing a result of
1 for a 0 divisor. I F' contains three arguments, the first one is a boolean. I F' will
return the second argument with a real number when the first is true, otherwise
will return the third argument with a real number. It is possible that a feature is
better than another feature for some edge responses, but worse than the latter
for other responses. Based on the logical operators, two features are combined
together, and GP will automatically choose partial responses from one feature.
That is why the logical operators are used.

3.3 Fitness Function

We treat the edge detection task as a balanced binary classification task (with
the edge pixels as the main class) in the evolutionary training process. For the
output (o) of a program, we do not use a threshold for marking edge points,
but instead the output is directly evaluated by a simple Bayes model. Since the
prior probabilities for the distribution of edge points and non-edge points are the
same, the Bayes model is simplified, and formula (§]) presents the weight value
p; for each class (j = 0 for non-edge points, and j = 1 for edge points) based
on the output o, the estimated mean(s) fi; and estimated standard deviation(s)
6j. When p; is larger than pg, the output is considered as an edge point (in a
soft edge map), otherwise, a non-edge point. The fitness function is based on the
output T p without post-processing, following the suggestion from [I7].

1 (0 — fi)?
. _ 8
bi= s jeXp ( 262 (8)
P if p1 > po
T — Po+p1 9
“r {0 otherwise ©)

The aim of new features constructed by GP is that they should detect the number
of true edge points as much as possible, so recall r (the number of pixels on the
edges correctly detected as a proportion of the total number of pixels on the
edges) is a very important indicator. When p; is larger than pg, the discriminated
pixel is considered as an edge point (Tgp > 0). When p; is not larger than pg,
the output Tgp is considered as very unlikely to be an edge point (Tgp = 0).
However, it is possible that non-edge points are incorrectly detected as edge
points, therefore, specificity s (the number of pixels not on the edges correctly
detected as a proportion of the total number of pixels not on the edges) is also
considered in the fitness function. Therefore, we adopt the fitness function F'it
as defined in formula ([0)) in the training phase.

2
Fit= """ (10)
r+s
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Fig. 2. Training images from BSD dataset and their ground truth

4 Experimental Design

The BSD consists of natural images (of size 481 x 321 pixels) with ground truth
provided. All images are independent and are taken throughout the world. The
training dataset contains 200 images and test dataset has 100 images. For fair-
ness of judgement of edges, the ground truth are combined from five to ten
persons as graylevel images. Fig. 2l shows three training images and their ground
truth. For simplicity, we sample image pixels with the same number of edge
points and non-edge points as our training data. Approximately 250 edge points
and 250 non-edge points are randomly sampled from each training image. There-
fore, the training data is a balanced binary classification dataset, including ap-
proximately 100,000 cases and the three invariant features. The window sizes
for Tyq, Tsq and Thy are 7 x 7, 3 x 3 and 13 x 13, respectively.

The parameter values for GP are: population size 200; maximum generations
200; maximum depth (of a program) 7; and probabilities for mutation 0.15,
crossover 0.80 and elitism 0.05. These values are chosen based on common set-
tings and initial experiments. There are 30 independent runs.

The evaluation is directly based on one feature, without post-processing. To
measure the performance of these features constructed by GP, the F-measure is
used in the testing phase [I6/4]. The F-measure (used in [I6J4] as F' = ff;) is the
combination of recall r and precision p (the number of pixels on the edges cor-
rectly detected as a proportion of the total number of pixels detected as edges).
In the F-measure evaluation system, pixels are discriminated as edge points
based on the value of their features larger than a threshold, and the predicted
edges are simply thinned by the thinning operator [I6]. After obtaining thinned
prediction, an optimal matching operator will be used to match the prediction
and the ground truth. Based on different threshold level indices £k = 0,1, ...,51, a
maximum Fp,qp (Finaz = max{Fy}) will be considered as the measurement for
the feature, where Fj, is the F' value when the threshold level index k is used.

For fair comparison, the F),., values of the three basic features (Tyq, Tiq,
Thg4) also are given without post-processing, so their values are different from
the final performance evaluation in [16]. In the feature performance evaluation,
the Sobel edge detector is the same result as the final detection result evaluated
in [I6], because the Sobel edge detector does not contain special post-processing
techniques.
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Table 1. Comparison of Fi,., values among constructed features by GP, Image Gaus-
sian Gradients Tgy, Normalised Standard Deviations T,q, Histogram Gradients Thg,
Sobel Edge Detector and a Bayes Model for the BSD Test Images

Fmaz
GP 0.5728 +0.0292
Tyq 0.5153
T 0.4968
The 0.5434

Sobel 0.4832
Bayes 0.5302

00
oo
b00

o
0000000000
o

Fig. 3. Fias values for the 30 features constructed by GP

5 Results and Discussion

5.1 Overall Results

Table [1 presents the mean and standard deviation of F,,, values from the 30
features constructed by GP, and F,q. values from Ty, Tsq, Thg and the Sobel
edge detector. The training time for each constructed feature is around 3 hours,
but the test time can be ignored because the time to extract histogram gradients
is far longer than executing a program. Also, an estimated Bayes model based
on the sampling dataset is used to extract features (using formulae (§)) and (@))
for the test images when Tyy, Tsq, Thg are considered as independent variables.
The bold font means that the results from GP are significantly better than the
others using the one sample t-test with significance level 0.05. From the test
results, it shows that the features constructed by GP significantly improve the
detection performance. However, the combination of the three features by the
Bayes model does not improve the detection performance. Therefore, we can see
that GP is effective for automatic construction of invariant features.

5.2 Comparison among GP, Ty, Tsq and Thy

Figure Bl shows the F,,, values of the 30 features constructed by GP. The
maximum Fj, ., is 0.6009, and the lowest F},q, is 0.5037. From Figure Bl the
worst feature in the 30 features is an outlier, and it is worse than T,, and Tj, (see
Table [M). The number of the 30 features with higher F,,, than Thy is 24, and
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Fig. 4. Details for r and p of Tyg, Tsq, Thg and the best feature constructed by GP

two thirds of these features are higher than 0.58. Therefore, most of the features
constructed by GP are better than the basic features although the training data
is not large.

Figure @ shows the details for » and p with different threshold levels. Here,
“@” is the position for the Fj,q,. Compared with the three basic features Ty,
Tsq and Ty, the curve for the best feature constructed by GP (Tzp) is obviously
better than the three basic curves from T4, Tsq and T},4. Therefore, the r vs p

curves also show that GP can construct good features.

5.3 Detected Images

Figure[lshows four detected images from the BSD test image dataset by Tyg, Tsq,
Thg, the best constructed feature Tz p, the Sobel edge detector, and the feature
constructed by the simple Bayes model (see formulae (8) and (@), where “GT”
is ground truth. The detected images from T4, T4, Thg might be hard to read
in print version because of low contrast edge responses. The reason for selecting
the four images is that they have edges which are difficult to detect: the graylevels
of the top of sail in the first image are similar to the background (dark sky); the
texture of the body in the second image is similar to the background (grass covered
ground); the middle of the background in the third image has plants with slightly
irregular texture in different spaces and their reflection in the water; and the last
image includes clouds in different spaces, the graylevels of the left middle of the
animal body are almost the same as the clouds, and irregular stone textures.
There are interesting observations from the three basic features. From the
detected images, T4 is very good at finding obvious edges without textures, but
has only a weak response in low contrast areas, such as the top of the sail in the
first image. Tsq improves the responses on the edges in low contrast areas (see the
detected edges from the sail in the first image), but gives stronger responses on
the irregular textures, such as the stone area in the fourth image, compared with
Tyg. Compared with Ty, and Tsq, Thg suppresses the responses in the texture
areas, however it gives too stronger responses on the discontinuities, such as the
responses on the edges for the clouds in different spaces, even the water wave.
The detected images by GP in Figure Bl reveal that the feature constructed by
GP weakens the response problems (in Tyg, Tsq and T4 for some non-edge areas)
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Fig. 5. Detected images based on the different features

and gives clear responses on edges. From the four detected images, it seems that
the constructed feature suppresses most of the textures in the four images. From
the first image and fourth image, the constructed feature has a good ability
to detect edges in low contrast areas, such as the edges of the sail, and the
response magnitudes for the boundaries of the clouds (weaker than the response
for the contour of the animal). From the third image, the constructed feature
avoids the strong response on the water wave. Therefore, the constructed feature
combines the advantages from image Gaussian gradients T, local normalised
standard deviations T,q and image local histogram gradients 73,4, and weakens
the inappropriate responses existing in the three basic features.

The detected results by the simple Bayes model still have the problem of high
responses on low contrast areas, such as the water waves in both sides of the
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third image and the boundaries of the clouds in the fourth image. The feature
constructed by the Bayes model is still not good for texture suppression, such as
the water surface in the first image and the grass in the second image. Therefore,
these examples confirm the effectiveness of the GP method.

6 Conclusions

The goal of this paper was to investigate using GP to construct invariant fea-
tures for edge detection to improve the detection performance. Based on the
experimental results of the features constructed by GP with three basic fea-
tures, namely image Gaussian gradients, local normalised standard deviations
and image local histogram gradients, the goal was successfully achieved. The
constructed features combine the advantages from the three basic features, and
reduces their disadvantages. Also, the comparison between GP and a simple
Bayes model shows that GP has ability to find a way of efficiently combining
different features together.

For future work, we will test this technique on various features and anal-
yse constructed features in order to find useful rules (functions) for combining
features to improve detection performance. In addition, other machine learning
algorithms will be used to compare with GP. Post-processing techniques will be
employed to obtain the final solutions, and the final edge maps will be compared
to state of the art edge and contour detectors.
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Abstract. In order to allow more flexible and general learning, it is an
advantage for artificial systems to be able to discover re-usable features
that capture structure in the environment, known as Deep Learning.
Techniques have been shown based on convolutional neural networks
and stacked Restricted Boltzmann Machines, which are related to some
degree with neural processes. An alternative approach using abstract
representations, the ARCS Learning Classifier System, has been shown
to build feature hierarchies based on reinforcement, providing a different
perspective, however with limited classification performance compared
to Artificial Neural Network systems. An Abstract Deep Network is pre-
sented that is based on ARCS for building the feature network, and
introduces gradient descent to allow improved results on an image clas-
sification task. A number of implementations are examined, comparing
the use of back-propagation at various depths of the system. The ADN
system is able to produce classification error of 1.18% on the MNIST
dataset, comparable with the most established general learning systems
on this task. The system shows strong reliability in constructing features,
and the abstract representation provides a good platform for studying
further effects such as as top-down influences.

1 Introduction

Deep Learning has recently become a significant area of study in machine learn-
ing, particularly related to computer vision [1]. The main object of this approach
is the discovery of intermediate features that capture structure in the environ-
ment being observed. These features can be re-used and incorporated into other
features, and allow learning based on a deeper network structure than was possi-
ble with previous neural network approaches. Deep networks do not always pro-
vide better performance than shallow classification techniques, but their ability
to combine and re-use elements in a compositional hierarchy makes them well
suited to certain kinds of tasks, such as object and digit recognition, and gives
them a lot in common with various models of cognitive processing [2-4]. They
may also offer new insights into the functioning of certain learning mechanisms
within the cerebral cortex (although the relationship with cortical structures has
been called into question, and alternative models have been suggested [3]).
One of the established approaches is the use of stacked Restricted Boltzmann
Machines (RBM) [6], which are trained in an unsupervised manner before the

M. Thielscher and D. Zhang (Eds.): AI 2012, LNCS 7691, pp. 156-{[69] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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task-specific training is applied. This allows the system to capture features of
the observed environment, and is an important design philosophy as it forces the
system to capture structure, rather than just finding the minimal set of features
relevant for classification.

One limitation of traditional Artificial Neural Networks (ANN), particularly
those with increasing depth, is they can become stuck in local minima, where
training ceases to improve performance even though better solutions are avail-
able [7]. Neural networks can give very precise solutions, however this depends
on the network being initialised in a suitable area of the search space. RBM tech-
niques address this problem, using unsupervised learning to initialise the net-
work according to significant features of the environment, followed by a method
to fine-tune performance according to the task, which can be done using back-
propagation [6]. This allows initialisation of a deep network that is not likely to
give adequate behaviour from random initialisation of weights. However, RBM
networks have shown limitations in terms of reliability [8, 9], and a number of
attempts have been made to improve discovery of features.

Evolutionary Computation provides an alternative approach to machine learn-
ing, usually based on genetic algorithms and reinforcement techniques. Evolu-
tionary systems tend to be very reliable at finding a good solution, however the
use of random variation, rather than gradient descent used in ANNS, often does
not provide the same precision found with neural networks or kernel methods.

Learning Classifier Systems (LCS) are an evolutionary technique that com-
bine evolutionary processes with reinforcement learning, to maintain a popula-
tion of classifiers that collectively model the observed system |10]. The Genetic
Algorithm used by many LCS approaches follows an evolutionary analogy, how-
ever the process of capturing a population of rules based on reinforcement can
be viewed as an analogy of cognitive learning processes, with a greater degree
of generalisation than Reinforcement Learning. The Activation-Reinforcement
Classifier System (ARCS) [11] is a recent LCS approach that bases the design
on abstract cognitive features, such as reinforcement of memory traces through
use, as seen in cognitive models such as ACT-R [12]. This process is used as
a basis for maintaining the rule and feature population. An implementation of
this system [13] provides a method for building a feature hierarchy of re-used el-
ements, rather than using a population of discrete rules with redundant building
blocks typical of Genetic Algorithm systems. In this feature hierarchy elements
are constructed from combinations of other features, producing a deep network
related to that found in Deep Learning neural networks.

ARCS has shown reliability in constructing a feature hierarchy on the MNIST
visual classification task [13], however the performance level reached is far outside
that found by neural networks (10% vs 1% error). Another LCS technique based
on Haar-like features has shown better performance, reaching 4% error with the
aid of confusion matrices |14], however this is based on pre-defined features and
does not build a deep feature hierarchy, and again is well outside the performance
level seen by the best neural network and kernel systems.
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The principles used for building a feature hierarchy in ARCS are very dif-
ferent to that used in RBM and convolutional neural network systems. ARCS
uses an abstract representation, borrowing principles from behavioural psychol-
ogy which deals with abstract cognitive phenomena. In contrast neural networks
relate to localized phenomena such as the interconnection and behaviour of neu-
rons, identified from studies in neuroscience |15]. Providing a different angle on
a common problem can be useful for giving a broader perspective. The broader
aim of studying the development of a feature hierarchy based on abstract repre-
sentations, is to use the model to incorporate other important effects in visual
perception, such as the role of context in the activation process and related top-
down influences. As an example the model by Bar [16, [17] describes a process
where the general context of the scene is interpreted first, largely from low spatial
frequency information, and this provides a top-down influence on the activation
of lower level features that capture details. The use of a more abstract model,
which employs a hierarchical part-based representation built in a self-organising
manner, gives a good platform for introducing and studying these kinds of effects.

Hinton’s model [18] uses unsupervised learning to build the feature network,
followed by a fine tuning process to improve classification. ARCS uses a different
approach and builds a feature network based on random creation from observa-
tions, modified according to reinforcement and selection. This may also benefit
from a related fine tuning approach to improve performance. With certain mod-
ifications it is possible to introduce back-propagation into the feature network
constructed by ARCS, allowing an alternative and reliable manner for construct-
ing features, along with a gradient descent technique to improve performance.

2 Connecting the Reinforcement-Based Feature Network
with Gradient Descent

The features used in ARCS are abstract and do not have a direct relationship
with individual neurons, but rather represent features that may be captured by
a group of neurons or connection weights. The feature network used in ARCS
consists of a population of low level atomic features, which can be directly com-
pared with observations, and a network of composite features, that represent
common combinations of smaller features. This produces a network of features
of increasing field size, each constructed from lower level elements, producing a
network related to that in models of the human visual system [3].

Atomic features are represented using a sum of weighted values, created to
respond to a section of an observation. Composite features are constructed from
approximately 2-8 other features, which may include other composites, and vec-
tors representing the relative positions of the features. When an observation is
made, each atomic fragment is tested at each position, producing a map of match
values, and each composite is tested according to the match values of each child
at their respective positions, producing a match map. Activation values are sim-
plified as binary values according to a threshold, and a composite is activated
at a given position if each child is also active.
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Fig.1. (L) Connections between atomic and composite fragments, and maps repre-
senting match positions of each relative to the observation. (R) Histogram of depth of
network produced with the ADN system (Top-BP).

A representation of the connections between fragments and respective match
maps used by ARCS is given in Fig. I(L).

Learning Classifier Systems act by identifying the set of classifiers, or rules,
that match the current observation, and each classifier defines an action or clas-
sification, along with a value representing the accuracy or expected reward when
the classifier matches. In the ARCS system composite features are connected to
classifications, using a weight reflecting the probability P(class|feature). Note
that this description is a simplification of that used in [13]. For each observa-
tion a set of active composite fragments is determined, which acts in a similar
manner to the set of active rules used in standard LCS systems. From this set
the classification is chosen according to the set of Q values captured in the
P(class| feature) weights. In exploration/exploitation paradigms this is chosen
probabilistically using the Boltzmann distribution Zejq;qg. , however in a classifi-

cation task the maximum value can be used. According to the result the Q value
is updated for each class for each active composite feature.

Each fragment also maintains an accessibility value, reflecting scalar rein-
forcement through use, which is used to maintain the feature population. At
each time step a value of 1 is distributed amongst the fragments connected to
the composite with the highest association with the correct class. This value is
derived from models of reinforcement of memory traces such as ACT-R, using
a decay function f; = a(f;—1 + r), and provides a ranking amongst features
in the population according to the frequency that the feature is significant for
classification. This has been modified to use an average function so there is less
variation over time for each, while providing ranking amongst the population:

fir = fie1 +alr — fi—1).

! The previous implementation uses a separate population of rule features to connect
composites to classifications, which has the advantage of allowing further sparseness
as not all connections between composites and classes are represented, but requires
maintenance of another population. This has been removed to reduce complexity,
and shows the same performance.
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Performance of the feature-based ARCS system reaches approximately 10%
error on MNIST [13]. This shows an ability to construct a feature hierarchy using
reinforcement methods, and runs with stability and reliability, however classifi-
cation performance is limited compared to neural network or kernel methods.

2.1 Combining the Feature Network with Neural Network
Techniques

While ARCS is able to find a rough solution reliably, back-propagation has
many advantages in finding a more precise solution, and can be introduced with
appropriate modifications.

ARCS chooses a classification according to the feature with the highest asso-
ciation probability with a class. The classification decision is based on individual
features rather than combinations, although combinations can be constructed as
new features. One limitation of this approach is that features represent combined
positive activation of child elements, and negative weights are not used. Intro-
ducing negative weights does not fit the design of the creation process well, as
currently new features are constructed from the set of features currently active,
emphasising relevance between the features, whereas negative weights would be
randomly sampled from the set of all features currently inactive. Introducing
this did not improve performance.

The classification step can be modified such that the relationship between
composite features and classes acts as a Multi-layered Perceptron (MLP) [15],
based on a weighted sum and activation function, modified through back-
propagation, along with bias values. These weights replace the P(class|feature)
values in the previous design. Given a set of activation values of composite frag-
ments, activation of each class can be determined, and modified according to
back-propagation. This only acts on the connections between composites and
classes at this stage, not on connections between composites. As the compos-
ite network is dynamic, and connections exist between many composites and
classification nodes, the network does not have a clear layered structure, but
rather contains random or fully connected links between composite fragments at
different depths and the classification nodes. This is shown in Fig. [l The back-
propagation method is given in the following equations [15], using a learning rate
of 0.01 and no momentum:

Ok = Ok (1 — O)(Ok — t) (1)
Awjry = —10x0; (2)
Aby, = —ny, (3)
;= 0;(1=0;) > drwjp (4)

ke K

where O, is the activation value, t, the classification target, w, ) the weight,
0. the bias and k € K the set of parents of j.
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It would be more consistent with the Deep Belief Network model [18] to
perform the feature discovery process first and run fine tuning such as back-
propagation afterwards, however in ARCS the links between features and clas-
sifications use a method based on argmax, rather than summation and sigmoid
activation function common in back-propagation systems. As such it is more
suitable to change to a system based on summed activation, during the feature
discovery process as well as during fine tuning. This requires a modification to
the reinforcement method used to maintain the feature population. The impor-
tant principle followed is allocation of a fixed resource at each time step, which is
allocated to features significant to the decision made. This process has shown to
be effective in balancing general and specialised rules [11], and ensuring coverage
of observations. Instead of reinforcing the feature with highest Q value, the rein-
forcement is distributed amongst those (top-level) features that are significant in
activation of the correct class, as given in Equation[6 As such the reinforcement
of the feature population is integrated with the back-propagation process and
both are active at the same time, rather than as two separate phases.

;= e2keK W(ik) Tk (5)
fj = fj + O[(RZ::I r; - f]) (6)

where xy, is 1 for the correct class and -1 for incorrect, R is the reinforcement to
be distributed (value 1), and f; is the accessibility reinforcement for the feature.
To distinguish this design from the Learning Classifier System approach, this
system is referred to as an Abstract Deep Network. In summary the first im-
plementation of this system, referred to as Top-BP, uses random creation of
atomic and composite fragments, and atom fragments use a weighted product-
sum method with sigmoid activation, and a threshold to give a binary activation
value, for each position. Composites are active at each position if all child ele-
ments are active at their respective positions. The classification layer is a fully
interlayer connected network between each composite and each classification
node, and back-propagation acts only on the classification layer connections.

2.2 Training and Evaluation on MNIST

The MNIST dataset of handwritten digits [19] is a standard test used by many
image classification techniques. The best performing systems are kernel methods
and convolutional neural networks using a range of pre-processing and specific
transformation techniques |19, 120], and the RBM based Deep Belief Network [1§]
is one of the best generalised learning systems. A convolutional RBM method [21]
provides another approach that captures some of the advantages of both, using
unsupervised learning in a convolutional max-pooling based architecture.
Selective training regimes are sometimes used on MNIST, such as training
individual classes before introducing wider selections of the training set [18].
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Table 1. Summary of results for ARCS and ADN systems, and comparison with
existing systems

System Features Fine tuning Error
ARCS Convolved 10.0%
ADN Convolved Top BP 1.57%
ARCS Full size 12.5%
ADN Full size Network BP 2.72%
ADN Convolved Network BP 1.39%
ADN Convolved Atom BP 1.47%
ADN Convolved Top BP, Freeze  1.23%
ADN Convolved Atom BP, Freeze 1.18% *
ADN Convolved, 100 Atom BP, Freeze 1.78%
Ebadi 12 Haar features XCS 4.0%
Hinton 06 Full size RBM 1.25%
Ranzato 07 Convolved NN 0.64%
Lee 09 Convolved RBM 0.82%

To train ARCS and the ADN system a simpler process is used, for each training
step a random image is chosen from the MNIST training set (60,000 images).
After every 100,000 training steps an evaluation is performed using each of the
10,000 test images, with no adjustments to weights or the population.

Performance of ARCS and the Top-BP implementation of the Abstract Deep
Network are shown in Table [Il The use of back-propagation gives greatly im-
proved performance, reaching a level of 1.57% (vs 10%). Analysis of the network
topology shows the number of nodes at each depth, approximately half of the
5000 composite nodes are at depth 4 or below, while the network has a maximum
depth of 10. The higher depth does not seem necessary for this problem, however
analysing the connectivity of the network shows most nodes (4571) have only 2
child elements, and as such the network is very sparse, in a sense representing
a clustering representation. The distribution of nodes with 2 children is higher
than the creation distribution, indicating a self-organising preference for nodes
with limited connectivity.

3 Gradient Descent of the Feature Network

A further advantage may be found by allowing fine tuning to influence the
weights of the composite feature network, as well as the classification stage.
This however requires a continuous activation function for composite features
rather than the existing binary approach. A softer activation function may also
handle partial activations in noisy or occluded images in a more reliable way.
A continuous approximation of the AND function used by composites can
be found by using a weighted summation method with a sigmoid activation
function, and setting the bias such that the feature is ‘active’ only when each
child is also activated. Composite features are created from observations by
selecting a number of currently active features. New composites can be created
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using the continuous activation function by setting the bias of the new composite
as § = — ). a;+€, where a; is the current activation of each feature at the chosen
position, € is a margin of tolerance, and it is assumed weights w; ; are initially
set to 1.

Using this method the network produced is similar to that of MLPs [15], and
the delta values from the classification layer may be passed down through the
network. There are however a number of considerations, a) the network is not
arranged in fixed layers, which complicates the process of passing delta values
through the network, b) the external (classification) layer is connected to nodes
at different depths, and c¢) each feature does not have a single activation value,
but rather maintains a map of activation values at various positions.

3.1 Full-Size Features

The evolutionary ARCS system and the Abstract Deep Network described ear-
lier use atomic features with a small receptive field, that are convolved on the
observation. In contrast Hinton’s RBM method [18] uses features that match
the full-size of the image, removing translation invariance but allowing position
specific information in the features. Full-size features, which respond to a single
position, require less complexity to implement as each feature has a single acti-
vation value rather than a map, simplifying the activation process as well as the
back-propagation procedure.

An implementation is described that is based on the ARCS system, but uses
full-size features, to allow the use of gradient descent with minimum complexity.
This is done by generating atomic features that have the same dimensions as the
input image, however are defined only in a small region, using the same method
used to define the smaller size features. Potential advantages of full-size features
are position specificity and reduced processing, however disadvantages are lack
of translational invariance, such that a given feature must be identified in each
position it is to be used.

The gradient descent algorithm is slightly different to the standard approach
used in MLPs, as the network is not defined in fixed layers, and connections
between active fragments and the classification layer occur at multiple depths.

The error signal produced from the classification nodes provides a delta value
for each top-level feature, as described in Equation [Il and using these values
gradient descent can be applied to lower features with a variation of the standard
approach. Firstly, from the set of active top-level fragments and all associated
child elements, an ordering is constructed such that each child fragment occurs
after its parent. Examining each fragment (k) in turn , for each child (j) the
respective delta value is adjusted according to Equation[d below, and the weight
of the connection with the parent and bias are modified according to the previous
Equations 2 and Bl updating the weights and biases in the feature network.

A5j = Oj(l — Oj)5kw(j7k) (7)
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3.2 Behaviour with Continuous Feature Activation and Gradient
Descent

Behaviour was tested for a number of methods, using full-size features with
ARCS, using the continuous-valued feature activation method with full-size fea-
tures, and using back-propagation, referred to as Network-BP (full-size). Results
are given in Table[Il Full-size features show a slightly worse result than convolved
features with ARCS of 12.5%, while full-size features using the continuous-
valued activation method alone is significantly poorer at 17% error. When back-
propagation is used along with continuous-value activation, passing gradient
descent adjustments through the weights of the feature network, performance
is improved to 2.72%, significantly better than the full-size feature approaches
without gradient descent, however with higher error than the convolved system
with back-propagation of the top layer.

The continuous activation function operates slightly differently to the AND
function previously used by ARCS, and on its own does not support the ac-
tivation process as effectively, however allows effective learning with gradient
descent. Full-size features are not shown to perform as well as convolved fea-
tures in this domain, however are useful for comparison as they have reduced
design complexity and require less processing time.

3.3 Gradient Descent with Convolved Features

Full-size features reduce complexity and processing, however there are concep-
tual and practical advantages with the convolved method, as individual features
can be matched in multiple positions, providing translational invariance. Convo-
lutional methods are also able to scale to larger and more realistic image sizes,
and have been shown to be a successful approach [21].

In the convolved system, each feature has a range of activation values ac-
cording to match positions, however classification nodes are activated from a
single value for each connected feature. As such the classification step acts as a
bag-of-words model according to the top-most features, while the composition
network acts as a part-based model |22]. Back-propagation from classification
provides a well defined delta value for each top-level feature, however handling
back-propagation through the network must handle a distribution of values for
each feature for various match positions.

The activation value of each top-level composite is given by the max value
over its match positions, and refers to a single location. Back-propagation can
be performed according to the value at this position, and applied to the match
position of each child that contributes to this value.

Passing delta values through the network without clearly defined layers, when
updates are applied sparsely, would require a complex procedure to combine
delta updates according to different match positions of each feature, while at
the same time identifying dependencies between nodes to ensure all parents of
a given node are updated before its children. For simplification update values
can be applied in a distributed manner, at the cost of multiple passes through
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the network. A distributed approach allows delta updates to refer to different
positions of a given node in different passes, as required when receiving back-
propagation signals from a number of parent features, which may each relate to
different match positions.

The distributed update procedure acts using the delta value of each active top-
level fragment, given in Equation[dl The activation value for the fragment is given
by its match position with the highest value. For each fragment a distributed
top-down pass is run on each child, setting the delta to be used for each child,
and subsequently updating the weight to the child, according to Equation® The
operation recurses to each child, using the activation value at the appropriate
position for the child relative to the chosen position in the top level fragment.
The weights between composite fragments and between atomic fragments and
composites are updated in this manner using a depth-first process.

5j = Oj(l — Oj)w(jvk)ék (8)

note that the J; value update is not added, but is set once and proceeds in
a depth-first pass, with the weight and bias values updated in each pass. In
contrast the full-size feature method is breadth-first.

Implementing convolved features with back-propagation (Network-BP) gives
improvement over the system based on full-size features, and is comparable to
the Top-BP system based on gradient descent of only the top layer, reaching
an error rate of 1.39%. Advantages over the Top-BP method are minor in this
domain, however it also allows greater flexibility of learning the structure of the
feature network.

3.4 Adjustment of Atomic Fragments

Atomic features are created from an observation and remain fixed. Passing the
BP updates to the atomic fragments allows them to be modified to better suit
the observations matched by the feature, and greater sensitivity. The BP pro-
cess described previously passes a delta value to each atomic fragment, which
can be used to alter the feature. The top-down operation also passes position
information about where the feature matches the observation. Adjustment to
the feature is performed according to: AF(, ) = —nd;l(, ), where F{, ) is the
weight value of the feature at a given position, and I(,s ) is the respective ob-
served value. Behaviour (Atom-BP shown in Table[I]) shows similar performance
on MNIST as with the Network-BP and Top-BP methods of 1.47%, and offers
further flexibility with adjusting the feature network to fit observations.

3.5 Fine Tuning

Each of the described approaches act in an online manner, continuously updating
the feature population and the weights between features with each new training
example. More detailed fine tuning can be performed by freezing the feature
population, and allowing the back-propagation to continue independently. This



166 A. Knittel and A.D. Blair

was carried out by running the online system for 106 examples, before halting
population updates and continuing training of the network weights.

Operation using this approach shows less variation in the result, and gives an
improved classification level of 2.26% (vs 2.72%) for full-size features, of 1.23%
for convolved features (Top-BP), and 1.18% (vs 1.49%) for convolved features
(Atom-BP), taken as the average over four runs. This result shows classification
performance equivalent to that shown by the Deep Belief Network used in ﬂﬁ]

3.6 Reduced Feature Set

In the previously described runs, 1000 atomic fragments and 5000 composites
have been used. In order to test the influence of a reduced feature set, a popu-
lation of 100 atoms is used, as shown in Table [l The full-size system showed a
significantly increased error level of 13.53% (from 2.26%), while with convolved
features it is able to maintain a level of 1.78% (compared to 1.18% with 1000
atoms). For the convolved system, using a reduced population gives a good com-
promise, maintaining good performance while reducing processing time.
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Fig. 2. Example of atomic features produced in the Atom-BP Abstract Deep Network

4 Discussion and Conclusions

We have described the use of an Abstract Deep Network, that builds a feature
network using reinforcement related to Evolutionary Computing, along with a
fine tuning step similar to that used by MLPs. This has been applied to the
MNIST dataset without pre-processing, and only using spatial assumptions, us-
ing vectors to describe relationships between features. In general the system has
shown strong reliability, producing similar behaviour with each run and robust-
ness to parameter value changes.
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The feature network is self-organising rather than pre-defined. A hierarchical
feature network with a depth of 11 was able to be maintained and used for clas-
sification, the number of nodes at each depth is shown in Figure[I{R). The large
depth is due to the sparseness of the network, with approximately 2-6 child ele-
ments for each feature, dominated by 2-child connections, far fewer weights than
an equivalent fully connected network. Gradient descent updates were passed
through this network to perform fine tuning.

Classification performance is comparable with existing deep learning tech-
niques [18], giving an equivalent classification error rate of 1.18% compared to
1.25%. A careful training routine is not needed, training is performed simply by
selecting random examples from the training set, and is able to act in a contin-
uous online manner, without separate feature training and fine-tuning regimes,
although a slight improvement to results was produced after freezing the feature
population. Specialised approaches have shown lower error rates on MNIST, such
as using specific convolutional neural nets |19, [20], although the ADN system is
arguably a more general machine learning approach. Convolutional DBNs [21]
capture some advantages of both, allowing scalability, accuracy and unsupervised
learning, however our approach provides a different design angle, with likely ad-
vantages in terms of reliability, and the abstract nature allows more flexibility
to capture more complex processes seen in visual perception.

One of the important principles of Deep Learning methods is the use of unsu-
pervised learning [1, 2], as this allows the structure of the observed environment
to be captured without training examples. The ADN does not directly follow this
approach, as the feature population is modified according to reinforcement. The
unsupervised aspect of this system occurs in feature generation, as new atomic
features are constructed statistically related to the presence of a feature in ob-
servations, and composites are created from features activated from observation.
As features are reinforced through use the population becomes biased towards
useful features however, diverging from unsupervised learning.

The Abstract Deep Network system produces a sparse neural network based
on features found from observations. The abstract representation enables func-
tions such as convolution to be introduced, which allows translation invariance,
and activation of a feature in multiple positions. The design also allows further
processes to be introduced such as top-down influences resulting from context,
which may be more easily incorporated than in systems based on RBMs or con-
volutional neural nets. In human visual processing, a number of influences can
be seen in behavioural and neuroscience studies that play an important role in
visual perception, and capturing these effects is important for artificial object
recognition and understanding visual cognition. The use of an Abstract Deep
Network allows these effects to be explored in a self-organising manner, and
provides more freedom to study the big picture of processes involved in visual
perception, and their benefits for artificial systems.
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Abstract. Significant progress has been made in automatic facial expression
analysis using facial images and videos. The recognition reliability of most cur-
rent approaches is still poor in naturalistic expressions compared to acted ones.
Most of these methods use a static image of each expression that captures the
characteristic image at the apex. However, according to psychologists, analyz-
ing a sequence of images in a dynamic manner produces more accurate and
robust recognition of facial affect expressions. In this paper, a new dynamic
model is proposed for detecting naturalistic affect expressions. The Local Bi-
nary Pattern in Three Orthogonal Planes (LBP-TOP) is considered for modeling
appearance and motion of facial features. The International Affective Picture
System (IAPS) collection was used as stimulus for triggering naturalistic affec-
tive states. The dynamic approach produced an improvement of 16% for
valence classification and 22% for arousal classification over previous studies.

Keywords: Affective computing, dynamic texture, facial expression recognition.

1 Introduction

It is generally accepted that computing is part of the fabric of our everyday living. We
are being increasingly surrounded by cameras, recording our expressions during eve-
ryday interactions, whether on a mobile phone, a tablet or a PC. In order to offer the
most effective interactions between human and machine, these devices with cameras
will need the capacity to perceive and understand human expressions of emotion in
realistic scenarios. Facial expression is one of the most cogent, naturally preeminent
means for human beings to express emotions, comprehension, agreement or disa-
greement, and intentions, which regulate interactions with the environment and the
people in it [1]. Particularly for the recognition of affective states, humans rely heavi-
ly on analyzing facial expressions [2]. While humans routinely extract much of this
information automatically in real life situations, the systematic classification and ex-
traction of facial expression information in the laboratory settings has proven to be
very challenging. Facial Expression Recognition (FER) systems have been proposed
for addressing these challenges [3], [4].

Until not long ago, the most commonly used labels in affect detection were the six
basic emotions (fear, sadness, happiness, anger, disgust, and surprise), proposed by
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Ekman [5], who suggested that these emotions are universally displayed and recog-
nized from facial expressions. He also proposed the Facial Action Coding System
(FACS) [6] which is a widely used method for describing facial muscle actions and
corresponding expressions.

One of the inherent difficulties with the FACS coding scheme is that it requires a
highly trained human expert to manually score each frame of a video. The develop-
ment of a system that automatically detects the action units (AUs) is a challenging
task because the coding system was originally created for static pictures rather than
changing expressions over time. Although there has been remarkable progress in this
area, the reliability of current automatic AU detection systems do not match the
accuracy of humans [7]. This problem is more challenging in spontaneous expression
recognition [8].

Two main analytic approaches in FER research considered static images and con-
sequence of images. Most of the research on this area has been based on static images
[9] or individual frames of an image sequence [10] and some research efforts toward
using temporal models for facial expression recognition [11]. Psychological studies
have suggested that facial motion is fundamental clue to the recognition of facial ex-
pressions. In addition, Bassili [12] demonstrated that humans are better at recognizing
expressions from dynamic images compared to static ones. Few systems attempt to
recognize fine-grained changes in the facial expression using dynamic information
to analyze facial expression. In the simplest case, the change over consecutive frames
or the change with respect to a neutral frame is used to determine the underlying
expression [13].

On the other hand, most of the existing datasets focused on posed emotion rather
than spontaneous ones [3]. Posed expressions are typically exaggerated and their dy-
namics are generally much stronger than in spontaneous day-to-day facial expres-
sions, which make them a natural place to start training expression recognition
systems. While FER systems should ideally consider spontaneous natural emotion for
affect analysis, such approaches have rarely been explored [14].

In our previous study [15], we implemented a geometric-based system to detect va-
lence and arousal through head movement and changes in skin color. Reasonable
accuracy was achieved for user-independent analysis. In this study, we have used the
same dataset that is used in [15] to compare the performance of our new proposed
model. Here, we propose a dynamic texture-based model, which considers the
appearance and motion of facial displays simultaneously. The appearance and the
motion of facial objects like eyes, eyebrows and mouth during a certain period of time
can be valuable sources for detecting spontaneous affective states. These dynamic
facial features have been extracted using local binary patterns in three orthogonal
planes (XY, XT and YT). The XY plane provides information related to appearance
and the XT and YT planes contain the information related to the motion of facial ob-
jects. Another novelty of this work is automatic alignment of facial objects. In a
similar work [16], the position of eyes had been used for alignment which were set
manually. According to the nature of our dataset, which contains rigid head motions,
we have implemented an automatic facial object tracker for extracting the facial
features.



172 H. Monkaresi, M.S. Hussain, and R.A. Calvo

2 Related Research

Two main approaches have been followed in the area of facial expression analysis;
geometric-based and appearance-based approaches. Geometric features include
shapes and positions of face components, and the location of fixed facial points [9]
such as the corners of the eyes, eyebrows, etc. In most cases, the position of these
components and fixed points are detected in the first frame, and motion of these
objects are tracked throughout the sequence. A geometric approach that attempts to
automatically detect temporal segments of AUs was used by Pantic et al. [17], [18].

Appearance-based methods analyze the deformations of the face skin in both static
and dynamic space for recognizing facial expression. Dynamic texture-based method
can be seen as a generalization of appearance-based approaches. FER systems which
use appearance-based features have been proposed in [10]. Several researchers have
used Gabor wavelet coefficients as features [19]. Bartlett et al. [10] have tried differ-
ent methods, such as explicit feature measurement, Independent Component Analysis
(ICA), and Gabor wavelets. Finally they reported that Gabor wavelets provide the
best results [20]. Other techniques explored in this field include optical flow [21] and
Active Appearance Models [22].

Both geometric-based and appearance-based approaches have advantages and dis-
advantages. Geometric-based methods mostly rely on the motion of a number of
points, and ignore much of the information related to skin texture changes. In con-
trast, appearance-based methods may be more susceptible to changes in illumination,
rigid head motions and differences between individuals [3]. Tian et al. [23]used a
combination of geometric-based and appearance-based features (Gabor wavelets) for
recognizing facial AUs. They claimed that the former features outperform the latter
ones, yet using both yields the best result.

2.1 Dynamic Texture Approach

Dynamic Texture (DT) recognition is an emerging new method of appearance-based
activity recognition. Dynamic or temporal textures refer to textures with motion. A
DT can be defined as a "spatially repetitive, time-varying visual pattern that forms an
image sequence with certain temporal stationarity" [24]. Typical examples of DTs are
smoke, fire, sea waves, and talking faces. Many existing approaches for recognition
of DTs are based on optical flow [25]. A different approach can be seen in [26],
where the system identification techniques are used to learn generative models.

Facial expression recognition can also be defined as one of the most suitable appli-
cation for the DT recognition techniques. Zhao and Pietikdinen [16] used Volume
Local Binary Patterns (VLBPs) for facial expression recognition. VLBPs are a tem-
poral extension of local binary patterns often used in 2-dimentional texture analysis
for recognizing facial expressions. In the study [16], the face was divided into over-
lapping blocks and the extracted features in each block were concatenated into a sin-
gle feature vector for classification (with SVM). The approach showed promising
results, although only the six prototypic emotions were recognized and no temporal
segmentation was performed. They normalized the face using the eye position in the
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first frame, but they ignore any rigid head movement that may occur during the se-
quence. In addition, they used fixed overlapping blocks distributed evenly over the
face instead of focusing on specific regions of the face such as mouth, eyes and eye-
brows, which include valuable information about facial expressions. The second at-
tempt at using DT in facial expression analysis was performed by Koelstra et al. [27].
They estimated non-rigid motion between consecutive frames by applying either non-
rigid registration using Free-form Deformations (FFDs) or Motion History Images
(MHIs). For each AU, a quad-tree decomposition was defined to identify face regions
related to the AU. In these regions, orientation histogram feature descriptors were
extracted. Finally, a combined Gentle-Boost classifier and a Hidden Markov Model
(HMM) were used to classify the sequence in terms of AUs and their temporal seg-
ments. However, increasing evidence suggests that deliberate behavior differs in visu-
al appearance, audio profile, and timing from spontaneously occurring behavior.

3 Methodology

3.1 LBP-TOP

The LBP proposed by Ojala et al. [28] is one of the powerful methods for texture
description. The LBP operator labels the neighborhood region of each pixel of an
image by thresholding the pixels with the central value. Considering P neighborhood-
pixels, 2" different micro-patterns could be addressed. By calculating LBP for all
pixels in an image and calculating the distribution of each pattern, a specific histo-
gram could be extracted for each image. This LBP histogram is a powerful indicator
of the image, which has been proved to be successful in different pattern recognition
applications. By defining different radius (R) and number of neighboring points (P),
several types of LBP could be extracted. The best values for R and P depends on the
application and general characteristics of image sets. An example of circular 8
neighboring pixels with R=1 is presented in Figure 1.

The LBP operator was originally designed for static images. Recently, Zhao and
Pietikdinen [16] proposed an extended version of LBP to describe dynamic textures.
Usually, a video sequence is thought of as a stack of XY planes in axis T, but it is
easy to ignore that a video sequence can also be seen as a stack of XT planes in axis Y
and YT planes in axis X, respectively. They divided each video sequence into three
orthogonal sets of 2-dimentional planes. The LBP could be computed for each set of
planes separately. The Local Binary Pattern in Three Orthogonal Planes (LBP-TOP)
[16] descriptor for each video clip is calculated by concatenating three LBP histo-
grams. Figure 2, shows the LBP-TOP procedure. In such a representation, DT is en-
coded by the XY-LBP, XT-LBP, and YT-LBP, whereas the appearance and motion in
three directions of DT are considered, incorporating spatial domain information (XY-
LBP) and two spatial temporal co-occurrence statistics (XT-LBP and YT-LBP).

With this approach, the number of bins is only 3x2°, which makes the extension to
many neighboring points easier and also reduces the computational complexity com-
pare with volume-based LBP (VLBP) method [16].
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Fig. 1. An example of LBP operator (P=8, R=1)
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T

Fig. 2. LBP-TOP procedure: Extracting LBP features from each set of planes and concatenating
to a single histogram [16]

Like the LBP representation, the radius in axes X, Y, and T and the number of
neighboring points in the XY, XT, and YT planes can also be different, which can be
marked as Ry, Ry , and Ry, Pxy , Pxt, and Pyr. The corresponding feature is denoted
as LBP-TOPpyy .pxT ;pyT :RX:RY :RT-

3.2 Feature Extraction

An LBP description computed over the whole facial expression sequence encodes
only the occurrences of the micro-patterns without any indication about their loca-
tions. One solution for this effect is dividing an image to several blocks. The LBP
histograms for each block are calculated and concatenated to a single histogram. If the
image divides into N blocks, the number of bins in final histogram would be Nx3x2".
In our proposed model, three fixed blocks correspond to left-eye, right-eye and mouth
were considered for each image sequence. So, for each video clip, 3x3x2" features
were extracted. These regions were detected and extracted automatically using an
extended boosted cascade classifier [29]. Then, deformation of eyes and mouth were
monitored during expression of an affective state. In order to have the same size of
blocks in each image, the detected objects were resized to fixed sizes. In this study,
the size was same for all video clips (10 seconds).

Three Variations of LBP TOP method were used for feature extraction which
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Feature selection techniques were applied prior to classification to reduce dimen-
sionality, which automatically removed unnecessary features. To serve the purpose,
the correlation based feature selection (CFS) method was used for choosing the best
subset of features. This technique evaluates the worth of a subset of attributes by con-
sidering the individual predictive ability of each feature along with the degree of re-
dundancy between them [30].

33 Classification

All videos were synchronized with time stamps corresponding to the presented IAPS
images and their normative ratings. The features extracted from videos for each 10-
second widows were labeled using the normative ratings and self-reports (three levels
of valence and arousal). A Matlab based computational framework as part of the Sien-
to framework [31], was used for feature selection and classification. The feature se-
lection was implemented in Matlab using the DMML' wrapper for Weka. The classi-
fication was performed in Matlab using MatlabArsenal®, a wrapper for the classifiers
in Weka. Three machine learning algorithms; k-nearest neighbor (k=1), linear support
vector machine (SVM) and J48 decision tree were selected for classification. Then, a
vote classifier with the average probability rule for combining the classifiers was
applied [32]. The training and testing for both types of classes (valence and arousal)
was performed separately with a 10-fold cross validation. The classification accuracy
was used as the overall classification performance metric. In addition, the F-measure
(from precision and recall) was calculated as an indication of how well each affective
state was classified. For the classification scores of precision (P) and recall (R), the F-
measure (F1) is calculated by; FI1=2((PxR)/(P+R)).

4 Experiment

4.1  Participants and Materials

The participants were 20 undergraduate/postgraduate engineering students at the Uni-
versity of Sydney. The participants’ age ranged from 18 to 30 years and there were 8
males and 12 females. Due to major eye occlusion caused by eyeglasses from 7 sub-
jects, results are presented for 13 subjects. This study was approved by the University
of Sydney's Human Ethics Research Committee prior to data collection. The partici-
pants signed an informed consent prior to the experiment. The experiment, which
took approximately an hour was conducted indoors with a varying amount of ambient
sunlight entering through windows in combination with normal artificial fluorescent

' DMML: featureselection.asu.edu/software .php

MatlabArsenal: cs.siu.edu/~gcheng/featureselection/index.html
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light. Participants were asked to sit in front of a computer and interact normally while
their video was recorded by an ordinary webcam (Logitech Webcam Pro 9000). All
videos were recorded in color (24-bit RGB with 3 channels, 8 bits/channel) at 15
frames per seconds (fps) with pixel resolution of 640x480 pixels and saved in AVI
format.

4.2  Procedure

The participants viewed emotionally charged photos from the IAPS collection. A total
of 90 images (three blocks of 30 images each) for 10 seconds each were presented,
followed by 6 seconds pauses between the images. The images were selected so that
the IAPS valence and arousal scores for the stimuli spanned a 3x3 valence/arousal
space (IAPS normative ratings). Participants also self-reported their emotions by
clicking radio buttons on the appropriate location of 3x3 valence/arousal grid after
viewing each image. In this paper, results are presented using the normative ratings
instead of self-reports. Therefore, the computational model was trained and tested
using a balanced class distribution, which could be suitable for evaluating accuracies
of classification without applying any up or down sampling techniques. The norma-
tive ratings are useful because they are standardized scientifically for assessing basic
and applied problems in psychology [33]. Moreover, many people do not know how
to recognize, express and label/scale their own feelings, therefore self reports some-
times can be unreliable [34]. However, self-reports provide important information and
should not be ignored; therefore the collected self ratings will be used as an extension
of this work in future studies.

5 Results

The classification for detecting 3-degrees of valence (positive, neutral and negative)
and arousal (low, medium, high) are presented in two user models: user-dependent
models and combined model. For each set of model, the extracted features from the

luated and discussed in the following subsections.

5.1 User-Dependent Models

The subsequent analysis focuses on developing user-dependent models. Distinct mod-
els were developed and validated for each participant. Figure 3 presents the mean and
standard deviation of classification accuracies assessing the overall performance of
discriminating 3-degrees of valence and arousal using three proposed methods (LBP-
best result achieved from our recent method for detecting valence and arousal levels
[15]. The new results indicate that the classifier was more accurate in discriminating
three levels of valence and arousal for all three dynamic texture-based methods
compared to [15]. The accuracy of valence detection was improved by 16% using
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LBP-TOPggg5355 features. The 22% improvement was also achieved by LBP-
TOPg 55333 features for arousal detection. This finding demonstrate the power of the
proposed dynamic texture method in detecting user's affective states compare with the
geometric-based method in [15].

According to the results, the number of neighboring points influence the perform-

sification. This might indicate the importance of the considering number of neighbor-
hood points compare with the radius in the circular LBP-TOP operator. However,
considering more neighboring points would increase the computational complexity.

90%
80% T T T
70% T

60% T T
50%

9 ® Valence
a0% 73% 74%
30% 63%

=5 C Arousal
20%

10%

P=8,R=1 P=6, R=2 P=8,R=3 Previous stucly
115]

Fig. 3. The mean and standard deviation of the classification accuracy for detecting 3 levels of
valence and arousal (User-dependent models)

Next we investigate the classification accuracy of the individual degrees of valence
and arousal. Table 1 shows the mean and standard deviation of FI as per valence and
arousal category across the 13 subjects for the vote classifier.

Table 1. The mean and standard deviation of F1 values for detecting 1-3 degrees of valence
and arousal (user-dependent models)

Valence Arousal

Low Medium High Low Medium High

LBP-TOPs5.1,1.1 Mean 0.76 0.62 0.72 0.75 0.66 0.76
Std 0.10 0.11 0.15 0.11 0.11 0.10

LBP-TOPs622, ~ Mean 0.72 0.57 0.65 0.66 0.53 0.70
Std 0.14 0.09 0.17 0.16 0.12 0.10

LBP-TOPsss333  Mean 0.79 0.64 0.76 0.76 0.68 0.78
Std 0.10 0.11 0.12 0.09 0.10 0.11

valence and arousal. Among the 3-dergees of valence, low-valence was more predict-
able followed by high-valence and medium-valence respectively. The same pattern



178 H. Monkaresi, M.S. Hussain, and R.A. Calvo

was seen for arousal classification. The performance of all proposed methods for de-
tecting high-arousal showed the best result whereas medium-arousal could not predict
well enough using DT based methods.

5.2 Combined Model

Data from individual participants was first standardized (converted to z-scores) to
address individual variations of features caused by differences in skin colors or envi-
ronmental illumination. Then the standardized instances were combined to yield one
large data set with 1154 instances. The dimensionality of the data was also reduced by
selecting the best features prior to each classification task by using CFS. Figure 4
shows the classification results for 3-degrees of valence and arousal using three varia-
tions of LBP-TOP operators for feature extraction. The set of last bars, indicate the
best result achieved for the combined model from [15]. The LBP-TOP methods
showed better performance than our previous method [15]. The accuracy of three
levels of valence detection was raised by increasing the radius (R) of circular LBP-
lence and arousal. Accordingly for general model we can argue that besides increas-
ing number of neighboring points (P), increasing the radius (R) of the LBP-TOP cir-
cular operator could improve the accuracy of affect detection. Achieving the lower
accuracy compared to user-dependent models was expected, because there is a mix-
ture of instances from different participants in combined model. This model could be
extended to a general (user-independent) model.

60% 57%
53% 53%
sos | 8% ey _
., 44%
41% 42
L0%
=
I3
&
3 30%
8 ’ H Valence
<
20% - — Arousal
10% - -
U% T T T 1
P=8,R=1 P=6,R=2 P=§,R=3 Previousstucy
[15]

Fig. 4. The classification accuracy for detecting three levels of valence and arousal (Combined
model)

Feature Selection Analysis. Analyzing the selected features using CFS gives us a
better insight about the important features for detecting affect. Therefore, we investi-
gate the selected features from the combined model. The selected features were di-
vided into two groups; appearance-based features, which were selected from XY
planes and motion-based features, which were selected from XT and YT planes.
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Figure 5 gives the proportion of features that contribute from each group (appearance-
based and motion-based) for valence and arousal. Almost the same proportion of ap-
pearance-based features and motion-based features were observed for valence in all
three methods. As for arousal, appearance-based features had very high contribution
using LBP-TOPg 4533 and motion-based features had very high contribution using
that both appearance-based and motion-based features are essential for detecting af-
fective states in naturalistic HCI.

|
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Fig. 5. The percentage of selected features in valence and arousal analysis

6 Conclusion

This study investigated dynamic features of facial expressions for the detection of
affective states during naturalistic interactions. Both the user-independent model and
a combined model have been evaluated for classifying 3-degeees of valence and
arousal.

Results indicate that the best method for extracting dynamic features (LBP-
and arousal respectively with the user-dependent model. As for the combined model,
57% and 53% accuracies were achieved valence and arousal respectively. For both
models, the dynamic features have shown improvement over our previous study using
chromatic and movement features [15].

In this study the correlation based feature selection algorithm and a vote classifier
was used. In future work, other machine learning techniques along with other video
based or multimodal features can be investigated to improve the accuracy.
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Abstract. Constrained optimization is an active area of research where attempts
are being regularly made to improve the efficiency of the underlying optimization
algorithms. While population based stochastic algorithms such as evolutionary al-
gorithms, differential evolution (DE), particle swarm optimization etc. have been
the popular choice as the underlying optimization scheme, adaptive strategies
are usually employed to deal with constraints. Most of such approaches adopt a
complete evaluation policy, i.e., all constraints and objectives corresponding to a
solution is always evaluated for every solution under consideration. However, in a
typical constrained optimization problem, one or more constraints are often diffi-
cult to satisfy and it might be beneficial to evaluate the constraints in a sequence.
Evaluation of subsequent constraints and objective function can be skipped when-
ever a constraint is violated. In this paper, a self adaptive differential evolution
algorithm is introduced which maintains multiple subpopulations, each of which
is assigned a prescribed constraint sequence based on a ring topology. Solutions
are ranked in each subpopulation and a migration scheme is employed to transfer
feasible solutions to a subpopulation of feasible individuals. The performance of
the proposed scheme is compared with a single sequence approach and other state
of the art DE forms using the standard g-series test functions having inequality
constraints. The results clearly indicate the potential savings in the computational
cost. Apart from savings in computational cost, the paper also makes an impor-
tant contribution as it provides useful physical insights on the search trajectories
and their effect in various forms of constrained optimization problems.

Keywords: differential evolution, constraint sequencing, sequence sorting,
self-adaptive.

1 Introduction

The performance of all population based stochastic optimization algorithms are affected
by the presence of constraints. The nonlinearity, multi-modality and the feasibility as-
sociated with each constraint is likely to be different and would vary in different regions
of the search space. Various forms of constraint handling schemes have been proposed

M. Thielscher and D. Zhang (Eds.): AI 2012, LNCS 7691, pp. 182-93] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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in literature. Such methods can be broadly categorized in four different types [[1042] i.e.
use of penalty functions [3]], repair schemes [4]], use of decoders [7] and the separation
of objective function and constraints [11)5413]]. More recent methods on the other hand,
maintain infeasible solutions via stochastic ranking [9], € based comparisons [[14] and
adaptive penalty function formulations [[12]. However, in all such formulations a full
evaluation policy is adopted wherein for an infeasible solution, its constraint violation
measure is computed. The term constraint violation (CV) is defined as follows:

q
\min(g,-,O)\+Zmax(|h,-78\,0) (D
i=1 i=1

p
CV =
where g and & are the inequality and equality constraints and p is the number of in-
equality constraints and ¢ is the number of equality constraints. In this work, we have
suggested a multi-population based algorithm in the framework of DE where, the pop-
ulation is divided into multiple subpopulations and follow the prescribed constraint
sequences. The choice of DE as the underlying optimizer in this work is based on DE’s
recent success in the winning entries for CEC-2011 competition problems. The perfor-
mance of the algorithm is subsequently compared with four top performing algorithms
include €-DE [[14]], JDE [[1], COPSO [15] and SaDE [6] in well known g-series [8]] test
problems for inequalities.

Furthermore, since the performance of DE is known to be affected by the choice
of its user defined parameters, a self adaptive scheme is employed. The rest of the
paper is organized as follows. The proposed approach with an illustrative example is
presented in Section 2 while the details of the algorithm is presented in Section 3. The
performance of the algorithm is presented in Section 4. The final section summarizes
the findings.

2 Proposed Approach

In this work, a population is divided into p + g subpopulations where p and g denotes
the number of inequality and equality constraints of the problem. Each subpopulation is
assigned a constraint sequence and solutions in the subpopulation are evaluated follow-
ing the prescribed sequence until it encounters a constraint violation. For any solution
in a given subpopulation, the objective function is only computed when it satisfies all
its constraints. The solutions are sorted in its subpopulation following a constraint se-
quence and feasible solutions migrate to a feasible subpopulation. The sequences in
each subpopulation follow a ring topology wherein in each subpopulation, solutions
tend to approach feasibility from different search directions. Such an approach could
be beneficial in two ways i.e. (a) less likely to be trapped at a local optima and (b) save
computational cost by avoiding evaluation of infeasible solutions whenever infeasibil-
ity is detected. A simple two variable constrained optimization problem is formulated
to illustrate the principle.
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2.1 An [llustrative Example

To demonstrate the proposed constraint handling method, a simple two variable opti-
mization problem (7'1) involving three constraints is presented below. The problem has
a feasible region bounded by three linear constraints. Since our focus is on
handling constraints, our attempt is to show the trajectory of solutions in different
subpopulations.

Minimize f; (x) = x7 4 x3 + 2% x1 ¥ X2

Subject to
g1(X)=x1+2xx, >0, 2)
g(x)=10%x; —8x*x;— 15 >0,
g3(x)=—10%x14+2xx,—2>0,

In the proposed approach, three constraint sequences have been considered each of
which is assigned to a subpopulation i.e. constraints (g1, g2, £3), (g2, &3, £1) and (g3,
g1, &2) are the prescribed sequences for subpopulation, 1, 2 and 3. As an example, let us
consider subpopulation 1, containing 4 solutions (S1, S2, S3, S4). The constraint viola-
tion matrix would assume a form illustrated in Table [Tl Since the prescribed sequence
for this subpopulation is (g1, g2, £3), the solutions are sequentially sorted to yield (S3,
S2, S84, S1) where S3 is deemed the best and S1 the worst.

Table 1. An example of sequence sorting

Initial order  Final order
gl g2 g3 gl g2 g3

S1 5 infinf O O 1 S3

$2 0 3 inf O 3 infS2

S$30 0 1 2 infinfS4

S4 2 infinf 5 infinf S1

A small population size of 30 is used to illustrate the behavior. Presented in Fig. [[lis
the trajectory followed by the infeasible solutions, if a CV based scheme is employed.
A CV based scheme is often used for population based stochastic algorithms. It is in-
teresting to observe that the solutions tend to be located in a small region of the space
satisfying g2 and g3 constraints. With such infeasible solutions, the CV based approach
will be effective if the optimal feasible solution is close to such infeasible solutions and
will be ineffective if the feasible solution is away from such regions.

Presented in Fig. 2l is the same trajectory of the solutions in subpopulations 1, 2
and 3. One can clearly observe that the infeasible solutions in subpopulations clearly
are in different regions of the search space and solutions in each subpopulation tend to
approach the feasible region from different directions. Such an approach is thus likely to
locate optimal solutions as they attempt to enter the feasible search space from different
directions.
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population population

Fig. 1. Progress plots for test problem 7'1 using DE algorithm with constraint violation (DEACV)
at generation 5, 10 and 20
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Fig. 2. Progress plots for test problem 7'1 of multiple subpopulations using DE algorithm with
constraint sequencing (DEACS) at generation 5, 10 and 20
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3 Self-adaptive Differential Evolution Algorithm with Constraint
Sequencing (DEACS)

The pseudocode of the proposed algorithm is presented below. A population of N in-
dividuals and an archive of N x 2 are initialized. For each individual in the population
the parameters regarding the crossover rate (CR) and mutation factor (F') are assigned
randomly in the bounded of [0,1]. The population is divided into p + ¢ subpopulations
with a prescribed constraint sequence for each subpopulation. In each subpopulation the
solutions are ranked using a sequence sort. In order to create a new candidate solution,
first parent is selected from the subpopulation itself, the second parent is selected from
the entire population and the third parent is selected from the archive.

Algorithm 1. DEACS

SET: NT,,4{Total number of constraints and objective function evaluation}, M{Size of elite
archive}, N{Size of population}, FeasibleSet = {}, Evalcount =0

1: Pop = initialize();Archive = initialize()
2: Assign a random CR and F values from [0, 1] for all the individuals
3: Distribute individuals to (p+ ¢+ 1) subpopulations
4: Assign constraint sequences to subpopulations
5: Evaluate solutions in the subpopulations; U pdate(Evalcount)
6: Rank solutions in each subpopulation using sequence sort
7: Migrate feasible solutions from all the subpopulations to FeasibleSet
8: while (((Evalcount < NT4y)) do
9:  fori=1:p+q+1 do
10: if lisempty(Subpop;) then
11: for j=1:size(Subpop;) do
12: p1 =1i,py =rand(M),p3 = rand(N), p| # p2 # 3
13: O = DE,y1ve(P1;P2:P3)
14: Evaluate(0);U pdate(Evalcount)
15: Temp = Merge(O,Subpopi,)
16: Rank = SequenceSort(Temp)
17: Select best individual from Temp and replace Subpop;;
18: end for
19: end if
20:  end for
21:  Migrate feasible solutions from all the subpopulations to FeasibleSet

22: end while
*Evalcount denotes the sum of objective and all individual constraint evaluations

In the DE evolve process, a binomial crossover [[6] has been used with the crossover
and mutation parameters (i.e. CR and F') from the first parent (i.e. base parent). The new
candidate solution is then evaluated and compared with the base parent via sequence
sort. If the candidate solution replaces the parent solution, the crossover and mutation
parameters of the base parent are retained by the candidate solution else new parameters
are randomly assigned to the base parent and candidate solution is moved to archive.
In the event a feasible solution is uncovered in any subpopulation, it migrates to the
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feasible subpopulation. In the event all the infeasible subpopulations are empty, three
parents are chosen from the feasible subpopulation.

4 Numerical Experiments

The performance of the algorithm is evaluated using the widely used benchmark prob-
lems Table [2] [[8]]. The selected test problems involve quadratic, nonlinear, cubic, and
polynomial objective functions with a number of inequality constraints. For compari-
son, we have selected five algorithms including the proposed DEACS. These five algo-
rithms are listed as follows: The proposed algorithm (DEACS), e—DE [14], JDE [1],
COPSO [15] ,SaDE [6].

Table 2. Summary of test problems

Problem D Search Range ftype  No. of Inequality Feasibility (p)
g0l 13 [0,1]°[0,100]*[0,1]%°~12)  quadratic 6 0.0111%
202 20 [0,10]° nonlinear 2 99.971%
204 5 [78,102][33,45][27,45](°~2)  quadratic 6 52.1230%
206 2 [13,100][0, 100] cubic 2 0.0066%
207 10 [~10,10]P quadratic 8 0.0003%
208 2 [0,10? nonlinear 2 0.8560%
g09 7 [-10,10]” polynomial 4 0.5121%
glo 8 - linear 6 0.0010%
gl2 3 [0,101° quadratic 1 4.7713%
gl8 9 [-10,10]%[0,20]~® quadratic 13 0.000%
g4 2 [0,3][0,4] linear 2 79.6556%

4.1 Experimental Setup

A population size of 50 is used for the proposed algorithm which is the same used in
previous studies. Results of all the problems are computed using 25 independent runs.
An archive size of 100 is used for the proposed algorithm across all problems. A self-
adaptive approach is used to determine the set of parameters (i.e. CR and F). We also
include the results of two other adaptive DE algorithms for a fair comparison.

4.2 Computational Complexity

The algorithm complexity is computed for the selected 11 test problems of CEC-2006
according to [8]]. Table [3 shows the complexity of the algorithm by 7'1, 72 and (T2 —
T1)/T1 where, T'1 is the average computing time of 10000 evaluations for all the prob-
lems and 72 is the average complete computing time for the algorithm with 10000
evaluations for all the problems. We have used Matlab 7.8 to implement the algorithm
and the system configuration is as follows: Intel(R) Core(TM)2 Duo 3.00 GHZ, 3.49
GB of RAM, Windows XP Professional Version 2002.

Table 3. Computational Complexity

TI T2 (T2-T1)TI
4.8602 5.3359  0.0979
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4.3 Results Comparison

One can observe from Table (] that the proposed algorithm required significantly less
number of constraint and objective function evaluations for problems g01, g04, g07, 209,
g10, g12 and g18 as compared to the method proposed by Takahama and Sakai [[14].
When compared with € —DE, the proposed algorithm is better in 7 out of 11 test prob-
lems using le-4 as the measure of merit.

Table 4. Comparison of function evaluations is used by the proposed method, DEACS with other
best known algorithms with an accuracy level of (f(x) — f*(x)) < 0.0001 and feasible solution,
the lowest evaluation in total of function and constraints are in bold face

Proposed Method, DEACS  Function eval.

Prob. Best Median ) Worst
#func. #const. #func. #const. #func. #const.
201 6,847 10,537 11,699 16,787 16,613 22,163
202 49,176 71,438 105,373 152,686 108,302 154,151
204 3,691 4,857 4,234 5592 4,777 6,110
206 2,426 6,057 2,626 7,820 4,162 9,214
207 12,652 26,790 17,891 37,084 47,587 87,334
208 138 900 557 1,537 812 1,960
209 6,608 9,291 7,418 10,547 8,109 11,931
gl0 13,849 32,364 20,954 46,230 38,609 77,123
gl2 450 450 1,000 1,000 1,200 1,200
gl8 5,674 13,206 7,554 18,240 34,839 57,641
224 1,584 2,454 1,867 2948 2,143 3,559
£—DE Function eval.
Prob Best Median ) Worst
#func. #const. #func. #const. #func. #const.
201 18,594 18,594 19,502 19,502 19,971 19,971
202 108,303 108,303 114,347 114,347 129,255 129,255
204 12,771 12,771 13,719 13,719 14,466 14,466
206 5,037 5,037 5733 5,733 6,243 6,243
207 60,873 60,873 67,946 67,946 75,569 75,569
208 621 621 881 881 1,173 1,173
209 19,234 19,234 21,080 21,080 21,987 21,987
gl0 87,848 87,848 92,807 92,807 107,794 107,794
gl2 2,901 2,901 4269 4269 5,620 5,620
gl8 46,856 46,856 57,910 57,910 60,108 60,108
224 1,959 1,959 2451 2451 2,739 2,739

The proposed algorithm is also compared against other adaptive DEs (i.e. JDE and
SaDE). Table |3 shows the comparison among three different algorithms. Here, the pro-
posed algorithm also shows better result when compared with COPSO, JDE and SaDE
for most of the problems. Table[6l shows a one to one comparison with e—~DE including
the obtained results. Successful run is shown within 0.1% of the best-known optimum
and is feasible.

4.4 Performance Comparison

The same set of problems are used to compare the performance of constraint sequenc-
ing. The proposed algorithm is applied with its two variants i.e. with and without con-
straint sequencing (full evaluation policy). One can see from Fig. 3] that the mean of
total number of function evaluations (i.e. summation of number of constraints function
evaluations and the number of objective function evaluations) is less when constraint
sequencing is used.
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Table 5. Comparison of function evaluations is used by the proposed method, DEACS with other
best known algorithms with an accuracy level of (f(x) — f*(x)) < 0.0001 and feasible solution

COPSO Function eval.

Prob. Best Median Worst
#func. #const. #func. #const. #func. #const.
201 80,776 80,776 90,343 90,343 96,669 96,669
202 87,419 87,419 93,359 93,359 99,654 99,654
g04 3,147 3,147 103,308 103,308 110,915 110,915
206 95,944 95,944 109,765 109,765 130,293 130,293
07 114,709 114,709 138,767 138,767 208,751 208,751
208 2,270 2,270 4,282 4,282 5433 5433
209 94,593 94,593 103,857 103,857 119,718 119,718
g10 109,243 109,243 135,735 135,735 193,426 193,426
gl2 482 482 6,158 6,158 9,928 9,928
gl8 97,157 97,157 107,690 107,690 124,217 124,217
224 11,081 11,081 18,278 18,278 633,378 633,378
JDE  Function eval.
Prob. Best Median Worst
#func. #const. #func. #const. #func. #const.
201 46,559 46,559 50,354 50,354 56,968 56,968
202 101,201 101,201 138,102 138,102 173,964 173,964
g04 38,288 38,288 40,958 40,958 42,880 42,880
206 26,330 26,830 29,844 29,844 31,299 31,299
07 114,899 114,899 126,637 126,637 141,847 141,847
208 1,567 1,567 3,564 3,564 4,485 4,485
209 49,118 49,118 55,515 55,515 58,230 58,230
g10 139,095 139,095 144,247 144,247 165,498 165,498
gl2 1,820 1,820 6,684 6,684 9,693 9,693
gl8 91,049 91,049 101,076 101,076 142,674 142,674
224 7,587 7,587 10,354 10,354 11,550 11,550
SaDE Function eval.
Prob. Best Median Worst
#func. #const. #func. #const. #func. #const.
201 25,115 25,115 25,115 25,115 25,115 25,115
g02 76,915 76,915 128,970 128,970 — —
g04 25,107 25,107 25,107 25,107 25,113 25,113
206 12,546 12,546 14,404 14,404 18,347 18,347
207 25,195 25,195 101,240 101,240 422,860 422,860
208 782 782 1,272 1,272 1,775 1,775
209 12,960 12,960 16,787 16,787 33,166 33,166
gl0 26,000 26,000 52,000 52,000 153,000 153,000
gl2 463 463 1717 1717 2,576 2,576
gl8 26,000 26,000 26,000 26,000 - -

224 4,280 4,280 4,843 4,843 5,657 5,657



%001 6ELT 6ELT TISKT ISKT  6S6°T 656°T €1080S°S- £10805°S- €1080S°G- €1080S'S- T8
%001 801°09 80109 OI6'LS OI6'LS 9S8°9v  9S8°O% $70998°0- §20998°0- §20998°0~ §20998°0- 818
%001 0T9°S 0T9°S 69Tt 69TF 106°C 106°C I- I- I- I- 718
%001 ¥6L°LOT ¥6L°LOT LO8T6 LOST6 8P8LS 878°L8 1208%C6V0L  1208YT 6¥0L 1208¥C 670L 1208%C6v0L 018
%001 L86°1C L86°1C 080°1C 080°1C +€T61 YeT61 LSO0E9°089  LS00£9°089 LS00£9°089 LS00£9°089 603
%001 €LIT €LIT 188 188 129 179 $78560°0- 685600~ §T8560°0- $78660°0- 803
%001 69S°SL 69S°SL 96°L9 9v6°L9 €L8°09 €L8°09 60790€ T 60790€ T 60790€ "¢ 60790¢vC  LOS
%001 €bT°9 €bT°9 €EL'S €EL'S  LEOS LEOS 9L8€18'1969- 9L8€18°1969- 9L8ET18'1969- 9L8€18'1969- 903
%00T 99v'¢T 99bvT GILET GILET TLLTI ILLTT 1L98€5°S990€- 1L98€S S990¢€- 1L98€5°5990¢- 1£98€$°6990¢- +03
%001 SST6TT SST6TT LYEPIT LYELTT €0€°80T  £0€°801 619€08°0- 619€08°0- 619€08°0- 619€08°0- 203
%001 1L6°61 1L6°61 TOS'61 TOS'61 +6S°81 76581 SI- SI- SI- 0000061~ 103
JSUODH  "OUNJ# “ISUOD#  “OUNJH  “ISUOIH ounj# ISIOM. UBIPIN 1599
*oong JSIOM URIPIIA Uz wnwndp  ‘qoig
.~m>® GOﬁoczm ?\
4a-3
%001 6SS'€  €FI‘T  8¥6'T LIST +SPT $8s‘1 €1080S°S- €1080S°S- €1080S°S- €1080S°S- 3
%001 THI'LS 6€£8°PE OPT'ST HSSL 90T°CI pLI‘S $70998°0- §20998°0- §20998°0- §20998°0- 818
%00T 00T°T  00T'T  000°T O000T  OSb 0S¥ I- I- I- I- 218
%001 €TI'LL 609°8E 0€T'9P ¥S6°0T +9€°TE 6h8°cl 1208YT°6V0L  1208YT 6¥0L 1208 6¥0L 1208vT°6¥0L 013
%001 T€6°TT 60I°8 LPSOL SIFL 16T°6 8099 LS00€9°089  LS00£9°089 LS00£9°089 LS00£9°089 603
%001 0961  CTI8  LEST LSS 006 8¢l $78560°0- $78560°0- §78560°0- G78560°0- 803
%001 veE'L8 L8S'Lb 80°LE T68°LT 06L9T  TS9TI 60790€ T 60790€ T 60790€"+C 60790€¥C  LOS
%001 +¥IT6 T9T'v 0C8'L 9T9T LSOO 9THT 9L8€T8'1969- 9L8€18'1969- 9L8E18'1969- 9L8€18'1969- 903
%001 OIT‘9 LLLY T6S'S ¥€Ty  LSSY 169‘€ 1L98€5°S990€- 1L98€S°S990¢- 1L98£S°5990¢- 1L98€5°§990¢- 03
%08 TSTHST TOESOT 989°CST €LE°SOT SEV'IL  9ILI‘6Y 0T1€8LLO" 619€08°0~ 619€08°0~ 619€08°0- 03
%001 €91°TC €19°9T LSLOT 669°TT LESOT Lp89 SI- SI- SI- 00000°S1- 103
“ISUOdH .oﬁsm# “ISUOdH .oﬁﬁm# “ISUOdH .oﬁ_\ﬁ# ISIOM EEU@E 1s9g
.QOSW JSIOM E.mﬂuoz Eﬂ\é & ESEEQQ .n_O.Hn—
ke

‘[eAd uonduUNg

M. Asafuddoula, T. Ray, and R. Sarker

190

SOVAd ‘poyrew pasodoig

uonnjos 9[qisea) pue 1000°0 > ((¥),.f — (x) /) Jo [9A9] LovInooe Ue
M PIASIYOE AIB $)[NSAT Y], “HJ-3 WPLIOF[B Umouy-[[om ue yiim SOVAJ ‘poyrowr pasodoid ay) £q pasn si suonen[ead uornouny jo uostredwo)) *9 QB



A Self-adaptive Differential Evolution Algorithm with Constraint Sequencing 191

25X 10°
¢ with multiple constraint sequencing
% v with single constraint sequencing
) 0O without constraint sequencing
=] =]
815 B
= B
® * m
o]
o1 ¥ g .
* % - 9
0.5 e é 6 * B
0 1 1 1 i 1 1 1 1 1 1 1
g4 g6 g7

gl g2 8 g9 gl0 gl2 gi8 g24

g
Problems

Fig. 3. A comparison of total number of function evaluations without constraint sequencing , with
a single constraint sequencing and multiple constraint sequencing

50

——subpopulation—1
——subpopulation-2
—e—feasible subpopulation

N
o
T

[
o
T

Subpopulation size
n
o

0 10 20 30 40 50 60 70 80 90
Generations

Fig.4. An example of population migration from infeasible subpopulations to feasible
subpopulation

In an another experiment, the comparison is made between the use of a single con-
straint sequence and multiple constraint sequences following a ring topology. For sin-
gle constraint sequence, a predefined sequence is assigned to all the subpopulations
whereas for the later, different constraint sequences are assigned to each subpopulation.
The results in figure @ illustrate the benefits of multiple sequencing across the subpop-
ulations.

5 Conclusion

In this paper, a novel constraint handling scheme has been introduced within a frame-
work of a self adaptive DE using a scheme of constraint sequencing. The paper presents
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the idea of constraint sequencing and using a simple example illustrates why such a
scheme is likely to improve the efficiency of the search. The study also provides an-
swers to important questions, i.e. when is such a scheme beneficial. The performance
of the algorithm is subsequently assessed on 11 well known constrained single objec-
tive optimization benchmarks. The results clearly indicate that the approach is efficient
when compared with the state of the art algorithms and their underlying schemes for
constraint handling. The scheme is generic and can be embedded within other forms
of population based stochastic optimization algorithms. The approach is likely to pro-
vide significant computational benefits for problems when each of such constraint or
objective function evaluation is computationally expensive and can be computed inde-
pendently. The approach is also efficient for problems where the CV function is highly
multi-modal where the proposed scheme is less likely to be trapped in local optima.
Since the efficiency of the algorithm stems from handling constraints, the approach is
likely to be ineffective for some problems with high feasibility ratio as observed for
problems g2 and g24.
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Abstract. Local Search approaches to constraint satisfaction are based
on the ability to compute violation scores. These estimate 'how far’ a
given assignment is from satisfying the constraints, and aim at guiding
the search towards assignments whose violation will, ultimately, be null.
We study the computation of violation functions for Boolean predicates
encoded in Decomposable Negation Normal Form, an important class
of logical circuits that encode interesting constraints. We show that for
these circuits an elegant and efficient violation function first proposed by
Z. Stachniak is ”ideal” in a certain sense. We discuss more broadly the
notion of ”ideal” violation and discuss the implications of this result.

1 Context and Summary of the Results

Local Search. Local Search (LS) is one of the most useful components in every
constraint satisfaction and optimization toolbox. Two recent developments in
stochastic local search that relate to this paper are the following:

— In the Constraint Programming (CP) community, Constraint-Based Local
Search [19] has emerged as a formalism that integrates LS within a CP
approach, clearly separating the modeling of a problem from its resolution.

— In the SAT community, most of the recent work on stochastic local search
[L7I3T4I87USITH213] is based on circuits, as opposed to the traditional
Conjunctive Normal Form (CNF) representation. This is based on the belief
that CNF somehow loses 'structure’ compared to a natural modeling with
circuits, and that this structure may be needed by the Local Search.

Common to both approaches is the idea to compute, for any assignment, a
violation (a.k.a. penalty, a.k.a. clash function) that estimates 'by how much’ it
violates the constraint.

Violations in SAT. In SAT, the question is to assign a violation to arbitrary
Boolean circuits. An elegant scheme for doing so was proposed by [13], following
ideas initially proposed by [17] and used futher in e.g. [I8/2/3]. The basic idea of
[17] is that the violation of an And gate is the sum of the violations of its inputs,

M. Thielscher and D. Zhang (Eds.): AI 2012, LNCS 7691, pp. 194-P05] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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while for an Or gate it is their minimum. This follows the obvious intuition,
e.g. to satisfy an And gate we have to cumulate the work needed to make both
inputs true. To find the violation value of a Boolean circuit we start from the
inputs of the circuit and compute the value of the output gate using the sum and
minimum rules for And and Or gates, respectively. [13] modified this definition
to make it fully symmetm’: the trick is to use an integer violation score that
goes strictly positive if the constraint is unsatisfied, and strictly negative if it
is satisfied (i.e. the violation is always non-zero). The violation of a Not gate is
now defined as —[violation of the input).

+1

And-gate

Or-gate
>

Not-gate

A4 B Cu

Fig. 1. Violations of circuits, arbitrary (left) and in Negation Normal Form (right)

Fig. M illustrates the computation of this violation; the exact definition of the
rules we apply for each gate are given in Section[3l In the left-hand side example,
the current assignment gives the values true, true, and false, respectively, to the
inputs A, B and C'. Seen as violations true translates to -1 and false to +1.

In this paper, our motivation is to better understand violation functions.
These functions are usually seen as purely heuristic indicators in the literature,
and little is said about the properties they should respect. For instance, the lit-
erature usually defines the violation of a constraint ALLDIFFERENT(z1, ..., %)
as Y _,cpmax(0,8{h : v(zn) = a} —1), where D is the domain of the variables,
v(xy) is the value assigned in the current state v to variable xp,, and #S denotes
the cardinality of set S. This definition seems sensible and satisfies the basic
correctness property of being > 0 iff the constraint is indeed violated, but so
do many alternative definitions—why this one? In the Constraint Programming
literature we have a good answer to the question what is the ideal propagation
that can be reached for a constraint? through the notion of domain-consistency
(or ”Generalized Arc-Consistency”). From the OR literature, we have a good
answer to the question what is the ideal relaxation of a constraint? through the
notion of convex Hull. We are looking for a similar notion for the third class of
constraint solving represented by local search:

What is an ideal violation function for a constraint?
! This definition is better-behaved, in particular w.r.t. duality: for instance the vio-

lations of =(A A B) and of =A V =B are the same. For NNF formulae the initial
formulation [I7] and the symmetric one [13] are essentially equivalent.
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Section [3 proposes an answer to this question. To be fair, although the literature
has not asked the question explicitly, partial answers have been pointed to by
some authors. We identify ’ideal’ properties of violation functions, and observe
that it is NP-complete to compute an ideal violation for arbitrary predicates.

Our main contribution is to show that such ideal violation functions can indeed
be obtained, in a generic way, for an important class of Boolean circuits. Specif-
ically the violation function described before is shown to be ideal for circuits
in Negation Normal Form that have the well-known Decomposability property
[4]. (Such a circuit is given in Fig. [[ right-hand side). Circuits in Decomposable
NNF, or DNNF, are one of the most powerful ’knowledge compilation languages’
[5] used in AI. Some properties of this language are: (1) it is complete in that it
can represent any Boolean function (as for any class of circuits, most Boolean
functions nevertheless have an exponential size representation); (2) important
reasoning tasks including clausal entailment and model enumeration can be per-
formed in time polynomial in the DNNF size; (3) it generalizes other widely
used representations such as OBDDs; (4) it allows to concisely represent a large
number of constraints, in particular grammar constraints [L6/11].

The violation function of [I7II3] seems like a ”good” definition of violation
for circuits but its properties were not previously well-understood. Our contri-
bution, on the SAT side, is to show that it has indeed strong properties w.r.t.
an important and natural class of circuits. We also discuss how, on the CP side,
this result gives ideal representations of a number of constraints.

2 Basic Material

Local Minima. We denote by {0, 1}" the set of Boolean tuples of dimension
n. The n components of a tuple ¢ are written (¢; ...t,). We denote by D(¢,t)
the Hamming distance between two tuples ¢,¢' € {0,1}", which is equal to
the number of positions at which the corresponding symbols in these tuples
are distinct. We consider functions of signature {0,1}" +— Z or occasionally
{0,1}™ — {0, 1}, in which case the function is called predicate. A key LS notion
is:

Definition 1. (Local Minimum) A tuple t is a local minimum of a function
F if any tuple t' at Hamming distance 1 from t is such that F(t') > F(t).

A straightforward greedy minimization algorithrrﬁ converges to a local minimum
of any function F in time O(n?KR), where R is the range of F, defined as
maxyeo,1}» F (t) —minge o 13~ F(t), and K is the cost of evaluating the violation.
It is important to note that the range R can be exponentially large w.r.t. n. There
exists no local minimization algorithm of complexity directly polynomial in n
and m unless the complexity class PLS is equal to P [TI0J9].

2 A precise description of this algorithm is found in the Appendix.
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Circuits. We focus on circuits with binary gates for notational simplicity (the
definitions, techniques and results can be easily adapted to arbitrary gates):

Definition 2. (Circuit) A circuit with n inputs 1 . ..z, is an ordered sequence
of gates (g1 ...gm) such that m > n and:

— The n first gates are the inputs: g ‘= xy, fork € 1...n;
— Fach gate g, with k > n is either:

e A negation gate of the form —g; with i < k;

e A conjunction gate of the form g; A g; with i,7 < k;

o A disjunction gate of the form g; vV g; with i,5 < k.
— The last gate g, is called output gate.

The predicate encoded by a circuit is noted £ (for Boolean evaluation) is defined
as follows. Given a tuple of Boolean values t = (¢; ...t,) for the inputs, a value
&y, (t) is assigned to each gate gy: for each input k € 1...n, &, (t) := ty; for
non-input gates we apply the definition of the gate, for instance £y, (t) 1=
Eq.(t) NEy; (t). The value E(t) of the circuit is defined as the value of the output
gate &, (t). A tuple ¢ is a solution if £(t) = 1.

Definition 3. (Dependencies) When we have a gate gi, of the form —g;, giAg;

or g; V gj, we say that g directly depends on g; and g;, which we note g; ~+ gx.

We say that gy depends on g; if there is a chain of direct dependencies g; ~~
-~ gr. The set of inputs a gate g depends on is called Vars(gy).

Definition 4. (Special Forms of Circuit) The circuit is:

— in Negation Normal Form (NNF) if any negation —g; is such that g; is
directly an input, i.e. 1t € 1...n.

— in Decomposable NNF (DNNF) if it is in NNF and if every conjunction
node g; A g; of the circuit is such that Vars(g;) N Vars(g;) = 0.

3 Good Violation Functions

Throughout this section £ denotes a predicate of n variables representing a non-
empty relation, i.e. if there exists a tuple ¢ that satisfies the relation £ so that
E(t)=1.

Basic Correctness Condition. Following a basic definition, used by e.g. [1],
a violation is any poly-time computable function F that respects the condition:

Ft)>0 iff £t) =0 (1)

This minimal requirement is needed for correctness. It is weak because it is sat-
isfied by functions that are hard to minimize. For instance a straightforward
violation function would define F(¢t) as 1 — £(t). It is a correct function in the
sense that minimizing this function will lead us to solutions; however the min-
imization in question won’t be easy: if we are not within distance < 1 of a
solution, we have strictly no information on where to move.
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What is a ”ideal” Violation Function? Two basic desirable features of a
good violation function are the following:

Definition 5. (Properties of Violation Functions) A function F is:

— plateau-free if all local minima are solutions: whenever we have a non-
solution t, there exists a tuple t' at distance 1 from t such that F(t') < F(¢).
— c-bounded if F(t) < c, for all tuples t.

Functions that have plateaus are not ideal because search can get stuck into local
minima, where there is no information on where to move next. Functions that
are bounded by a c that grows exponentially with the number of variables of the
predicate are not ideal because in this case the number of moves needed to reach
a local minimum grows exponentiallyﬁ. Functions that are both plateau-free and
c-bounded for a polynomially-bounded ¢ are obviously ideal:

Observation 1. If we have a violation function F : {0,1}" — Z that is plateau-
free and c-bounded for a predicate £, then we can find a solution to & in time
O(n?cK), where K is the cost of evaluating F.

We argue that being (1) efficiently computable, (2) plateau-free, and (3)
polynomially-bounded are the properties that characterize an ideal violation
function. In fact most definitions of violation function in the constraint-based
literature follow this ideal, without necessarily making it clear (see e.g. [GJIIT9]).
Some remarks:

— This definition basically means that an ideal violation for a constraint should
allow a trivial LS (and indeed greedy) search algorithm to find a solution
quickly. This is reasonable and follows the approach used for propagation and
relaxation: we cannot in general find an ideal propagation / relaxation / vio-
lation for an arbitrarily large system of constraints; but reasoning constraint
by constraint allows us to do ”the best work possible” for each constraint.

— For simplicity our definition is based on the Hamming distance, which is the
natural distance for SAT. The notions of local minima and plateau-freeness
can obviously be adapted to other distances (e.g. Euclidian distances or
distances based on numbers of swaps rather than flips). This captures other
notions of "neighborhood”.

It is clear that ideal violation functions cannot be defined for all Boolean pred-
icates: notably this cannot be done for some global constraints that are NP-
complete, like the Cumulative constraint, that schedules a set of tasks with
release times and deadlines so that resource capacity constraints are satisfied.
For such predicates the best we can do is to use less-than-ideal violation functions

3 There are well-known optimization problems that are plateau-free but whose viola-
tion function has an exponential range, and for which no known method can reach a
local minimum in (strongly) polynomial time: some examples are the computation
of a stable state in a neural network and other PLS-complete problems [10/9].
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that satisfy the correctness requirement of Eq. [[l and are ’as close as possible’
to the ideal. This is, again, similar to what we do with other constraint process-
ing techniques: propagation methods weaker than arc-consistency, relaxed LP
representation.

Distance-Based Violation Functions. An important particular case of ideal
violation function is the following:

Definition 6. The Hamming Violation Function H is the distance from the
current tuple t to the closest solution :

-  m nNoLog) =
H(t) = t/e%l,l}}n{p(t’t ) = E(t) =1}

In particular H(t) = 0 for any solution. By convention H(t) = oo for every ¢
when the circuit is unsatisfiable. This definition clearly relates to the literature
on over-constrained problems, where notions of violation based on (Hamming)
distances have been considered, see [20]. The Hamming violation function clearly
has ideal properties: it is obviously plateau-free and n-bounded, which means
that a local minimum can be found by a greedy algorithm in time O(n®K); and
is faithful to the intuition that ”the higher the violation, the further-off we are
from satisfying the constraint”. Unfortunately for general circuits it is easy to
see that #(t) cannot be computed efficiently.

Observation 2. Given a predicate E(t) computing H is NP-hard.

Proof. Follows from a reduction from the circuit satisfiability problem. We pick
an arbitrary point ¢ and ask to compute H(t). If H(t) = oo then the circuit
satisfiability problem is unsatisfiable, otherwise it is satisfiable. a

A Practical Violation Function. Since we cannot in general produce the
Hamming violation function or another plateau-free violation for all circuits,
it is natural to consider alternatives that are less-than-ideal. We consider the
violation function of [I3], which generalizes for arbitrary circuits the definition
proposed by [17] for NNF and makes it symmetric. We call this function sym-
metric violation function.

Definition 7. (Symmetric Violation) Given a tuple of Boolean values t =
(t1...tn) , the symmetric violation Vg, of every gate g of the circuit is defi