
Chapter 1
From Magnetodynamics to Spin Dynamics
in Magnetic Heterosystems

Claus M. Schneider

Abstract The dynamic behavior of magnetic systems covers a broad range of
length and time scales and is of both fundamental interest and technological rele-
vance. The particular challenge in magnetic heterosystems is the need to disentangle
the responses of the individual magnetic and chemical components. In this contri-
bution we discuss the results of two complementary experimental approaches ad-
dressing element-selective magnetization and spin dynamics. Time-resolved X-ray
photoemission electron microscopy (TR-XPEEM) is employed to image the tem-
poral evolution of the magnetization in interlayer exchange-coupled trilayers in the
picosecond regime with high lateral resolution. In order to address the femtosecond
time scale with element selectivity, we developed a novel pump-probe magneto-
optical Kerr effect (MOKE) technique involving higher harmonic generation (HHG)
in the extreme ultraviolet regime. We are able to map the spin dynamics of the in-
dividual constituents in Permalloy (Ni80Fe20) with a time resolution of better than
100 fs. Combining PEEM with HHG excitation may pave the way to an element-
selective magnetic imaging technique in the lab offering femtosecond time resolu-
tion.

1.1 Introduction

The dynamic behavior of magnetic systems involves a wide variety of physical phe-
nomena and covers a broad range of time scales of more than 23 orders of mag-
nitude. Moreover, this enormous dynamic range is also of high technological rele-
vance. The long-term end of the time axis is marked by the data storage retention
time defined by the magnetic storage industry. It relates to the thermal stability of a
written bit of information for a period of at least 10 years. Another technologically
important regime is located between 10−9 and 10−12 s and governs fast magnetic
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Fig. 1.1 Time and length scales in magnetization and spin dynamics. The lightly shaded area
marks the region accessible in X-ray photoemission microscopy. The darker shading marks a pos-
sible extension into the femtosecond region

switching processes (Fig. 1.1). The speed in magnetization reversal and particularly
its physical limitations are crucial issues in magnetic data storage and spintronics,
as they determine the functionality and frequency response of hard disk drive sys-
tems and other devices [1, 2]. The need to increase the data transfer rates in magnetic
mass storage devices pushes the relevant switching frequencies far into the gigahertz
(GHz) regime. The enormous power dissipation in current semiconductor-based mi-
croprocessors spurs the search for low-power alternatives, for example, magnetic
logic circuits which provide the advantage of an inherent data non-volatility [3].
The successful operation of future “magnetic processors” at GHz frequencies must
be based on a careful control and tuning of the microscopic mechanisms governing
the magnetic switching process.

Beyond these technological issues it is particularly the regime of short and ultra-
short time scales which combines interesting scientific perspectives with consider-
able challenges. Pushing the speed of magnetization reversal to its physical limits is
only possible if reversal or precessional processes on the nano- and picosecond time
scales are understood in detail [4]. However, this understanding will be incomplete
without an exploration of the nature of magnetic damping effects [5]. Of specific
importance for the details of the dynamic response is also the nature of the excita-
tion, either in the classical manner via a magnetic field pulse, or via spin-transfer
torque phenomena involving a spin-polarized current [6].

The femtosecond regime becomes accessible by means of ultrashort-pulse laser
sources, which have matured into convenient table-top systems nowadays. The laser
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pulses may be employed to strongly excite the electronic system of a sample on a
time scale of less than 100 fs [7]. Extending studies of spin and magnetization dy-
namics into the femtosecond regime has two consequences. First, spin and electron
dynamics are intimately connected and can no longer be treated separately. Second,
this interplay may open new channels for energy and angular momentum transfer
processes. In this limit, the magnetization M(r) can no longer be represented by a
vector of constant length |M|. In order to capture the influence of finite temperature,
for example, during ultrafast demagnetization experiments, the vector field M(r, t)
must include variations of both direction and length of the local magnetization vec-
tor. Since the pioneering experiments on Ni [8] which revealed an ultrafast demag-
netization on the 100 fs time scale driven by strong optical pump pulses, most of the
studies have focused on this phenomenon and the underlying microscopic processes.
A variety of mechanisms have been invoked, ranging from phonon-, electron-, and
magnon-mediated spin-flip processes [9–13], through direct laser-induced spin flips
[14] or relativistic spin-light interaction [15] to superdiffusive spin transport [16].
Recently some results appeared which demonstrated a certain control of the magne-
tization direction by ultrashort light pulses [17–20]. Although the underlying mech-
anisms still need to be clarified, ultrafast optical switching of magnetic elements
may come within reach.

Magnetic heterosystems form the basis for technological magnetic and spintronic
devices [21]. Their inherent chemical and magnetic complexity, which also creates
coupling phenomena on different length scales, poses another challenge to dynamic
studies. In this case we need to disentangle the dynamic responses of the individ-
ual magnetic and chemical components in the heterosystems. However, it is gen-
erally accepted that even in chemically and magnetically simple confined systems
the macrospin picture is often not sufficient to fully describe the dynamic response
[22]. This is due to nonuniform magnetization distributions in the transient states
or already in the ground state. In order to map the behavior of the magnetization
distribution, spatially resolving techniques are needed, and they must be paired with
element or chemical selectivity to discriminate the contributions of the individual
chemical and magnetic constituents in the heterosystems.

In this contribution we will focus on X-ray photoemission electron microscopy
(XPEEM), which has matured into a high-resolution magnetic imaging technique
in the picosecond regime. We compile selected results for the dynamic phenomena
observed in magnetic heterosystems, and we will discuss a possible extension of the
technique into the femtosecond regime.

1.2 Magnetodynamic Imaging on the Picosecond Time Scale

1.2.1 Time-Resolved Photoemission Microscopy

In our experiments we employed time-resolved X-ray photoemission electron mi-
croscopy (TR-XPEEM) to image the temporal evolution of the magnetization fol-
lowing a short field pulse excitation. The details of the electron optics of such an
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immersion lens microscope have been described in several review articles [23–25].
In general, the instruments fall into two classes differing in the electron-optical con-
cept. The strong electric field between the sample and the objective lens system,
which is a characteristic of the immersion lens approach, is realized either by putting
the sample on high negative potential or the objective lens on high positive potential.
The first solution allows the use of electromagnetic lens elements, but limits the ac-
cess to the sample. In the second variant, the sample is kept on ground. This is very
convenient for magnetodynamics studies, as the sample can be easily subjected to
short electrical current and magnetic field pulses generated by fast pulse generators.
Thus, this is also the geometry of choice in our experiments.

The samples consist of small magnetic elements, which are prepared by optical
and electron beam lithography techniques on coplanar waveguides of up to 100 µm
width [26]. The high-frequency behavior of the waveguide is chosen so as to pro-
vide a close impedance match to commercial pulse generators. The shortest cur-
rent (pump) pulses realized in this way have a rise time of less than 100 ps. For
even shorter pulses the waveguide is connected to an Auston switch which can
be controlled by a femtosecond pulse laser system. Both the pulse generator and
the femtosecond laser are synchronized with the synchrotron radiation pulse train
(probe) via an electronic circuit which keeps the timing jitter between pump and
probe pulses below 10 ps. If the repetition rate of pump and probe pulses is the
same, no further selection mechanism in the microscope is needed. In most cases,
however, the repetition rate of the pump pulses may be lower in order to allow the
magnetic system to return to the ground state after each excitation pulse. In order
to select those synchrotron probe pulses which correspond to a given pump pulse
sequence, a gating scheme has been implemented in the microscope column [27].
It allows one to blank the electron beam for those synchrotron pulses which do
not contribute to the selected time window. The time resolution of this imaging ap-
proach being limited by the timing jitter in the electronic synchronization and the
pulse width of the synchrotron radiation reaches down to about 10 picoseconds.

The combination of element selectivity and magnetic sensitivity is provided by
soft X-ray magnetodichroic phenomena predominantly at the transition metal L
edges. Magnetic X-ray circular dichroism (MXCD) [28, 29] serves as a contrast
mechanism for ferromagnetic samples, whereas magnetic X-ray linear dichroism
(MXLD) [30, 31] yields magnetic contrast for certain antiferromagnetic spin struc-
tures. The MXCD signal AC is sensitive to the projection of the magnetization M
onto the helicity vector of the circularly polarized light ζ , i.e.,

AC ∼ M · ζ . (1.1)

Therefore, MXCD yields the highest contrast for M being oriented parallel or an-
tiparallel to the direction of light incidence. It thus determines a spin orientation
in space. MXLD, however, depends on the orientation of the spin quantization axis
with respect to the electric field vector E of the linearly polarized light. It there-
fore can determine only the spin alignment direction. The angular dependence in
MXLD is usually system dependent and more complicated as crystalline and orbital
symmetries have to be considered [32, 33]. The combination of MXCD and MXLD
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Fig. 1.2 Principle of a
time-resolved PEEM
experiment with magnetic
field pulse excitation (taken
from Ref. [37])

provides convenient access to heteromagnetic systems, as has been demonstrated
for static micromagnetic structures in several cases [34–36].

1.2.2 Imaging Magnetization Dynamics in Single Magnetic Thin
Films

In order to demonstrate and explain the principle of the time-resolved PEEM tech-
nique, we will first focus on results obtained from single magnetic layers.

1.2.2.1 Example I: Permalloy (Ni80Fe20) Layers

As a first example, we briefly discuss the results obtained on a single Permalloy
(Ni80Fe20) microstructured element of 40 nm thickness, which has been subjected
to a 10 ns wide field pulse (Fig. 1.2). The experiments have been performed us-
ing the 16-bunch mode at the ESRF, which provides a repetition period of 200 ns
[37]. This time structure of the excitation ensures that the magnetization distribution
has relaxed into the ground state after each excitation pulse. Each image shown in
the sequence of Fig. 1.3 reflects the MXCD contrast at the Ni L3 edge and repre-
sents an average over 108 pump-probe cycles. As a consequence, the image shows
a clear contrast only in those regions of the magnetization distribution which repro-
ducibly appear at the same lateral position at each pump pulse event. The electrical
pulse passing along the coplanar waveguide changes the potential landscape be-
tween sample and immersion lens. This leads to a transient change of the imaging
magnification; i.e., the image “breathes.” This effect can be conveniently employed
to determine not only the reference point on the time axis marking the onset of the
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Fig. 1.3 Evolution of the magnetization pattern in a micrometer-sized Permalloy thin film element
following the excitation with a magnetic field pulse. The pulse shape supplied by the pulse gener-
ator (solid line) is only slightly broadened, when the pulse (◦) arrives at the element. The arrows
indicate the orientation of the local magnetization vector. From [37]

magnetic field pulse, but also the pulse shape of the magnetic excitation (data points
in Fig. 1.3) [38].

The image shows the domain distribution in a rectangular element (right, 16 ×
8 µm2) and part of a square element (left, 16 × 16 µm2). In the ground state, i.e.,
before the field pulse sets in, the elements assume simple Landau flux closure do-
main structures. This indicates that the domain pattern is dominated by the tendency
of the system to reduce the magnetic stray field outside the particle. The arrows in-
dicate the orientations of the local magnetization vector in the individual domains.
As soon as the magnetic pulse field Hp(t) acts on the element, the domain config-
uration starts to change in a characteristic manner (region I). In the following, we
will denote the ground state magnetization distribution at delay time t < 0 by M0(r)
and the transient magnetization distribution at t > 0 as Mt (r). The most pronounced
changes appear in those triangular domains for which the ground state magnetiza-
tion direction points antiparallel to the pulse field, M0(r) ↓↑ Hp(t). Exhibiting an
intermediate gray contrast level in the ground state, they develop a clear stripe-like
pattern, which indicates the formation of a network of small domains with transient
magnetization Mt (r) ⊥ Hp(t). This phenomenon is known as incoherent magneti-
zation rotation [39].

A coherent magnetization rotation, by contrast, appears in those domains whose
ground state magnetization fulfills M0(r) ⊥ Hp(t), because they are subject to the
highest magnetization torque τ(r, t) ∼ M(r) ⊥ Hp(t). They appear as black and
white contrast levels in the images. In particular in the regions of the 90◦-domain
walls separating domains with M0(r) ⊥ Hp(t) and M0(r) ‖ Hp(t), the magnetiza-
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tion rotates, effectively increasing the area of the domains with M0(r) ‖ Hp(t). As a
consequence the domain wall seems to smear out. This process is most pronounced
close to the central vortices and weaker at those positions where the domain wall
meets the boundary of the element. The edges of the element act as pinning sites
for the domain walls and stabilize the local magnetization against the coherent ro-
tation. Consequently, on the plateau of the field pulse (region II), the domain with
M0(r) ‖ Hp(t) has taken a W-like shape, whereas the black and white domains with
M0(r) ⊥ Hp(t) have reduced in size. We also note that most of these changes take
place along the rising edge of the field pulse during the first few hundred picosec-
onds.

On the plateau of the field pulse the transient domain structure stabilizes, as can
be seen by comparing the MXCD images taken at delay times t = 2 ns and t = 4 ns.
A temporary equilibrium state is formed, which is determined by the local effective
field Heff(t) = Hdip(t) + Hp(t), which contains the contributions of the dipolar and
pulse fields. This configuration has an important consequence which becomes vis-
ible along the falling edge of the field pulse. The reduction of the pulse field also
causes a formation of the stripe-like phase in the previously unaffected regions with
M0(r) ‖ Hp(t). This behavior can be understood in the following manner: The re-
duction of the pulse field acts on the temporary equilibrium state as if a hypothetical
magnetic field Hhyp(t) is applied into the direction opposite to Hp(t). The W-shaped
domains with M0(r) ‖ Hp(t) are then subject to the condition Mt (r) ↓↑ Hhyp(t),
which also causes an incoherent magnetization rotation in these domains. As a con-
sequence, the stripe-like areas expand through the entire element. As this process
involves the creation of many partial domain walls, the resulting structure is rela-
tively stable, even after the field pulse has completely decayed. The domain wall
motion is considerably slower than the magnetization rotation. Therefore, it takes
more than 10 ns for the transient magnetization configuration to relax back into the
ground state.

1.2.2.2 Example II: Fe(001) Layers

In contrast to the polycrystalline Permalloy thin films described above, single crys-
tal layers usually possess a strong magnetocrystalline anisotropy. This has important
consequences, as demonstrated in Fig. 1.4. The sample comprises a 20 × 10 µm2

sized Fe(001) thin film element (thickness 10 nm), which has been grown on a
Ag(001) coplanar waveguide on a GaAs(001) substrate. It is well known that the
magnetocrystalline anisotropy requires the easy axes of magnetization in single-
crystalline iron to lie along the [001] crystalline directions [41]. The element has
been structured such that the easy axes agree with the boundaries of the ele-
ments. Therefore, the ground state domain pattern is very similar to the pattern
of the Permalloy element discussed before, because magnetocrystalline and dipo-
lar (shape) anisotropy act in the same directions. The direction of light incidence
is pointing along the long axis of the element, generating the strongest magne-
todichroic contrast from the top and bottom triangular domains. The domain pattern



8 C.M. Schneider

Fig. 1.4 Domain wall
bulging in a 20 × 10 µm2 Fe
element (inset) as a response
to the magnetic field pulse
(bottom). Arrows indicate
local magnetization direction.
Broken green line marks the
position of the domain wall in
the ground state, i.e., the
static case. From [40]

is reproduced in a false color representation (blue–red instead of black–white) to
highlight small changes occurring during the dynamic response.

The field pulse in the dynamic experiment (pulse field Hp(t) is pointing from top
to bottom along the short axis of the element) is shorter by a factor of 10 than that
in Fig. 1.3. Thus, we first verified that incoherent rotation also occurs in Permal-
loy films under these conditions [40]. The most obvious finding in Fe(001) is thus
the absence of incoherent rotation processes. Evidently, the field pulse is not strong
enough to overcome the magnetocrystalline anisotropy and to locally rotate the mag-
netization out of the easy axis. The field pulse generates the largest magnetization
torque in the blue and red colored domains. This leads to a coherent magnetization
rotation in these domains, which in turn leads to a bulging of the domain walls with
respect to the ground state configuration.

In Fig. 1.4 we have analyzed this behavior more quantitatively by plotting the
time dependence of the displacement in the center of the wall normal to the wall
axis. The comparison to the shape of the field pulse reveals an astonishing finding:
There is a considerable time lag between the field pulse and the wall response. In
particular, the maximum of the bulging motion is located at around t ≈ 1.2 ns, i.e.,
a delay time at which the field pulse itself has already decayed. More quantitatively,
there is a time delay of τB = 700 ps between the maximum of the field excitation
and the maximum domain wall displacement. This behavior can be attributed to
the interplay of two mechanisms. First, the field pulse stores Zeeman energy in the
magnetization distribution which in the low-anisotropy material Permalloy leads to
large-angle rotations of the local magnetization. The stronger magnetocrystalline
anisotropy in Fe(100) suppresses large-angle rotations and leaves only the much
slower domain wall motion as a pathway to reduce the energy of the system. Thus,
the wall bulging proceeds as long as it is driven by the excess energy in the spin sys-
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tem. Second, the long decay of the excitation is also promoted by a small magnetic
damping in iron for which a Gilbert damping factor of α = 3 × 10−3 has been re-
ported [42]. The characteristic time scale on which the Zeeman energy is dissipated
via domain wall motion is given by [43]

τDW = 1

γμ0MSα
(1.2)

with γ denoting the gyromagnetic ratio. Taking the value μ0MS = 2.2 T for the
saturation magnetization of iron yields a time constant of τFe = 850 ps, which com-
pares favorably with the preceding value of τB = 700 ps. A further analysis of the
time dependence in Fig. 1.4 reveals that the domain wall bulging builds up with
an almost constant wall velocity of vw ≈ 400 m/s, but relaxes significantly more
slowly with a domain wall speed of vw ≈ 100 m/s. The constant wall velocity in
the initial rise may be due to the Walker limit [44]. The Walker breakdown field in
iron is estimated to be about 3.3 mT, which agrees well with the external field value
at the position where the domain wall velocity levels off into a constant value. We
have also verified the main results of our interpretation by means of micromagnetic
simulations within the OOMMF environment [45].

1.2.3 Imaging Magnetization Dynamics in Interlayer-Coupled
Trilayers

After seeing the variety of dynamic processes which can be revealed by photoemis-
sion microscopy on single magnetic layers, we can take the technique a step fur-
ther to investigate more complicated magnetic heterostructures. In the following we
are focusing on trilayer structures composed of two different ferromagnetic layers
FM1 and FM2 sandwiching a nonmagnetic interlayer. Exploiting the well-known
phenomena of interlayer exchange coupling [46, 47], we can tune the magnetic cou-
pling character between FM1 and FM2 from ferromagnetic to antiferromagnetic by
adjusting the thickness of the interlayer appropriately. In this way we can study the
influence of the interlayer coupling onto the magnetodynamics, but we must be able
to separate the response of the two layers FM1 and FM2. This is achieved via the
element selectivity of the MXCD effect if both layers have different chemical con-
stituents and the thicknesses of the top layer and interlayer are in the nanometer
regime. In this case the magnetodichroic signal resulting from the bottom layer can
still be discerned.

Our magnetodynamics studies encompassed several material systems comprising
layers of single magnetic elements or binary compounds [48–50]. In the following
we will discuss results on the dynamic response obtained from a polycrystalline
trilayer of the type Fe20Ni80(2nm)/Cr(2.5nm)/Fe50Co50(5nm). In this case, the in-
terlayer coupling is weak and leads to a ferromagnetic alignment of the local magne-
tization direction of both layers. This can be seen in Fig. 1.5, which displays MXCD
maps taken at the Ni and Co L3 absorption edges, which directly translate into the
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Fig. 1.5 Evolution of the layer-resolved magnetization patterns in a micrometer-sized pseudo-spin
valve element following the excitation with a bipolar magnetic field pulse. The layer structure
comprises Fe20Ni80(2 nm)/Cr(2.5 nm)/Fe50Co50(5 nm). From [50]

magnetization distribution of the top and bottom magnetic layers, respectively. A di-
rect comparison of the domain patterns at delay time t = 0 reveals the same con-
trast distribution and hence a ferromagnetic coupling between the Fe20Ni80 and the
Fe50Co50 layers. The domain pattern corresponds closely to a Landau–Lifshitz flux
closure pattern with four triangular domains and a central vortex (cf. Fig. 1.3). The
magnetization vectors in all four domains make an angle of about 45◦ and there-
fore have about the same projection onto the direction of light incidence. Because
of the angular dependence of the MXCD, the left and top and the right and bottom
domains, respectively, show almost the same magnetic contrast. The dark circular
dots appearing in the left-hand domain are defects on the sample surface.

This pseudo-spin valve structure is subjected to a magnetic field pulse with a
maximum amplitude of 6 mT. We found out that a unipolar pulse often left the sys-
tem in a metastable transient state which severely impairs a repetitive pump-probe
measurement. Apparently, the restoring force by the demagnetizing field was not
strong enough to restore the initial state before the pulse excitation, in contrast to
the observation in single Permalloy layers. Only a bipolar pulse ensured that the sys-
tem reproducibly returned back to the initial state even after a train of 109 repetitive
field pulses. and bottom the element-resolved magnetization character determines
the dynamic response.

Following the temporal evolution of the magnetization pattern in the Permalloy
and Fe50Co50 layers, we can discern three different processes taking place on differ-
ent time scales. The fastest response takes place in the top and bottom domains and
appears as a change of the contrast level in the entire domain. This contrast change is
related to a rotation of the local magnetization vector in the direction of the external
or rather effective magnetic field (see also Fig. 1.6(a)). The second process, which
takes place on a longer time scale, is a domain wall propagation which causes the
domain with M0(r) ‖ Hp(t) to expand at the expense of the neighboring domains
(cf. Fig. 1.6(b)). The third process is slowest and leads to the nucleation and expan-
sion of a small domain in the top domain (cf. Fig. 1.6(c)). Judging from the contrast
level, the magnetization vector in this domain is also parallel to the external field.

Although at first glance the responses look similar for the top and bottom fer-
romagnetic layers, a closer inspection of the data in Fig. 1.3 reveals an interesting
difference, which gives more insight on the microscopic mechanisms governing the
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Fig. 1.6 Graphical representation of the magnetodynamic response taking place in different parts
of the domain patterns displayed in Fig. 1.5: (a) magnetization rotation, (b) domain wall displace-
ment, and (c) domain nucleation and growth. The respective direction of motion is indicated by the
small red arrows in panels (a) to (c)

Fig. 1.7 (a) Evolution of the magnetization rotation in the top and bottom domains along the
magnetic field pulse for the top (Permalloy) and bottom (Fe50Co50) layers (squares mark the area
of averaging). (b) Layer-resolved domain wall motion (position indicated by the arrows) driven by
the magnetic field pulse. From [48]

magnetization dynamics. In the following we will focus on the magnetization rota-
tion and the domain wall motion. Figure 1.7 compiles a quantitative assessment of
the two processes, which is based on the analysis of the temporal variation of the
MXCD contrast levels in both ferromagnetic layers.

The temporal evolution of the magnetization rotation in both magnetic layers is
compared in Fig. 1.7(a). The data have been obtained by averaging the magnetic
contrast over an extended area in the top and bottom triangular domains. The rota-
tion angle of M was then determined from the angular dependence of the MXCD
signal (cf. (1.1)). At the onset of the field pulse (negative excursion) the rotational
motion also sets in and increases with the magnetic field. However, there is a charac-
teristic phase shift between the responses in the two layers. The rotation in the FeCo
layer lags behind that in the Permalloy layer by about 250 ps. This time lag also
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affects the further temporal development, as the relaxation in the CoFe layer is also
delayed and the rotation in the CoFe layer is smaller during the positive excursion of
the field pulse. This behavior is similar for both the top and the bottom domains. As a
consequence, the magnetization vectors MFeNi and MCoFe are not rotating as a unit,
but develop a dynamic twist during the magnetic field pulse excitation. The inter-
pretation of this behavior can be traced back to the coercive fields of the individual
layers, which differ by about a factor of 10 (HC,FeNi = 0.5 mT, HC,CoFe = 5 mT).
According to the empirical model of Doyle et al. [51], the switching time τ can be
related to the layer-specific coercivity HC,n,

1

τ
= 1

Sw
(H − HC,n), (1.3)

of the respective layer n via the switching coefficient Sw ≈ 2(1 + α2)/(αγ ). The
above quasi-statically determined coercivity values can be regarded as lower bounds
only to the dynamic coercivity [52], which precludes any quantitative interpretation.
Qualitatively, however, the switching time in the CoFe layer should be significantly
higher than in the Permalloy layer, in agreement with the experimental observation.

The data on the domain wall motion along the field pulse are compiled in
Fig. 1.7(b) and exhibit a different behavior. A comparison of the motion in the FeNi
and CoFe layers reveals a different amplitude, but the same time dependence during
the negative part of the bipolar field pulse. In particular, there is no time delay in the
initial phase of the domain wall motion; i.e., the domain walls in the top and bottom
layers move simultaneously. This may be understood by the fact that a domain wall
generates an additional stray field, which can increase the effective coupling through
the nonmagnetic interlayer [53]. Also, keep in mind that the domain wall motion is
considerably slower than the magnetization rotation. The scatter in the experimental
data points may simply mask a potential difference of the order of 100 ps in the onset
of the domain wall displacement in Fig. 1.7(b). The finite domain wall velocity also
causes the system to relax slowly and still be in a transient state when the positive
component of the magnetic field pulse starts to act. Consequently, we observe only a
weak domain wall displacement in the opposite direction, although the positive and
negative components of the bipolar pulse are of comparable magnetic field strength.

1.3 Addressing the Femtosecond Time Scale

The area of magnetization dynamics discussed in the previous section reaches its
limits in the picosecond regime. The fastest process available in this regime is the
precessional motion of the magnetization vector, which is well described by the
Landau–Lifshitz–Gilbert (LLG) equation. An important precondition in the LLG
treatment is that the length of the magnetization vector remains essentially un-
changed during the motion, i.e., |M| = const.

Pioneering laser experiments in the mid-1990s showed that there may be even
faster excitation channels resulting in magnetization or rather spin dynamics down
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to the femtosecond regime [8]. In this case the magnetic system is excited by a
strong light pulse from an amplified femtosecond pulse laser, e.g., a Ti:sapphire os-
cillator. This light pulse may be as short as 50 fs and transfers an energy of up to
several microjoules (µJ) to the magnet. The wavelength of this pump pulse is usu-
ally around λ = 800 nm; i.e., it leads to excitations of electrons mainly around the
Fermi level resulting in a transient nonequilibrium electron distribution which dif-
fers strongly from the Fermi distribution in thermodynamical equilibrium. This situ-
ation also affects the magnetic order, i.e., the spin system. Consequently, an ultrafast
demagnetization, i.e., a reduction of the magnetization vector on a time scale of the
order of 100 fs, takes place. In other words, in these experiments the magnetization
vector is no longer of constant length, but rather varies in time, i.e., |M| = f (t).
The interpretation of such experiments usually follows the three-temperature model
[8, 54], in which the solid is described by three interacting subsystems with well-
defined temperatures for the electron (Te), spin (Ts), and lattice (Tl) subsystems.
This phenomenologically derived model assumes an ultrafast dissipation channel
for the spin angular momentum in order to explain a demagnetization time of a few
hundred femtoseconds. Various approaches are currently discussed controversially
to explain such a fast spin-flip process; among them are inelastic magnon scatter-
ing, Elliot–Yafet type mechanisms [11], photon-induced spin flips [14, 55], spin-flip
Coulomb scattering [10], and relativistic quantum-electrodynamic processes [15].
On the other hand, spin-dependent transport processes driven by the nonequilibrium
electron distribution may generate sizable contributions to the ultrafast demagneti-
zation without invoking an angular momentum dissipation channel at all [16, 56].
Moreover, recent theories suggest that the demagnetization time τM is related to the
Gilbert damping factor α [57], which also appears in the LLG equation.

Recently, an ultrafast all-optical switching of the magnetization has been reported
in GdFeCo alloys. In this case the magnetization is found to reverse its orientation
by 180◦ as a response to the irradiation with a circularly polarized femtosecond laser
pulse [19]. Whether this effect involves the ultrafast demagnetization or is related
to other microscopic mechanisms is currently still a matter of intense debate. In
any case, the preceding examples show that spin dynamics on ultrafast time scales
is a highly interesting area of research. All of the ultrafast experiments performed
up to now, however, lack lateral resolution. Investigating ultrafast spin dynamics
with photoemission microscopy is a real challenge and requires several experimental
problems to be solved. Two of them—the questions of an appropriate light source for
femtosecond pulses and a suitable magnetic contrast mechanism—will be addressed
below.

1.3.1 Femtosecond Pulse Soft X-Ray Sources

In order to introduce element selectivity into ultrafast spin dynamics studies, we
need soft X-ray light sources providing femtosecond pulses. At present, this quality
of radiation can be provided by at least three different types of sources: (i) free elec-
tron lasers (FELs), (ii) femtosecond slicing procedures, and (iii) higher harmonic
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generation (HHG). Free electron lasers provide femtosecond light pulses with an
extremely high peak brilliance which is a factor of up to 107 higher than that of stor-
age ring light sources [58]. This corresponds to up to 1013 photons per 30 fs pulse.
On the one hand, this photon density may lead to severe sample damage even after a
single-shot exposure [59]. On the other hand, in electron-based spectroscopies and
microscopies the peak brilliance translates into a high photoelectron density which
may lead to space-charge phenomena resulting in severely deteriorated spectral and
lateral resolution of the instruments [60]. At the other end of the photon density scale
we find the femtosecond slicing approaches [61]. They are based on the modulation
of the electron bunches in the storage ring by means of intense photon pulses from
an external laser source. The limited efficiency of this slicing technique results in
very low photon fluxes, but allows for repetitive pump-probe experiments. The first
results on element-selective studies of ultrafast demagnetization at the L3 edges of
Ni have been obtained recently [62, 63]. Nevertheless, the complexity of the slicing
experiment and the rather limited accessibility to such a source at the moment allow
only for selected experiments.

In contrast to the accelerator-based sources described above, the HHG technique
involves essentially a table-top laser setup. The pulses of a Ti:sapphire amplifier are
focused into a noble gas medium such as Ar or Ne. The strong electromagnetic field
of the light pulse causes the valence electrons to oscillate in the Coulomb potential
of the core with partial ionization and recombination events. During the recombi-
nation photons of higher energies corresponding to integer multiples of the funda-
mental laser energy are emitted [64]. With argon as a medium the higher harmonic
upconversion may easily reach photon energies of 100 eV (the phase-matching cut-
off for Ne), thereby covering the transition metal M absorption edges. This energy
range is also often referred to as extreme ultraviolet (EUV). The radiation produced
by the HHG process retains the polarization and coherence properties of the driv-
ing laser and may reach pulse lengths down to less than 10 fs [65]. In addition,
each HHG light pulse has a well-defined phase relation to the corresponding light
pulse at the fundamental wavelength, therefore providing the means for inherently
synchronized pump-probe experiments with femtosecond time resolution.

1.3.2 Magnetodichroic Effects in the EUV Regime

In order to perform element-selective studies in the EUV regime, an appropriate
magnetodichroic phenomenon is needed which delivers a magnetic signal at these
photon energies. As the HHG source provides only linearly polarized light, MXCD-
type effects like those used in the PEEM experiments described above are not acces-
sible. However, studies on iron with synchrotron radiation by Pretorius et al. have
shown that an effect similar to the transverse magneto-optical Kerr effect (T-MOKE)
can be observed in resonant excitation at the Fe M edge [66].

In Fig. 1.8 we show corresponding data for such a resonant reflectivity exper-
iment on a thin Co film using linearly polarized synchrotron light. The electric
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Fig. 1.8 Magnetic resonant
reflectivity in the EUV
regime at the Co M edge as a
function of scattering angle
and photon energy. The color
encodes the value of the
magnetodichroic
asymmetry AR

field vector of the linearly polarized light is oriented within the scattering plane,
whereas the magnetization vector is oriented perpendicular to this plane. The mag-
netodichroic signal in reflection is displayed as an asymmetry

AR = (
I+ − I−)

/
(
I+ − I−)

(1.4)

with I+ and I− denoting the intensity of the reflected light for opposite directions
of the magnetization or external magnetic field. The variation of AR with angle
of incidence θ and photon energy �ω reveals a pronounced maximum at around
�ω ≈ 58 eV, close to the position of the Co 3p core level, and θ ≈ 45◦, correspond-
ing to the Brewster angle. Under these conditions the magnetodichroic signal AR
reaches peak values of more than 90 %. This property makes the resonant mag-
netic reflectivity or T-MOKE in the EUV regime a very useful tool for the study of
magnetic heterosystems [67, 68].

This is briefly demonstrated in Fig. 1.9, which shows the spectral distribution of
the HHG light reflected off a Permalloy grating and the corresponding T-MOKE
asymmetry AR. The HHG intensity spectrum exhibits the characteristic comb struc-
ture and covers both the Fe and Ni M edges. A reversal of the magnetization direc-
tion introduces a strong change in the harmonics, particularly around �ω ≈ 66 eV,
corresponding to the Ni edge. Similar changes occur at the Fe edge at around
�ω ≈ 54 eV. This is also reflected in the magnetodichroic asymmetry, which ex-
hibits pronounced maxima at these two photon energies. The sign of the asymmetry
is the same for both edges and underlines the fact that the Fe and Ni magnetic mo-
ments are strongly exchange-coupled in the alloy and align parallel to each other. We
also compare the HHG data to measurements with synchrotron radiation performed
on the same sample system and note an overall fair agreement. The remaining differ-
ences in the asymmetry spectra are due to differences in the experimental geometry
in the HHG and synchrotron experiments.
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Fig. 1.9 Magnetic resonant reflectivity in the EUV regime at the Fe and Ni M edges in a Permal-
loy layer. Intensity distribution for opposite magnetization directions (left) and resulting magne-
todichroic asymmetry (right) acquired with HHG and synchrotron radiation

In performing synchrotron pump-probe reflectometry experiments we have also
already answered the question of to what extent this EUV T-MOKE signal can also
be used for magnetodynamics studies in the picosecond regime [69]. For this pur-
pose, we prepared magnetic heterosystems on a coplanar waveguide with an inte-
grated Auston switch on GaAs substrates. The switch was driven by a Ti:sapphire fs-
pulse laser (pulse width 20 fs) electronically synchronized with the synchrotron ra-
diation pulses (50 ps FWHM) and generated magnetic field pulses of 10 ps (FWHM)
at a repetition frequency of 100 MHz. These short field pulses caused a small-angle
precession of the magnetization in the Permalloy and Co layers, which was recorded
by the time traces in the element-selective T-MOKE signals, which are reproduced
for the Co layer in Fig. 1.10. These time traces reflect the contribution of several
precessional modes, the ratio of which can be changed by a static external field, as
clearly visible in the experimental data. Although in the case of the small-angle pre-
cession the change in the resonant magnetic reflectivity signal is much smaller than
for a full magnetization reversal (cf. Figs. 1.8 and 1.9), it can be conveniently used
to map the temporal evolution of the precessional motion and distinguish different
excitation modes.

1.3.3 HHG Pump-Probe Experiments

An experiment addressing ultrafast demagnetization in an element-selective manner
without lateral resolution is sketched in Fig. 1.11. Both the HHG radiation and the
fundamental pump pulse are focused by a toroidal mirror onto the sample. The sam-
ple comprises a Permalloy (Ni80Fe20) film which has been microstructured into an
optical grating. It is placed into a Helmholtz coil system which generates the mag-
netic field for magnetization reversal. The sample disperses the HHG spectrum onto
a CCD camera; the fundamental light at a wavelength of λ = 760 nm is blocked by
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Fig. 1.10 Time-resolved
T-MOKE signal of the
Co(20)/MgO/NiFe sample at
the Co M absorption edge
(60.2 eV) and for static
external magnetic fields
50 mT (a) and 0 mT (b).
From [69]

an Al filter. In this way the magnetic dichroism can be measured in parallel for all
relevant photon energies.

The results on the ultrafast demagnetization from this Permalloy sample are
shown in Fig. 1.12. The data represent the time evolution of the magnetodichroic
response at the Fe and Ni edges, and at a point in between the edges where the
magnetodichroic signal disappears (the positions of the respective harmonics are
indicated in the inset). In the temporal evolution we observe the fast reduction of
the magnetodichroic response on a time scale of about τM ≈ 150 fs, followed by
a much slower recovery of the signal due to spin-lattice relaxation. At the photon
energy �ω ≈ 58 eV there is no change of the dichroic signal. Within the experi-
mental uncertainty, the demagnetization times for Fe and Ni appear the same. At
first glance, this seems plausible because of the strong exchange coupling in this
intermetallic compound which ties the magnetic moments of Fe and Ni together.
However, recent studies with improved time resolution suggest that a small differ-
ence in the demagnetization of different constituents in a heteromagnetic system
may exist. In the Permalloy system a small time delay of the order of a few tens of
femtoseconds is observed for the onset of demagnetization of Ni and Fe [71]. This
results in the Ni demagnetization lagging behind the Fe demagnetization in a char-
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Fig. 1.11 Setup of the HHG pump-probe experiment (a). The sample itself serves as an optical
grating to disperse the radiation onto a CCD camera (b). From [70]

Fig. 1.12 Ultrafast
demagnetization in Permalloy
(Ni80Fe20) measured
element-selectively at the Fe
(red) and Ni (blue) M

absorption edges. The purple
data points refer to a photon
energy of �ω ≈ 58 eV, where
the magnetodichroic signal
disappears. Inset: HHG
spectrum with color markers
for the harmonics selected for
the element-selective data
acquisition. Taken from [72]

acteristic fashion. Reducing the exchange coupling between Fe and Ni by doping
with Cu increases this time lag, the microscopic origin of which still needs to be
explained.

In the context of magneto-optical pump-probe techniques often the question
arises as to what extent the magneto-optical signal—in our case the T-MOKE
asymmetry—represents changes in the magnetization rather than changes in the
electronic structure. This is a nontrivial issue, as the pump pulse puts the elec-
tron system in a nonequilibrium state which may affect the optical response and
the magneto-optical coupling constants. It turns out that it is possible to avoid most
of those optical side effects by taking advantage of the fact that they are symmetric
under magnetic field reversal, whereas the magnetic contribution is antisymmet-
ric. Therefore, in magneto-optical pump-probe experiments, the magnetic response
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of the sample is extracted by taking the sample response for two magnetic fields
aligned in opposite directions; subsequently, assuming that the optical constants are
not affected by the magnetic field, the optical response can be eliminated by sub-
tracting the two responses. A thorough discussion of possible effects influencing the
magneto-optical response can be found in [73]. The question of whether the signal
from the T-MOKE at the M2,3 edges of a magnetic material is purely magnetic or
is perturbed by nonmagnetic artifacts was addressed in detail in [74]. There it was
shown that the magnetic asymmetry obtained with EUV photons in the T-MOKE
geometry is predominantly of magnetic origin and that any transient nonmagnetic
contribution to the asymmetry parameter is small (0.2 %) compared to the amplitude
of the demagnetization changes (20 %) at the same pump fluence. This highlights
the importance of T-MOKE in the EUV regime for the investigation of ultrafast
magnetization dynamics.

1.3.4 Future Development

The T-MOKE phenomenon described in Sect. 1.3.2 has a pronounced angular de-
pendence as is apparent from Fig. 1.8, with the maximum asymmetry appearing
around a 45◦ angle of light incidence. In PEEM experiments the angle of light
incidence ranges between 15◦ and 25◦ depending on the instrument’s geometry.
At these angles the T-MOKE signal in the reflected light is significantly reduced,
which opens up a possibility for magnetodichroic effects in the absorption channel.
In a pioneering PEEM experiment Hillebrecht et al. have shown indeed that even
under these geometrical constraints a sizable magnetodichroic signal of up to 5 %
in the total electron yield appears and can be successfully employed for magnetic
domain imaging [75]. On the other hand, PEEM imaging even with light pulses as
short as 200 as has been demonstrated recently [76]. In this case, however, the spec-
tral width of the harmonics is more than 10 eV wide, which deteriorates the lateral
resolution of the microscope due to the chromatic aberration of the immersion lens.
If we use 20 fs pulses instead, as in the above HHG experiments, the spectral width
of the harmonics drops to less than 1 eV, which considerably reduces the effect of
chromatic aberration. Nevertheless, we may still have to cope with the issue of space
charges in the microscope, which can be counteracted by optimizing the light pulse
train with respect to pulse height and repetition frequency. For PEEM imaging an
increase in pulse dispersion and repetition rate is certainly more favorable than an
increase in pulse height. This opens a pathway to realize element-selective magnetic
microscopy with femtosecond time resolution in the laboratory.

1.4 Conclusions

The magnetodynamics in magnetic heterosystems is determined by a complex in-
terplay of competing length and time scales as well as the magnetic coupling mech-
anism. Element- and layer-selective techniques are mandatory to discriminate the
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individual microscopic processes governing the dynamic behavior. Our experiments
show that time-resolved soft X-ray photoemission microscopy has matured as a ver-
satile tool to address the various aspects of magnetization dynamics on small length
scales and down to the picosecond regime. A further extension of this imaging ap-
proach into the subpicosecond regime seems feasible with the use of higher har-
monic generation-based light sources. This will give a laterally resolved access to
the highly interesting area of ultrafast demagnetization phenomena and optically
driven switching processes.
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