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Preface

The research and development of nanoscale magnetic materials is one of the most
promising fields in today’s science and is a base for new branches of high-tech in-
dustry. In recent decades intensive investigations in this field have promoted great
progress in the technological applications of magnetism in various areas. Nanoscale
magnetic materials exhibit new and interesting physical properties that cannot be
found in the bulk matter. Many of these unique properties have high potential for
technical applications in magnetic storage media, magnetic heads of computer hard
disk drives, single-electron devices, microwave electronic devices, and magnetic
sensors. New terminologies, such as magnetoelectronics and spintronics, have re-
cently been introduced to refer to aspects of the field involving magnetic phenomena
at the nanoscale.

The technical progress of recent years involved the preparation of multilayer
thin films and nanowires, resulting in the discovery of the giant magnetoresistance
(GMR) and tunnel magnetoresistance (TMR) phenomena, consisting in an extraor-
dinary change in the resistance/impedance of a material on application of an ex-
ternal magnetic field. GMR and TMR materials have already found applications as
sensors of low magnetic fields, computer hard disk read heads, magnetoresistive
random access memory (RAM) chips, etc. The most recent investigations in the
field of magnetic nanostructured materials introduced the new progressive field of
spintronic devices, which utilize not only the electrical charge but also the spin of
electrons and optical spin manipulation.

The dynamic behavioral features of magnetic nanostructures, especially the
speed of magnetization reversal and the physical limitations, are crucial issues in
magnetic data storage and spintronics, as they determine the functionality and fre-
quency response of devices. The need to increase the data transfer rates in magnetic
mass storage devices pushes the relevant switching frequencies far into the gigahertz
(GHz) regime. The enormous power dissipation in current semiconductor-based mi-
croprocessors has resulted in a search for low-power alternatives, for example, mag-
netic logic circuits, which provide the advantage of an inherent data non-volatility.
The successful operation of future “magnetic processors” at GHz frequencies must
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vi Preface

be based on careful control and tuning of the microscopic mechanisms governing
the magnetic switching process.

During the last decade, spin-transfer torque physics has attracted much scientific
interest after the transfer of spin momentum by spin-polarized currents was pre-
dicted and observed in the wake of the seminal discovery of GMR, which kicked off
the fast-paced development of spintronics. Whereas the GMR effect is well suited
for sensing and detecting magnetization states, the spin-transfer torque provides a
means to act on the magnetization, thus complementing GMR and extending the
toolbox for spintronics.

There are two different approaches for realizing spintronic devices. One is
metal-based spintronics which uses ferromagnetic metals. The second one is
semiconductor-based spintronics consisting of ferromagnetic semiconductors, for
which much effort has focused on producing ferromagnetism in semiconductors
above room temperature. If successful, this new class of spintronic devices could
be integrated much more easily with conventional semiconductor technology. The
key requirement in the development of such devices is the efficient injection, trans-
fer, and detection of spin-polarized current from a ferromagnetic material into a
semiconductor. Because of the well-known problem of a resistance mismatch at
metal/semiconductor interfaces, hindering an effective spin injection, much interest
is now concentrated on the development of room-temperature ferromagnetic semi-
conductors.

In recent years there has been a considerably growing interest in multilayered
GMR nanostructures due to their wide magnetoelectronics applications. Obviously,
the magnetic anisotropy and interlayer exchange coupling play the most important
roles in these structures. Oscillatory interlayer exchange coupling between ferro-
magnetic layers is an indirect exchange interaction of localized spins in magnetic
layers mediated by conducting electrons of nonmagnetic spacers. As the need for
ultra high density data recording increases, the size of the films used in spintronic
applications must decrease. Therefore, accurate magnetic characterization is one of
the major issues related to magnetic multilayer structures.

Another important field is that of interfacial phenomena in perovskite oxide su-
perlattices, which have the potential to provide unique functional properties for a
diverse range of applications, including sensing, energy conversion, and informa-
tion technology. In these systems, the antiferromagnetic and ferromagnetic order
parameters display dissimilar dependences on sublayer thickness and temperature
due to the competition between different magnetic interactions. For a small range of
sublayer thicknesses, a robust spin-flop coupling is observed such that the alignment
of the magnetization of the ferromagnetic layer with a magnetic field leads to the
reorientation of the magnetic moments in the antiferromagnetic layer to maintain
the proper orientation between different moments.

The science and technology of functional nanostructured materials received great
impetus by the ability to produce structures on a sub-micrometer scale. Nanofab-
rication and nanotechnology allowed the manipulation of materials and the engi-
neering of innovative materials and devices, both for fundamental studies and for
applications in various fields. One of the major obstacles in the miniaturization of
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nanoelectronic devices has been the fabrication of interconnects having diameters
compatible with the size of the devices they connect. In solid state electronics as
well as in nanoelectronics, interconnecting nano or molecular devices has remained
a challenge for several decades. Although the search for feasible interconnects in
nanoelectronics is continuing, nanosized Si nanowires appear to be an attractive
1D material because of their well-known silicon-based microelectronic fabrication
technology and their ability to be used directly on the Si-based chips. Electronic and
spintronic devices with conducting interconnects between them can be fabricated on
a single Si nanowire at a desired order.

One of the most effective methods of nanotechnology and nanofabrication is the
self-assembling of nanoparticles or nanospheres, a low-cost alternative patterning
technology particularly well suited to the preparation of arrays of dots or anti-
dots covering a surface area of several square millimeters (mm2) or larger. While
nanoparticles with a sharp size (diameter) distribution can be synthesized by sev-
eral bottom-up chemical processes, and can even be functionalized for different
purposes, their dispersion over large substrates results in well-ordered, short-range
periodic templates, with a lack of long-range order and without a precise orienta-
tion on the macroscopic scale of the whole sample, of the periodic structure. Self-
assembling of polystyrene nanospheres is a powerful technique to prepare large area
(several mm2) nanostructured thin films. Compared to conventional lithographic
techniques, which have more resolution and are more versatile, but are limited to
very small surface areas, self-assembling of polystyrene nanospheres allows the
preparation of large nanostructured samples. This technique limits the shaping to
only circular dot and antidot geometries which can be obtained in a hexagonal close-
packed configuration.

Another prospective field for research and application of magnetic nanostruc-
tures is the fabrication and investigation of magnetic nanoparticles for biomedical
applications. Magnetic nanoparticle hyperthermia (MNH) treatment of tumors is at
an advanced stage of development; it has been through phase I human clinical tri-
als and is currently being tested in phase II in combination with other therapies.
Currently the use of MNH for the treatment of tumors is restricted by the heating
performance of the available nanoparticle ferrofluids. Although a massive amount
of important biochemical and clinical work is also required to develop this therapy,
the heating issue is fundamental and must be solved. Of course, this is just the start
of the process, as the magnetic nanoparticles must be made biocompatible, hidden
from the immune system, targeted, tested in vivo, etc., but it is clear that MNH will
be able to make significant strides towards becoming a stand-alone treatment, and
that it is potentially a very low morbidity and generic therapy.

This book is intended to provide a review of the latest developments and the
fundamental concepts in the above-mentioned fields of research and application of
nanostructured magnetic materials as well as in the emerging fields of magneto-
electronics and spintronics. The idea for this book was born at the Fifth Interna-
tional Conference on Nanoscale Magnetism (ICNM-2010) held on September 28–
October 2, 2010 in Gebze-Istanbul, Turkey. The meeting was organized by the De-
partment of Physics of the Gebze Institute of Technology (GIT). The scope of the
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contributions extends from fundamental magnetic properties at the nanometer scale
to fabrication and characterization of nanoscale magnetic materials and structures
as well as the physics behind the behavior of these structures.

We would like to thank all the authors for their contributions. We also acknowl-
edge the great efforts of our collaborators and research fellows from the Department
of Physics and Nanomagnetism and Spintronics Research Center (NASAM) of GIT
and others who made major contributions to the organization of the ICNM-2010
Conference and made this publication possible. We are very grateful to Prof. C. As-
cheron for his great support, help, and patience during the publishing of this book.

B. Aktaş
F. Mikailzade

Gebze-Kocaeli, Turkey
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Chapter 1
From Magnetodynamics to Spin Dynamics
in Magnetic Heterosystems

Claus M. Schneider

Abstract The dynamic behavior of magnetic systems covers a broad range of
length and time scales and is of both fundamental interest and technological rele-
vance. The particular challenge in magnetic heterosystems is the need to disentangle
the responses of the individual magnetic and chemical components. In this contri-
bution we discuss the results of two complementary experimental approaches ad-
dressing element-selective magnetization and spin dynamics. Time-resolved X-ray
photoemission electron microscopy (TR-XPEEM) is employed to image the tem-
poral evolution of the magnetization in interlayer exchange-coupled trilayers in the
picosecond regime with high lateral resolution. In order to address the femtosecond
time scale with element selectivity, we developed a novel pump-probe magneto-
optical Kerr effect (MOKE) technique involving higher harmonic generation (HHG)
in the extreme ultraviolet regime. We are able to map the spin dynamics of the in-
dividual constituents in Permalloy (Ni80Fe20) with a time resolution of better than
100 fs. Combining PEEM with HHG excitation may pave the way to an element-
selective magnetic imaging technique in the lab offering femtosecond time resolu-
tion.

1.1 Introduction

The dynamic behavior of magnetic systems involves a wide variety of physical phe-
nomena and covers a broad range of time scales of more than 23 orders of mag-
nitude. Moreover, this enormous dynamic range is also of high technological rele-
vance. The long-term end of the time axis is marked by the data storage retention
time defined by the magnetic storage industry. It relates to the thermal stability of a
written bit of information for a period of at least 10 years. Another technologically
important regime is located between 10−9 and 10−12 s and governs fast magnetic

C.M. Schneider (B)
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2 C.M. Schneider

Fig. 1.1 Time and length scales in magnetization and spin dynamics. The lightly shaded area
marks the region accessible in X-ray photoemission microscopy. The darker shading marks a pos-
sible extension into the femtosecond region

switching processes (Fig. 1.1). The speed in magnetization reversal and particularly
its physical limitations are crucial issues in magnetic data storage and spintronics,
as they determine the functionality and frequency response of hard disk drive sys-
tems and other devices [1, 2]. The need to increase the data transfer rates in magnetic
mass storage devices pushes the relevant switching frequencies far into the gigahertz
(GHz) regime. The enormous power dissipation in current semiconductor-based mi-
croprocessors spurs the search for low-power alternatives, for example, magnetic
logic circuits which provide the advantage of an inherent data non-volatility [3].
The successful operation of future “magnetic processors” at GHz frequencies must
be based on a careful control and tuning of the microscopic mechanisms governing
the magnetic switching process.

Beyond these technological issues it is particularly the regime of short and ultra-
short time scales which combines interesting scientific perspectives with consider-
able challenges. Pushing the speed of magnetization reversal to its physical limits is
only possible if reversal or precessional processes on the nano- and picosecond time
scales are understood in detail [4]. However, this understanding will be incomplete
without an exploration of the nature of magnetic damping effects [5]. Of specific
importance for the details of the dynamic response is also the nature of the excita-
tion, either in the classical manner via a magnetic field pulse, or via spin-transfer
torque phenomena involving a spin-polarized current [6].

The femtosecond regime becomes accessible by means of ultrashort-pulse laser
sources, which have matured into convenient table-top systems nowadays. The laser
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pulses may be employed to strongly excite the electronic system of a sample on a
time scale of less than 100 fs [7]. Extending studies of spin and magnetization dy-
namics into the femtosecond regime has two consequences. First, spin and electron
dynamics are intimately connected and can no longer be treated separately. Second,
this interplay may open new channels for energy and angular momentum transfer
processes. In this limit, the magnetization M(r) can no longer be represented by a
vector of constant length |M|. In order to capture the influence of finite temperature,
for example, during ultrafast demagnetization experiments, the vector field M(r, t)
must include variations of both direction and length of the local magnetization vec-
tor. Since the pioneering experiments on Ni [8] which revealed an ultrafast demag-
netization on the 100 fs time scale driven by strong optical pump pulses, most of the
studies have focused on this phenomenon and the underlying microscopic processes.
A variety of mechanisms have been invoked, ranging from phonon-, electron-, and
magnon-mediated spin-flip processes [9–13], through direct laser-induced spin flips
[14] or relativistic spin-light interaction [15] to superdiffusive spin transport [16].
Recently some results appeared which demonstrated a certain control of the magne-
tization direction by ultrashort light pulses [17–20]. Although the underlying mech-
anisms still need to be clarified, ultrafast optical switching of magnetic elements
may come within reach.

Magnetic heterosystems form the basis for technological magnetic and spintronic
devices [21]. Their inherent chemical and magnetic complexity, which also creates
coupling phenomena on different length scales, poses another challenge to dynamic
studies. In this case we need to disentangle the dynamic responses of the individ-
ual magnetic and chemical components in the heterosystems. However, it is gen-
erally accepted that even in chemically and magnetically simple confined systems
the macrospin picture is often not sufficient to fully describe the dynamic response
[22]. This is due to nonuniform magnetization distributions in the transient states
or already in the ground state. In order to map the behavior of the magnetization
distribution, spatially resolving techniques are needed, and they must be paired with
element or chemical selectivity to discriminate the contributions of the individual
chemical and magnetic constituents in the heterosystems.

In this contribution we will focus on X-ray photoemission electron microscopy
(XPEEM), which has matured into a high-resolution magnetic imaging technique
in the picosecond regime. We compile selected results for the dynamic phenomena
observed in magnetic heterosystems, and we will discuss a possible extension of the
technique into the femtosecond regime.

1.2 Magnetodynamic Imaging on the Picosecond Time Scale

1.2.1 Time-Resolved Photoemission Microscopy

In our experiments we employed time-resolved X-ray photoemission electron mi-
croscopy (TR-XPEEM) to image the temporal evolution of the magnetization fol-
lowing a short field pulse excitation. The details of the electron optics of such an
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immersion lens microscope have been described in several review articles [23–25].
In general, the instruments fall into two classes differing in the electron-optical con-
cept. The strong electric field between the sample and the objective lens system,
which is a characteristic of the immersion lens approach, is realized either by putting
the sample on high negative potential or the objective lens on high positive potential.
The first solution allows the use of electromagnetic lens elements, but limits the ac-
cess to the sample. In the second variant, the sample is kept on ground. This is very
convenient for magnetodynamics studies, as the sample can be easily subjected to
short electrical current and magnetic field pulses generated by fast pulse generators.
Thus, this is also the geometry of choice in our experiments.

The samples consist of small magnetic elements, which are prepared by optical
and electron beam lithography techniques on coplanar waveguides of up to 100 µm
width [26]. The high-frequency behavior of the waveguide is chosen so as to pro-
vide a close impedance match to commercial pulse generators. The shortest cur-
rent (pump) pulses realized in this way have a rise time of less than 100 ps. For
even shorter pulses the waveguide is connected to an Auston switch which can
be controlled by a femtosecond pulse laser system. Both the pulse generator and
the femtosecond laser are synchronized with the synchrotron radiation pulse train
(probe) via an electronic circuit which keeps the timing jitter between pump and
probe pulses below 10 ps. If the repetition rate of pump and probe pulses is the
same, no further selection mechanism in the microscope is needed. In most cases,
however, the repetition rate of the pump pulses may be lower in order to allow the
magnetic system to return to the ground state after each excitation pulse. In order
to select those synchrotron probe pulses which correspond to a given pump pulse
sequence, a gating scheme has been implemented in the microscope column [27].
It allows one to blank the electron beam for those synchrotron pulses which do
not contribute to the selected time window. The time resolution of this imaging ap-
proach being limited by the timing jitter in the electronic synchronization and the
pulse width of the synchrotron radiation reaches down to about 10 picoseconds.

The combination of element selectivity and magnetic sensitivity is provided by
soft X-ray magnetodichroic phenomena predominantly at the transition metal L
edges. Magnetic X-ray circular dichroism (MXCD) [28, 29] serves as a contrast
mechanism for ferromagnetic samples, whereas magnetic X-ray linear dichroism
(MXLD) [30, 31] yields magnetic contrast for certain antiferromagnetic spin struc-
tures. The MXCD signal AC is sensitive to the projection of the magnetization M
onto the helicity vector of the circularly polarized light ζ , i.e.,

AC ∼ M · ζ . (1.1)

Therefore, MXCD yields the highest contrast for M being oriented parallel or an-
tiparallel to the direction of light incidence. It thus determines a spin orientation
in space. MXLD, however, depends on the orientation of the spin quantization axis
with respect to the electric field vector E of the linearly polarized light. It there-
fore can determine only the spin alignment direction. The angular dependence in
MXLD is usually system dependent and more complicated as crystalline and orbital
symmetries have to be considered [32, 33]. The combination of MXCD and MXLD
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Fig. 1.2 Principle of a
time-resolved PEEM
experiment with magnetic
field pulse excitation (taken
from Ref. [37])

provides convenient access to heteromagnetic systems, as has been demonstrated
for static micromagnetic structures in several cases [34–36].

1.2.2 Imaging Magnetization Dynamics in Single Magnetic Thin
Films

In order to demonstrate and explain the principle of the time-resolved PEEM tech-
nique, we will first focus on results obtained from single magnetic layers.

1.2.2.1 Example I: Permalloy (Ni80Fe20) Layers

As a first example, we briefly discuss the results obtained on a single Permalloy
(Ni80Fe20) microstructured element of 40 nm thickness, which has been subjected
to a 10 ns wide field pulse (Fig. 1.2). The experiments have been performed us-
ing the 16-bunch mode at the ESRF, which provides a repetition period of 200 ns
[37]. This time structure of the excitation ensures that the magnetization distribution
has relaxed into the ground state after each excitation pulse. Each image shown in
the sequence of Fig. 1.3 reflects the MXCD contrast at the Ni L3 edge and repre-
sents an average over 108 pump-probe cycles. As a consequence, the image shows
a clear contrast only in those regions of the magnetization distribution which repro-
ducibly appear at the same lateral position at each pump pulse event. The electrical
pulse passing along the coplanar waveguide changes the potential landscape be-
tween sample and immersion lens. This leads to a transient change of the imaging
magnification; i.e., the image “breathes.” This effect can be conveniently employed
to determine not only the reference point on the time axis marking the onset of the
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Fig. 1.3 Evolution of the magnetization pattern in a micrometer-sized Permalloy thin film element
following the excitation with a magnetic field pulse. The pulse shape supplied by the pulse gener-
ator (solid line) is only slightly broadened, when the pulse (◦) arrives at the element. The arrows
indicate the orientation of the local magnetization vector. From [37]

magnetic field pulse, but also the pulse shape of the magnetic excitation (data points
in Fig. 1.3) [38].

The image shows the domain distribution in a rectangular element (right, 16 ×
8 µm2) and part of a square element (left, 16 × 16 µm2). In the ground state, i.e.,
before the field pulse sets in, the elements assume simple Landau flux closure do-
main structures. This indicates that the domain pattern is dominated by the tendency
of the system to reduce the magnetic stray field outside the particle. The arrows in-
dicate the orientations of the local magnetization vector in the individual domains.
As soon as the magnetic pulse field Hp(t) acts on the element, the domain config-
uration starts to change in a characteristic manner (region I). In the following, we
will denote the ground state magnetization distribution at delay time t < 0 by M0(r)
and the transient magnetization distribution at t > 0 as Mt (r). The most pronounced
changes appear in those triangular domains for which the ground state magnetiza-
tion direction points antiparallel to the pulse field, M0(r) ↓↑ Hp(t). Exhibiting an
intermediate gray contrast level in the ground state, they develop a clear stripe-like
pattern, which indicates the formation of a network of small domains with transient
magnetization Mt (r) ⊥ Hp(t). This phenomenon is known as incoherent magneti-
zation rotation [39].

A coherent magnetization rotation, by contrast, appears in those domains whose
ground state magnetization fulfills M0(r) ⊥ Hp(t), because they are subject to the
highest magnetization torque τ(r, t) ∼ M(r) ⊥ Hp(t). They appear as black and
white contrast levels in the images. In particular in the regions of the 90◦-domain
walls separating domains with M0(r) ⊥ Hp(t) and M0(r) ‖ Hp(t), the magnetiza-
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tion rotates, effectively increasing the area of the domains with M0(r) ‖ Hp(t). As a
consequence the domain wall seems to smear out. This process is most pronounced
close to the central vortices and weaker at those positions where the domain wall
meets the boundary of the element. The edges of the element act as pinning sites
for the domain walls and stabilize the local magnetization against the coherent ro-
tation. Consequently, on the plateau of the field pulse (region II), the domain with
M0(r) ‖ Hp(t) has taken a W-like shape, whereas the black and white domains with
M0(r) ⊥ Hp(t) have reduced in size. We also note that most of these changes take
place along the rising edge of the field pulse during the first few hundred picosec-
onds.

On the plateau of the field pulse the transient domain structure stabilizes, as can
be seen by comparing the MXCD images taken at delay times t = 2 ns and t = 4 ns.
A temporary equilibrium state is formed, which is determined by the local effective
field Heff(t) = Hdip(t) + Hp(t), which contains the contributions of the dipolar and
pulse fields. This configuration has an important consequence which becomes vis-
ible along the falling edge of the field pulse. The reduction of the pulse field also
causes a formation of the stripe-like phase in the previously unaffected regions with
M0(r) ‖ Hp(t). This behavior can be understood in the following manner: The re-
duction of the pulse field acts on the temporary equilibrium state as if a hypothetical
magnetic field Hhyp(t) is applied into the direction opposite to Hp(t). The W-shaped
domains with M0(r) ‖ Hp(t) are then subject to the condition Mt (r) ↓↑ Hhyp(t),
which also causes an incoherent magnetization rotation in these domains. As a con-
sequence, the stripe-like areas expand through the entire element. As this process
involves the creation of many partial domain walls, the resulting structure is rela-
tively stable, even after the field pulse has completely decayed. The domain wall
motion is considerably slower than the magnetization rotation. Therefore, it takes
more than 10 ns for the transient magnetization configuration to relax back into the
ground state.

1.2.2.2 Example II: Fe(001) Layers

In contrast to the polycrystalline Permalloy thin films described above, single crys-
tal layers usually possess a strong magnetocrystalline anisotropy. This has important
consequences, as demonstrated in Fig. 1.4. The sample comprises a 20 × 10 µm2

sized Fe(001) thin film element (thickness 10 nm), which has been grown on a
Ag(001) coplanar waveguide on a GaAs(001) substrate. It is well known that the
magnetocrystalline anisotropy requires the easy axes of magnetization in single-
crystalline iron to lie along the [001] crystalline directions [41]. The element has
been structured such that the easy axes agree with the boundaries of the ele-
ments. Therefore, the ground state domain pattern is very similar to the pattern
of the Permalloy element discussed before, because magnetocrystalline and dipo-
lar (shape) anisotropy act in the same directions. The direction of light incidence
is pointing along the long axis of the element, generating the strongest magne-
todichroic contrast from the top and bottom triangular domains. The domain pattern
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Fig. 1.4 Domain wall
bulging in a 20 × 10 µm2 Fe
element (inset) as a response
to the magnetic field pulse
(bottom). Arrows indicate
local magnetization direction.
Broken green line marks the
position of the domain wall in
the ground state, i.e., the
static case. From [40]

is reproduced in a false color representation (blue–red instead of black–white) to
highlight small changes occurring during the dynamic response.

The field pulse in the dynamic experiment (pulse field Hp(t) is pointing from top
to bottom along the short axis of the element) is shorter by a factor of 10 than that
in Fig. 1.3. Thus, we first verified that incoherent rotation also occurs in Permal-
loy films under these conditions [40]. The most obvious finding in Fe(001) is thus
the absence of incoherent rotation processes. Evidently, the field pulse is not strong
enough to overcome the magnetocrystalline anisotropy and to locally rotate the mag-
netization out of the easy axis. The field pulse generates the largest magnetization
torque in the blue and red colored domains. This leads to a coherent magnetization
rotation in these domains, which in turn leads to a bulging of the domain walls with
respect to the ground state configuration.

In Fig. 1.4 we have analyzed this behavior more quantitatively by plotting the
time dependence of the displacement in the center of the wall normal to the wall
axis. The comparison to the shape of the field pulse reveals an astonishing finding:
There is a considerable time lag between the field pulse and the wall response. In
particular, the maximum of the bulging motion is located at around t ≈ 1.2 ns, i.e.,
a delay time at which the field pulse itself has already decayed. More quantitatively,
there is a time delay of τB = 700 ps between the maximum of the field excitation
and the maximum domain wall displacement. This behavior can be attributed to
the interplay of two mechanisms. First, the field pulse stores Zeeman energy in the
magnetization distribution which in the low-anisotropy material Permalloy leads to
large-angle rotations of the local magnetization. The stronger magnetocrystalline
anisotropy in Fe(100) suppresses large-angle rotations and leaves only the much
slower domain wall motion as a pathway to reduce the energy of the system. Thus,
the wall bulging proceeds as long as it is driven by the excess energy in the spin sys-
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tem. Second, the long decay of the excitation is also promoted by a small magnetic
damping in iron for which a Gilbert damping factor of α = 3 × 10−3 has been re-
ported [42]. The characteristic time scale on which the Zeeman energy is dissipated
via domain wall motion is given by [43]

τDW = 1

γμ0MSα
(1.2)

with γ denoting the gyromagnetic ratio. Taking the value μ0MS = 2.2 T for the
saturation magnetization of iron yields a time constant of τFe = 850 ps, which com-
pares favorably with the preceding value of τB = 700 ps. A further analysis of the
time dependence in Fig. 1.4 reveals that the domain wall bulging builds up with
an almost constant wall velocity of vw ≈ 400 m/s, but relaxes significantly more
slowly with a domain wall speed of vw ≈ 100 m/s. The constant wall velocity in
the initial rise may be due to the Walker limit [44]. The Walker breakdown field in
iron is estimated to be about 3.3 mT, which agrees well with the external field value
at the position where the domain wall velocity levels off into a constant value. We
have also verified the main results of our interpretation by means of micromagnetic
simulations within the OOMMF environment [45].

1.2.3 Imaging Magnetization Dynamics in Interlayer-Coupled
Trilayers

After seeing the variety of dynamic processes which can be revealed by photoemis-
sion microscopy on single magnetic layers, we can take the technique a step fur-
ther to investigate more complicated magnetic heterostructures. In the following we
are focusing on trilayer structures composed of two different ferromagnetic layers
FM1 and FM2 sandwiching a nonmagnetic interlayer. Exploiting the well-known
phenomena of interlayer exchange coupling [46, 47], we can tune the magnetic cou-
pling character between FM1 and FM2 from ferromagnetic to antiferromagnetic by
adjusting the thickness of the interlayer appropriately. In this way we can study the
influence of the interlayer coupling onto the magnetodynamics, but we must be able
to separate the response of the two layers FM1 and FM2. This is achieved via the
element selectivity of the MXCD effect if both layers have different chemical con-
stituents and the thicknesses of the top layer and interlayer are in the nanometer
regime. In this case the magnetodichroic signal resulting from the bottom layer can
still be discerned.

Our magnetodynamics studies encompassed several material systems comprising
layers of single magnetic elements or binary compounds [48–50]. In the following
we will discuss results on the dynamic response obtained from a polycrystalline
trilayer of the type Fe20Ni80(2nm)/Cr(2.5nm)/Fe50Co50(5nm). In this case, the in-
terlayer coupling is weak and leads to a ferromagnetic alignment of the local magne-
tization direction of both layers. This can be seen in Fig. 1.5, which displays MXCD
maps taken at the Ni and Co L3 absorption edges, which directly translate into the
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Fig. 1.5 Evolution of the layer-resolved magnetization patterns in a micrometer-sized pseudo-spin
valve element following the excitation with a bipolar magnetic field pulse. The layer structure
comprises Fe20Ni80(2 nm)/Cr(2.5 nm)/Fe50Co50(5 nm). From [50]

magnetization distribution of the top and bottom magnetic layers, respectively. A di-
rect comparison of the domain patterns at delay time t = 0 reveals the same con-
trast distribution and hence a ferromagnetic coupling between the Fe20Ni80 and the
Fe50Co50 layers. The domain pattern corresponds closely to a Landau–Lifshitz flux
closure pattern with four triangular domains and a central vortex (cf. Fig. 1.3). The
magnetization vectors in all four domains make an angle of about 45◦ and there-
fore have about the same projection onto the direction of light incidence. Because
of the angular dependence of the MXCD, the left and top and the right and bottom
domains, respectively, show almost the same magnetic contrast. The dark circular
dots appearing in the left-hand domain are defects on the sample surface.

This pseudo-spin valve structure is subjected to a magnetic field pulse with a
maximum amplitude of 6 mT. We found out that a unipolar pulse often left the sys-
tem in a metastable transient state which severely impairs a repetitive pump-probe
measurement. Apparently, the restoring force by the demagnetizing field was not
strong enough to restore the initial state before the pulse excitation, in contrast to
the observation in single Permalloy layers. Only a bipolar pulse ensured that the sys-
tem reproducibly returned back to the initial state even after a train of 109 repetitive
field pulses. and bottom the element-resolved magnetization character determines
the dynamic response.

Following the temporal evolution of the magnetization pattern in the Permalloy
and Fe50Co50 layers, we can discern three different processes taking place on differ-
ent time scales. The fastest response takes place in the top and bottom domains and
appears as a change of the contrast level in the entire domain. This contrast change is
related to a rotation of the local magnetization vector in the direction of the external
or rather effective magnetic field (see also Fig. 1.6(a)). The second process, which
takes place on a longer time scale, is a domain wall propagation which causes the
domain with M0(r) ‖ Hp(t) to expand at the expense of the neighboring domains
(cf. Fig. 1.6(b)). The third process is slowest and leads to the nucleation and expan-
sion of a small domain in the top domain (cf. Fig. 1.6(c)). Judging from the contrast
level, the magnetization vector in this domain is also parallel to the external field.

Although at first glance the responses look similar for the top and bottom fer-
romagnetic layers, a closer inspection of the data in Fig. 1.3 reveals an interesting
difference, which gives more insight on the microscopic mechanisms governing the
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Fig. 1.6 Graphical representation of the magnetodynamic response taking place in different parts
of the domain patterns displayed in Fig. 1.5: (a) magnetization rotation, (b) domain wall displace-
ment, and (c) domain nucleation and growth. The respective direction of motion is indicated by the
small red arrows in panels (a) to (c)

Fig. 1.7 (a) Evolution of the magnetization rotation in the top and bottom domains along the
magnetic field pulse for the top (Permalloy) and bottom (Fe50Co50) layers (squares mark the area
of averaging). (b) Layer-resolved domain wall motion (position indicated by the arrows) driven by
the magnetic field pulse. From [48]

magnetization dynamics. In the following we will focus on the magnetization rota-
tion and the domain wall motion. Figure 1.7 compiles a quantitative assessment of
the two processes, which is based on the analysis of the temporal variation of the
MXCD contrast levels in both ferromagnetic layers.

The temporal evolution of the magnetization rotation in both magnetic layers is
compared in Fig. 1.7(a). The data have been obtained by averaging the magnetic
contrast over an extended area in the top and bottom triangular domains. The rota-
tion angle of M was then determined from the angular dependence of the MXCD
signal (cf. (1.1)). At the onset of the field pulse (negative excursion) the rotational
motion also sets in and increases with the magnetic field. However, there is a charac-
teristic phase shift between the responses in the two layers. The rotation in the FeCo
layer lags behind that in the Permalloy layer by about 250 ps. This time lag also
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affects the further temporal development, as the relaxation in the CoFe layer is also
delayed and the rotation in the CoFe layer is smaller during the positive excursion of
the field pulse. This behavior is similar for both the top and the bottom domains. As a
consequence, the magnetization vectors MFeNi and MCoFe are not rotating as a unit,
but develop a dynamic twist during the magnetic field pulse excitation. The inter-
pretation of this behavior can be traced back to the coercive fields of the individual
layers, which differ by about a factor of 10 (HC,FeNi = 0.5 mT, HC,CoFe = 5 mT).
According to the empirical model of Doyle et al. [51], the switching time τ can be
related to the layer-specific coercivity HC,n,

1

τ
= 1

Sw
(H − HC,n), (1.3)

of the respective layer n via the switching coefficient Sw ≈ 2(1 + α2)/(αγ ). The
above quasi-statically determined coercivity values can be regarded as lower bounds
only to the dynamic coercivity [52], which precludes any quantitative interpretation.
Qualitatively, however, the switching time in the CoFe layer should be significantly
higher than in the Permalloy layer, in agreement with the experimental observation.

The data on the domain wall motion along the field pulse are compiled in
Fig. 1.7(b) and exhibit a different behavior. A comparison of the motion in the FeNi
and CoFe layers reveals a different amplitude, but the same time dependence during
the negative part of the bipolar field pulse. In particular, there is no time delay in the
initial phase of the domain wall motion; i.e., the domain walls in the top and bottom
layers move simultaneously. This may be understood by the fact that a domain wall
generates an additional stray field, which can increase the effective coupling through
the nonmagnetic interlayer [53]. Also, keep in mind that the domain wall motion is
considerably slower than the magnetization rotation. The scatter in the experimental
data points may simply mask a potential difference of the order of 100 ps in the onset
of the domain wall displacement in Fig. 1.7(b). The finite domain wall velocity also
causes the system to relax slowly and still be in a transient state when the positive
component of the magnetic field pulse starts to act. Consequently, we observe only a
weak domain wall displacement in the opposite direction, although the positive and
negative components of the bipolar pulse are of comparable magnetic field strength.

1.3 Addressing the Femtosecond Time Scale

The area of magnetization dynamics discussed in the previous section reaches its
limits in the picosecond regime. The fastest process available in this regime is the
precessional motion of the magnetization vector, which is well described by the
Landau–Lifshitz–Gilbert (LLG) equation. An important precondition in the LLG
treatment is that the length of the magnetization vector remains essentially un-
changed during the motion, i.e., |M| = const.

Pioneering laser experiments in the mid-1990s showed that there may be even
faster excitation channels resulting in magnetization or rather spin dynamics down
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to the femtosecond regime [8]. In this case the magnetic system is excited by a
strong light pulse from an amplified femtosecond pulse laser, e.g., a Ti:sapphire os-
cillator. This light pulse may be as short as 50 fs and transfers an energy of up to
several microjoules (µJ) to the magnet. The wavelength of this pump pulse is usu-
ally around λ = 800 nm; i.e., it leads to excitations of electrons mainly around the
Fermi level resulting in a transient nonequilibrium electron distribution which dif-
fers strongly from the Fermi distribution in thermodynamical equilibrium. This situ-
ation also affects the magnetic order, i.e., the spin system. Consequently, an ultrafast
demagnetization, i.e., a reduction of the magnetization vector on a time scale of the
order of 100 fs, takes place. In other words, in these experiments the magnetization
vector is no longer of constant length, but rather varies in time, i.e., |M| = f (t).
The interpretation of such experiments usually follows the three-temperature model
[8, 54], in which the solid is described by three interacting subsystems with well-
defined temperatures for the electron (Te), spin (Ts), and lattice (Tl) subsystems.
This phenomenologically derived model assumes an ultrafast dissipation channel
for the spin angular momentum in order to explain a demagnetization time of a few
hundred femtoseconds. Various approaches are currently discussed controversially
to explain such a fast spin-flip process; among them are inelastic magnon scatter-
ing, Elliot–Yafet type mechanisms [11], photon-induced spin flips [14, 55], spin-flip
Coulomb scattering [10], and relativistic quantum-electrodynamic processes [15].
On the other hand, spin-dependent transport processes driven by the nonequilibrium
electron distribution may generate sizable contributions to the ultrafast demagneti-
zation without invoking an angular momentum dissipation channel at all [16, 56].
Moreover, recent theories suggest that the demagnetization time τM is related to the
Gilbert damping factor α [57], which also appears in the LLG equation.

Recently, an ultrafast all-optical switching of the magnetization has been reported
in GdFeCo alloys. In this case the magnetization is found to reverse its orientation
by 180◦ as a response to the irradiation with a circularly polarized femtosecond laser
pulse [19]. Whether this effect involves the ultrafast demagnetization or is related
to other microscopic mechanisms is currently still a matter of intense debate. In
any case, the preceding examples show that spin dynamics on ultrafast time scales
is a highly interesting area of research. All of the ultrafast experiments performed
up to now, however, lack lateral resolution. Investigating ultrafast spin dynamics
with photoemission microscopy is a real challenge and requires several experimental
problems to be solved. Two of them—the questions of an appropriate light source for
femtosecond pulses and a suitable magnetic contrast mechanism—will be addressed
below.

1.3.1 Femtosecond Pulse Soft X-Ray Sources

In order to introduce element selectivity into ultrafast spin dynamics studies, we
need soft X-ray light sources providing femtosecond pulses. At present, this quality
of radiation can be provided by at least three different types of sources: (i) free elec-
tron lasers (FELs), (ii) femtosecond slicing procedures, and (iii) higher harmonic
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generation (HHG). Free electron lasers provide femtosecond light pulses with an
extremely high peak brilliance which is a factor of up to 107 higher than that of stor-
age ring light sources [58]. This corresponds to up to 1013 photons per 30 fs pulse.
On the one hand, this photon density may lead to severe sample damage even after a
single-shot exposure [59]. On the other hand, in electron-based spectroscopies and
microscopies the peak brilliance translates into a high photoelectron density which
may lead to space-charge phenomena resulting in severely deteriorated spectral and
lateral resolution of the instruments [60]. At the other end of the photon density scale
we find the femtosecond slicing approaches [61]. They are based on the modulation
of the electron bunches in the storage ring by means of intense photon pulses from
an external laser source. The limited efficiency of this slicing technique results in
very low photon fluxes, but allows for repetitive pump-probe experiments. The first
results on element-selective studies of ultrafast demagnetization at the L3 edges of
Ni have been obtained recently [62, 63]. Nevertheless, the complexity of the slicing
experiment and the rather limited accessibility to such a source at the moment allow
only for selected experiments.

In contrast to the accelerator-based sources described above, the HHG technique
involves essentially a table-top laser setup. The pulses of a Ti:sapphire amplifier are
focused into a noble gas medium such as Ar or Ne. The strong electromagnetic field
of the light pulse causes the valence electrons to oscillate in the Coulomb potential
of the core with partial ionization and recombination events. During the recombi-
nation photons of higher energies corresponding to integer multiples of the funda-
mental laser energy are emitted [64]. With argon as a medium the higher harmonic
upconversion may easily reach photon energies of 100 eV (the phase-matching cut-
off for Ne), thereby covering the transition metal M absorption edges. This energy
range is also often referred to as extreme ultraviolet (EUV). The radiation produced
by the HHG process retains the polarization and coherence properties of the driv-
ing laser and may reach pulse lengths down to less than 10 fs [65]. In addition,
each HHG light pulse has a well-defined phase relation to the corresponding light
pulse at the fundamental wavelength, therefore providing the means for inherently
synchronized pump-probe experiments with femtosecond time resolution.

1.3.2 Magnetodichroic Effects in the EUV Regime

In order to perform element-selective studies in the EUV regime, an appropriate
magnetodichroic phenomenon is needed which delivers a magnetic signal at these
photon energies. As the HHG source provides only linearly polarized light, MXCD-
type effects like those used in the PEEM experiments described above are not acces-
sible. However, studies on iron with synchrotron radiation by Pretorius et al. have
shown that an effect similar to the transverse magneto-optical Kerr effect (T-MOKE)
can be observed in resonant excitation at the Fe M edge [66].

In Fig. 1.8 we show corresponding data for such a resonant reflectivity exper-
iment on a thin Co film using linearly polarized synchrotron light. The electric
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Fig. 1.8 Magnetic resonant
reflectivity in the EUV
regime at the Co M edge as a
function of scattering angle
and photon energy. The color
encodes the value of the
magnetodichroic
asymmetry AR

field vector of the linearly polarized light is oriented within the scattering plane,
whereas the magnetization vector is oriented perpendicular to this plane. The mag-
netodichroic signal in reflection is displayed as an asymmetry

AR = (
I+ − I−)

/
(
I+ − I−)

(1.4)

with I+ and I− denoting the intensity of the reflected light for opposite directions
of the magnetization or external magnetic field. The variation of AR with angle
of incidence θ and photon energy �ω reveals a pronounced maximum at around
�ω ≈ 58 eV, close to the position of the Co 3p core level, and θ ≈ 45◦, correspond-
ing to the Brewster angle. Under these conditions the magnetodichroic signal AR
reaches peak values of more than 90 %. This property makes the resonant mag-
netic reflectivity or T-MOKE in the EUV regime a very useful tool for the study of
magnetic heterosystems [67, 68].

This is briefly demonstrated in Fig. 1.9, which shows the spectral distribution of
the HHG light reflected off a Permalloy grating and the corresponding T-MOKE
asymmetry AR. The HHG intensity spectrum exhibits the characteristic comb struc-
ture and covers both the Fe and Ni M edges. A reversal of the magnetization direc-
tion introduces a strong change in the harmonics, particularly around �ω ≈ 66 eV,
corresponding to the Ni edge. Similar changes occur at the Fe edge at around
�ω ≈ 54 eV. This is also reflected in the magnetodichroic asymmetry, which ex-
hibits pronounced maxima at these two photon energies. The sign of the asymmetry
is the same for both edges and underlines the fact that the Fe and Ni magnetic mo-
ments are strongly exchange-coupled in the alloy and align parallel to each other. We
also compare the HHG data to measurements with synchrotron radiation performed
on the same sample system and note an overall fair agreement. The remaining differ-
ences in the asymmetry spectra are due to differences in the experimental geometry
in the HHG and synchrotron experiments.
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Fig. 1.9 Magnetic resonant reflectivity in the EUV regime at the Fe and Ni M edges in a Permal-
loy layer. Intensity distribution for opposite magnetization directions (left) and resulting magne-
todichroic asymmetry (right) acquired with HHG and synchrotron radiation

In performing synchrotron pump-probe reflectometry experiments we have also
already answered the question of to what extent this EUV T-MOKE signal can also
be used for magnetodynamics studies in the picosecond regime [69]. For this pur-
pose, we prepared magnetic heterosystems on a coplanar waveguide with an inte-
grated Auston switch on GaAs substrates. The switch was driven by a Ti:sapphire fs-
pulse laser (pulse width 20 fs) electronically synchronized with the synchrotron ra-
diation pulses (50 ps FWHM) and generated magnetic field pulses of 10 ps (FWHM)
at a repetition frequency of 100 MHz. These short field pulses caused a small-angle
precession of the magnetization in the Permalloy and Co layers, which was recorded
by the time traces in the element-selective T-MOKE signals, which are reproduced
for the Co layer in Fig. 1.10. These time traces reflect the contribution of several
precessional modes, the ratio of which can be changed by a static external field, as
clearly visible in the experimental data. Although in the case of the small-angle pre-
cession the change in the resonant magnetic reflectivity signal is much smaller than
for a full magnetization reversal (cf. Figs. 1.8 and 1.9), it can be conveniently used
to map the temporal evolution of the precessional motion and distinguish different
excitation modes.

1.3.3 HHG Pump-Probe Experiments

An experiment addressing ultrafast demagnetization in an element-selective manner
without lateral resolution is sketched in Fig. 1.11. Both the HHG radiation and the
fundamental pump pulse are focused by a toroidal mirror onto the sample. The sam-
ple comprises a Permalloy (Ni80Fe20) film which has been microstructured into an
optical grating. It is placed into a Helmholtz coil system which generates the mag-
netic field for magnetization reversal. The sample disperses the HHG spectrum onto
a CCD camera; the fundamental light at a wavelength of λ = 760 nm is blocked by
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Fig. 1.10 Time-resolved
T-MOKE signal of the
Co(20)/MgO/NiFe sample at
the Co M absorption edge
(60.2 eV) and for static
external magnetic fields
50 mT (a) and 0 mT (b).
From [69]

an Al filter. In this way the magnetic dichroism can be measured in parallel for all
relevant photon energies.

The results on the ultrafast demagnetization from this Permalloy sample are
shown in Fig. 1.12. The data represent the time evolution of the magnetodichroic
response at the Fe and Ni edges, and at a point in between the edges where the
magnetodichroic signal disappears (the positions of the respective harmonics are
indicated in the inset). In the temporal evolution we observe the fast reduction of
the magnetodichroic response on a time scale of about τM ≈ 150 fs, followed by
a much slower recovery of the signal due to spin-lattice relaxation. At the photon
energy �ω ≈ 58 eV there is no change of the dichroic signal. Within the experi-
mental uncertainty, the demagnetization times for Fe and Ni appear the same. At
first glance, this seems plausible because of the strong exchange coupling in this
intermetallic compound which ties the magnetic moments of Fe and Ni together.
However, recent studies with improved time resolution suggest that a small differ-
ence in the demagnetization of different constituents in a heteromagnetic system
may exist. In the Permalloy system a small time delay of the order of a few tens of
femtoseconds is observed for the onset of demagnetization of Ni and Fe [71]. This
results in the Ni demagnetization lagging behind the Fe demagnetization in a char-
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Fig. 1.11 Setup of the HHG pump-probe experiment (a). The sample itself serves as an optical
grating to disperse the radiation onto a CCD camera (b). From [70]

Fig. 1.12 Ultrafast
demagnetization in Permalloy
(Ni80Fe20) measured
element-selectively at the Fe
(red) and Ni (blue) M

absorption edges. The purple
data points refer to a photon
energy of �ω ≈ 58 eV, where
the magnetodichroic signal
disappears. Inset: HHG
spectrum with color markers
for the harmonics selected for
the element-selective data
acquisition. Taken from [72]

acteristic fashion. Reducing the exchange coupling between Fe and Ni by doping
with Cu increases this time lag, the microscopic origin of which still needs to be
explained.

In the context of magneto-optical pump-probe techniques often the question
arises as to what extent the magneto-optical signal—in our case the T-MOKE
asymmetry—represents changes in the magnetization rather than changes in the
electronic structure. This is a nontrivial issue, as the pump pulse puts the elec-
tron system in a nonequilibrium state which may affect the optical response and
the magneto-optical coupling constants. It turns out that it is possible to avoid most
of those optical side effects by taking advantage of the fact that they are symmetric
under magnetic field reversal, whereas the magnetic contribution is antisymmet-
ric. Therefore, in magneto-optical pump-probe experiments, the magnetic response
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of the sample is extracted by taking the sample response for two magnetic fields
aligned in opposite directions; subsequently, assuming that the optical constants are
not affected by the magnetic field, the optical response can be eliminated by sub-
tracting the two responses. A thorough discussion of possible effects influencing the
magneto-optical response can be found in [73]. The question of whether the signal
from the T-MOKE at the M2,3 edges of a magnetic material is purely magnetic or
is perturbed by nonmagnetic artifacts was addressed in detail in [74]. There it was
shown that the magnetic asymmetry obtained with EUV photons in the T-MOKE
geometry is predominantly of magnetic origin and that any transient nonmagnetic
contribution to the asymmetry parameter is small (0.2 %) compared to the amplitude
of the demagnetization changes (20 %) at the same pump fluence. This highlights
the importance of T-MOKE in the EUV regime for the investigation of ultrafast
magnetization dynamics.

1.3.4 Future Development

The T-MOKE phenomenon described in Sect. 1.3.2 has a pronounced angular de-
pendence as is apparent from Fig. 1.8, with the maximum asymmetry appearing
around a 45◦ angle of light incidence. In PEEM experiments the angle of light
incidence ranges between 15◦ and 25◦ depending on the instrument’s geometry.
At these angles the T-MOKE signal in the reflected light is significantly reduced,
which opens up a possibility for magnetodichroic effects in the absorption channel.
In a pioneering PEEM experiment Hillebrecht et al. have shown indeed that even
under these geometrical constraints a sizable magnetodichroic signal of up to 5 %
in the total electron yield appears and can be successfully employed for magnetic
domain imaging [75]. On the other hand, PEEM imaging even with light pulses as
short as 200 as has been demonstrated recently [76]. In this case, however, the spec-
tral width of the harmonics is more than 10 eV wide, which deteriorates the lateral
resolution of the microscope due to the chromatic aberration of the immersion lens.
If we use 20 fs pulses instead, as in the above HHG experiments, the spectral width
of the harmonics drops to less than 1 eV, which considerably reduces the effect of
chromatic aberration. Nevertheless, we may still have to cope with the issue of space
charges in the microscope, which can be counteracted by optimizing the light pulse
train with respect to pulse height and repetition frequency. For PEEM imaging an
increase in pulse dispersion and repetition rate is certainly more favorable than an
increase in pulse height. This opens a pathway to realize element-selective magnetic
microscopy with femtosecond time resolution in the laboratory.

1.4 Conclusions

The magnetodynamics in magnetic heterosystems is determined by a complex in-
terplay of competing length and time scales as well as the magnetic coupling mech-
anism. Element- and layer-selective techniques are mandatory to discriminate the
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individual microscopic processes governing the dynamic behavior. Our experiments
show that time-resolved soft X-ray photoemission microscopy has matured as a ver-
satile tool to address the various aspects of magnetization dynamics on small length
scales and down to the picosecond regime. A further extension of this imaging ap-
proach into the subpicosecond regime seems feasible with the use of higher har-
monic generation-based light sources. This will give a laterally resolved access to
the highly interesting area of ultrafast demagnetization phenomena and optically
driven switching processes.
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Chapter 2
Spin-Transfer Torque Effects
in Single-Crystalline Nanopillars

D.E. Bürgler, R. Lehndorff, V. Sluka, A. Kákay, R. Hertel,
and C.M. Schneider

Abstract We review our recent work on spin-transfer torque (STT) effects in
single-crystalline, all-metal nanopillars. The experiments deal with current-driven
magnetization switching and excitation of steady-state high-frequency magnetic os-
cillatory modes. The interplay between the magnetocrystalline anisotropy and STT
gives rise to a two-step switching mechanism and to zero-field magnetic preces-
sion. Both are manifestations of the angular STT asymmetry and are explained
within Slonczewski’s theory for currents and torques in metallic multilayers. The
normal and inverse torques observed in a double spin-valve nanopillar are related
to spin-dependent interface resistances and confirm ab initio calculations by Stiles
and Penn. The magnetization of a nanodisk of suitable aspect ratio can be switched
by STT between the quasi-uniform and the vortex configuration. The STT-excited
gyrotropic mode of the vortex emits more microwave power than the standing-wave
mode and can be locked to an external high-frequency signal in a wide frequency
range.
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2.1 Introduction

During the last decade spin-transfer torque (STT) physics has attracted a lot of sci-
entific interest after the transfer of spin momentum by spin-polarized currents was
predicted and observed in the wake of the seminal discovery of giant magnetoresis-
tance (GMR), which kicked off the fast-paced development of spintronics. Whereas
the GMR effect is well suited for sensing and detecting magnetization states, STT
provides a means to act on the magnetization, thus complementing GMR and ex-
tending the toolbox for spintronics.

From a fundamental point of view, STT represent a completely new means to
affect and excite the magnetization of nanomagnets without applying an external
magnetic field and in realms that are not reachable by magnetic fields alone. The
major effects of current-induced magnetization dynamics are (i) current-induced
magnetization switching, (ii) current-driven excitation of steady magnetization os-
cillations, and (iii) current-driven domain wall motion.

Obviously, these effects are of outmost interest for present and future spintronic
applications, because they provide a smart means to locally and individually control
the magnetization state of nanoscale magnets, for instance (i) in magnetic random
access memories (MRAMs) for the writing process, (ii) in spin-torque oscillators
(STOs) for the tunable generation of microwave signals in a nanoscale, solid-state,
and CMOS-compatible environment, and (iii) in racetrack memories for the posi-
tion control of the domain wall pattern that represents the stored information. For
instance, STOs are discussed as major components for intra- and inter-chip com-
munication with less dissipation as well as for microwave-assisted hard disk drive
(HDD) write heads that push the superparamagnetic limit to yet higher storage den-
sities.

For a comprehensive introduction to STT physics, its theoretical framework rang-
ing from ab initio calculations to micromagnetic simulations, the experimental pro-
cedures and challenges, and prospective applications, the reader is referred to a se-
ries of review articles on various aspects of STT [1–9].

Here, we review our work on STT effects in single-crystalline nanopillars. Sec-
tion 2.2 gives an introduction to STTs with an emphasis on developing a physical
picture for the origin of the effect. The Slonczewski model is introduced to set the
stage for the analysis of our experiments. The sample fabrication leading to single-
crystalline nanopillars is described in Sect. 2.3. In Sect. 2.4 we show experimen-
tally that the nanomagnets exhibit magnetocrystalline anisotropy due to their single-
crystallinity that endures the fabrication process. We demonstrate normal and in-
verse magnetization switching in a single nanopillar, which provides strong support
for the theoretical description based on spin-dependent resistivities. Section 2.5 ad-
dresses the interplay between magnetocrystalline anisotropy and STT, which leads
to a two-step switching process and to zero-field excitations of steady magnetiza-
tion oscillations. Both effects are manifestations of the angular spin torque asym-
metry introduced in Slonczewski’s model. In Sect. 2.6, we study STT-driven vortex
dynamics in the nanopillar geometry. In a given nanopillar we excite either the gy-
rotropic or the standing-wave mode and compare the STO properties, which turn out
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to be superior for the vortex STO. In addition, we demonstrate the injection lock-
ing of the gyrotropic vortex excitation to an external high-frequency signal, which
is a prerequisite for the synchronization of arrays of STOs. A summary is given in
Sect. 2.7.

2.2 Spin-Transfer Torque (STT)

In 1996 Slonczewski [10] and Berger [11] predicted that a spin-polarized current
propagating into a ferromagnetic (FM) layer exerts a torque on the magnetization
of the layer, due to the exchange interaction between the electrons and the local
magnetic moments. In layered metallic systems with alternating magnetic and non-
magnetic layers, a current flowing perpendicular to the plane of the layers (CPP
geometry) is polarized by one FM layer and transfers spin angular momentum to
another FM layer, where the transferred momentum acts as a torque on the mag-
netization; this is called the spin-transfer torque (STT). For this torque to be suf-
ficient to perturb the magnetization from equilibrium, large current densities (e.g.,
>107 A/cm2 for metallic systems) are required.

2.2.1 Phenomenology

The STT due to currents of opposite polarity can reversibly switch the magneti-
zation between equilibrium states, e.g., the two stable equilibria due to a uniaxial
anisotropy. This process is called current-induced magnetization switching and does
not require an external magnetic field to induce switching. In Fig. 2.1(b) we con-
sider two FM layers separated by a non-ferromagnetic (NM) spacer with a thickness
below its spin diffusion length. The FM layers are different in such a way (e.g., the
thickness or coercive field), that one of them can be remagnetized more easily than
the other. We distinguish the two layers by calling them “free” and “fixed,” respec-
tively. When electrons flow from the fixed to the free layer,1 the magnetization of
the free layer 	Mfree aligns parallel to the magnetization of the fixed layer 	Mfixed
and this alignment is stabilized [Fig. 2.1(b) left side]. When the current direction is
reversed, however, the antiparallel alignment is more stable and is therefore taken
[Fig. 2.1(b) right side]. Thus, a magnetization reversal can be induced by reversing
the polarity of the DC current flowing through the layers.

Changes of the relative magnetization alignment in FM/NM/FM trilayers can be
detected via the giant magnetoresistance (GMR) effect, which describes the phe-
nomenon where the magnetization alignment controls the electric resistance, i.e.,
the current flow [Fig. 2.1(a)]. Therefore, the current-induced magnetization reversal

1Whenever we refer to the direction of a current, we mean the direction of the electron flux rather
than the (opposite) technical current direction.
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Fig. 2.1 Phenomenology of (a) GMR and (b) current-induced magnetization switching. (a) The
electric resistance of a trilayer structure depends on the alignment of the layer magnetizations.
(b) The stable alignment of the magnetizations depends on the polarity of the current flowing
perpendicularly through the trilayer

can be electrically measured by recording the resistance U/I (or differential resis-
tance dU/dI ) while sweeping the DC current I . The result is a current hysteresis
loop, as shown for instance in Fig. 2.10. Current-induced magnetization switching
was first observed in 1999 by Myers et al. [12] and Katine et al. [13].

The direct comparison of GMR and STT in Fig. 2.1 suggests that they are re-
ciprocal effects in the sense of Newton’s third law “actio equals reactio”: GMR de-
scribes the fact that the magnetization alignment controls the current flow, whereas
STT allows the current to control the magnetization alignment.

In a more general approach we have to consider the STT as an additional
term in the equation of motion of a magnetization, the Landau–Lifshitz–Gilbert
(LLG) equation. Thus, current-induced magnetization switching is a special case of
current-induced magnetization dynamics. The STT acting on the free layer has been
calculated by Slonczewski [10] as

1

MS

d 	Mfree

dt
= I

A
· g(θ) · 	mfree × ( 	mfree × 	mfixed), (2.1)

where 	mfree,fixed are the normalized magnetization vectors of the free and the fixed
layer, respectively, and MS is the saturation magnetization. I/A is the current den-
sity. The linear dependence on I yields the reversed STT upon reversing the current
direction. g(θ) is the material-dependent STT efficiency function, which is a mea-
sure of the conversion of current into STT. In general it depends on the angle θ

between 	Mfree and 	Mfixed. The materials enter via the spin polarization P , spin-
dependent volume and interface resistivities, and other transport properties. The
double cross product is proportional to sin(θ) and indicates that the STT is per-
pendicular to both 	Mfixed and 	Mfree. If 	Mfixed is aligned with the effective field,
then the STT is—depending on the sign of the prefactor—parallel or antiparallel
to the Gilbert damping torque. Therefore, the STT can act as an additional damping
or—the more interesting case—as an antidamping, i.e., excitation, which can reduce
or compensate the Gilbert damping. It turns out that under certain conditions, e.g.,
when the degeneracy of the parallel and antiparallel alignment of a trilayer with uni-
axial anisotropy is lifted by a strong external field, the STT completely compensates
the Gilbert damping torque and gives rise to steady-state oscillatory modes, as first
reported by Kiselev et al. [14]. In this manner new oscillatory dynamic modes can
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be excited that are not attainable with magnetic fields alone. An example is that of
large-angle precessional modes with excitation angles as large as 180°. Any oscil-
latory motion of 	Mfree with respect to 	Mfixed results, due to the GMR effect, in a
variation of the resistance. Therefore, the DC current that gives rise to the STT ef-
fect generates an AC voltage with typical frequencies in the GHz range that can be
measured with a suitable high-frequency setup. Such devices are called spin-torque
oscillators (STOs) and will be discussed in Sects. 2.5 and 2.6.

2.2.2 Physical Picture: Absorption of the Transverse Spin Current
Component

In view of the high current densities, one might suppose that the Oersted field gen-
erated by the current is responsible for the current-induced magnetization switching
and dynamics. However, the Oersted field has the wrong symmetry. Its circular field
lines lie in the plane of the sample and favor a vortex-like magnetization state with
the sense of rotation depending on the current polarity. The resistance change due
to GMR when a clockwise or anti-clockwise circulating vortex is formed in the free
layer is the same. Therefore, a resistance increase would appear symmetrically for
both current polarities in clear contrast to the experimentally observed behavior. The
strongest Oersted field occurs at the pillar circumference and scales like I/d , where
I is the current and d the pillar diameter. The STT, on the other hand, scales like the
current density I/d2. Therefore, the STT effect becomes stronger below a certain
structure size dc. Theoretical estimates and available experiments suggest a dc of
the order of 100 nm. This fundamental size restriction fortunately coincides with the
possibilities of e-beam lithography and at the same time yields the needed current
densities at technically convenient current amplitudes [10 mA flowing through an
area of (100 nm)2 correspond to 108 A/cm2]. In practice, one must always be aware
of the presence of the Oersted field and take into account its possible influence.

In order to develop a physical picture for the origin of the STT, we start by con-
sidering the fate of a polarized current that enters from a metallic NM into a FM. The
situation is sketched in Fig. 2.2(a). We assume that the incident current is polarized
along an axis tilted by the angle θ with respect to the magnetization 	M of the FM.
The normalized spinor Ψin of an incident electron can be written as a superposition
of spin-up and spin-down components with respect to the quantization axis defined
by 	M . The amplitudes are cos(θ/2) and sin(θ/2), respectively, and correspond to
a transverse component of the spin vector given by sin(θ). At the interface to the
FM the potential experienced by the electron changes and becomes spin-dependent.
Inside the FM this gives rise to the spin-split density of states, and at the interface it
leads to spin-dependent transmission and reflection. Therefore, the transmitted and
reflected spinors, Ψtrans and Ψref, are modified superpositions compared to the in-
cident spinor. This leads unavoidably to different transverse spin components and,
thus, to a discontinuity in the transverse spin current. The “missing” transverse spin
current is absorbed at the interface and acts as a current-induced torque on 	M . This
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Fig. 2.2 Two effects contributing to the absorption of the transversal spin current component in
the interface region (dashed box) between an NM and an FM. (a) Spin filtering: The incoming
Ψin, transmitted Ψtrans, and reflected Ψref spinors for the idealized case of perfect spin filtering are
indicated. The absorbed transversal spin current is proportional to sin(θ) and acts as a torque on
the interface magnetization. (b) Spatial precession of the spin in the ferromagnet: The phase ξ is
constant in the non-magnet, but increases in the FM with distance x from the interface

effect occurs for each electron and is called spin filtering [10]. Figure 2.2(a) shows
the spinors in the extreme case of perfect spin filtering. This means that only one
spin orientation (here spin-up) can propagate in the FM, whereas the other can-
not and therefore is completely reflected at the interface. For realistic ferromagnets
like the 3d transition metals (i.e., Fe and Co) and their alloys, roughly 50 % of the
transversal component is absorbed, and the transmitted as well as reflected spinors
still carry transversal components [15].

The actual current polarization of the transmitted and reflected currents is given
by the sum over all electronic states contributing to the transport. This introduces
two additional effects. The first one arises because the reflection and transmission
amplitudes at the interface may be complex. This means that the spin of an in-
coming electron rotates upon reflection and transmission. The angle of rotation is
generally different for each state under consideration, as it depends on the k vec-
tor of the incoming electron. The cancellation, which occurs when we sum over all
the resulting different spin vectors, reduces the net outgoing transverse spin current.
This is an entirely quantum mechanical phenomenon, for which there is no classi-
cal analog. A second effect arises because spin-up and spin-down components of
an electron have the same wave vector k↑,↓ in the NM, but different wave vectors
when they are transmitted into the FM, 
k = k↓ − k↑ 
= 0. This is a consequence
of the spin-split density of states. The two components are coherent, and a spatial
phase ξ(x) = ξ0 + 
kx builds up. This corresponds to a precession of the spin vec-
tor in space [Fig. 2.2(b)]. The precession frequency is different for electrons from
different portions of the Fermi surface due to different 
k. After summing over
all conduction electrons, almost complete cancellation of the transverse spin occurs
after propagation into the FM by a few lattice constants.

Combining all three effects—(i) spin filtering, (ii) rotation of the reflected and
transmitted spin, and (iii) spatial precession of the spin in the FM—, to a good
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Fig. 2.3 Physical picture of the current-induced magnetization switching. Orange regions repre-
sent the two FM layers. Due to the assumed asymmetry, 	Mfixed does not respond to the torque
(short gray arrows) acting on it, whereas 	Mfree can follow the torque (short green and red arrows).
The numbers in the spins refer to the sequence of the description. (a) and (b) show the situation
for opposite electron flux directions (see footnote 1), which result in stable or unstable parallel
alignment, respectively

approximation, the transverse component of the transmitted and reflected spin cur-
rents are zero for most systems of interest (the completeness of the cancellations
depends on the actual band structures). Thus, the incoming transverse spin current
is absorbed at the interface to the FM and acts as a current-induced torque on the
magnetization. A comprehensive theoretical treatment of these effects is given in
Ref. [15].

In Fig. 2.3 we consider a fixed and a free FM layer, which differ for instance
in their coercivities. 	Mfixed and 	Mfree are assumed to enclose an angle θ . The cur-
rent is spin-polarized in the first FM layer, passes through the spacer layer, which is
much thinner than its spin-flip length, and enters into the second FM layer, where
the current is repolarized according to the local quantization axis given by the local
magnetization. The repolarization process proceeds by the mechanisms described
above. In Fig. 2.3(a) the electrons flow from the fixed to the free layer (see foot-
note 1). A current polarized by the fixed layer (1) hits the free layer and transfers its
transversal component as a torque to the free layer. Part of the current is transmitted
(2) and another part is reflected (3). This reflected current can now be considered as
a polarized current impinging on the fixed layer. Again, the transversal component
will be absorbed and acts as a torque on the fixed layer. However, we assume that
for the fixed layer the torque is not sufficient to induce a coherent rotation of 	Mfixed.
Instead incoherent spin waves are generated to dissipate the energy and angular mo-
mentum associated with the exerted torque. Therefore, 	Mfixed resists the torque, and
only 	Mfree starts to rotate due to its lower coercivity in order to reach the stable paral-
lel alignment with 	Mfixed. For the opposite current polarity in Fig. 2.3(b), we obtain
a similar situation, but the resulting torques point in opposite directions. Therefore,
the stable state corresponds to the antiparallel alignment of 	Mfree and 	Mfixed. Note
that in this case the torque acting on 	Mfree arises from the current, which has been
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reflected (3) from the fixed layer. Obviously, the asymmetry (fixed ↔ free) plays an
important role, which is very reasonable because “left” and “right” flowing current
cannot be distinguished in the symmetric case.

Up to now we have assumed that the polarization of the FM layers is positive; i.e.,
the current is polarized in the direction of the majority electrons. It is obvious from
Fig. 2.3 that the torques acting on the free layer reverse when the fixed layer trans-
mits/reflects a current with opposite polarization [rotate arrow (1) in Fig. 2.3(a) and
arrow (3) Fig. 2.3(b) by 180°]. In contrast, the sign of polarization of the free layer
has no influence on the direction of the torques. Therefore, normal (inverse) current-
induced switching is expected for positive (negative) polarization of the fixed layer.

2.2.3 Slonczewski’s Model

We have chosen Fe and Ag for our work not only because of their good epitax-
ial match (see Sect. 2.3), but also because of the specific spin-dependent transport
properties of Ag/Fe(001) interfaces. According to Stiles and Penn [16] the spin-
dependent interface resistances R+,− differ by more than one order of magnitude,

AR+
Fe/Ag(100)

= 1.07×10−15 �m2 and AR−
Fe/Ag(100)

= 12.86×10−15 �m2, where
A is the pillar cross section. Therefore, we can apply Slonczewski’s theory [17]
for a unified description of GMR and STT, which is based on two main assump-
tions: (i) negligible interfacial reflection for majority spin electrons and (ii) electri-
cally symmetric trilayer system. Assumption (i) is fulfilled because AR+

Fe/Ag(100) �
AR−

Fe/Ag(100), and (ii) is fulfilled even for trilayers with unequal Fe thicknesses be-
cause the interface resistances are much larger than the volume resistance.

In Slonczewski’s theory, the angular dependences of the CPP-GMR effect ex-
pressed by the normalized resistance r(θ) and the magnitude of the STT LSTT(θ)

on the angle θ between the two layer magnetizations are given by [17]

r(θ) = R(θ) − R(0◦)
R(180◦) − R(0◦)

= 1 − cos2(θ/2)

1 + χ cos2(θ/2)
(2.2)

LSTT(θ) = �IPΛ

4Ae

sin(θ)

Λ cos2(θ/2) + Λ−1 sin2(θ/2)
(2.3)

with Λ2 = χ + 1 = AG
R+ + R−

2
. (2.4)

R(θ) is the dependence of the resistance on θ , G = e2k2
f /

√
3πh the conductance

of the interlayer, and R+(−) is the total (interface and bulk) resistance for spin-up
(spin-down) electrons of one half of the trilayer system consisting of lead, FM, and
interfaces (NM/FM and FM/lead).

P = R− − R+

R− + R+ (2.5)

is the spin polarization. The spin-torque asymmetry parameter Λ (or χ ) is a mea-
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Fig. 2.4 Angular variations of the normalized resistance (a) and the magnitude of the STT (b) ac-
cording to (2.2)–(2.4) for three different Λ values. The dotted lines show the symmetric behavior
(Λ = 1). The solid and broken lines correspond to the asymmetry parameters that we determine
from GMR (ΛGMR = 1.6) and STT (ΛSTT = 3.4) experiments, respectively; see Sect. 2.5.1

sure of the deviation from the symmetric behavior, which is given by Λ = 1 (χ = 0).
Λ2 expresses the ratio of the spin-averaged resistance of one FM layer including
lead and interfaces to the intrinsic interlayer resistance. If it deviates from unity, the
resistance of the FM parts is different from the interlayer resistance, which leads to
an enhanced spin accumulation. The expectations according to (2.2) and (2.3) are
plotted in Fig. 2.4 for various values of Λ. The dotted lines for Λ = 1 represent the
symmetric case. The GMR effect is then given by r(θ) = sin2(θ/2) with point sym-
metry about the value at θ = 90◦ as known for current-in-plane GMR. The angular
dependence of the STT is reduced to LSTT(θ) ∝ sin(θ) and is thus mirror symmetric
about θ = 90◦. Having Λ 
= 1 breaks these symmetries.

For the Fe/Ag(001) interfaces studied in this work, based on theoretical calcula-
tions [16], we expect an asymmetry parameter Λ = 4.0 yielding a strongly asym-
metric behavior as well as a large polarization P = 0.85, which should result in
strong STT effects. Corresponding results are presented in Sect. 2.5.

2.3 Sample Fabrication

The generation of STT is an interface effect in the sense that most of the spin mo-
mentum transferred by the spin-polarized current is absorbed within a few atomic
layers at the NM/FM interface; see Fig. 2.2(b) in Sect. 2.2.2. Defects at the inter-
faces, in the bulk, and at the edges of the nanostructures can cause additional scat-
tering and tend to reduce the spin polarization in the NM spacer layer and can act
as magnetic pinning centers that influence the magnetization dynamics. Clean and
well-defined layers and interfaces are therefore of crucial importance for optimiz-
ing the STT effects and also for meaningful comparisons with theoretical models,
i.e., band structure calculations for the determination of transport properties such as
spin-dependent interface resistances and micromagnetic simulations of the magne-
tization dynamics. Magnetic and electric properties, e.g., magnetization, anisotropy,
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Fig. 2.5 (a) Sequence, thicknesses, and functions of the layers within the multilayer stack. (b) 3D
view of the final nanopillar structure and the electrodes. (c) SEM micrograph of a free-standing
nanopillar after ion beam etching

and resistivity, are expected to be spatially more homogeneous in the absence of
grain boundaries. For these reasons we aim, in contrast to most previous studies, at
preparing single-crystalline nanopillars. This is achieved by combining the growth
of the FM and NM layers by thermal evaporation on well-defined crystalline sub-
strates in a molecular beam epitaxy (MBE) system under ultra-high vacuum (UHV)
conditions with a mixed optical and e-beam lithographic process that is performed
after completing the deposition of all relevant layers including a Au protection layer.

2.3.1 MBE Growth of Single-Crystalline Multilayers

We choose bcc-Fe(001) as material for the FM layers and Ag(001) and Cr(001)
for the spacer layers. Bottom electrodes are fabricated from the 150 nm thick
Ag(001) layer that we grow as a buffer on GaAs(001) wafers. All these materials—
GaAs(001), Ag(001), Fe(001), Cr(001)—and Au(001), which we use as a protective
cap layer, have a low lattice mismatch of the order of 1–2 %, if rotational epitaxy
is taken into account. Fe(001), for instance, grows 45° rotated on Ag(001) such that
Fe(001) 〈100〉 ‖ Ag(001)〈110〉. The GaAs(001) substrates (10 × 10 mm2) are pre-
cleaned by annealing them under UHV conditions for 60 min at 580 °C to desorb
the native oxide. Then we deposit 1 nm Fe as a seed layer, which improves the
growth of the subsequent 150 nm thick Ag(001) buffer layer. Thicknesses are con-
trolled by quartz crystal monitors. The growth temperature is 100 °C and the buffer
system is post-annealed at 300 °C for 60 min to obtain a smooth surface [18]. The
Fe(001) layers are 2 to 20 nm thick, whereas typical spacer thicknesses range be-
tween 0.9 nm for Cr(001) and 6 nm for Ag(001). The layer sequence is shown in
Fig. 2.5(a). The Fe layers have a bcc structure and exhibit cubic magnetocrystalline
anisotropy. The shape anisotropy of the thin film geometry keeps the magnetiza-
tion mainly in the plane of the film, where it is subject to a fourfold anisotropy
of magnetocrystalline origin. The easy axes correspond to the Fe(001)〈100〉 crys-
tallographic axes. These layers as well as the final 50 nm thick Au(001) capping
layer are grown at room temperature. The single-crystalline growth and the epitax-
ial relationship are confirmed by low-energy electron diffraction (LEED) after each
layer. The spots characteristic of (001) surfaces slightly broaden with increasing to-
tal thickness, but still indicate high crystalline quality, even for the Au(001) capping



2 Spin-Transfer Torque Effects in Single-Crystalline Nanopillars 35

Fig. 2.6 Lithographic process: (a) Extended epitaxial multilayer grown by MBE, (b) definition
of about 50 µm wide bottom electrodes by optical lithography and IBE, (c) definition of nanopil-
lars of 70–230 nm diameter by e-beam lithography and IBE, (d) planarization by HSQ and addi-
tional insulation by Si3N4; e-beam exposure converts HSQ into insulating SiOx , (e) opening of a
10 × 10 µm2 window to the top of the nanopillar by IBE, and (f) definition of the top electrodes by
optical lithography and lift-off. The colors of different materials correspond to those of Fig. 2.5

layer. Therefore, the crucial interfaces for the STT effects in the FM/NM/FM tri-
layer are well protected against oxidation, when the samples are brought to air for
the lithographic patterning, which is performed in a cleanroom. In some cases, the
laterally extended multilayer is magnetically characterized by magneto-optic Kerr
effect (MOKE) or Brillouin light scattering (BLS) prior to the next fabrication step,
for instance, in order to determine anisotropy and coupling constants.

2.3.2 Lithographic Process

We developed a mixed optical and e-beam lithographic process to define nanopil-
lars with circular cross section and diameters ranging from 70 to 230 nm. This is
achieved by e-beam lithography and ion beam etching (IBE) [19]. The much larger
structures of the top and bottom electrodes that connect the nanopillar to contact
pads of 300 × 300 µm2 or coplanar waveguides of similar dimensions are patterned
by optical lithography and lift-off. As DC currents of up to 50 mA will be applied to
the structures and weak high-frequency (HF) signals of the order of nW in the GHz
range are to be detected simultaneously, proper electrical insulation, thermal contact
to the environment, and impedance considerations are important design issues.

The lithographic fabrication procedure is sketched in Fig. 2.6 and starts with
the extended, Au-capped multilayer [Fig. 2.6(a)]. First the areas of the prospective
bottom electrodes are covered with resist by optical lithography. The uncovered
material is then removed with IBE [Fig. 2.6(b)]. In the following e-beam lithog-
raphy step, resist dots of the desired diameter (50 to 230 nm) are placed into the
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15 × 15 µm2 contact area located in the middle of the previously defined structures.
We employ a hydrogen silsesquioxane (HSQ) electron beam resist (fOx-12). Suc-
cessively, the layers are milled down either to the spacer layer or to the bottom elec-
trode by IBE, resulting in nanopillars with diameters slightly larger (70 to 230 nm)
than those of the resist dots [Fig. 2.6(c)]. If both FM layers are (at least partially)
laterally confined as sketched in Fig. 2.5(a), significant dipolar coupling arises from
the stray fields emanating from the edges of the FM elements. This sometimes un-
wanted coupling is strongly reduced when the etching is stopped within the spacer
layer such that the bottom FM layer remains extended over several micrometers
[sketch in Fig. 2.5(b)]. This, however, requires control of the etching depth at the
nanometer scale that can only be achieved via precise calibration of etching rates.
A scanning electron microscope (SEM) picture of a 70 nm diameter free-standing
nanopillar is shown in Fig. 2.5(c). In order to laterally insulate these structures from
each other and planarize the sample surface again, HSQ is used prior to the deposi-
tion of a 50 nm thick Si3N4 layer that grows on inclined surfaces [Fig. 2.6(d)]. The
Si3N4 layer prevents electrical shortings at the sharp edges of the bottom electrodes
that were formed in the first IBE step. The sample is then covered with optical resist
apart from 10 × 10 µm2 contact windows above the nanopillars, which are opened
by IBE so that the pillar tops are cleared from the insulating material [Fig. 2.6(e)].
A short reactive ion etching (RIE) step is additionally performed to selectively re-
move some remaining HSQ. Finally the top Au electrode is deposited by a negative
optical lithography step and subsequent lift-off [Fig. 2.6(f)]. During this step a “Au–
Au interface” is formed between the electrode material and the Au capping layer
previously grown in the MBE system. The RIE step ensures clean conditions to
avoid unwanted scattering centers or even a tunneling barrier. All other interfaces,
in particular those between the FM and NM spacer, are formed under UHV condi-
tions and are untouched by the lithographic process.

This fabrication process yields well-defined layered pillar structures that are well
embedded in an insulator matrix, which provides good mechanical and thermal sta-
bility allowing for measurements over expanded periods of time and at high current
densities. The SiOx insulation also provides good protection against oxidation such
that some samples could be measured even several years after fabrication and stor-
age under ambient conditions.

Finally, note that this procedure can be applied to any multilayer structure grown
by any deposition method as long as there is a thick enough buffer layer to form the
bottom electrode and a protective cap layer, preferentially made from Au.

2.4 Normal and Inverse Current-Induced Switching in a Single
Pillar

As a first example we consider current-induced magnetization switching in a single-
crystalline double spin valve comprising three FM layers and two different spacer
layers, namely Fe(14 nm)/Cr(0.9 nm)/Fe(10 nm)/Ag(6 nm)/Fe(2 nm). The different
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Fig. 2.7 MOKE hysteresis
loop of the extended
Fe/Cr/Fe/Ag/Fe layered
system measured with the
external magnetic field
parallel to an easy axis of Fe.
The interlayer exchange
coupling stabilizes the fully
antiferromagnetic state
between ±3 and ±35 mT

material combinations at the FM/NM interfaces (Fe/Ag and Fe/Cr) allow observing
of normal and inverse current-induced magnetization switching in a single device
[19]. The multilayer is structured into a nanopillar such that all three FM layers
have circular cross sections with a diameter of about 150 nm.

2.4.1 Evidence for Magnetocrystalline Anisotropy in Nanopillars

The layer sequence is designed such that the bottom and central FM layers
[Fe(14 nm) and Fe(10 nm)] are antiferromagnetically coupled by interlayer ex-
change coupling over the Cr interlayer. Therefore, the central Fe(10 nm) layer is
magnetically harder with respect to the top Fe(2 nm) layer. We employ the longi-
tudinal MOKE to confirm this picture and measure the magnetic properties of the
samples. Figure 2.7 shows the hysteresis loop with the magnetic field applied in
the film plane and parallel to one of the easy axes of the Fe layers. The satura-
tion field of the system is |BS| = 76 mT. For smaller fields the central Fe(10 nm)
layer remagnetizes via a canted state to the fully antiferromagnetic configuration
of the trilayer stack below ±35 mT. After reversing the field direction, a further
jump of the signal corresponds to the reversal of the topmost 2 nm-thick Fe layer
at ±0.3 mT. At ±3 mT the two coupled Fe layers reverse simultaneously due to
their unequal thicknesses. By fitting the MOKE measurements and additional BLS
measurements [20] (not shown here) we extract the magnetic properties of each
layer. The saturation magnetization MS and the crystalline anisotropy constant K1
of the Fe(14 nm) and Fe(10 nm) layers have bulk values, MS = 1.75 × 106 A/m and
K1 = 56 kJ/m3 [21, 22], and indicate the high layer quality. The thin Fe(2 nm) layer
has reduced MS = 1.6 × 106 A/m and K1 = 33 kJ/m3, which can be understood by
the lower thickness and the reduced growth quality. The interface anisotropy con-
stant is KS = 0.5 mJ/m2 for the thick Fe layers and KS = 0.3 mJ/m2 for Fe(2 nm).
The bilinear and biquadratic coupling constants of interlayer exchange coupling
across the Cr spacer are J1 = −0.97 mJ/m2 and J2 = −0.01 mJ/m2. The Fe layers
are not coupled across the Ag spacer, i.e., J1 = J2 ≈ 0.



38 D.E. Bürgler et al.

Fig. 2.8 CPP-GMR
hysteresis loop with magnetic
field parallel to an easy (solid
blue) and hard (dashed green)
axis. Inset: Minor GMR loop.
Only in the first half of the
loop (+B → −B) does the
resistance drop to a smaller
value corresponding to a
canted magnetization state. In
the second half of the loop
(−B → +B) the resistance
stays at the maximum value

The magnetoresistance loop of an Fe/Cr/Fe/Ag/Fe nanopillar is shown in
Fig. 2.8. The solid blue (dashed green) line represents the data with magnetic field
along easy (hard) axes of Fe(001), showing completely different behaviors. This im-
mediately indicates that the nanomagnets are single-crystalline and exhibit fourfold
in-plane magnetocrystalline anisotropy. The saturation field of the structured sample
is 190 mT, which is more than twice the saturation field of the extended layers (see
Fig. 2.7). Another difference becomes obvious in the minor loop (inset of Fig. 2.8),
where the absolute resistance is measured with a small DC current of 1 mA. Coming
from a large positive magnetic field, the resistance drops to a smaller value at small
reversed fields between 1 and 3 mT and jumps back to the high resistance state at
larger negative fields. For the reversed sweep direction, the resistance is constant at
the maximum value. The drop in the first half of the cycle does not occur in every
measurement. Thus, the patterning has modified the magnetic configuration, and
the structured Fe(2 nm) nanomagnet is presumably coupled to the rest of the sys-
tem by dipolar stray fields at the edges. This is a common feature in these devices
and is also seen in Co nanopillars [23]. Due to this effect, we cannot separate the
contributions of the Fe/Ag/Fe and Fe/Cr/Fe subsystems to the total GMR; therefore,
we cannot gauge the resistance jumps measured under the influence of a large DC
current shown in Fig. 2.9. The overall GMR ratio defined as (RAP −RP)/RP, where
RAP is the highest resistance value in the fully antiferromagnetic configuration and
RP denotes the smallest resistance in the saturated state, amounts to 2.6 % at RT and
5.6 % at 4 K. The dramatic increase in the saturation field can be explained by the
competition between the interlayer exchange coupling, external, and dipolar fields.

2.4.2 Normal and Inverse Switching

Figure 2.9 shows the differential resistance as a function of the DC bias current for
different external fields. Positive current corresponds to an electron flow from the
“free” Fe(2 nm) to the “fixed” Fe(10 nm) layer. We observe a parabolic background,
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Fig. 2.9 DC current loops
with magnetic field parallel to
an easy axis. At high
magnetic fields of −1166 mT
a single step occurs at
positive bias currents. At
−20 mT, we observe
hysteretic magnetization
switching at both current
polarities, which is related to
the opposite spin scattering
asymmetries of the Fe/Cr and
Fe/Ag interface, respectively

which has been measured previously [23–26] and is usually explained by Joule heat-
ing of the pillar. On top of this background, we measure field-dependent resistance
changes that can be attributed to STT effects. At −20 mT, the resistance drops at
I+

C = +18.2 mA from the high-resistive to an intermediate state. After reducing the
current again, the resistance jumps back to the large value. But also at negative bias
the resistance changes at I−

C = −12.1 mA from large to small. With an estimated
junction diameter of d = 150 nm the corresponding critical current densities are
j+

c = 1 × 108 A/cm2 and j−
c = −0.7 × 108 A/cm2.

At large magnetic fields exceeding the saturation field [e.g., −1166 mT in
Fig. 2.9], the two thick layers [Fe(14 nm) and Fe(10 nm)] are more strongly sta-
bilized by the Zeeman energy than the Fe(2 nm) layer, and therefore only one step-
like resistance change due to magnetic excitations of Fe(2 nm) at I > 0 is observed
under these conditions.

The occurrence of jumps at both polarities of the current at small fields is at
first glance surprising, but it can be explained by considering that both Fe/CrFe
and Fe/Ag/Fe subsystems contribute. The spin-dependent interface resistances of
Fe/Ag(100) and Fe/Cr(100) interfaces have been calculated by Stiles and Penn [16].
The values for Fe/Ag(001) have already been given in Sect. 2.2.3 and yield with
(2.5) a polarization PFe/Ag(100) = 0.85. For Fe/Cr(100) interfaces AR−

Fe/Cr(100) =
0.77 × 10−15 �m2 and AR+

Fe/Cr(100) = 2.87 × 10−15 �m2 [16]. Therefore, this
type of interface exhibits a negative polarization PFe/Cr(100) = −0.58. As discussed
in Sect. 2.2.2 and as (2.1) and (2.3) make clear, this leads to inverse current-induced
magnetization switching for the Fe/Cr subsystem. The situation is somewhat similar
to inverse GMR [27, 28]. However, the type of GMR—normal or inverse—depends
on the scattering spin asymmetries (here represented by P ) of both interfaces of a
FM1/NM/FM2 trilayer. The inverse effect only occurs if the product of the asym-
metries of the FM1/NM and FM2/NM interfaces is negative. In our case, the two
subsystems Fe/Ag/Fe and Fe/Cr/Fe are symmetric and both exhibit a normal GMR
effect. However, the type of STT depends on the polarization of the fixed layer only
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(Sect. 2.2.2). Therefore, Fe/Ag/Fe and Fe/Cr/Fe show normal and inverse STT, re-
spectively.

The data in Fig. 2.9 can now be explained by taking into account that the STTs
in the two subsystems for a given current polarity act in opposite directions. For
instance, a negative current stabilizes the parallel state for Fe/Ag/Fe and the an-
tiparallel state for Fe/Cr/Fe. At low fields, the central Fe(10 nm) layer points oppo-
site to the external magnetic field (Fig. 2.7). At positive currents, the spin-transfer
torque generated in the Fe/Cr subsystem destabilizes this direction and switches the
Fe(10 nm) layer [Fig. 2.9]. At negative currents, the Fe(2 nm) layer becomes unsta-
ble by the torque created from the Fe/Ag subsystem, while the Fe/Cr subsystem is
even more strongly stabilized in the antiparallel state.

Our layer sequence suggests that the opposite polarizations arise from interface
scattering because all involved FM layers consists of iron grown by MBE at room
temperature. Therefore, we do not expect different spin-dependent resistances in
the bulk of the FM layers. This justifies the restriction to spin-dependent interface
resistances in the above discussion and in Sect. 2.2.3. In addition, for the given ma-
terial and FM layer thickness the bulk resistances are much lower than the interface
resistances. However, in the general case, both interface and bulk scattering spin
asymmetries may contribute. AlHajDarwish et al., for instance, have induced an
inversion of the bulk scattering spin asymmetry by diluting Fe with 5 % of Cr [29].

2.5 Interplay Between Magnetocrystalline Anisotropy and STT

The GMR data in the previous section has clearly shown that the patterned
nanomagnets exhibit a fourfold in-plane anisotropy as expected from the bulk
anisotropies. In this section we address the interplay between STT and anisotropy.
We study a Fe(001) nanomagnet of 2 nm thickness and 70 nm diameter separated
by 6 nm Ag(001) from an extended 20 nm thick fixed layer (inset of Fig. 2.10).

2.5.1 Two-Step Switching Process

Figure 2.10 shows the differential resistance through the pillar versus DC current
taken at a magnetic field of 7.9 mT applied roughly along a hard axis. This field is
much weaker than the anisotropy field of about 40 mT. Therefore, both magnetiza-
tions are aligned along an easy axis, and the measurement starts at zero DC current
in a low resistive state. In contrast to the usually observed behavior [12, 13] the
switching occurs here in two steps via an intermediate resistance level. At a pos-
itive current Ic1 the free layer starts to rotate with respect to the fixed layer. The
anisotropy energy minimum at 90◦ stabilizes the orthogonal state. However, at an
even higher current Ic2 the local energy minimum is overcome, and the free layer
switches to the antiparallel alignment. Upon reversing the current, a similar behav-
ior is observed. At first glance, it is surprising that there are two switching events
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Fig. 2.10 Two-step current-induced magnetization switching of a single-crystalline
Fe/Ag/Fe(001) nanopillar measured at 5 K. 	Mfree switches first from parallel to perpendic-

ular and then to antiparallel alignment relative to 	Mfixed and vice versa for the decreasing current
branch (green). A static magnetic field of 7.9 mT, which is weaker than the in-plane anisotropy
field, is applied roughly along a hard axis. The diagrams that look like cloverleaves represent the
in-plane anisotropy energy landscape. The four minima correspond to easy axis directions

at different critical currents, because the anisotropy energy barriers to overcome
are the same in both cases. The different current densities arise from the angular
dependence of the STT efficiency function g(θ), as can be seen in the macrospin
simulations of Fig. 2.11. The trajectory of the first switching step from parallel to
perpendicular with respect to the fixed magnetization is shown in Fig. 2.11(a). The
direction of the damping torque (red) and the STT (blue) during the switching are
shown in Fig. 2.11(c). The viewing direction is along the −x-direction. As expected,
the STT always points outward and, thus, acts as an excitation. Therefore, the cone
angle of the precession around the initial state increases, until the anisotropy en-
ergy barrier between the initial and the 90°-state is overcome. Figure 2.11(d) shows
the torques after the switching; now with the viewing direction in the −y-direction
[note the different abscissae of Figs. 2.11(c) and (d)]. The symmetry of the STT
after switching is completely different. For mx < 0 [right half of Fig. 2.11(d)] the
STT is still pointing outward and is an exciting torque. However, for mx > 0 [left
half of Fig. 2.11(d)] the STT points towards the precession axis and damps the os-
cillatory motion. The total action of the STT along one revolution tends to cancel
out. Therefore, the magnetization relaxes towards the +x-direction after the first
switching step, as can also be seen in Fig. 2.11(a). The simulation also reproduces
the second switching step at a higher DC current from the 90°-state to the antipar-
allel state [Fig. 2.11(b)]. Again, the angle of the precession around the initial state
increases until the switching occurs. (In this specific simulation the switching is a
bit more complicated, because the magnetization overcomes the energy barrier on
the “wrong” side of the trajectory, which requires it to reach the final state via a
“detour”.) But how can the STT in Fig. 2.11(d) excite the magnetization at a higher
current and induce the switching? The answer can be found in the magnitude of the
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Fig. 2.11 STT-induced switching of a macrospin in the presence of cubic magnetocrystalline
anisotropy and demagnetizing field. 	Mfree switches under the influence of a persistent DC cur-
rent first from a parallel (+x-direction) to a 90°-orientation (+y-direction) with respect to 	Mfixed
and then from the 90°-orientation to the antiparallel alignment (−x-direction). (a), (b) Trajectories
of the two switching events. (c), (d) representation of the STT (blue arrows) and damping torque
(red arrows) viewed against (b) the initial, parallel and (c) the 90°-orientation of the macrospin.
Only a fraction of the trajectory in the immediate vicinity of the switching event (a) is shown in
(c) and (d)

STT, which is not constant along the trajectory. In fact, the STT for mx < 0 [right
half of Fig. 2.11(d)] is stronger than for mx > 0 [left half of Fig. 2.11(d)]. Therefore,
the total action along one revolution does not completely cancel out, and a small ex-
citing net torque remains. For a large enough critical current Ic2 this net torque is
sufficient to overcome the damping torque and induces the second switching step.

This asymmetry of the magnitude of the STT is a consequence of Slonczewski’s
unified theory for GMR and STT: For an asymmetry parameter Λ > 1 the maxi-
mum of the STT occurs for angles larger than θ = 90◦ (see blue or red curve in
Fig. 2.4(b)). From a comparison between the experimentally determined ratio of the
critical currents Ic2/Ic1 with corresponding values extracted from simulations with
varying asymmetry parameter Λ, we obtain ΛSTT = 3.4 [30].

According to Slonczewski’s model, a Λ 
= 1 should result in a deviation of the
GMR curve from the sin2(θ/2) behavior [Fig. 2.4(a)]. Figure 2.12 shows the nor-
malized resistance r(θ) [see (2.2)] as a function of the magnetic field applied along a
hard axis of the Fe layers. The red lines are simulations for which we assume single-
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Fig. 2.12 CPP-GMR data
(blue) measured at 5 K with
the magnetic field applied
along a hard axis of the
single-crystalline Fe layers.
Thick and thin red lines are
least and second least energy
solutions of a
Stoner–Wohlfarth fit,
respectively. Pairs of red
arrows indicate the relative
alignment of magnetizations
as derived from the fit

domain behavior for both Fe layers (Stoner–Wohlfarth model). The experimental
curve is well reproduced and yields the relative alignment of the magnetizations as
a function of the external field (icons with pairs of arrows). An interesting magnetic
configuration occurs after decreasing the field to zero, where the two magnetizations
rest in two different easy axes and, thus, include an angle of θ = 90◦. For a standard,
symmetric angular dependence of the GMR r(90◦) would be 0.5. Instead we find
a much lower value of 0.3 (dashed line). This deviation originates from enhanced
spin accumulation at the Fe/Ag(001) interfaces and yields with (2.2) and (2.4) an
asymmetry parameter—this time for GMR—ΛGMR = 1.6.

These experiments represent the first direct determination of the asymmetry pa-
rameter Λ for GMR and STT in the same sample. The deviations between the cal-
culated value of Λ (4.0) and those determined from GMR and STT data (1.6 and
3.4, respectively) most likely arise from imprecise knowledge of material parame-
ters and from simplifying assumptions of the model, such as the complete neglect of
the minority channel, which is only approximately fulfilled for Fe/Ag(001). Further
work on this subject is required.

2.5.2 Zero-Field Excitations in the 90°-State

The simulations in Fig. 2.11 suggest that a steady-state oscillatory mode can be ex-
cited at a low external field, if the system is prepared in the 90°-state and a DC cur-
rent between Ic1 and Ic2 is applied. Figure 2.14 shows microwave spectra measured
under these conditions using the HF setup described in Fig. 2.13. The frequencies
of the observed modes slightly shift with increasing current strength to higher fre-
quencies. A corresponding macrospin simulation is shown in Fig. 2.15. We indeed
find a precessional trajectory around the +y-direction, which is the static direction
of the free magnetization in the 90°-state. The analysis of the torques in Fig. 2.15(b)
yields a similar picture as for the second switching step in Fig. 2.11: The integrated
action of the STT along one revolution almost cancels out. Only a relatively small
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Fig. 2.13 Experimental
setup for the measurement of
microwave signals generated
by STT in a nanopillar. The
bias-T separates the applied
DC current and the HF output
signal. The voltmeter or
lock-in amplifier allows for a
simultaneous measurement of
(differential) DC resistance
changes in four-point
geometry

Fig. 2.14 (a) Low-field precession: microwave spectra recorded at 5 K with a weak field of 5 mT
applied at an angle of 15° relative to an easy axis and at different DC currents as indicated. All
curves are taken at DC currents that correspond to the 90°-state [red shaded range in (b)]

net excitation remains due to the asymmetry of the STT magnitude as a function
of the angle θ . The excitation of the STT on the right-hand part of the trajectory
is larger than the damping on the left-hand part. The relatively small cone angle of
the trajectory in Fig. 2.15(a) and the weak peaks in Fig. 2.14(a) reflect the weak
excitation.

The observation of a steady-state precession at low external or even zero field is
of importance from an application point of view; the usual need for an external field
exceeding the coercivity of the oscillating layer is disadvantageous, as it increases
the complexity and cost of spin-torque oscillators (STOs). There are different ways
to circumvent the necessity of an external field. One recently presented possibility
is to shape the angular dependence of the STT by using different magnetic materials
as the free and the fixed layer [31]. If these provide complementary spin scattering
parameters, a reversal of the sign (direction) of the STT between the parallel and the
antiparallel alignment of the magnetizations can be achieved. Both alignments are
therefore destabilized/stabilized by the given current polarity and can cause a steady
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Fig. 2.15 STT-induced excitation of low-field precession in the 90°-state in the presence of
cubic magnetocrystalline anisotropy and demagnetizing field. (a) Simulated trajectory and (b)
representation of the STT (blue arrows) and damping torque (red arrows) viewed against the
90°-orientation (−y-direction) of the macrospin

oscillatory motion at zero applied magnetic field [31]. A second possibility is to pin
	Mfixed in a 90° orientation with respect to the easy axis of the shape anisotropy of

the free layer magnetization, i.e., the long axis of the elliptically shaped free layer
[32]. In this geometry the demagnetizing field counteracts the STT in such a way
that no hysteretic switching, but only precessional motion of the magnetization, is
enabled. In our case [33], the role of the external field is taken by an internal field,
namely the magnetocrystalline anisotropy field. Therefore, the observation of low-
field excitations in the 90°-state is—as is the case for the two-step switching process
presented in Fig. 2.10—a direct consequence of the interplay between magnetocrys-
talline anisotropy and the STT.

2.6 STT-Driven Vortex Dynamics in Nanopillars

In this section we deal with current-induced magnetization dynamics of magnetic
vortices [34]. In contrast to the quasi-uniform, single-domain magnetic elements
discussed in the previous sections, the vortex structure represents a highly nonuni-
form magnetization pattern. The magnetic vortex structure appears at certain di-
mensions as the ground state of ferromagnetic disks because its magnetization
pattern trades off dipolar energy against exchange energy. The magnetization ba-
sically lies in plane and has a circular shape, which avoids surface charges and
therefore minimizes the dipolar field energy. However, at the center of this pat-
tern the magnetization is forced out of plane; otherwise, there would be a strong
build-up of exchange energy. The direction of the out-of-plane magnetization de-
fines the polarity; the sense of rotation of the in-plane part constitutes the vortex
chirality.
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Fig. 2.16 CPP-GMR of a
pillar structure as sketched in
the inset. Symbols indicating
the magnetization state and
simulated micromagnetic
magnetization patterns for the
fixed (bottom) and free FM
(top) correspond to the
decreasing (blue) field sweep

2.6.1 Magnetic Vortices in Nanopillars

In order to promote the formation of magnetic vortices, we prepare nanopillars with
a circular cross section and a slightly larger diameter of approximately 230 nm. Only
the 20 nm thick top FM layer is laterally confined, while the 2 nm thick bottom FM
layer is left extended with a typical width of 15 µm [see inset in Fig. 2.16]. The
dimensions of the magnetic disk are in a regime where a magnetic vortex structure
and a uniform in-plane magnetization are both stable states [35]. The 2 nm thick
extended layer, on the other hand, is uniformly magnetized on length scales much
larger than the pillar diameter as long as there is at least a small magnetic field
suppressing domain formation.

The GMR response at 10 K is shown in Fig. 2.16. The magnetic field is applied in
the sample plane and parallel to a magnetic easy axis of the Fe layers. Starting from
saturation at 150 mT a steep increase in the resistance can be seen at 70 mT. The
increase slows down until a plateau of maximum resistance is reached with a small
step at a reversed field of −5 mT. At −20 mT the resistance shows a sudden drop
to a level of 1.040 � corresponding to a normalized resistance r(H) = [R(H) −
Rmin]/[Rmax − Rmin] of 0.25, where H is the applied field. A slow decrease of the
resistance down to −100 mT is followed by an abrupt decrease to the resistance of
the saturated state. The reversed sweep (red curve) shows a similar behavior.

In order to interpret this data, we perform micromagnetic simulations using a
custom-developed finite element algorithm [36]. The usual values for Fe material
parameters were chosen: saturation magnetization μ0MS = 2.15 T, cubic anisotropy
Kc = 48 kJ/m3, exchange constant A = 2.1 × 1011 J/m, and a value of α = 0.01
for the Gilbert damping constant. The results for two coplanar, decoupled disks of
230 nm diameter at a vertical distance of 6 nm and with 20 nm and 2 nm thickness,
respectively, are shown in Fig. 2.16 as colored magnetization patterns. The in-plane
component in the y-direction is shown for the bottom (lower row) and top (upper
row) disk.
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Fig. 2.17 Current-induced
switching between the
low-resistive vortex and
high-resistive uniform state.
Arrows on the curves indicate
the current sweep direction.
The black and purple curves
start in the uniform state, all
others in the vortex state. For
clarity the graphs measured at
40 and 30 mT are offset by
+20 and +40 m�,
respectively, relative to the
green curve

2.6.2 Uniform State Versus Vortex State

One of the most promising applications of STT is found in spin-torque oscilla-
tors (STOs), which make use of the current-induced steady precession of 	Mfree.
At present, a major issue of STOs is their low output power. In order to optimize the
output power, several different STOs designs have been proposed. Designs incor-
porating in-plane magnetized free and fixed layer with in-plane field as discussed
in the previous section or out-of-plane external fields [37], in-plane magnetized free
and perpendicularly magnetized fixed layer [38], in-plane magnetized fixed and per-
pendicularly magnetized free layer [39], and free layer magnetized in a vortex state
with in-plane magnetized fixed layer [40, 41] have been studied experimentally.
Comparing the characteristics—especially the output power—of HF excitations of
these designs from different experiments is not conclusive, because the impedance
and absolute resistance change of the samples have a very strong influence on the
detected power. Here, we study HF excitations in two of the arrangements men-
tioned above that we are able to realize in the same sample [42]. While the fixed
layer is uniformly in-plane magnetized, the free layer is either uniformly in-plane
magnetized or in a vortex state. The direct comparison shows some advantages of
the vortex state for the application in STOs.

Figure 2.17 shows current-induced CPP resistance changes at 10 K and various
field strengths. The initial states were prepared by magnetic field sweeps accord-
ing to Fig. 2.16. We observe hysteretic switching of 	Mfree (e.g., the green and red
curves). The high-resistive state at positive currents corresponds to uniformly and
antiparallelly aligned 	Mfree and 	Mfixed, whereas the low-resistive state at negative
currents is due to the vortex state in the free FM. This is in agreement with previous
experiments on Fe/Ag/Fe nanopillars [19, 30, 33], which have established that the
STT due to a positive current (see footnote 1) acts towards an antiparallel align-
ment. The two resistance values near 0 mA of the unshifted green curve in Fig. 2.17
measured at 49 mT indeed correspond to the values of the red and blue curves at
+49 mT in Fig. 2.16. The fact that we do not observe a switching to the vortex state
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Fig. 2.18 STT-induced
excitation of qualitatively
different oscillatory modes in
a nanodisk. (a) After
preparation of a uniform state,
a standing-wave mode with a
transition from blue to red
shift is excited; measurement
at 82 mT. (b) The gyrotropic
mode is excited after
preparation of the vortex
state; measurement at 25 mT.
Note that the microwave
output power generated by
the gyrating vortex for a
given DC current in (b) is
much higher than that for the
standing-wave mode in (a)

at positive currents in Fig. 2.17 proves that the prevalent torque in the switching
processes does not originate from Oersted fields. These circumferential fields also
tend to switch 	Mfree into a vortex state at positive currents, just with the opposite
vorticity compared to negative currents.

We measure DC current-induced HF excitations of the magnetization at room
temperature using the setup shown in Fig. 2.13. The voltage variation arises from
the GMR of the Fe/Ag/Fe stack, which reaches 2 % or 22 m� in Fig. 2.16. The
impedance of our sample was 11 � at 1.5 GHz. Figure 2.18(a) shows the HF re-
sponse of an STO in the uniform state measured in an in-plane field of 82 mT. The
low frequencies of the excitations are the result of the cancellation of the dipolar
coupling field of about 80 mT by the external field and the rather large size of the
element, for which the standing-wave mode has a low frequency. The observed blue-
shift behavior at low currents can be interpreted in terms of standing-wave modes,
which are deformed by the Oersted field [43]. At higher currents the red shift sets
in, which is explained by a predominantly homogeneous in-plane precession of the
magnetization. For increasing current the angle of precession increases, thus leading
to a lower frequency [44]. At the same time the peak width increases. Figure 2.18(b)
shows representative HF excitations of an STO in the vortex state. Here, the gy-
rotropic mode [34] of the vortex is excited as previously reported by Pribiag et al.
[40]. The gyrotropic mode is the lowest excitation mode of a magnetic vortex and
consists of a circular motion of the vortex core around the equilibrium position.
The radius of the trajectory is proportional to the excitation amplitude. When for
increasing current the trajectory approaches the rim of the disk, the vortex experi-
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ences a stronger restoring force that increases its precessional frequency. This re-
sults in a linear increase of the frequency, yielding a mode agility of +17 MHz/mA
[Fig. 2.18(b)]. At each spot within the trajectory of the vortex core, the magnetiza-
tion rotates during one period of the gyrotropic cycle by a full 2π about the sample
normal. Thus, for a vortex core moving on a trajectory close to the rim of the sam-
ple the product of oscillation amplitude times area, where oscillations take place, is
maximized. As a consequence, the emitted power of the STO in the vortex state is
nearly three times the power emitted in the uniform state (Fig. 2.18).

The excitation of the gyrotropic mode in this geometry is in agreement with
predictions of a mechanism for STT-induced gyrotropic motion of a vortex in a
spin-valve nanostructure with an in-plane magnetized polarizer that has recently
been proposed by Khvalkovskiy et al. [45]. The model assumes a nonuniform, i.e.,
symmetry-breaking magnetization of the polarizer, which is treated on the basis
of a generalized Thiele equation and by micromagnetic simulations. An alterna-
tive mechanism may be related to the strong angular asymmetry of the STT in
Fe/Ag/Fe(001) structures [30] as discussed in Sect. 2.5, which also breaks the sym-
metry in the sample plane [46].

From this direct comparison of the characteristics of an STO in either the uni-
form or vortex state we conclude that the higher agility, the wider tuning range,
and in particular the higher output power are all advantageous for the application of
the vortex state in STOs. Although this conclusion is derived from metallic, GMR-
type STOs, our generic, micromagnetic arguments are also valid for the techno-
logically more relevant tunnel magnetoresistance (TMR)-based STOs with higher
output power [39].

2.6.3 Injection Locking of the Gyrotropic Vortex Excitation

In spite of improvements like those described in the previous section, the HF out-
put power of an STO is presently far too low for applications. This is particularly
true for metallic, GMR-based STOs, whose low magnetoresistance ratio of only a
few percent yields output powers in the pW to low nW regime. TMR-based STOs
with TMR ratios of the order of 100 % have been shown to generate about 1 µW
of output power [39]. Nevertheless, ongoing research aims at strategies to signif-
icantly increase the output power. A promising route is to simultaneously operate
a large number of STOs. The excitation of an array of STOs in a synchronized,
phase-locked manner is believed to deliver a significant power increase, as N co-
herently coupled STOs emit up to the N2-fold power. The STO-STO coupling can
be achieved in two ways. One is by spin waves in a common ferromagnetic layer, as
has been already demonstrated for two [47–49] and four [50] STOs. Due to the fast
decay of spin waves, this interaction is short range and requires an STO-STO sepa-
ration of the order of the STO’s diameter, clearly below 1 µm. The second coupling
mechanism via microwaves propagating in common electrodes [51, 52] permits a
larger STO separation, because electrical microwave signals propagate with negli-
gible losses over long distances. Experimentally, this situation has been addressed
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Fig. 2.19 The experimental setup for the injection locking experiments is an extension of the setup
shown in Fig. 2.13. The HF generator in the red dashed box mimics the presence of a second STO
that oscillates at the tunable frequency fext

by injection locking experiments, which study the interaction of an STO with an
externally applied HF signal in order to investigate conditions for synchronization
and phase locking. Rippard et al. [53] have shown the injection locking of a single-
domain STO. In the following we demonstrate phase locking of the DC current-
driven gyrotropic vortex motion in a vortex STO to external HF signals, and derive
from the dependence of the locking on the HF amplitude criteria for the required
STO output power for synchronization [54].

The layer structure and the pillar dimensions are the same as described in
Sect. 2.6.1. The electrode layout allows for contacting by two microwave probes
via coplanar waveguides. One of them is used to inject a DC current and an HF cur-
rent of frequency fext from a network analyzer. The two currents are combined in a
bias-T. The second probe is connected to a 30 dB amplifier and a spectrum analyzer
(Fig. 2.19). The measurements are conducted at room temperature in a microwave
probe station with an in-plane magnetic field of up to 300 mT.

Based on the data in Fig. 2.16 we know for this pillar structure how to prepare
a vortex state in the nanodisk while, at the same time, the magnetization of the
extended layer is saturated along a magnetic easy axis of bcc Fe, e.g. by applying
25 mT after negative saturation. Applying positive DC currents (i.e. electron flow
from the nanomagnet to the extended layer (see footnote 1)) in the range of 20 to
39 mA, the vortex state is excited by STT into the gyrotropic mode; see Fig. 2.18.

We now add an external HF component of frequency fext to the driving DC cur-
rent in order to mimic a second STO. This allows us to demonstrate phase locking
of the DC current-induced gyrotropic motion (at frequency fosc) to electric HF sig-
nals even if they are slightly out of tune, i.e., fext 
= fosc. Figure 2.20(a) shows a
measurement where the vortex was excited by a current of 32 mA to a frequency
of fosc = 1.518 GHz, while an external signal of −17 dBm or 20 µW was swept
from fext = 1.35 to 1.7 GHz. This leads to a clear shift of the vortex frequency
between 1.42 and 1.61 GHz. From 1.46 to 1.57 GHz the vortex frequency fosc is
completely locked to the external signal fext and is thus masked by it. Upon an am-
plitude increase [Fig. 2.20(b)] the phase locking range widens without qualitative
changes. At −15 dBm [Fig. 2.20(c)] an additional signal of 1.65 GHz appears in
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Fig. 2.20 Injection locking of the gyrotropic vortex motion. Power spectra (fdet, vertical axis)
of the current-induced gyrotropic mode as a function of HF excitation frequency (fext, horizontal
axis) measured for different excitation amplitudes as indicated. The intensity at fext exceeds the
color scale and appears as diagonal white lines

the right-hand part of the phase locked regime, and the signal shape and intensity
change for external frequencies fext above 1.6 GHz. The origin of these features is
not clear. Micromagnetic simulations are required to relate them to modifications
of the gyrotropic mode, e.g. periodic vortex core reversals [45] or the presence of
additional excited modes at increased HF amplitude. Finally, for the strongest ex-
citations at −14 dBm [Fig. 2.20(d)] the vortex signal is lost above 1.5 GHz when
sweeping through the locking regime from low to high fext. The DC resistance after
completing the frequency sweep is larger than before, which—based on Fig. 2.16—
must be identified with the quasi-uniform magnetization state. Thus, the vortex has
been expelled from the sample while being phase-locked to the HF signal. This may
happen, when the radius of the gyrotropic trajectory strongly increases due to the
excitation and the vortex finally hits the boundary of the nanodisk.

In order to evaluate the synchronization behavior in depth, we fit the frequency
variation fosc of the forced vortex motion with the frequency fext of the injected HF
signal to a formula derived by Slavin and Tiberkevich for nonlinear oscillators [see
(48b) of Ref. [55]]:

fosc = fext + sign(f0 − fext)

√
(f0 − fext)2 − 
2, (2.6)

where f0 = fosc(IHF = 0) is the frequency of the free-running vortex STO and 
 is
the phase locking range. An example of a fit for 32 mA DC current and −16 dBm
HF excitation is shown in the inset of Fig. 2.21. The main figure shows an increase
of 
 with increasing amplitude of the external signal in accordance with the lin-
ear dependence predicted by Slavin and Tiberkevich [55]. The conversion from HF
power to HF current amplitudes IHF is given by the impedance of the sample (11 �

at 1.5 GHz) that we have measured with a network analyzer. However, the linear
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Fig. 2.21 Locking range 
 as a function of the external HF excitation amplitude. The dashed line
is a linear fit. Inset: Fit (solid line) of (2.6) to the experimental locking behavior for IDC = 32 mA
and −16 dBm

Fig. 2.22 Locking behavior
of a vortex STO as a function
of the HF excitation
amplitude at fext = 1.55 GHz
and IDC = 32 mA. Locking
occurs at about −18 dBm

extrapolation to zero excitation amplitude (dashed line in Fig. 2.21) yields a nonva-
nishing locking range of about 18 MHz. This inconsistency may be due to the fact
that the theoretical model assumes only a weak excitation. Our data indicates that
the widening of the locking range 
 with the excitation amplitude proceeds more
slowly for strong excitation.

Figure 2.22 shows the locking behavior of the vortex STO when excited by a
fixed DC current of 32 mA and an external 1.55 GHz signal of variable amplitude.
For weak excitation the STO is not influenced by the HF signal and emits at its free-
running frequency f0 ≈ 1.52 GHz. With increasing HF amplitude the STO tends to
adjust to the external frequency and phase-locks for excitation amplitudes exceed-
ing −18 dBm. The locking process is accompanied by a weakening and broadening
of the STO signal. The HF signal generated by the magnetization dynamics in the
pillar and the externally applied HF signal passing through the pillar reach the spec-
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trum analyzer via a common pathway (right-hand branch of the setup in Fig. 2.19).
Therefore, we can directly determine the ratio between the power required for phase
locking and the power generated by the pillar from the measured spectra and obtain
a ratio of about 3300. The HF signal is attenuated in cables, connectors, the waveg-
uides on the sample, and due to impedance mismatch, e.g., between leads and pillar.
We characterize the sum of all these effects by measuring the transmission from
the HF generator to the spectrum analyzer. Based on this transmission value and the
symmetry of the setup, we estimate the external HF power at −18 dBm reaching the
pillar to be of the order of 1.3 µW. Thus, the vortex STO generates roughly 0.4 nW
of microwave power. This low value is related to the low absolute resistance and low
GMR ratio, which result in small resistance changes due to the magnetization dy-
namics. We emphasize that the physics of the vortex dynamics and injection locking
described here is not affected by the weak conversion to output power.

Consequently, the output power of our GMR-based vortex STO is about three
orders of magnitude too small to phase-lock another vortex STO. Under these con-
ditions synchronization of an array of vortex STOs seems unlikely, unless the output
power of each single STO is significantly increased, e.g., by employing highly spin-
polarized ferromagnetic electrode materials (Heusler alloys [56]) or TMR-based
structures with much higher MR ratios.

Thus, we have demonstrated the possibility to phase-lock the current-driven vor-
tex motion in an STO to an external HF signal, which is a prerequisite for the syn-
chronization of vortex STOs. The relative locking range 2
/f0 ≈ 5 % is rather large
and allows for a distribution of free-running frequencies in an STO array, which
seems to be compatible with present fabrication technology. However, the power
requirements for synchronization call for STOs with much higher output power and
for optimization of the synchronization efficiency, e.g., by appropriate phase con-
trol [57].

2.7 Summary

We have reviewed our recent work on spin-transfer torque effects in single-
crystalline, Fe-based nanopillars. Measurements of the GMR effect in CPP geome-
try evidence the presence of bulk-like magnetocrystalline anisotropy in magnetic
nanodisks, even if they are only 2 nm thick and 70 nm in diameter. The inter-
play between STT and magnetocrystalline anisotropy has a strong influence on
current-driven magnetization dynamics of the quasi-uniform, single-domain mag-
netization state as follows. (i) The current-induced magnetization switching occurs
in two steps with a stopover in the 90°-state, which is stabilized by the magne-
tocrystalline anisotropy. (ii) The internal anisotropy field in the 90°-state allows for
current-induced, uniform magnetization precession even at zero field. These prop-
erties allow for a comparison with the unified theory for GMR and STT of Slon-
czewski [17]. In agreement with the model we observe the effect of the spin-torque
asymmetry parameter Λ on the GMR and STT behaviors, from which we determine
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ΛGMR and ΛSTT independently. The values are of the order of magnitude predicted
from ab initio theory [16], but differ by a factor of about two. This discrepancy is the
subject of future work. The magnetocrystalline anisotropy has much less influence
on the current-induced vortex dynamics, for which the geometry of the vortex aver-
ages over all in-plane directions. The vortex state can be created in the free layer of a
pillar structure of suitable geometry. We demonstrated that the magnetization of the
free layer can be switched between vortex and uniform state by STT as well as by ex-
ternal field cycles. Making use of this ability, we found (i) that the gyrotropic vortex
mode can be excited in the pillar geometry with an in-plane magnetized fixed layer
and (ii) that vortex STOs are generically superior to STOs operating in the quasi-
uniform magnetization state, particularly concerning the output power. Finally, we
demonstrated the electrical locking of the gyrotropic vortex mode to an external HF
source. The described experiments contribute to a fundamental understanding of the
spin-torque physics, which is required to optimize and tailor the device properties
for applications.
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Chapter 3
Origin of Ferromagnetism in Co-Implanted ZnO

Numan Akdoǧan and Hartmut Zabel

Abstract The potential of room temperature ferromagnetism in many diluted mag-
netic semiconductor oxide systems has opened up a new route for realizing spin-
tronic devices. Based on theoretical calculations and experimental observations,
TiO2, in both the anatase and rutile phases, and ZnO have been extensively stud-
ied as a host matrix for transition metal doping, in particular with cobalt. In this
work, the structural, magnetic, and electronic properties of Co-implanted n-type
ZnO films grown on sapphire substrates have been studied in detail. X-ray diffrac-
tion and transmission electron microscopy results show the presence of a (1010)
oriented hexagonal Co phase in the sapphire substrate, but not in the ZnO film. The
diameter of the Co clusters is about 5–6 nm, forming a Co-rich layer in the substrate
close to the ZnO/Al2O3 interface. However, the multiplet structure of the X-ray ab-
sorption spectra around the Co L3 edge indicates that the implanted cobalt ions are
in the Co2+ state in the ZnO film. Magnetization measurements show that there are
two magnetic phases in the implanted region. One is the intrinsic room temperature
ferromagnetism due to Co substitution on Zn sites in the ZnO layer, and the second
magnetic phase originates from Co clusters in the sapphire substrate. The magnetic
moment per substituted cobalt is about 2.81 μB, which is very close to the theoretical
expected value of 3 μB/Co for Co2+ in its high spin state. Ferromagnetic resonance
data show that the easy and hard axes have a periodicity of 60◦ in the film plane,
in agreement with the hexagonal structure of the ZnO films. This sixfold in-plane
magnetic anisotropy is attributed to the substitution of cobalt on Zn sites in the ZnO
structure, and is a clear indication of long-range ferromagnetic ordering between
substitutional cobalt ions in the single-crystalline ZnO films. Magnetic dichroism at
the O K edge and the anomalous Hall effect are also observed in the Co-implanted
ZnO films, supporting the intrinsic nature of the observed ferromagnetism.
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B. Aktaş, F. Mikailzade (eds.), Nanostructured Materials for Magnetoelectronics,
Springer Series in Materials Science 175, DOI 10.1007/978-3-642-34958-4_3,
© Springer-Verlag Berlin Heidelberg 2013

57

mailto:akdogan@gyte.edu.tr
http://dx.doi.org/10.1007/978-3-642-34958-4_3
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3.1 Introduction

Spintronics, a short notation for spin-based electronics, is a new research area which
seeks to exploit the spin of electrons in addition to their charge in semiconductors.
The basic idea is to combine the characteristics of existing magnetic devices with
semiconductor devices in order to realize a new generation of devices that are much
smaller, more energy efficient, non-volatile, and much faster than those presently
available [1–9]. There are two different approaches for realizing spintronic devices.
One is metal-based spintronics, which uses ferromagnetic metals, and the second
one is semiconductor-based spintronics, consisting of ferromagnetic semiconduc-
tors.

Metal-based spintronics has been the basis of information storage devices such
as read heads for magnetic hard disk drives, since the discovery of the giant mag-
netoresistance (GMR) effect. The GMR effect1 was reported by P. Grünberg [10]
and A. Fert [11] in 1988 for layered magnetic thin film structures that consist of al-
ternating layers of ferromagnetic and nonmagnetic layers. When the magnetization
of ferromagnetic layers is parallel, the material shows very low resistance. When
the magnetization of ferromagnetic layers is antiparallel, the spin-dependent scat-
tering of carriers becomes maximum and the material exhibits higher resistance. In
metal-based spintronics, researchers and developers now seek to improve the exist-
ing GMR devices by developing new materials with enhanced spin polarization and
better spin filtering. A similar rapid development is expected from tunneling mag-
netoresistance (TMR) devices, which are composed of two ferromagnetic layers
separated by an insulating metal oxide layer with a thickness of a few nanometers.
In these devices, electrons can easily tunnel through the insulating barrier depend-
ing on the relative magnetization of the two ferromagnetic layers, and on the fact
that the spin of the electrons is preserved as they pass through the barrier. The TMR
effect leads to a more pronounced resistance change in small applied fields than
is observed in GMR devices. In 1995 Moodera et al. [12] demonstrated TMR at
room temperatures with very thin oxide layers. Less than a decade later, Motorola,
IBM and Infineon are manufacturing fast magnetic storage devices that incorpo-
rate dense arrays of TMR elements, known as magnetic random access memory
(MRAM).

In semiconductor-based spintronics, much effort is focused on producing ferro-
magnetism in semiconductors above room temperature. If successful, this new class
of spintronic devices could be integrated much more easily with conventional semi-
conductor technology. The key requirement in the development of these devices is
an efficient injection, transfer, and detection of spin-polarized current from a ferro-
magnetic material into a semiconductor. Because of the well-known problem of a
resistance mismatch at metal/semiconductor interfaces, hindering an effective spin
injection [13], much interest is now concentrated on the development of room tem-
perature ferromagnetic semiconductors.

1In 2007, P. Grünberg and A. Fert were awarded the Nobel Prize in Physics for the discovery of
this effect.
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Fig. 3.1 Schematic representation of a nonmagnetic semiconductor (left), and a diluted magnetic
semiconductor (right). In the style of Ref. [46]

Diluted magnetic semiconductors (DMSs) get their name from the fact that some
fraction of atoms in a nonmagnetic semiconductor is replaced by magnetic ions
(Fig. 3.1). DMSs are promising candidates for spintronic applications at practical
temperatures, provided that their Curie temperature (Tc) is above room tempera-
ture. Therefore, a number of different semiconductor hosts have been investigated
to test their magnetic properties. In the past the most attention has been paid to
(Ga, Mn)As [14–37] and (In, Mn)As [38–45] systems. However, due to their re-
ported highest Curie temperatures—around 170 K for (Ga, Mn)As [46–48] and
35 K for (In, Mn)As [48, 49]—they are disqualified for most practical applica-
tions.

Therefore, there is a great incentive for developing new DMS materials which
are ferromagnetic above room temperature. In particular, the calculations of Dietl
et al. [50] showed that Mn-doped ZnO would exhibit ferromagnetism above room
temperature. Sato et al. have also investigated ferromagnetism of ZnO-based DMSs
by ab initio electronic structure calculations based on the local spin density ap-
proximation, and they reported ferromagnetic ordering of 3d transition metal (TM)
ions in ZnO [51, 52]. In addition, Matsumoto et al. observed room temperature
ferromagnetism in Co-doped anatase TiO2 [53]. These theoretical predictions and
experimental results generated much interest in the TM-doped ZnO [54–68] and
Co-doped TiO2 systems as a potential oxide-based DMS [69–78].

While some of these works reported the observation of ferromagnetism above
room temperature, the origin of ferromagnetism in these systems is not yet well
understood. The main unresolved question is whether the observed ferromagnetism
originates from uniformly distributed TM ions in the host matrix or whether it is
due to the precipitation of secondary phases such as metallic clusters. If a DMS
contains TM ions below their equilibrium solubility limit, no secondary phases are
expected. In this case, since the strength of the magnetism is proportional to the
number of TM ions substituted on the cation sites in a DMS, the realization of high
Tc ferromagnetism is difficult. On the other hand, at higher TM dopant concentra-
tions the doped TMs start to form unwanted metallic clusters. For this reason, to
achieve a high Tc ferromagnetism in a single phase DMS, nonequilibrium sample
preparation techniques such as low temperature molecular beam epitaxy (MBE) and
ion implantation are required.
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Ion implantation is widely used in silicon technology for integrated circuits due
to its reliability, precision, and reproducibility [79]. It has also proven to be a reliable
method for injecting TMs into a host semiconductor material beyond their solubility
limits [80].

In this work2 an ion implantation technique is used to implant cobalt ions into
ZnO. There are two main purposes of this work. One is to produce ZnO-based fer-
romagnetic semiconductors which have Tc values higher than room temperature.
The second aim is to shed some light on the origin of room temperature ferromag-
netism, i.e., whether it originates from clusters or from uniformly distributed mag-
netic cobalt atoms. In an attempt to fabricate ferromagnetic semiconductors, ZnO
films are exposed to magnetic cobalt ions for varying implantation doses. Ruther-
ford backscattering spectrometry (RBS), X-ray diffraction (XRD), atomic force mi-
croscopy (AFM), and transmission electron microscopy (TEM) were used to obtain
Co distribution profiles and to identify possible second phases in these systems.
The magnetic properties of the implanted materials have been investigated using the
magneto-optical Kerr effect (MOKE), superconducting quantum interference device
(SQUID) magnetometry, ferromagnetic resonance (FMR), and X-ray resonant mag-
netic scattering (XRMS) as well as X-ray magnetic circular dichroism (XMCD).
Hall effect measurements were also performed to determine the type of carriers in
the Co-implanted ZnO films.

3.2 Overview

ZnO is a II–VI semiconductor with a wide band gap of about 3.4 eV. The stable
crystal structure of ZnO is the wurtzite structure (hexagonal, with a = 3.25 Å and
c = 5.12 Å) [81], in which each atom of zinc is surrounded by four oxygen atoms
in tetrahedral coordination. The TM-doped ZnO is interesting from the viewpoint
of forming a transparent ferromagnetic material, and it has the potential to be a
highly multifunctional material with coexisting magnetic, semiconducting, and op-
tical properties. The first observation of ferromagnetism in Co-doped ZnO was re-
ported by Ueda et al. [54]. They prepared Zn1−xCoxO thin films on sapphire sub-
strates using a pulsed laser deposition (PLD) technique with x varying between
0.05 and 0.25. Following these initial theoretical and experimental reports, different
growth methods have been used to deposit Co:ZnO films, including radio-frequency
(RF) magnetron co-sputtering [82], PLD using a KrF laser [83–89], combinatorial
laser molecular beam epitaxy (LMBE) [90, 91], a sol–gel method [92], and ion
implantation [65–67, 93–108]. Sapphire was widely used as a substrate due to the
lower mismatch (2 %) between the film and the substrate. In addition to cobalt,
different 3d transition elements have also been used for doping, including Mn

2Some parts of this work are published in the articles Intrinsic room temperature ferromagnetism
in Co-implanted ZnO [65], Dose dependence of ferromagnetism in Co-implanted ZnO [66], and
Six-fold in-plane magnetic anisotropy in Co-implanted ZnO (0001) [67].
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Fig. 3.2 Sample preparation stages for Co-implanted ZnO/Al2O3 films [66]

[54, 90, 101, 104, 109, 110], Ni [54, 68, 87, 90, 96, 100, 101, 104], V [87, 90, 111],
Cr [54, 87], and Fe [54, 87, 90, 100, 101, 112, 113].

Various solubility limits for Co in ZnO have been reported by different groups.
Prellier et al. [86] found that the solubility limit is about 10 % in PLD-grown films.
Park et al. [114] reported that the cobalt nanoclusters start to form for x ≥ 12 at.%
in samples grown by sol–gel and RF sputtering techniques. Lee et al. [92] observed
some undefined peaks for a cobalt content higher than 25 %. Kim et al. [84] showed
the solubility limit to be less than 40 % in PLD-grown films. Ueda et al. [54] claimed
that the solubility limit is lower than 50 %, and they clearly observed phase separa-
tions into ZnO and CoO in a film prepared using Zn0.5Co0.5O targets. This contro-
versy between different research groups seems to result from the growth technique
used and/or from the growth conditions such as oxygen pressure and deposition
temperature.

Regarding the magnetic properties of the Co:ZnO films, while some groups ob-
served room temperature ferromagnetism [65–67, 86, 87, 89, 92, 115], others re-
ported the absence of ferromagnetism [84, 90, 114]. The review articles on TM-
doped ZnO [55, 56, 58, 60, 61, 116] provide detailed information.

3.3 Sample Preparation

About 350 Å thick ZnO films were grown on 10 × 10 mm2 epi-polished single-
crystalline Al2O3 (1120) substrates by RF (13.56 MHz) sputtering of a ZnO target
[117]. The sputtering was carried out in an atmosphere of 5 × 10−3 mbar pure Ar
(99.999 %) with a substrate temperature of 500 °C. In order to increase the quality
of ZnO films, we carried out post-growth annealing in an oxygen atmosphere with a
partial pressure of up to 2000 mbar and a temperature of 800 °C. After annealing, the
ZnO samples were implanted in an ILU-3 ion accelerator (Kazan Physical-Technical
Institute of the Russian Academy of Science) by using 40 keV Co+ ions with an
ion current density of 8 µA cm−2. The sample holder was cooled by flowing water
during the implantation to prevent the samples from overheating. The implantation
dose varied in the range of 0.25–2.00 × 1017 ions cm−2.

After implantation, the samples were cut into square pieces, and gold contacts
were evaporated on the corners of the samples for anomalous Hall effect (AHE)
studies (Fig. 3.2). The list of the Co-implanted ZnO films is given in Table 3.1.
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Table 3.1 List of the ZnO
films implanted with 40 keV
Co+ for varying Co ion dose

Sample dose (×1017 ion cm−2)

1 0.25

2 0.50

3 0.75

4 1.00

5 1.25

6 1.50

7 2.00

3.4 Structural Properties

The depth dependence of the cobalt concentration in the Co-implanted ZnO/Al2O3
films was investigated using the RBS technique at the Dynamic Tandem Labora-
tory (DTL) at Ruhr-Universität Bochum. The RBS data show both a maximum of
cobalt concentration (about 50 at.%) located close to the ZnO/Al2O3 interface and
an extended inward tail due to cobalt diffusion into the volume of the Al2O3 sub-
strate (Fig. 3.3). It is also observed that after ion implantation the thickness of the
ZnO layer has decreased from originally 35 nm to 28 nm. According to the SRIM
algorithm,3 the average implanted depth of 40 keV Co ions in ZnO/Al2O3 is about
20.4 nm with a straggling of 9.6 nm in the Gaussian-like depth distribution (see the
inset in Fig. 3.3). However, because of the surface sputtering, ion mixing, and heat-
ing of the implanted region by the ion beam, there is a redistribution of the implanted
cobalt compared to the calculated profile.

The high-angle XRD experiments provide information on the structural coher-
ence of the films and in our case also give us a chance to detect possible additional
phases in the sample after ion implantation. Figure 3.4 shows high-angle Bragg
scans of the ZnO films before (a) and after (b) cobalt implantation. The data were
taken using synchrotron radiation at the Hamburg Synchrotron Radiation Labora-
tory (HASYLAB) (Fig. 3.4(a)) and at the Dortmund Electron Accelerator (DELTA)
(Fig. 3.4(b)) with an energy of E = 11000 eV. XRD measurements yielded evidence
for the (1010) reflection of the Co hcp structure as is clearly seen on the right side of
the sapphire substrate peak (Fig. 3.4(b)). The heavy ion bombarding also causes a
reduction of intensity of the ZnO (0001) peak, and this intensity reduction increases
with increasing cobalt concentration. After implantation, a tail (shown by an arrow
in Fig. 3.4) appears around the main peak of Al2O3 (1120) reflection which is not
observed before implantation. This tail likely reflects the lattice expansion of the
sapphire substrate upon Co implantation.

In order to further investigate both the presence of metallic cobalt clusters and
the damage of the sapphire substrate, high-resolution cross-sectional TEM measure-
ments were performed. The sample was prepared for TEM measurements by using

3The Stopping and Range of Ions in Matter (SRIM) [118]. SRIM software at http://www.srim.org/.

http://www.srim.org/
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Fig. 3.3 Depth dependence
of the cobalt concentration in
ZnO/Al2O3 implanted with
Co ions with a dose of
0.25 × 1017 ions cm−2 (open
circles) and
1.50 × 1017 ions cm−2

(closed squares), respectively.
The inset shows the
calculated SRIM profile
without taking into account
ion sputtering effects [65, 66]

Fig. 3.4 High-angle Bragg
scans of the ZnO films before
(a) and after (b) cobalt ion
implantation [65, 66]
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Fig. 3.5 TEM images of Co-implanted ZnO/Al2O3 film (sample 6). Cobalt clusters are clearly
seen in Al2O3 substrate [65]

a focused ion beam (FIB) technique. To prevent charging effects, the sample surface
was covered by tungsten (W) film, and then a very small cross-sectional piece of
implanted sample was cut using FIB. Figure 3.5 presents TEM images of sample 6
(1.50×1017 ions cm−2) with an increasing magnification from 20 nm to 2 nm. In the
first image (Fig. 3.5(a)), a general overview of the ZnO/Al2O3 sample is shown. The
cobalt clusters can be seen in the sapphire substrate located close to the ZnO/Al2O3

interface. The clusters most likely form because of a decomposition of Co in the
Al2O3 substrate. Clustering occurs in Al2O3 at an annealing temperature of 900 °C
[119]. Obviously, ion bombardment heats up the sample locally to this tempera-
ture. Figures 3.5(b) and (c) focus on the ZnO/Al2O3 interface. These images reveal
that the cobalt clusters have a size of about 5–6 nm and that they nearly touch each
other. Further information from these images is the deformation of the Al2O3 crystal
structure close to the ZnO/Al2O3 interface. This results in a lattice expansion of the
substrate, which is in agreement with the XRD results shown in Fig. 3.4. However,
far from the interface the structure of Al2O3 is preserved and one can see nicely the
atomic rows of Al2O3 presented in Fig. 3.5(c). Figure 3.5(d) shows the ZnO layer
with a magnification of 2 nm. Even after heavy ion bombardment, ZnO still has a
good arrangement of atomic rows. Moreover, no distinct clusters can be observed in
this region.
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3.5 Magnetic Properties

3.5.1 Room Temperature Magnetization Measurements

In this section the magnetization behavior of the Co-implanted ZnO films for
different implantation doses is discussed. Figure 3.6 shows the hysteresis loops
of Co-implanted ZnO films which were recorded at room temperature using a
high-resolution MOKE setup [120–123] in the longitudinal configuration with s-
polarized light. The MOKE data in Fig. 3.6 clearly indicate that, after cobalt im-
plantation, nonmagnetic ZnO becomes ferromagnetic at room temperature with a
large remanent magnetization. With increasing cobalt concentration the implanted
ZnO films exhibit sequentially paramagnetic, weak ferromagnetic, and, finally, fer-
romagnetic response with a square-like hysteresis at room temperature for the dose
of 1.50 × 1017 ions cm−2. For the highest dose (2.00 × 1017 ions cm−2) the square-
like shape of the hysteresis disappears and the coercive field increases drastically.
This indicates that at this dose cobalt atoms start to form clusters in the ZnO film.
Moreover, no in-plane magnetic anisotropy is observed in Co-implanted ZnO films.

Since the MOKE technique is only sensitive to the magnetization of thin lay-
ers close to the surface (20–30 nm penetration depth), M–H measurements have
also been carried out using a Quantum Design MPMS XL SQUID magnetome-
ter. In Fig. 3.7 the MOKE and SQUID hysteresis loops of sample 6 (1.50 ×
1017 ions cm−2) are compared. Figure 3.7(b) presents the SQUID hysteresis loop
of this sample after subtraction of a diamagnetic contribution from the sapphire
substrate. The coercive field of this hysteresis is more or less the same as measured
by the MOKE technique. However, some additional contributions appear, and the
magnetization saturates at considerably higher fields.

3.5.2 XRMS and XAS Measurements

To study the observed ferromagnetic behavior in detail, the magnetic properties of
Co-implanted ZnO films were investigated using the X-ray resonant magnetic scat-
tering (XRMS) and X-ray absorption spectroscopy (XAS) techniques [124].

XRMS has proven to be a highly effective method for the analysis of the mag-
netic properties of buried layers and interfaces, including their depth dependence
[125, 126]. Moreover, if the photon energy is fixed close to the energy of the cor-
responding absorption edges, element-specific hysteresis loops can be measured by
varying the external magnetic field [127]. Since there are three elements in the Co-
doped ZnO film, the analysis can be carried out separately for Co, O, and Zn.

The XRMS experiments were performed with the ALICE diffractometer [128] at
the undulator beamline UE56/1-PGM at BESSY II (Berlin, Germany). The diffrac-
tometer comprises a two-circle goniometer and works in horizontal scattering ge-
ometry. A magnetic field can be applied in the scattering plane along the sample
surface either parallel or antiparallel to the photon helicity, which corresponds to
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Fig. 3.6 Room temperature MOKE hysteresis curves of Co-implanted ZnO films measured for
varying implantation dose [66]

Fig. 3.7 The MOKE (a) and SQUID (b) hysteresis curves of sample 6 (1.50 × 1017 ions cm−2)
[65]

the longitudinal magneto-optical Kerr effect (L-MOKE) geometry. The maximum
field of ±0.27 T was high enough to fully saturate the sample. The magnetic con-
tribution to the scattered intensity was always measured by switching the magnetic
field at fixed photon helicity.

Figure 3.8 shows the specular reflectivities of sample 6 measured at the Co L3
edge (E = 780 eV) in magnetic saturation. The measurements were taken at room
temperature and with a magnetic field applied in the sample plane parallel (I+,
solid line) and antiparallel (I−, open circles) to the photon helicity. Due to the high
surface roughness, no Kiessig fringes are observed in the reflectivity curves. In ad-
dition the splitting of the two curves is clearly seen in Fig. 3.8. The inset in Fig. 3.8
presents the angular dependence of the asymmetry ratio to show how the magnetic
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Fig. 3.8 Reflectivity scans of
sample 6 taken at the Co L3
edge (E = 780 eV) with a
magnetic field applied in the
sample plane parallel (I+,
solid line) and antiparallel
(I−, open circles) to the
photon helicity. Inset shows
the asymmetry ratio (R) as a
function of angle [65]

Fig. 3.9 Energy dependence
of scattering intensities
(XRMS) at the Co L edges
for sample 6 measured at
room temperature [65]

signal varies. As a compromise between high scattering intensity and high magnetic
sensitivity for the investigation of the magnetic properties at the Co L edges, the
scattering angle was fixed at the position of 2θ = 8.2◦ (shown by a black circle in
the inset in Fig. 3.8). For measurements at the O K edge (E ∼ 530 eV) the scattering
angle was fixed at 2θ = 12◦, which corresponds to the same scattering vector in the
reciprocal space.

The energy dependence of the intensity (XRMS) around the Co L3,2 edges mea-
sured in positive (solid line) and negative (open circles) saturation fields is shown in
Fig. 3.9 for sample 6. Since the magnetic contribution to the resonant scattering can
best be visualized by plotting the asymmetry ratio, R = (I+ − I−)/(I+ + I−), in
Fig. 3.10 the asymmetry ratios for samples doped with different doses are presented.
The asymmetry ratio shows a strong ferromagnetic signal for sample 6 (up to 30 %),
and it decreases with decreasing cobalt implantation dose. The fine structure of the
Co L3 peak in Fig. 3.9 is typical for oxidized cobalt, which was observed before for
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Fig. 3.10 The asymmetry
ratios taken at the Co L edges
for sample 6
(1.50 × 1017 ions cm−2) and
sample 4
(1.00 × 1017 ions cm−2)
shown by closed and open
symbols, respectively. Inset
presents the asymmetry ratio
of sample 2
(0.50 × 1017 ions cm−2)
measured at 4.2 K [66]

Fig. 3.11 XAS spectra of
sample 6 measured at the Co
L2,3 edges by using TEY
method. σ+ and σ− denote
right and left circularly
polarized light,
respectively [65]. Inset shows
the experimental Co L2,3
edge XAS spectrum (top)
compared with atomic
multiplet calculations of
Kobayashi et al. [130]

CoO by Regan et al. [129]. They also showed that in the case of metallic cobalt the
Co L3 peak consists of mainly a single component.

Recently, Kobayashi et al. [130] reported that in the presence of the Co2+ state in
Co-doped ZnO, the XAS spectrum exhibits a multiplet structure around the Co L3
edge (see inset in Fig. 3.11). To check whether this behavior is also present in our
samples, XAS experiments were carried out at the undulator beamline UE52-SGM
at BESSY II using the ALICE diffractometer. The absorption data were taken by the
total electron yield (TEY) method, i.e., by measuring the sample drain current. Since
the excited electron trajectories are affected by the external magnetic field, the XAS
spectra were taken with fixed photon helicity at remanence. The angle of incidence
was chosen to be 4.1◦ with respect to the surface. The spectra were normalized to
the incoming photon flux. Figure 3.11 shows the averaged x-ray absorption spectra
(σ+ + σ−)/2 at the Co L2,3 edges. The XAS spectrum clearly shows a multiplet
structure at the L3 edge which is similar to that observed previously for Co-doped
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Fig. 3.12 The XRMS data
for sample 6 taken at the Zn
L3 edge. The inset shows the
asymmetry ratio [65]

Fig. 3.13 The asymmetry
ratio for sample 6 taken at the
O K edge. The inset shows
the XRMS data at the O K
edge [65]

ZnO by Kobayashi et al. This multiplet structure is a clear sign of the presence of
oxidized cobalt in this sample.

The magnetic signals at the Zn L3 (E ∼ 1020 eV) and the O K edges were also
investigated. Within the sensitivity limit no magnetic signal could be recorded for
Zn (Fig. 3.12). However, a clear magnetic signal was observed at the O K edge. The
asymmetry ratio of sample 6 measured at the O K edge is presented in Fig. 3.13.
Note that the maximum in the asymmetry ratio of oxygen is much smaller (by
roughly a factor of 20) than the asymmetry ratio of cobalt shown by the closed
symbols in Fig. 3.10. In addition to sample 6, a magnetic signal at the O K edge
could also be observed for samples 4, 5, and 7.

In Fig. 3.14 the magnetic hysteresis curves recorded at the Co L3 (773.4 eV)
and O K (526.8 eV) edges are compared. The shape and the coercive field of the
hysteresis curves are the same, but the intensity is much lower for the O K edge.
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Fig. 3.14 Hysteresis curves
of sample 6 measured at the
Co L3 (closed symbols) and
O K (open symbols)
edges [65]

This is a clear indication of a spin polarization of oxygen atoms in the ZnO host
matrix.

Since an additional magnetic contribution is observed in the SQUID hysteresis
curve of sample 6 (Fig. 3.7(b)), we used the XRMS technique to check whether this
feature also becomes visible. For this reason, several hysteresis loops are recorded
at different photon energies; a systematic change of the hysteresis loop shape is
observed with changing photon energy. Here, the only three hysteresis curves shown
by open red circles in Fig. 3.10 are presented. The shape of the hysteresis curve taken
at 773.4 eV (closed symbols in Fig. 3.14) is practically the same as the one measured
by MOKE (Fig. 3.7(a)). However, when the incoming photon energy is increased
to 781 eV and 783 eV, two different hysteresis loops are observed. Figure 3.15(a)
presents the hysteresis curve recorded at 781 eV. At this energy the hysteresis curve
has two components with a small and a large coercive field and it is similar to the
SQUID hysteresis (Fig. 3.7(b)). At higher energies the low coercive field component
vanishes, and at an energy of 783 eV (Fig. 3.15(b)) the hysteresis curve consists of
practically only one component with the large coercive field. This large coercive
field component originates from the strong interaction between cobalt clusters in
the sapphire substrate and is present even at room temperature.

The reason for the observation of different hysteresis curves using the XRMS
technique can be interpreted by the change in optical parameters as a function of the
incident photon energy. Depending on the energy deviation from the L2,3 resonance
condition, both types of magnetic hysteresis can be detected in sample 6. For an
energy of 773.4 eV, which is very close to the L3 resonance energy, the contribution
to the scattering intensity from the phase with the large coercive field vanishes,
resulting in a hysteresis loop (closed symbols in Fig. 3.14) which is similar to the
one measured by MOKE (Fig. 3.7(a)). However, at a photon energy of 781 eV,
at the resonance condition, both phases contribute to the scattering intensity. The
hysteresis taken at this energy (Fig. 3.15(a)) presents the superposition of two phases
of cobalt in the host material and is similar to the hysteresis measured with the
SQUID magnetometer (Fig. 3.7(b)). The hysteresis loop recorded at an energy of
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Fig. 3.15 (a) Hysteresis loop measured at an energy of 781 eV shows the superposition of two
different phases of cobalt in the host material. (b) Hysteresis loop taken at an energy of 783 eV [65]

783 eV (Fig. 3.15(b)) is representative of the metallic phase of cobalt in Al2O3 with
a large coercive field, whereas at this energy the contribution to scattering intensity
from the small coercive field component is nearly zero.

3.5.3 Temperature-Dependent Magnetization Measurements

In order to check the temperature dependence of magnetization for ZnO films
doped with different doses, field-cooled (FC) and zero-field-cooled (ZFC) M–T

measurements have been carried out using SQUID magnetometry. For ZFC mea-
surements, the samples are cooled in zero field to 5 K and the magnetization is
recorded during warm-up to 390 K with an applied field of 0.1 kOe, parallel to
the film surface. For FC measurements the applied field of 0.1 kOe is maintained
during cooling to 5 K and the magnetization is recorded during field warming.
Due to the clustering of cobalt in the Al2O3 substrate (see Fig. 3.5), the FC and
ZFC curves presented in Fig. 3.16 always show evidence for the presence of a
superparamagnetic phase. There is a small peak at about 20 K in the ZFC curve
of sample 1 (0.25 × 1017 ions cm−2) and this peak shifts to higher temperatures
with increasing cobalt concentration. The trend in the M–T curve of sample 1
(0.25 × 1017 ions cm−2) can be attributed to the coexistence of a ferromagnetic
phase originating from substituted Co2+ ions in ZnO and a superparamagnetic phase
due to the cluster formation in Al2O3. The hysteresis curve of this sample mea-
sured at 5 K (Fig. 3.17) indicates that the superparamagnetic phase in this sam-
ple is much more dominant. The M–T measurements for the samples implanted
with higher doses (0.50–0.75 × 1017 ions cm−2) show the occurrence of superpara-
magnetism with a blocking temperature of about 100 K and 250 K for sample 2
(0.50 × 1017 ions cm−2) and sample 3 (0.75 × 1017 ions cm−2), respectively. The
hysteresis curves of these films (Fig. 3.17) also show that the superparamagnetic
phase is still dominating over the ferromagnetic phase. But the hysteresis curve
of sample 3 (0.75 × 1017 ions cm−2) indicates that the ferromagnetic phase starts
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Fig. 3.16
Temperature-dependent
magnetization curves of
Co-implanted ZnO films
taken using SQUID
magnetometry for varying
implantation doses [66]

to appear at this dose. The temperature-dependent magnetization curves of sam-
ple 4 (1.00 × 1017 ions cm−2), sample 5 (1.25 × 1017 ions cm−2), and sample 6
(1.50 × 1017 ions cm−2) show that these samples have a blocking temperature of
about 390 K or even more. In addition, the ferromagnetic phase is clearly seen in
the SQUID hysteresis loops (Fig. 3.17) of these samples, and it is present even above
room temperature (see Fig. 3.6). Since the MOKE is only sensitive to the surface
layers, the superparamagnetic phase in these samples cannot be seen in the MOKE
results.

Moreover, the SQUID hysteresis curves of these samples show a systematic de-
crease in Hc of the ferromagnetic phase with increasing cobalt dose. This behavior
may be explained as follows. With increasing Co dose the magnetization becomes
more homogeneous and, since magnetic inhomogeneities are the main source of
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Fig. 3.17 SQUID M–H

loops of Co-implanted ZnO
films measured for different
implantation doses at 5 K [66]

pinning for the domain walls, Hc decreases with increasing Co dose. Between
1.25×1017 ions cm−2 and 1.50×1017 ions cm−2 the potential barrier for reversal of
the ferromagnetic component becomes smaller. Up to this level all inhomogeneities
are filled. Any higher dose is counterproductive; it decreases the saturation mag-
netization and enhances the coercivity, indicating that Co goes into antisites with
eventually antiferromagnetic (AF) coupling, loss of magnetization, and increase of
coercivity. CoO clusters are formed in the ZnO matrix with AF spin structure and AF
coupling to the remaining ferromagnetic Zn(Co)O film. The M–T data (Fig. 3.16)
and the room temperature (Fig. 3.6) and low temperature (Fig. 3.17) hysteresis mea-
surements of sample 7 (2.00×1017 ions cm−2) clearly indicate that the cobalt atoms
also start to cluster within the ZnO layer at the highest dose.

3.5.4 Magnetic Moment per Substituted Co Atom and Estimation
of Tc

In order to calculate the magnetic moment per substituted Co atom we used the
RBS data and SQUID hysteresis presented in Figs. 3.3 and 3.7. First we determined
the percentage of cobalt atoms located within the ZnO layer from the RBS data.
Integrating the area under the curve in Fig. 3.3, we estimate that 48.5 % of the
implanted cobalt atoms are contained inside the ZnO layer. Secondly, we assumed
that all cobalt atoms in the ZnO layer are substituted in the ZnO lattice. Indeed, the
XAS data presented in Fig. 3.11 provide clear evidence for substitutional cobalt in
the implanted matrix; furthermore, we could not find any indication for clustering
in the ZnO layer in the TEM pictures. We also assumed that all cobalt atoms in
the Al2O3 substrate are in the cluster phase with a magnetic moment of 1.6 μB per
cobalt atom, as expected for metallic cobalt. Using the average magnetic moment
value from the SQUID data (μ = 2.19 μB/Co), finally we calculate μ = 2.81 μB

per substituted cobalt atom in the ZnO layer. This value is very close to the magnetic
moment of Co2+ in its high spin state (μ = 3 μB/Co) [61, 131].
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Fig. 3.18 Magnetization
versus temperature curve
measured at H = 5000 Oe by
using a SQUID
magnetometer. The solid line
is a guide for the eye [65]

In Fig. 3.18 we show the temperature-dependent magnetization of the Co-
implanted ZnO film. Since the annealing to very high temperatures destroys the
ferromagnetism in oxide-based DMS materials [132], we only heated the sample
up to 400 K. From Fig. 3.18 it is clear that the Tc is much higher than 400 K. By
fitting a Brillouin curve to the M(T) data in Fig. 3.18 as a crude approximation, we
estimate that the ferromagnetic Curie temperature is as high as 700 K for our film,
as it was observed for Co-implanted TiO2 rutile [132].

3.5.5 FMR Measurements

FMR measurements were carried out using a commercial Bruker EMX electron
spin resonance (ESR) spectrometer at Gebze Institute of Technology operating in X-
band (9.8 GHz) at room temperature. The angular dependencies of the FMR spectra
have been recorded with the static magnetic field rotated either in the plane of the
samples (in-plane geometry—θ = 90◦, ϕ-varied) or rotated from the sample plane
to the normal (out-of-plane geometry—θ -varied, ϕ-fixed). The coordinate axes and
relative orientation of the applied external magnetic field (H) and magnetization
vector (M) are illustrated in Fig. 3.19.

In Fig. 3.20, we present the angular dependence of the in-plane resonance fields
of Co-implanted ZnO films at room temperature for different implantation doses.
The resonance field exhibits oscillatory behavior as a function of the azimuthal an-
gle. The maximum and minimum values of the resonance fields correspond to the
hard and easy directions for the magnetization, respectively. The periodicity of the
easy and hard axes depends on the implantation dose. As seen in Fig. 3.20, for the
dose of 0.75 × 1017 ions cm−2, a twofold in-plane magnetic anisotropy is observed
with a very small contribution from a sixfold anisotropy. The twofold in-plane mag-
netic anisotropy is related to the cobalt nanoparticles forming a cobalt-rich layer
in the sapphire substrate, close to the ZnO/Al2O3 interface [65]. Indeed, when the
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Fig. 3.19 The coordinate
system for FMR
measurements of
Co-implanted ZnO films [67]

Fig. 3.20 The in-plane
angular dependence of the
resonance fields for different
cobalt implantation
doses [67]

crystalline Al2O3 is implanted with cobalt ions, Co nanoparticles with the hexago-
nal structure are aligned with their c-axis parallel to the c-axis of the host sapphire
[133]. Thus, the Al2O3 matrix provides a magnetic anisotropy to cobalt nanoclusters
[134]. In our case, the c-axis of the host Al2O3 is in the sample plane. Therefore,
we infer that the twofold in-plane magnetic anisotropy results from cobalt nanopar-
ticles in agreement with previous studies [133, 134]. For the dose range of 1.00–
1.50 × 1017 ions cm−2, the corresponding FMR data show that the easy and hard
axes have a periodicity of 60° in the film plane, in agreement with the hexagonal
structure of the ZnO films. This sixfold in-plane magnetic anisotropy is attributed
to the substitution of cobalt on Zn sites in the ZnO layer and is a clear indication for
long-range ferromagnetic ordering between substitutional magnetic cobalt ions in
the ZnO crystal structure. At the highest implantation dose of 2.00×1017 ions cm−2,
a twofold in-plane magnetic anisotropy appears again. This means that for the high-
est dose, not only substituted cobalt ions but also metallic cobalt clusters are present
in the ZnO layer, in accordance with the results published in Ref. [66]. Thus, for the
highest implantation dose the resonance signal is ascribed to an overall response of
the metal cobalt nanoparticles in both the ZnO layer and the sapphire substrate. In
this respect, a gradual decrease in the magnitude of sixfold anisotropy for the dose
of 1.5 × 1017 ions cm−2 is noteworthy. Therefore, one can expect the formation of
very small cobalt clusters in the ZnO layer below the dose of 2.00×1017 ions cm−2.
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Fig. 3.21 In-plane magnetic
anisotropy of Co-implanted
ZnO film (Co dose:
1.00 × 1017 ions cm−2)
before (closed symbols) and
after (open symbols)
etching [67]

Thus, the maximum amplitude of the sixfold anisotropy, revealed at the dose of
1.00 × 1017 ions cm−2, reflects the limit where the highest concentration for the
substitutional cobalt phase in ZnO is reached. For higher doses, formation of the
extrinsic ferromagnetic phase due to Co clusters starts.

In order to check whether the contribution to the sixfold in-plane magnetic
anisotropy originates from ZnO only, we gradually removed the ZnO layer by
500 eV Ar-beam etching and repeated the FMR measurements. Figure 3.21 presents
the in-plane magnetic anisotropies of Co-implanted ZnO film (Co dose: 1.00 ×
1017 ions cm−2) before and after the etching process. When the ZnO layer is etched
by about 10 nm, the sixfold symmetry of the in-plane magnetic anisotropy survives,
but with a significant decrease in the magnitude of anisotropy. The signal intensity
also gradually decreases with etching. For the completely etched sample the signal
with sixfold symmetry completely disappears. This observation shows that the FMR
signal with the sixfold in-plane magnetic anisotropy originates from the substituted
cobalt in the ZnO film, but not from the cobalt nanoparticles in the Al2O3 substrate.

3.6 Anomalous Hall Effect Measurements

In magnetic materials, in addition to the ordinary Hall effect (OHE), there is an addi-
tional voltage proportional to the sample magnetization [135], called the anomalous
Hall effect (AHE). Hence, the Hall voltage can be written as follows:

VH =
(

R0I

t

)
H cosα +

(
RAμ0I

t

)
M cos θ, (3.1)

where t is the film thickness and I is the current. R0 and RA are the ordinary and
anomalous Hall effect coefficients, respectively. μ0 is the permeability of free space.
α is the angle between the applied magnetic field (H ) and the normal to the sample.
θ is the angle between the sample magnetization (M) and the normal to the sam-
ple. The first term in (3.1) is the OHE and arises from the Lorentz force acting on
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Fig. 3.22 Geometry of the
AHE measurements. H is the
external magnetic field
applied perpendicular to the
film surface [66]

Fig. 3.23 AHE data of
sample 6
(1.50 × 1017 ions cm−2)
taken at 4.2 K [66]

conduction electrons. This establishes an electric field perpendicular to the applied
magnetic field and to the current. The second term is the AHE, and it is conven-
tionally attributed to spin-dependent scattering mechanism involving a spin–orbit
interaction between the conduction electrons and the magnetic moments of the ma-
terial. At low applied magnetic fields, the Hall voltage (VH) is dominated by the
magnetic field dependence of the sample magnetization M . When the applied mag-
netic field is high enough to saturate the sample magnetization, the magnetic field
dependence of the Hall voltage becomes linear due to the OHE.

The observation of the AHE is suggested as an important criterion for DMS
materials to be intrinsic [14, 21]. In order to check whether this behavior is present
in Co-implanted ZnO films and to determine the character of the majority carriers,
we have carried out Hall effect experiments. The AHE measurements in this study
have been performed at 4.2 K using the van der Pauw configuration presented in
Fig. 3.22.

The AHE data of sample 6 (1.50 × 1017 ions cm−2) are shown in Fig. 3.23.
A sharp rise in the Hall voltage at low field, i.e., AHE, is followed by a slow de-
crease corresponding to the OHE. It is important to note that the negative slope at
high fields indicates n-type carriers in Co-implanted ZnO films.
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3.7 Discussion

In the literature, the reported highest solubility limit of cobalt ions in ZnO is less
than 50 % using a PLD technique [54]. The measured cobalt concentration of 40–50
at.% in ZnO in this study is rather high, such that the formation of cobalt clusters
in ZnO should be expected. However, no clusters could be observed within the ZnO
layer for sample 6. It seems that this is due to the properties of ion implantation,
which allows doping of transition metals beyond their solubility limits [80].

For the dose dependence of magnetic phases in ZnO films at room temperature
we propose the following scenario: At low doses (0.25–0.50 × 1017 ions cm−2) the
number of substituted cobalt ions in the ZnO layer is very small, which results in
a paramagnetic signal at room temperature. Increasing the cobalt implantation dose
leads to an increasing number of substituted cobalt ions, and after a certain cobalt
concentration they start to interact ferromagnetically. For this reason at a cobalt dose
of 0.75×1017 ions cm−2 a weak ferromagnetic behavior is observed with a Tc below
room temperature. At higher cobalt concentrations (1.00–1.50 × 1017 ions cm−2)
the substituted cobalt ions in ZnO interact strongly and stabilize room temperature
ferromagnetism. At the highest dose of 2.00 × 1017 ions cm−2, in addition to the
substituted cobalt ions, metallic cobalt clusters are also present in the ZnO layer.

The difference in the shape of the hysteresis curves obtained by MOKE and
SQUID is attributed to the surface sensitivity of the MOKE technique, which has
a maximum penetration depth of about 20–30 nm. On the other hand, the SQUID
technique probes the whole volume of a sample. The ZnO films have a thickness of
35 nm before implantation. Because of the surface sputtering, the ZnO thickness de-
creases to about 28 nm after implantation. Thus MOKE provides information only
from the ZnO layer, not from the sapphire substrate; i.e., MOKE is only sensitive
to the ferromagnetic contribution from the ZnO layer. In this layer a small frac-
tion of nonmagnetic ZnO atoms are replaced by magnetic Co ions, producing the
MOKE hysteresis. However, SQUID collects magnetic contributions from both the
Co-implanted ZnO film and from the cobalt clusters in Al2O3 (Fig. 3.24). There-
fore, the difference between the MOKE and SQUID data appears to be a result of
the depth-dependent Co content in the implanted layer.

Another important result of this study is the observation of oxygen spin polariza-
tion in Co-implanted ZnO films. Since the shape of the hysteresis curve measured
at the O K edge (Fig. 3.14) is the same as the one recorded by MOKE (Fig. 3.7(a)),
spin polarization of oxygen atoms in this sample can not be due to the cobalt clus-
ters in the sapphire substrate. Otherwise, the hysteretic shape of the polarized oxy-
gen should be similar to the hysteresis of metallic cobalt clusters in sapphire with
a large coercive field. This shows that the oxygen atoms are polarized due to the
spontaneous ferromagnetic order in the ZnO film.

The reason for the observation of AHE and n-type carriers in Co-implanted ZnO
films can be explained by electron doping via Zn interstitials. Normally, isovalent
TM2+ doping of ZnO does not introduce charge carriers itself; they need to be
produced by additional doping [136]. However, by using ion implantation, not only
are cobalt ions introduced in ZnO, but simultaneously many other defects—such as
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Fig. 3.24 The cluster
formation in Al2O3 substrate
after cobalt ion
implantation [66]

Zn interstitials which are reported as a shallow donor in ZnO [92, 137, 138]—are
also produced in the implanted region. This can be thought of as an advantage: With
the ion implantation technique it is possible to introduce simultaneously both TMs
and also required carriers into the ZnO.

The main question that arises here is the mechanism which leads to the observed
long-range ferromagnetic ordering in Co-doped ZnO. Recently, Patterson [131] cal-
culated the electronic structures of Co substituted for Zn in ZnO, for Zn and O
vacancies, and for interstitial Zn in ZnO using the B3LYP hybrid density functional
theory. He reported that the singly positively charged O vacancy is the only de-
fect in Co-doped ZnO which can mediate ferromagnetic exchange coupling of Co
ions at intermediate range (just beyond near neighbor distances). The ground state
configuration is one where the majority of Co spins are parallel whereas the minor-
ity spins are parallel to each other and to the oxygen vacancy spin; thus, there are
exchange couplings between these three spins which lead to an overall ferromag-
netic ground state of the Co ions. No substantial exchange coupling was found for
the positively charged interstitial Zn defect which also has spin half. The exchange
coupling mechanism explained by Patterson is essentially the same as the impurity
band model of Coey et al. [139], in which the polarons bound to the oxygen vacan-
cies mediate ferromagnetic coupling between Co ions. In order to have the magnetic
moments of the Co ions align ferromagnetically, one mediating electron is required
with an oppositely directed spin. The oxygen spin polarization has not explicitly
been considered in the aforementioned band structure calculations and may be due
to ferromagnetic splitting of nearest neighbor oxygen p-levels.

3.8 Conclusions

The structural, magnetic, and electronic properties of Co-implanted ZnO films, de-
posited by RF sputtering methods on a (1120) oriented sapphire substrate, have been
investigated. The structural data indicate a Co cluster formation in the sapphire sub-
strate close to the ZnO/Al2O3 interface. However, no indication of clustering in the
ZnO layer has been found. The multiplet structure of the XAS spectra around the
Co L3 edge indicates that the implanted cobalt ions are in the Co2+ state in the ZnO
film. A combination of room and low temperature magnetization measurements in-
dicates that there are two magnetic phases in the Co-implanted ZnO/Al2O3 films.
One is the ferromagnetic phase due to the Co substitution on Zn sites in the ZnO host
matrix, and the second magnetic phase originates from Co clusters in the sapphire
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substrate. We have found a very high magnetic moment of 2.81 μB per substituted
cobalt atom with a very high Curie temperature (Tc � 400 K) in the Co-implanted
ZnO film. Using X-ray resonant magnetic scattering at the Co L3 edge, the mag-
netic contributions from the ZnO film and the substrate can be separated. Further-
more, a clear ferromagnetic signal at the O K edge is observed, which shows that
the oxygen spin polarization is an important indicator for the observed long-range
ferromagnetic ordering in the ZnO layer. A sixfold in-plane magnetic anisotropy
of the FMR signal has also been observed in ZnO (0001) thin films implanted by
Co in the dose range of 1.00–1.50 × 1017 ions cm−2. We consider this finding to
be a strong indication for intrinsic ferromagnetism in ZnO-based diluted magnetic
semiconductors.

Finally, implantation of cobalt ions into the nonmagnetic ZnO film makes it ferro-
magnetic at room temperature with an intrinsic nature and also increases the number
of n-type charge carriers without any additional doping. Of course, for successful
operation of spintronic devices, in addition to a ferromagnetic semiconductor, ef-
ficient spin-polarized injection, transport, and detection are also required. In any
case, the preceding results indicate that the ZnO-based DMS materials still offer
promising perspectives for basic research and device applications.
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Chapter 4
Magnetic Characterization of Exchange
Coupled Ultrathin Magnetic Multilayers
by Ferromagnetic Resonance Technique

Bekir Aktaş, Ramazan Topkaya, Mustafa Erkovan, and Mustafa Özdemir

Abstract The magnetic–nonmagnetic multilayers have been widely used in various
applications. As well known the important physical parameters depend on relevant
applications. For giant magneto resistance (GMR), magnetic data storage, MRAM
and spintronics applications, the most important magnetic parameters in multilay-
ered structures are interlayer exchange coupling, magnetic anisotropy, saturation
magnetization and spin relaxation time. All of these parameters strictly depend on
the physical size of the elements which are continuously shrinking even down to
nanometer scale for ultra high density data processes. However, as the dimensions
(thickness) of the films continues to decrease the magnetic signal intensity gets so
weak that its detection becomes one of the major issues. But still ferromagnetic
resonance (FMR) can be powerful enough to study these multilayered structures.

Recently we have developed a theoretical model to analyse the FMR data to ex-
tract magnetic parameters. We have chosen the permalloy (Py) layers separated by
very thin Cr for our study because Py is one of the softest magnetic materials and
its bulk form is very well characterized. The FMR measurements were carried out
by using an X-band ESR spectrometer at several temperatures. The experimental
data was successfully simulated by proposed model. The saturation magnetization
was observed close to the value that for bulk permalloy. However a significant per-
pendicular anisotropy induced for thin film case. The spectra strongly depend on
the thickness of Cr layer. Even the relative positions of the strong and the weak
modes are interchanged for particular thickness of Cr layer. It has been found that
the exchange coupling between successive layers exhibits oscillatory behaviour with
respect to Cr thickness, confirming usefulness of the developed FMR model.
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B. Aktaş, F. Mikailzade (eds.), Nanostructured Materials for Magnetoelectronics,
Springer Series in Materials Science 175, DOI 10.1007/978-3-642-34958-4_4,
© Springer-Verlag Berlin Heidelberg 2013

85

mailto:aktas@gyte.edu.tr
http://dx.doi.org/10.1007/978-3-642-34958-4_4


86 B. Aktaş et al.

4.1 Introduction

There has recently been considerable interest in magnetic multilayers consisting
of ferromagnetic and nonmagnetic films since the observation of giant magnetore-
sistance (GMR) [1, 2] and tunnel magnetoresistance (TMR) [3, 4] effects due to
their wide applications in magnetoelectronics such as nonvolatile media and read-
ing elements in magnetic recording technology, magnetic random access memory
(MRAM), and spin transistor and information processing, etc. Many useful physi-
cal properties arise in superstructured ultrathin films. For instance, the GMR, TMR,
and spin torque transfer phenomena are mainly determined by magnetic, electrical,
and geometric properties of superstructured thin films. Interlayer exchange coupling
between ferromagnetic layers across a nonmagnetic spacer layer is one of the most
important phenomena, and was discovered by P. Grünberg in Fe/Cr/Fe multilayer
structures by means of light scattering from spin waves [5]. Then, S.S.P. Parkin
showed that interlayer exchange coupling oscillates depending on the nonmagnetic
spacer layer thickness in NiCo/Ru/NiCo multilayers [6]. Evaluating numerous ex-
periments in Fe/TM/Fe and Co/TM/Co (TM: Transition Metal) multilayer structures
[7–9], S.S.P. Parkin concluded that the oscillation is a common property of all tran-
sition metals [10].

The exchange interactions between ferromagnetic layers through a nonmagnetic
metallic spacer must be antiferromagnetic in order to have a significant GMR ef-
fect. Oscillatory interlayer exchange coupling between ferromagnetic layers was
explained by A. Fert [53] using Ruderman–Kittel–Kasuya–Yosida (RKKY) interac-
tion [11–13], which is an indirect exchange interaction of localized spins in mag-
netic layers mediated by conducting electrons of the nonmagnetic spacer. As the
need for ultra high density data recording increases, the size of the film used in
spintronic applications must be decreased [14]. Therefore, accurate magnetic char-
acterization is one of the major issues related to magnetic multilayer structures. So
far numerous superlattice structures made of ferromagnetic and nonmagnetic metal-
lic thin layers have been investigated by using different characterization techniques
[15–17].

Ferromagnetic resonance (FMR) has proven to be a well-established and use-
ful technique to investigate magnetic materials and to determine magnetic proper-
ties, such as magnetic moment, magnetic bulk and surface anisotropies, magnetic
exchange coupling, spin dynamics, and magnetic damping, etc. [40–53]. The first
theory of FMR absorption was developed by C. Kittel [18]. The FMR technique
was applied first by Rado and Weertman [19] to observe exchange interaction in
ferromagnetic materials. These magnetic excitations in ferromagnetic bulk metals
were called spin waves by Ament and Rado [20]. They developed an essential
and useful theory based on Maxwell’s equations to get an expression for effec-
tive permeability and surface impedance as a function of many physical parame-
ters, such as magnitude and direction of external magnetic field, excitation field
(microwave) frequency, electrical conductivity, different magnetic anisotropies, ex-
change interactions, dc magnetization, and even the geometric shapes of the bulk
ferromagnetic metals: They showed that at least three spin wave modes local-
ized on the surface region of ferromagnetic bulk material can be excited due
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to magnetic surface anisotropy. C. Kittel [21] observed spin waves in ferromag-
netic bulk materials which are excited by nonuniform (and even by uniform) rf
fields.

This theory was then applied by many authors to investigate magnetic parame-
ters of many different bulk materials. For instance, Z. Frait et al. investigated the
frequency dependence of the FMR in metals [22]. H. Hurdequint et al. applied the
theory to study bulk Ni-Mn alloys [23]. Then this alloy was studied in detail by
Öner et al., and it was found that the magnetic symmetry is broken when the sam-
ple is cooled down to 4 K in the presence of an external magnetic field [24]. That
is, the FMR absorption peaks were observed to be different for positive and nega-
tive external fields with respect to the cooling field direction. These unusual angular
and temperature dependences of FMR spectra were then modeled by introducing
rotational (dynamic) anisotropy, and the FMR spectra were successfully simulated
on the basis of this theory by Aktas et al. [25]. Also, it was shown that the FMR
spectra are very sensitive to surface conditions in which the field-induced exchange
(unidirectional) anisotropy is different than that in the bulk region of the reentrant
or spin-glass Ni-Mn alloys [26].

The FMR technique was applied by many authors to different structures of thin
films. For instance, Tannenwald et al. observed multipeak FMR spectra in permal-
loy thin films (1600 Å) [27]. Wigen et al. studied permalloy and cobalt films and
observed a set of spin wave modes regularly ordered in the external field axis
and introduced a dynamic spin pinning model to interpret the experimental FMR
data [28]. In order to explain the multipeak FMR data, Soohoo et al. introduced
the magnetic surface anisotropy for surface spin pinning instead of dynamic pin-
ning in thin films [29]. On the other hand, Portis suggested that a variation (gradi-
ent) of saturation magnetization in the surface region can cause a deviation of the
resonance field of low-lying spin wave modes from Kittel’s theory, which predicts
the square dependence of intensities and resonance field values of the modes on
mode number [30]. Wigen et al. observed nonpropagating exchange-dominated and
well-resolved surface spin wave modes on YIG films and analyzed the magnetic
properties using these spin wave resonance (SWR) spectra [31]. Puszkarski then re-
treated the SWR theory in detail and developed a rigorous theory on the basis of
the surface state of films [32]. The angular dependence of SWR spectra was stud-
ied by Maksimowich et al., who obtained a practical approach to extract various
contributions (from the surface anisotropy and gradient of dc magnetization) to sur-
face spin pinning parameters using the angular dependence of SWR spectra [33].
Wigen developed an SWR theory in terms of quantum spin operator notation and
determined boundary conditions for standing spin wave modes, using an appropri-
ate transformation [34]. This theory is very suitable for analyzing the SWR spectra
in continuum (long wavelength) limits. The above theories generally use resonance
fields of the SWR modes to deduce relevant parameters. Full and detailed simu-
lations of absorption curves such as resonance field, line shapes (spin damping),
or absorption intensity as a function of external field for a general direction were
given in the work done by Aktas et al. [35] on the SWR spectra for a monolayered
magnetic thin film.
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According to the conventional spin wave theory mentioned above, the separation
of the SWR modes of the spectra in the external field axis is proportional to the
magnitude of the exchange interactions. Therefore, a few modes can be observed in
the microwave spectroscopic region if the film thickness of the usual ferromagnetic
substance is about in the submicrometer scale. When the film thickness decreases
below 0.1 µm, then the mode separation in the field axis drastically increases and
even overreaches the positive values of the external field; i.e., the higher order SWR
modes cannot be observed in a real FMR curve. Surprisingly, multipeak FMR spec-
tra were observed even in ultrathin pure iron films with a thickness of about 15
atomic monolayers [36, 37]. However, a detailed analysis revealed that multipeaks
do not belong to higher order spin wave modes, but the resonance conditions for
the main FMR mode are attained two or three times due to continuous reorientation
of the equilibrium direction of the static magnetization vector during the external
field scan. The authors succeeded in analyzing the FMR data from ultrathin bilayers
separated by sufficiently thick nonmagnetic metallic spacers to avoid any indirect
exchange interactions between the magnetic layers. However, they observed that
there are still dynamic indirect exchange interactions mediated by conduction elec-
tron spins through the nonmagnetic spacer. It was also shown that these conduction
electrons cause spin damping in addition to the intrinsic Gilbert damping, which is
a very important parameter for spintronic applications.

A detailed FMR study was done by Zang et al. on ultrathin ferromagnetic–
nonmagnetic–ferromagnetic layers of various metallic materials [38, 39]. The au-
thors observed two-peak FMR spectra and attributed them to collective excitations
of individual layer magnetization due to indirect exchange interaction between thin
ferromagnetic layers through a nonmagnetic conducting spacer layer. In this case
the individual layers are too thin to observe the usual SWR modes to be excited
in an individual magnetic layer. Thus, the magnetic spins in each layer are rigidly
coupled and can be represented as a giant spin. When the resonance conditions are
attained for a particular layer during the field scan, then the magnetization of this
layer starts precesses around the effective field. This resonating layer magnetization
also drives the magnetization of the neighboring layer to precess around its own
effective field due to the exchange coupling between them. However, its precession
amplitude becomes smaller compared to that for the driving layer. The magnetic
excitations in the neighboring layers can take place either in phase or out of phase
with respect to one another. These excitation modes are called the acoustical or
optical modes, respectively. Using an appropriate magnetic free energy and also in-
cluding indirect exchange coupling parameters for the multilayered thin film, the
author could analyze the SWR data to deduce indirect exchange interaction param-
eters.

In this chapter, a detailed theoretical model [40, 41] and its applications will
be cited in order to show the merit of the FMR technique in studies (even ultra-
thin magnetic monolayer or multilayered superstructures) to deduce many physical
parameters such as static and dynamic magnetization, surface and/or bulk magneto-
crystalline anisotropies, the exchange (bidirectional or unidirectional) anisotropies,
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interlayer exchange coupling between ferromagnetic layers separated by nonmag-
netic spacers, and the relaxation (damping) parameter of dynamic magnetization in
any individual layer.

Although there are many more useful magnetic multilayer structures for appli-
cations, we have chosen Py/Cr/Py trilayers and/or multilayers as prototype systems
in order to show, more clearly, the aspects of the FMR technique for investigating
the magnetic properties as a function of nonmagnetic spacer thickness. Because Py
is one of the magnetically soft materials with relatively weak magnetic damping,
it gives a quite well-defined FMR signal with a narrow resonance line. Thus, rela-
tively sharp peaks for different FMR excitation modes allow us to deduce magnetic
parameters by fitting the theoretical values to the experimental data. The usual dc
magnetization data are also used to get supplementary data to be used in the analysis
of FMR spectra.

4.2 Theoretical Model

4.2.1 Magnetic Free Energy

The experimental data were analyzed for a system consisting of N magnetic multi-
layers with saturation magnetization Ms and layer thickness ti by using the magnetic
energy density

E =
{

−
N∑

i=1

tiMi,sH0
[
cos(θH ) cos(θi) + sin(θH ) sin(θi) cos(ϕH − ϕi)

]

+
N∑

i=1

tiK
eff
i cos2(θi) +

N∑

i=1

tiE
ani
i (θi, ϕi)

−
N−1∑

i=1

Ai,i+1
[
cos(θi+1) cos(θi) + sin(θi+1) sin(θi) cos(ϕi − ϕi+1)

]

−
N−1∑

i=1

Bi,i+1
[
cos(θi+1) cos(θi) + sin(θi+1) sin(θi) cos(ϕi − ϕi+1)

]2

}

.

(4.1)

Here (θi, θH , θi+1) and (ϕi, ϕH ,ϕi+1) are, respectively, the polar and azimuthal an-
gles for magnetization vector M and external dc field vector H with respect to the
film normal, as shown in Fig. 4.1(a). The first term (the first line) is the usual Zee-
man energy of the structure in the presence of an external dc field. The second
term represents the magnetostatic energy due to the demagnetizing field and any
induced perpendicular uniaxial anisotropy energy. Both of these energies qualita-
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Fig. 4.1 (a) Relative orientations of the external dc magnetic field and magnetization vectors with
respect to the sample plane and (b), (c) the stack of multilayered samples. Trilayered magnetic
thin film (d) and relative orientations of the magnetization vectors of these layers corresponding to
acoustic (e) and optic (f) modes in the external magnetic field

tively have the same angular dependence with respect to the film normal. Therefore,
a single parameter, namely, Keff, is used to describe these anisotropy energies. Ad-
ditional terms (the second term in the second line) can also be added to describe
different magnetic anisotropies as well. The last two terms (third and fourth lines)
come from indirect exchange interactions of ferromagnetic layers through the non-
magnetic spacer via conduction electrons. The interlayer exchange coupling energy
densities between nearest layers are determined by bilinear (Ai,i+1) and biquadratic
(Bi,i+1) coupling constants. Ai,i+1 can be either positive or negative depending on
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ferromagnetic or antiferromagnetic interactions, respectively. When the magnetic
anisotropies (the physical and chemical structure of magnetic layers) are the same,
the relative directions of magnetization vectors of neighboring layers are determined
by relative values of the exchange coupling parameters in the absence of an exter-
nal dc field. A positive value of Ai,i+1 dictates parallel alignments of magnetization
vectors of neighboring layers. The parallel- antiparallel (perpendicular) alignments
of magnetizations of neighboring layers are energetically favorable for a positive
(negative) value of Bi,i+1. The biquadratic term is usually smaller compared to the
bilinear term; therefore, it can be neglected for most of the ferromagnetic systems.
The direct exchange interaction energy between neighboring spins is much larger
compared to the other terms in total magnetic energy. On the other hand, the indirect
exchange energy depends on the type of the materials and on the spacer thickness;
it can even show oscillatory behavior with spacer thickness in the superstructures
[7–13]. The interlayer exchange term becomes smaller and smaller as the nonmag-
netic spacer becomes thicker and thicker. This term for the thinnest spacer can be
comparable (or even larger) to the Zeeman and magneto-crystalline energy. In the
theoretical analysis in this chapter this term is taken to be smaller compared to
the other energy terms. When the directions of the magnetization vectors of neigh-
boring layers start to deviate from each other, the system gains energy against the
exchange coupling, and this energy manifests itself in FMR spectra, as will be ex-
plained later.

4.2.2 Dynamic Equation for Magnetization

As is well known, the microwave power absorption (FMR curve as a function of
external dc field) by the sample is proportional to the ac magnetic susceptibility.
Therefore, one has to derive a suitable theoretical expression in order to deduce the
magnetic parameter for ac susceptibility. A brief description of the derivation of ac
susceptibility is as follows: The equation of precessional motion for magnetization
of the ith layer in an external field applied in a general direction with respect to the
film plane can be written as

1

γ

dMi

dt
= 1

ti

Mi

Mi,s

× (∇Mi
E) − 1

ti
Mi × hrf + α

γMi,s

(
Mi × dMi

dt

)

− mθi

γ T2
êθi

− mϕi

γ T2
êϕi

. (4.2)

Here the effective field in the first term on the right-hand side is obtained from
the gradient of the total magnetic energy density with respect to the magnetization
vector. In polar coordinates the gradient operator is expressed as

∇i = êri

∂

∂ri
+ êθi

1

ri sin θi

∂

∂θi

+ êϕi

1

ri

∂

∂ϕi

. (4.3)
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Here the symbols have their usual meanings. The second term on the right-hand
side represents the ac excitation torque due to the magnetic field component of the
microwave in (4.2). The third and fourth terms on the right-hand side represent the
Landau–Lifshitz–Gilbert and Bloch type damping of dynamic (transverse compo-
nents) magnetization, respectively in (4.2). One or both types of the damping terms
can be necessary to explain the experimental data, depending on the film nature.
Since the effective static field is much stronger compared to the microwave field
components, the magnetization saturates along the effective dc field, H. When the
microwave field is switched on, the magnetization vector deviates from the effective
field direction, and it starts to precess around the effective dc field vector due to the
perpendicular (transverse) magnetic field components of the microwave. Thus, the
magnetization vector for the ith layer in the polar coordinate system in Fig. 4.1 can
be written as

Mi = Mi,s êr + mθi
êθi

+ mϕi
êϕi

.

Recall that the first term represents the static component of the M lying along the
effective dc field. Therefore, the z axis reference system is always chosen along the
effective field for each direction of the applied dc magnetic field. The magnetiza-
tion vector can be space dependent along the film normal for thicker films. But the
amplitude of the ac magnetization of a very thin individual layer can be practically
taken as constant throughout the layer thickness. Since the wavelength of the mi-
crowave is much longer than any dimensions of the thin film samples in the electron
spin resonant (ESR) cavity, it can be taken as homogeneous over the sample volume,
and so its time dependence can be written as

hrf
x = ho

xe
jωt . (4.4)

Here w is the frequency and ho
x the amplitude of the magnetic field component of

the microwave, which is assumed to be constant throughout the layer thickness.
As mentioned above, the static torque becomes zero in the static equilibrium case

(magnetization component parallel to static effective field), since the magnetization
vector is parallel to the effective static field arising from the total magnetic free
energy density. When a microwave field is applied, the magnetization deviates from
the static equilibrium direction due to the microwave excitation torque given by the
second term on the right-hand side of (4.2). Thus, the first term on the right-hand
side of (4.2) makes dominant contributions to the mechanical torque, as explained
below. In order to obtain the effective field, we begin with the differentials with
respect to the angles of the first term of (4.2):

1

γi

δ

(
d

dt
Mi

)
= δ

(
Mi

Mi,s

× 1

ti
∇Mi,s

E

)
. (4.5)

This differential arises from the small deviations of each layer magnetization from
their equilibrium orientation. Contributions from the second and the third terms on
the right-hand side of (4.2) will be treated later. Thus, the right-hand side of (4.5)
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can be expanded as

δ

(
Mi

Mi,s

× 1

ti
∇Mi,s

E

)
= 1

Mi,s

δMi × 1

ti
∇Mi,s

E + Mi

Mi,s

× δ

(
1

ti
∇Mi,s

E

)
. (4.6)

The first term on the right-hand side is zero since the gradient of E is zero for the
equilibrium orientation. The static equilibrium conditions for the angles θi = θi,0,
ϕi = ϕi,0 (at which the angular derivative of the energy is zero and the corresponding
energy is minimum) are expressed as

∂E

∂θi

∣∣∣∣
θi=θi,0,ϕi=ϕi,0

= 0, and
∂E

∂ϕi

∣∣∣∣
θi=θi,0,ϕi=ϕi,0

= 0.

Expending the differential in the second term on the right side of (4.6) in polar
coordinates and summing over all layers, one can get the following expression:

N−1,j+1∑

i=2,j=i−1

(
Mi

Mi,s

×δ

(
1

ti
∇Mj,s

E

))

= −
N−1,j+1∑

i=2,j=i−1

1

ti

cosec(θi)

Mj

(
Eθj ϕi

mθj
+ cosec(θj )Eϕj ϕi

mϕj

)
êθi

+
N−1,j+1∑

i=2,j=i−1

1

Mj,s

1

ti

(
Eθj θi

mθj
+ cosec(θj )Eθiϕj

mϕj

)
êϕi

.

Here Eθj θi
, Eϕj ϕi

and Eθj ϕi
represent second order partial derivations of the energy

density with respect to the polar angles of the magnetization for each layer. The
angular derivative must be calculated for static equilibrium values of the angles. The
radial components of magnetization in polar coordinates can be taken as constant
when the microwave component of the magnetic field is much smaller compared
to the dc component. Thus, the first term on the right-hand side of (4.2) makes
the following contribution to the time dependence of the transverse components of
magnetization as:

1

γi

d

dt
mθi

= − 1

ti

1

sin(θi)

i+1∑

j=i−1

(
Eθj ϕi

Mj,s

mθj
+ 1

Mj,s

Eϕj ϕi

sin(θj )
mϕj

)
, (4.7)

1

γi

d

dt
mϕi

= 1

ti

i+1∑

j=i−1

(
Eθj θi

Mj,s

mθj
+ Eθiϕj

Mj,s sin(θj )
mϕj

)
. (4.8)

Note that the summations in (4.7) and (4.8) are taken only for exchange coupled
nearest neighboring layers.
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The contributions from the time-dependent parts (the next terms) in (4.2) to each
component can be added to (4.7) and (4.8) to get:

1

γi

dmθi

dt
êθi

= − mθj

tiMj sin θi

Eθiϕj
êθi

− mϕj

tiMj sin θi sin θj

Eϕiϕj
êθi

− Mrhϕi
êθi

− mθi

γ T2
êθi

+ iωα

γ
mϕi

êθi
,

1

γi

dmϕi

dt
êϕi

= mθj

tiMj

Eθiθj
êϕi

+ mϕj

tiMj sin θj

Eθiϕj
êϕi

− Mrhθi
êϕi

− mϕi

γ T2
êϕi

− iωα

γ
mθi

êϕi
.

(4.9)

4.2.3 Solution of Dynamic Equation for AC Magnetization

As seen, we have two sets of coupled linear differential equations for the theta and
phi components of M. Therefore, the time dependence of the transverse components
of the magnetization can also be assumed the same as for the driving torque due to
this microwave excitation field, namely,

mθi
= mo

θi
e−jωt ,

mϕi
= mo

ϕi
e−jωt .

(4.10)

The transverse components of Mi in (4.10) can be inserted in (4.2) to also include
the damping torque, and one can get the following coupled equations for amplitudes
of the time-varying components of each layer’s magnetization, Mi as:

−jω

γi

mθi
= − mθi−1

tiMi−1,s sin θi

Eθi−1ϕi
− mϕi−1

tiMi−1,s sin θi sin θi−1
Eϕi−1ϕi

− mθi

tiMi,s sin θi

Eθiϕi
− mϕi

tiMi,s sin2 θi

Eϕiϕi
− mθi+1

tiMi+1,s sin θi

Eθi+1ϕi

− mϕi+1

tiMi+1,s sin θi sin θi+1
Eϕiϕi+1 + iωα

γ
mϕi

− 1

γ T2
− Mi,shϕi

,

−jω

γi

mϕi
= mθi−1

tiMi−1,s

Eθi−1θi
+ mϕi−1

tiMi−1,s sin θi−1
Eθiϕi−1 + mθi

tiMi,s

Eθiθi

+ mϕi

tiMi,s sin θi

Eθiϕi
+ mθi+1

tiMi+1,s

Eθiθi+1 + mϕi+1

tiMi+1 sin θi+1
Eθiϕi+1

− iωα

γ
mθi

− 1

γ T2
+ Mi,shθi

.

(4.11)
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Similar equations without damping torque were given in the literature [38, 39] to get
the dispersion relations. But, in order to obtain full FMR absorption curves we have
included damping torque in the dynamic equation of motion for magnetization.

4.2.4 Magnetic Susceptibility

The coupled equations (see (4.10)) can be put in a more compact matrix form in
dimensions of 2N by 2N ,

C.Z = Y. (4.12)

Here C is a 2N × 2N dimensional matrix whose nonzero matrix elements are:

Cm,m = j
ω

γl

− Eθlϕl

tlMl,s sin θl

− 1

γlT2
; Cm,m+1 = j

ωα

γl

− Eϕlϕl

tlMl,s sin2 θl

;

Cm,m+2 = − Eθl+1ϕl

tlMl+1,s sin θl

; Cm,m+3 = − Eϕlϕl+1

tlMl+1,s sin θl sin θl+1
;

Cm+1,m = Eθlθl

tlMl,s

− j
ωα

γl

; Cm+1,m+1 = j
ω

γl

+ Eθlϕl

tlMl,s sin θl

+ 1

γlT2
;

Cm+1,m+2 = Eθlθl+1

tlMl+1,s

; Cm+1,m+3 = Eθlϕl+1

tlMl+1,s sin θl+1
;

Cm+2,m = − Eθlϕl+1

tl+1Ml,s sin θl+1
; Cm+2,m+1 = − Eϕlϕl+1

tl+1Ml,s sin θl sin θl+1
;

Cm+3,m = Eθlθl+1

tl+1Ml,s

; Cm+3,m+1 = Eθl+1ϕl

tl+1Ml,s sin θl

,

where l runs from 1 to N while m runs from 1 to 2N − 1. Here Eθj θi
, Eϕj ϕi

and
Eθj ϕi

must be calculated for equilibrium orientations (corresponding to total energy
minima) of each layer’s magnetizations. In (4.12) the Z represents a column matrix
whose elements are made from transverse components of all magnetic layers. The
transpose of Z is a row matrix:

ZT = (mθ1 ,mϕ1 ,mθ2 ,mϕ2 , . . . ,mθi
,mϕi

, . . . ,mθN
,mϕN

). (4.13)

On the other hand, Y is a column matrix whose elements are obtained from the
multiplication of the saturation value of each layer’s magnetization, Mi,s by the
projection of the external microwave field on the polar unit vectors of each magnetic
layer as follows:

YT = (ms1hθ1,ms1hϕ1 ,ms2hθ2 ,ms2hϕ2 , . . . ,msi hθi
,msi hϕi

, . . . ,msN hθN
,msN hϕN

),

(4.14)
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where

hθl
= ho

x sin(ϕl),

hϕl
= ho

x cos(θl). cos(ϕl).
(4.15)

Thus, one can obtain the components of the ac magnetization vector of each layer
from elements of the following matrix, Z, as

Z = C−1Y. (4.16)

The microwave power absorption is proportional to the transverse magnetization av-
eraged over all layers in the superstructure. In order to obtain power absorptions by
the multilayered sample, one must project each mi onto ho

x and divide the resultant
values by the magnetic field amplitude ho

x of the external microwave field. That is,
the average magnetic susceptibility is obtained as

χ = mx/ho
x, where mx =

N∑

l=1

tl
{
ml

θ cos(θl). cos(ϕl) − ml
ϕ sin(ϕl)

}
. (4.17)

4.2.5 Computer Calculation of FMR Spectra to Get Fitted
Parameters

One must use a computer program that calculates microwave power absorption as
a function of external magnetic fields applied for general directions. Recall that the
absorbed power by exchange coupled magnetic multilayers is proportional to the
vector sum (in (4.17)) of the ac (transverse) components of the individual magneti-
zation for each layer. The field derivative of the power corresponds to the experimen-
tal FMR spectra recorded by a conventional ESR spectrometer. The best parameter
set can be obtained by fitting the theoretical spectra to experimental ones.

According to the theoretical model explained above, the program must first ob-
tain the equilibrium orientations of exchange coupled magnetizations in each layer
using assumed values of a set of magnetic parameters in magnetic free energy. It
then calculates the second order derivatives of magnetic energy with respect to the
polar angles at static equilibrium. Then, using a suitable iteration procedure, the
static equilibrium polar angles for static magnetization can be obtained. The pro-
gram then must solve the exchange coupled linear equations, (4.11), via (4.12),
(4.13), and (4.14) to calculate transverse components of M as a function of the ex-
ternal magnetic fields that are applied for general directions. As mentioned above,
the field derivative of the absorbed power corresponds to the experimental FMR
spectra recorded by a conventional ESR spectrometer. Thus, the best parameter set
can be obtained by fitting the theoretical spectra to experimental ones.

The damping parameters have very minor effects on the resonance field value,
but they basically determine the resonance line shape. Although the model and com-
puter program are suitable for both the Gilbert and Bloch type dampings, the Gilbert
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type damping gives satisfactory agreement with the experimental data for homoge-
neous ferromagnetic samples. Although the line width and shapes vary with the
angle of external field directions, the same Gilbert damping parameter can represent
the line shape of field-derivative FMR spectra for general directions of the external
dc field. This means that, for magnetically homogeneous films, one can success-
fully fit the data by using only the Gilbert type damping term. However, if there are
magnetic inhomogeneities, the Bloch type damping term must be included as well.

4.3 Experimental

4.3.1 Sample Preparation

The Cr(50 Å)/Py(20 Å)/Cr(x)/Py(20 Å)/Cr(x)/Py(20 Å)/Cr(x)/Py(50 Å)/Cr(100 Å)
multilayer and Cr(50 Å)/Py(30 Å)/Cr(t)/Py(20 Å)/Cr(100 Å) trilayer samples in
Fig. 4.1 were grown onto a naturally oxidized p-type single crystal Si(100) sub-
strate by magnetron sputtering. Here t denotes the thickness of the Cr spacer layer
and ranges from 4 to 40 Å with 1 Å steps for three-layered films and from 0.5
to 2.5 Å with 0.5 Å steps for multilayered films. The substrates were cleaned in an
ultrasonic bath by using methanol and ethanol consecutively before they were trans-
ferred into ultra-high vacuum (UHV) conditions. They were annealed up to 600 °C
for 30 minutes in UHV to minimize the surface deficiencies. A water-cooled 3′′
diameter target provided the thickness homogeneity.

High-purity Permalloy, Ni80Fe20 (Py), and Cr targets were sputtered by rf (20 W)
and dc (30 W) power supplies, respectively. These types of applied power allow the
slowest deposition rates with optimum pressure to get an ideal surface morphology.
Although the base pressure in the preparation chamber is 1 × 10−8 mbar, the pres-
sure during the sputtering was 1.6 × 10−3 mbar. The distance between the target
and the substrate was 100 mm, allowing a 1 Å deposition sensitivity by decreasing
the deposition rate.

A water-cooled Matek TM 350 QCM (Quartz Crystal Monitor) thickness mon-
itor was used to measure the film deposition rate in situ. At the beginning of film
growth, the QCM was calibrated for Py and Cr deposition rates. The calibration
of the QCM thickness monitor was complemented by monitoring the attenuation
of the substrate photoemission signal by X-ray photoemission spectroscopy (XPS)
from the deposited films. For thickness determination we monitored the Si 2p atten-
uation as a function of chromium exposure by using XPS signals. Converting this
to a Cr thickness, the electron mean free path was calculated by using the TPP for-
mula developed by Tanuma, Powell, and Penn [52]. Since Py has two components,
a Veeco Dektak 8 profile-meter was also used to calibrate the thickness to confirm
the results of the photoemission attenuation.

The prepared trilayers were covered by a 100 Å Cr cap layer to prevent oxi-
dation of the trilayered structures. We have investigated the suitable thickness of
magnetic layers to observe measurable exchange coupling between ferromagnetic
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layers through a metallic Cr spacer. The metallic films have polycrystalline struc-
tures. Small samples of 1 × 1.5 mm in lateral size were cut from the deposited films
for the FMR measurements.

4.3.2 FMR and DC Magnetization Measurements

The FMR measurements were performed using a Bruker EMX model X-band ESR
spectrometer at a microwave frequency of 9.5 GHz. The measurements were carried
out as a function of the angle of the external dc field with respect to the film nor-
mal at room temperature. The sample sketch, relative orientation of the equilibrium
magnetization vector M, the applied dc magnetic field vector H, and the experimen-
tal coordinate system are shown in Fig. 4.1(a). A picture of the prepared trilayered
structure is shown in Fig. 4.1(b). The magnetic field component of the microwave
is always kept perpendicular to the dc field during the sample rotation. The applied
microwave field always remains in the sample plane for conventional geometry, and
the power is kept small enough to avoid saturation. A small modulation field of
100 kHz was applied in parallel to the dc magnetic field in order to record the field
derivative of the absorption power.

The magnetization measurements were performed by using a Vibrating Sample
Magnetometer (VSM, Quantum Design PPMS 9T) at room temperature for both in-
plane geometry (IPG; field parallel to the sample plane) and out-of-plane geometry
(OPG; field perpendicular to the sample plane).

4.4 Experimental Results and Calculations

4.4.1 Three-Layered Py/Cr/Py Films

4.4.1.1 Experimental Results

FMR spectra of trilayered Py/Cr/Py films are very sensitive to the relative orienta-
tion of the external dc field. The spectra also strongly depend on both the ferromag-
netic and nonmagnetic Cr spacer layer thickness. In order to find the most suitable
samples to illustrate the effectiveness of the FMR method, the dependencies of the
FMR spectra on the thickness of the ferromagnetic monolayered samples were stud-
ied first. Some examples of FMR spectra are given in Fig. 4.2. As can be seen from
this figure, the FMR spectra are strongly dependent on the film thickness in the very
thin film regime. Both the resonance field and the line width for both the perpen-
dicular and parallel geometry cases change with the thickness. As the film thickness
decreased below 10 Å the line drastically broadened (intensity decreased) and the
resonance field values increased (decreased) for the IPG (OPG) case. After a few
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Fig. 4.2 FMR spectra of NiFe (Py) samples in parallel (left) and perpendicular (right) orientation
to film plane with respect to the applied magnetic field for different thicknesses

quick trials it was seen that the thicknesses and/or magnetic anisotropies of two fer-
romagnetic layers should be different from each other to observe the influence of
exchange interactions on the FMR spectra. Therefore, the thicknesses of the bottom
and upper Py layers were chosen as 20 and 30 Å, respectively. The samples were
labeled as Sx, where x is the Cr spacer thickness in Å.

The FMR spectra in Fig. 4.3 are some selected examples to show the effect of
spacer thickness for the external field applied parallel (IPG case) and/or perpendic-
ular (OPG case) to the Py(30 Å)/Cr(x Å)/Py(20 Å) trilayers. The two well-resolved
FMR modes were observed for most of the samples (except S11 and S22.5 in the
OPG case). These two well-resolved FMR peaks overlapping give rise to a single
observed peak where the external field is applied in the film plane for all samples.
As can be seen in Fig. 4.3(right), the relative intensities of the two modes depend
on the spacer thickness. The weaker mode (called the optic mode) appearing at the
lower field side of the strong mode (main or acoustic mode) for sample S4 shifts to
the higher field side for the sample S10 as well. As seen from Fig. 4.3, the resonance
field varies with the spacer thickness. The exchange coupling and resonance value
exhibit roughly oscillatory behavior, as will be seen in Fig. 4.8. This value passes
through a local minimum for films with a chromium thickness of 11, 22, and 33 Å.
Note that the two peaks for the OPG case overlap for these thicknesses as well.
There seems to be a period of 11 Å for this behavior. Note also that the thickness
dependence of the resonance field for the IPG case shows opposite behavior to that
for the OPG case.

Some examples of the temperature dependence of FMR spectra for samples S10
and S11 are given in Fig. 4.4 and temperature dependence of the effective magnetic
anisotropy for sample S11 is given Fig. 4.9. The resonance field values, especially
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Fig. 4.3 FMR spectra of some selected trilayered films in parallel (left) and perpendicular (right)
orientation to the applied magnetic field with respect to the film plane

in the OPG case, have a remarkable dependence on the temperature. Slight differ-
ences in the relative intensity of the modes and their separations in the field axis are
observed as well. That is, the main characters of the FMR spectra remain almost
independent of the temperature.

As mentioned above, the FMR spectra are very sensitive to the relative orienta-
tion of the external dc field. The angular variations of the FMR spectra for these
two different samples are given in Fig. 4.5. Theoretical (fitted) spectra (continuous
lines) obtained by the theoretical model are plotted together with the experimental
ones (dotted lines). The number of peaks for S11 remains one for all angles. How-
ever, the two peaks observed for the OPG case for S10 overlap and give a single
observed peak as the field direction comes close to the film plane.

As can be seen from Fig. 4.6(a), the resonance field values for both samples are
almost the same for a broad range of angles. However, there are noticeable dif-
ferences where the field is applied very close to the film normal; that is, the reso-
nance field values for S4 are higher compared to those for S10. This means that the
thicker spacer weakens the magnetic coupling between the ferromagnetic layers to
allow more freedom for them to act as ultrathin magnetic layers. However, when the
spacer becomes thinner, both layers are more strongly coupled and act almost as a
single thicker layer. Since the uniaxial perpendicular anisotropy for a thinner film
is generally higher than that for a thicker layer, the resonance for the OPG case is
expected to occur at a higher field for S4. The strong angular dependence is mainly
due to shape anisotropy (a demagnetizing field).
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Fig. 4.4 Temperature-dependent FMR spectra of samples S10 and S11 for parallel and perpendic-
ular geometry

Figure 4.6(b) shows the magnetic hysteresis curves of samples S4 and S10 for
both the IPG and OPG cases. For OPG, the magnetization of sample S10 saturates at
about 7 kOe, which corresponds to the effective uniaxial anisotropy containing the
demagnetizing field and induced perpendicular axial anisotropy field. The sudden
jump in the field range of 0–100 Oe for the OPG case can be attributed to a small
misorientation of the external field, since the projection of the field onto the sam-
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Fig. 4.5 Angular dependence of FMR spectra for samples S10 (a) and S11 (b)

ple plane can saturate magnetization in the sample plane. Thus, detection coils can
detect a significant dc signal due to M saturated in the sample plane. For the IPG
case, the hysteresis curves have been given as insets in Fig. 4.6(b) for both samples
S4 and S10. As seen in these insets, the magnetization saturates at a very low field,
even below 10 Oe, for the two samples. The hysteresis for sample S4 is wide and
square-like in the IPG case, and its remanence is very close to the saturation value.
However for sample S10, the remanence value in the IPG case is almost one-fifth of
the saturation magnetization value, and the magnetization goes to saturation gradu-
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Fig. 4.6 (a) Dependence of the experimental and simulated resonance field values as a function
of θH for samples S4 and S10. The inset shows a small region of the curves for the field oriented
very close to the film normal. (b) Hysteresis curve recorded at room temperature of sample S10
for the external magnetic field applied along the hard magnetization axis (perpendicular to the film
plane). The hysteresis curves for the easy directions (in the film plane) of the magnetizations for
S4 and S10 are given in the insets (a) and (b), respectively

ally compared to that for S4. A similar behavior has been reported in the literature
for Py/Cr/Py multilayers [50]. This could be considered as a sign for antiferromag-
netic interactions between the ferromagnetic layers through the nonmagnetic spacer
for sample S10.
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4.4.1.2 Simulations of the FMR Spectra

For polycrystalline ultrathin Py/Cr multilayered thin films, the experimental FMR
spectra could be fitted using the Zeeman, demagnetizing, and uniaxial anisotropy
energies (the uniaxial axis is along the film normal). It has been found that the in-
duced uniaxial energy strictly depends on the magnetic layer thickness. Especially
for ultrathin films, this term sometimes can become comparable to the demagnetiz-
ing energy. When the magnetic layer becomes thinner than 5 Å, the magnetization
does not saturate easily, which is why we used sufficiently thicker magnetic layers
to saturate the magnetization to a constant value as was assumed in the development
of the theory.

The angular dependencies of demagnetizing energy due to saturation magnetiza-
tion and perpendicular uniaxial crystalline anisotropy for polycrystalline films have
exactly the same analytical form. This means that it is very difficult (if not impos-
sible) to extract induced perpendicular anisotropy by using FMR data only. In fact,
the FMR intensity is linearly proportional to the saturation magnetization; thus, one
can use a reference sample to calibrate the spectrometer signal for exact magnetiza-
tion measurements. But it seems to be more convenient to use magnetization values
obtained from conventional dc magnetization measurement techniques.

Some examples of simulated spectra have been plotted in Figs. 4.5 and 4.7 to-
gether with the experimental ones. As seen from these figures, there are good agree-
ments between the experimental and the calculated FMR spectra. A careful analysis
shows that the position of the resonance peaks is determined by the saturation mag-
netization Ms , the effective anisotropy, and the exchange coupling of the magnetic
layers. In fact, in the case of magnetically equivalent layers, the ferromagnetic ex-
change interaction has no effect on the resonance field; that is, a single resonance
peak is observed due to simultaneous excitations of precession of magnetization
in all layers. However, when the magnetic properties of individual magnetic layers
slightly differ from each other, the exchange coupling between successive ferromag-
netic layers starts to play an important role in the FMR curve. Thus, as the external
dc field is scanned in a constant microwave frequency, the magnetization vector in
one of the layers comes close to the resonance condition in a particular field value,
while the other layer is still far from resonance for the non-exchange coupled case.
That is, the directions of dynamic magnetizations of neighboring layers become
different from each other. Now when exchange coupling is switched on, it tries to
make the magnetization vector in the non-resonating layer parallel to that of the res-
onating layer. Thus, additional inertia torque due to the magnetic field induced by
the other layer arises, and this torque has to be balanced by changing the resonance
field. Similarly, as the field scan is continued beyond the first resonance value, it
reaches the value that would correspond to the resonance value for the non-coupled
second layer. Again, due to exchange coupling with the first layer, the resonance
field differs from that of the non-coupled layer.

As seen from Figs. 4.7(a3) and (b3), the optical mode occurs at the lower (higher)
field side of the main (acoustic) mode for ferromagnetic (antiferromagnetic) cou-
pling. The separation between the optic mode and acoustic mode in the field axis
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Fig. 4.7 FMR curves for two ferromagnetically (on the left) and antiferromagnetically (on the
right) exchange coupled samples. The real values of the azimuthal (a1 and b1) and polar (a2 and
b2) components of the ac magnetizations for each layer are given as a function of the external dc
magnetic field to show the relative phase of the dynamic components of the magnetization for the
acoustic and the optical modes. The field-derivative FMR absorption curves for S4 and S10 are
given in (a3) and (b3), respectively

is determined by the orientation of the external field, the saturation magnetization,
the anisotropy field, and the exchange coupling parameter. In fact, the separation
between the modes generally increases with the absolute value of the exchange pa-
rameter. That is, if the interlayer exchange coupling strength increases, the optic
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mode moves away from the acoustic mode, and the relative intensities and the sep-
aration between the modes increase. On the other hand, if the interlayer exchange
coupling strength decreases, the optic mode comes close to the acoustic mode, while
its relative intensity significantly increases.

As a result of exchange coupling of magnetically nonequivalent neighboring lay-
ers, two resonance modes are observed in the FMR curves for the OPG case. Fig-
ure 4.7 also shows the calculated real values of the azimuthal (a1 and b1) and polar
(a2 and b2) components (transverse components) of the ac magnetizations for each
layer of samples S4 and S10 given as a function of the external dc magnetic field.
These data also allowed us to get the relative phase of the dynamic components of
ac magnetization as a function of the external dc field. As can be seen in Figs. 4.7
(a1 and a2) and (b1 and b2), the real values of the azimuthal and polar components
of the ac magnetizations for the two samples are different from each other. This
means that the magnetization vector makes an elliptical (rather than circular) pre-
cession about the dc component of the magnetization (and about the effective dc
field).

The magnetization of every layer obviously makes a contribution to the reso-
nance absorption for each FMR mode in which all layer magnetizations are excited
up to some extents. Since the excitation amplitude and the phase of precession of
the dc magnetizations of neighboring layers continuously evolve with the dc field,
the phase difference becomes either zero or π at the exact resonance field values of
the modes. The mode for the first case (in phase) is called the acoustic mode, while
the other is called the optical mode to make an analogy with phonon spectra. The
relative amplitude of precession of different layers continuously changes (evolves)
with the external dc magnetic field, and thus one of the layers makes a dominant
contribution to the FMR signal amplitude (ac susceptibility) for each mode about
the resonance field.

Since the average magnetic susceptibility is proportional to the vector sum of
transverse components of the ac magnetization, the intensity of the acoustic mode
is always higher than that of the optical mode at exact resonance fields. The relative
positions of the modes depend on the sign of exchange coupling parameters A12 and
B12 as well. As mentioned before, these parameters represent the exchange field on
a magnetic layer due to the neighboring layer. This field depends on the relative
orientation of the magnetization. For an independent determination of these param-
eters, one needs to control the relative orientations of M1 and M2. Unfortunately,
since the demagnetizing energies of neighboring layers are close to each other and
the Zeeman energy is too large compared to the exchange energy, the dc magneti-
zation vectors of neighboring layers remain almost always parallel to each other at
the FMR resonance field. Thus, the effective exchange field on one of the magnetic
layer due to the other magnetic layer does not depend on the external field direc-
tion. Therefore, it is not practical to get additional information for different angles
to deduce both exchange coupling terms independently. If we had been able to ro-
tate separately the magnetization of individual magnetic layers with respect to each
other, then we could have determined both parameters independently. But we do not
have the ability to fix the magnetization of one layer and sweep the external field
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Fig. 4.8 (a) Effective
interlayer exchange coupling
parameter, A12, obtained
from the fitting as a function
of the nonmagnetic spacer
(Cr) thickness. The sign of
the exchange parameter
changes with the spacer
thickness and causes parallel
or antiparallel alignment of
the magnetization of
neighboring layers as shown
by the arrows for some spacer
thicknesses. (b) Resonance
field values of the trilayered
thin films at perpendicular
geometry

gradually to rotate the magnetization of the second layer in order to determine A12

and B12 independently. Therefore, we have used only the bilinear term, that is, A12,
in the simulations. Maybe in the future we can achieve this with different multilayer
structures.

The deduced interlayer exchange coupling parameter A12 is plotted in Fig. 4.8
as a function of the nonmagnetic spacer (Cr) thickness. Recall that both the bilin-
ear and the biquadratic exchange energies are represented by a deduced effective
parameter (A12). As can be seen from this figure, the exchange parameter quali-
tatively exhibits oscillatory behavior. The absolute value decreases with increasing
spacer thickness. However, the interlayer exchange coupling constant changes its
sign and oscillates with a period of about 11 Å. Note that the spacer thickness de-
pendence of the resonance field value shows a very similar behavior to that of the
interlayer exchange coupling parameter. This result is consistent with the theory
given by A. Fert et al. [53]. The deduced value of the exchange parameter for the
Py (20 Å)/Cr(10 Å)/Py(30 Å) trilayer film is nearly half of the values given for the
(Py/Cr(12 Å))40 multilayer system prepared by an electron beam deposition system
[50]. However the deduced value in our case is still almost 20 times less than that
found for the Fe/Cr superlattice in the literature [51]. The period of oscillation of
the interlayer exchange coupling is very close to that for (Py/Cr (12 Å))40, but is
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Fig. 4.9 Temperature
dependence of the effective
magnetic anisotropy for
sample S11

significantly smaller than that given for Fe/Cr multilayers [7]. The smaller oscilla-
tion period was attributed to interface roughness or interdiffusion between the two
interfaces of the trilayer [50].

4.4.2 Py/Cr/Py Multilayer

In the previous section, we investigated the magnetic properties of a Py/Cr/Py tri-
layer system and found that the exchange interaction depends on the nonmagnetic
layer thickness and that the oscillation period was about 11 Å. This section fo-
cuses on understanding and developing descriptions of direct or indirect interac-
tions between Cr(50 Å)/Py(20 Å)/Cr(x)/Py(20 Å)/Cr(x)/Py(20 Å)/Cr(x)/Py(50 Å)/
Cr(100 Å) magnetic multilayers through sufficiently thin nonmagnetic spacer layers.
For this we have continued a similar study on a multilayered structure by increasing
the number of magnetic layers (three 20 Å equivalent Py layers). The nonmagnetic
Cr spacer layer thickness is varied from 0.5 to 2.5 Å with 0.5 Å steps). In order
to observe the influence of exchange interactions on FMR spectra, the thickness of
the top Py layer was chosen as 50 Å. Thus, we induced a different effective sur-
face magnetic anisotropy from that of the bottom ferromagnetic layers (we expect
to observe optic and acoustic modes) to identify the nature and the exact value of
exchange coupling between magnetic layers.

4.4.2.1 Experimental Results

Figure 4.10 shows the spacer thickness dependence of the FMR spectra for OPG
and IPG cases of magnetic multilayer samples. Notice that the resonance positions
are almost unaffected by the chromium thickness for the IPG case. However, in the
perpendicular geometry, the spacer thickness plays an important role in the rela-
tive intensities and the resonance positions of the optic and acoustic modes in the
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Fig. 4.10 Experimental and simulated FMR spectra of the multilayer films with different spacer
thicknesses for the external field parallel (left side) and perpendicular (right side) to the sample
plane

magnetic field axis. The acoustic mode intensity decreases while the optical mode
intensity increases as the spacer layer thickness increases. The resonance positions
of the optic and acoustic modes increase with spacer thickness as well. However,
the dependence of the resonance field on the spacer thickness is much stronger for
the optical mode.

The distance between the acoustic mode and optical mode is largest for the 0.5 Å
Cr case. This means that the exchange coupling is ferromagnetic and largest for
this sample, as can be expected from the nature of the exchange interaction. As
the spacer gets thicker and thicker, the exchange coupling gets weaker and weaker.
Obviously, the thicker spacer weakens the magnetic coupling between the ferro-
magnetic layers. Figure 4.10 also shows that the optic mode is on the left side of
the acoustic mode in all samples, so all observed couplings are ferromagnetic as
mentioned before.

Figure 4.11 illustrates the angular dependence of the FMR spectra for spacer
layer thicknesses of 0.5 and 1 Å. When the field is applied parallel to the sample
plane (IPG, θ = 90°), a single FMR peak is observed. However, as the magnetic
field direction approaches the film normal (OPG, θ = 0°), this peak splits into two
modes, an acoustic and an optic mode. This situation is rather common for all ul-
trathin magnetic multilayer structures in parallel and perpendicular geometry. As
can be seen in the figures, the relative intensities of the two modes are very differ-
ent from each other. The optical mode is much weaker than the acoustic mode for
both samples. This situation implies strong interactions between successive ferro-
magnetic layers. The weaker mode (the optical mode) that appears at the lower field
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Fig. 4.11 Angular dependence of the experimental and simulated FMR spectra of the samples
with tCr = 0.5 Å (left) and tCr = 1 Å (right). The weaker optical modes are magnified for clarity as
shown in the insets

side of the strong mode (main or acoustical mode) for the spacer thickness of 1 Å
shifts to a higher field, and its intensity decreases more than for the spacer thickness
of 0.5 Å. This means that the magnitude of the exchange interaction between ferro-
magnetic layers decreased with the increase in the spacer thickness. As mentioned
above, the FMR peak for the optical mode is on the left of that for the acoustic mode
for both 0.5 and 1 Å spacer thicknesses. This confirms that the interaction between
magnetic layers is ferromagnetic for both cases.

Figure 4.12 shows magnetic hysteresis curves of some samples for the IPG case
at room temperature. The magnetization saturates at a very low field, even below
7 Oe, for each sample. The amount of reverse magnetic field, the coercive field,
for all three samples is nearly 4 Oe. The hysteresis curves are wide and square-
like in the IPG case, and their remanences are quite close to the saturation value.
Measurements with high magnetic fields did not show an additional step. This be-
havior indicates that all samples have ferromagnetically exchange coupled through
the nonmagnetic spacer.

4.4.2.2 Simulations of the FMR Spectra

The magnetic parameters are obtained by fitting the calculated spectra to the ex-
perimental ones. The simulated spectra obtained by using best fitting parameters
were plotted in the same figures (Figs. 4.10, 4.11, and 4.13) for comparison with
the experimental ones. As can be seen, there are very good agreements between the
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Fig. 4.12 The hysteresis curves recorded at room temperature for the external magnetic field ap-
plied along the easy directions (in the film plane) of some samples

experimental and simulated spectra. Figure 4.13 illustrates more details for the be-
havior of the polar components of the ac magnetizations of individual layers and the
resultant SWR spectra for two different thicknesses of the Cr spacer. As can be seen
from this figure, the real components of the amplitudes were given as a function of
the external magnetic field applied perpendicular to the film plane. A careful exam-
ination will reveal that there are more than two peaks in the theoretical spectra, but
the amplitude of higher order modes is too small to be observed in the experimental
spectra. Therefore, these higher order SWR peaks have been magnified and plotted
in insets just below the scaled graph to show their details. As seen from these mag-
nified insets, the phase of the ac components of magnetization for each individual
layer continuously evolves as the external magnetic field is scanned. Thus, one can-
not say that some modes are purely acoustic and some optical; there is a mixture.
That is, as the number of magnetic layers is sufficiently increased, one gets continu-
ous spin waves, and their phases change step by step from one layer to the next with
the k vector perpendicular to the film plane.

The angular variations of the resonance fields for two different samples are given
in Fig. 4.14. The solid lines and the solid circles represent the theoretical resonance
field values obtained by using the theoretical model and experimental resonance
field values for the acoustic and optic modes, respectively. As one can see from the
graph, there is only one FMR mode until the field direction is nearly 10° away from
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Fig. 4.13 (a) Experimental and simulated FMR absorption curves of the sample with tCr = 1 and
2 Å. The real values of the polar (b) and azimuthal (c) components of the ac magnetizations for
each layer are given as a function of the external dc magnetic field

Fig. 4.14 Dependence of the experimental and simulated resonance field values as a function of
θH for the samples with chromium thicknesses of 0.5 Å and 1.0 Å

film normal for both cases. When the field is applied very close to the film normal,
an additional FMR mode (the optic mode) appears with lower resonance field val-
ues. The angular dependence of the curve of the resonance field for the acoustic
mode for both samples is almost the same for a broad range of angles. However,
the resonance field values for the 0.5 Å sample are lower compared to those for the
1.0 Å thick spacer where the field is applied very close to the film normal. As men-
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Fig. 4.15 (a) Effective
interlayer exchange coupling
parameter, A12, obtained
from the fitting, as a function
of nonmagnetic spacer (Cr)
thickness for the multilayered
films. (b) Perpendicular
magnetic anisotropy
parameter, (Hp), for inner
and outer layers

tioned above, this means that the magnitude of the exchange interaction between
ferromagnetic layers decreases with an increase in the spacer thickness. The strong
angular dependence of the resonance curves in Fig. 4.14 is mainly due to shape
anisotropy (demagnetizing field).

Figure 4.15 shows the interlayer exchange interaction parameter (a) and perpen-
dicular magnetic anisotropy parameters (b) for the inner and outer layers. The in-
terlayer exchange interaction is obviously ferromagnetic, and its magnitude dras-
tically decreases as the spacer thickness increases even at the sub-angstrom scale.
Actually, a spacer thickness below one atomic size cannot make a continuous non-
magnetic layer. Such a thin spacer means that the very dilute Cr atoms are spread
in a layer, some atoms of which consist of ferromagnetic permalloy atoms. This di-
lution in a layer separating two regions of permalloy can cause a drastic exchange
breaking between two regions (on the opposite sides of the diluted layer) of the
ferromagnetic film. The spacer thickness has a significant influence on the effec-
tive anisotropies of the magnetic layers. This can be expected from the crystalline
strains due to lattice mismatch and the proximity effects of nonmagnetic chromium
electrons.
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4.5 Overall Evaluations

The ferromagnetic resonance (FMR) technique has been described to show its merit
for the investigation of superstructures consisting of thin ferromagnetic multilayers
separated by nonmagnetic thin layers. A brief history of electron spin resonance
in ferromagnetic materials was given first; then its historical development for the
investigation of bulk and thin films was summarized. Significant key contributions
for experimental and theoretical developments were addressed in this chapter. Long-
wavelength spin waves that excite across the opposite surface of a sufficiently thin
film of the usual ferromagnetic materials can be recorded by an ESR spectrometer
operating in the microwave frequency region. If the exchange interactions weaken,
then the multi-peaks come close to each other, overlapping to give a single and
possibly broad peak, making it almost impossible to deduce the direct exchange
interaction parameter between spins. However, it was shown that an even weaker
indirect exchange interaction between ultrathin ferromagnetic layers separated by a
sufficiently thin nonmagnetic layer can still be deduced from FMR spectra by using
a suitable FMR theory developed for magnetic superstructures.

For this, a macroscopic theory based on classical equations of motion for an aver-
age magnetization vector in an effective field originating from the gradient of mag-
netic free energy with respect to the magnetization vector was briefly described. In
order to clearly illustrate the applicability of the theory, a well-known magnetically
very soft magnetic material, namely an NiFe alloy, Py, was chosen as a prototype.
As is well known, the FMR line of this material is sufficiently sharp to avoid the
overlap of the multi-peak FMR lines in the external field axis. Thus, the FMR the-
ory developed for magnetic multilayers was successfully applied on a multilayered
(Py/Cr/Py) superstructure to analyze well-separated individual peaks corresponding
to different spin-wave modes, although the technique is suitable to investigate any
composite thin film sample.

Ultrathin Py/Cr/Py multilayer films grown on a Si (100) substrate by a magnetron
sputtering technique under UHV conditions have been studied by VSM and FMR
techniques. The dependence of the interlayer exchange coupling on the Cr spacer
layer thickness in the interval from 0.5 to 40 Å was extensively studied. A com-
puter program based on the theory has been used to deduce the interlayer exchange
parameter for magnetically exchange coupled magnetic multilayers. The theoreti-
cal model can explain almost full details of the FMR spectra. The model is based
on magnetic energy density including almost all the relevant parameters, such as
saturation magnetization of individual magnetic layers, crystalline bulk anisotropy
with different symmetries, magnetic surface anisotropy, field induced exchange bulk
anisotropies (axial or unidirectional), crystalline surface and/or field induced direc-
tional exchange anisotropies, interlayer exchange interaction parameters, direction
and magnitude of external dc magnetic field, and direction and frequency of the ex-
ternal magnetic excitation (microwave) field, etc. Obviously, any physical parameter
of a system can be deduced by using any kind of experimental results. But in most
cases, the experimental data are sensitive to very few physical parameters; that is,
most of the techniques are practically blind for some parameters, and thus most of
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the parameters cannot be accurately determined. Fortunately, FMR techniques are
sensitive enough for most of the parameters in the magnetic free energy, and these
parameters can be deduced by using a suitable theoretical model to analyze the FMR
data. This has been shown in this chapter.

As seen in the figures, the deduced magnetic parameters strictly depend on both
ferromagnetic and nonmagnetic spacer layer thicknesses. Actual line shapes, reso-
nance positions, the relative intensities of the different FMR modes, and the angular
dependence of these modes can be successfully simulated using only a single set of
parameters such as Ms , Kp , A12 and α by using a developed computer algorithm.
Particular parameters have a dominant effect on some particular aspects of the FMR
spectra. For instance, the angular dependence of the resonance field is mainly deter-
mined by Ms and the perpendicular anisotropy. But relative positions and especially
relative mode intensities are well accounted for by the interlayer exchange cou-
pling. The damping parameter determines the line shapes. The angular dependence
allows us to get more accurate parameters and sufficiently good fitting by using as
many data as we need, since we have the freedom to perform the experiment for
any direction of external static magnetic field. It was understood that FMR is a very
sensitive and powerful technique to study magnetic properties of single and/or lay-
ered ferromagnetic thin films (even in the nanometer range) separated by a very thin
nonmagetic spacer layer.

By fitting the theoretical values to the experimental data, it has been seen that the
interlayer exchange coupling constant has qualitatively oscillatory behavior with re-
spect to the nonmagnetic spacer thickness. The oscillation period was found to be
about 11 Å for Py/Cr/Py trilayers. The value of this parameter reduces with increas-
ing Cr thickness and becomes undetermined beyond 30 Å. If the magnetic properties
of different layers are very close to each other, two modes comes close to each other;
additionally, if the damping parameter is relatively large (broad peaks), then these
two peaks overlap and give a distorted single line. In this case, the accuracy of the
exchange parameter decreases.

We also emphasize that, although the model is developed to simulate FMR data
of ferromagnetic thin layers exchange coupled through nonmagnetic spacer layers,
it can also be used to simulate the SWR spectra of a sufficiently thick ferromagnetic
monolayer. To do this, the individual layer thickness must be chosen to be atomic
layers of ferromagnetic materials, the number of the layer will be taken as the total
atomic layer of the ferromagnetic film, and the direct exchange coupling parame-
ter is used as an interlayer indirect exchange coupling parameter in the model. In
this case the same magnetic parameter set must be used for every layer. That is, the
model can be used for a monolayer more easily than for multilayers, since one must
use a different parameter set for each individual layer in the multilayer case. But,
practically the number of layers will be dramatically increased for a single thick
magnetic layer film having a thickness in the micrometer scale. However, we have
seen that the program can calculate all the SWR spectra of thicker (micrometer-
sized) films in less than an hour. The homogeneous thick film can be virtually di-
vided into very thin subfilms to speed up the calculation as well.

Using this method we have simulated the dynamic behavior of spin waves and
have made very instructive animations. Unfortunately, a hard copy of a book is nor
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suitable to demonstrate this real animation. In the animation we have seen both
circular and elliptical precessions of the spins in a magnetic multilayer or in a fer-
romagnetic thick layer for both IPG and OPG cases.
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Chapter 5
Characterization
of Antiferromagnetic/Ferromagnetic Perovskite
Oxide Superlattices

Y. Takamura

Abstract Interfacial phenomena in perovskite oxide superlattices have the poten-
tial to provide unique functional properties for a diverse range of applications, in-
cluding sensing, energy conversion, and information technology. The example of
antiferromagnetic/ferromagnetic superlattices composed of La0.7Sr0.3FeO3 (LSFO)
and La0.7Sr0.3MnO3 (LSMO) sublayers is discussed in detail. In this system, the
antiferromagnetic order parameter in LSFO and the ferromagnetic order parame-
ter in LSMO display dissimilar dependences on sublayer thickness and temperature
due to the competition between different magnetic interactions. For a small range of
sublayer thicknesses, a robust spin-flop coupling is observed such that the alignment
of the LSMO magnetization with a magnetic field leads to the reorientation of the
Fe moments in the LSFO layer to maintain a perpendicular orientation between the
Fe and Mn moments.

5.1 Introduction

Perovskite oxide superlattices consisting of alternating sublayers, each with their
own order parameter, exist as promising candidate materials for stimulus-sensitive
applications such as sensing, energy conversion, and information technology [1].
In bulk, the functional properties of these materials, which include ferromagnetism,
ferroelectricity, and superconductivity, are well characterized. However, in recent
years, thin film growth techniques have matured to the point that it is possible to
deposit superlattice structures via a layer-by-layer growth mode with unit cell pre-
cision of the sublayer thicknesses [2–4]. These advancements have led to a few
remarkable examples which have shown the appearance of an additional order pa-
rameter at interfaces, despite the fact that it does not exist in the constituent materi-
als. A particularly noteworthy example is the observation that a 2D electron gas with
metallic conductivity exists at the interface between the two nonmagnetic insulators
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SrTiO3 and LaAlO3 [5]. Since the initial report, superconductivity and ferromag-
netism have also been reported at those interfaces [6–8]. In many cases, the reasons
for these unexpected interfacial properties remain highly controversial, and a num-
ber of different factors have been shown to play an important role. These factors
include structural effects (lattice mismatch between the individual sublayers and the
underlying substrate, rotations and tilts of the BO6 octahedra which lie at the heart
of the perovskite structure) [9–11], chemical intermixing at the interfaces [12], mag-
netic interactions (exchange coupling) [13, 14], electronic reconstruction [15–17],
and finite size effects [18]. Therefore, a strong need exists to develop sophisticated
characterization methods to probe the interfacial properties and their impact on the
global properties of the superlattices, as well as to develop physical models which
take into account all these interactions in order to predict the properties of nanoscale
thin films and superlattices.

While numerous examples have been reported in the literature, the following
article will highlight our results for superlattice structures consisting of the ferro-
magnetic (FM) metal La0.7Sr0.3MnO3 (LSMO) and the antiferromagnetic (AFM)
insulator, La0.7Sr0.3FeO3 (LSFO). This system permits us to explore the exchange
interactions occurring at the AFM/FM interfaces in an all-perovskite oxide sys-
tem. The differing B site element allows us to independently probe the AFM
and FM sublayers using soft X-ray magnetic spectroscopy by tuning to the Fe
and Mn absorption edges, respectively. For this reason, this system represents an
ideal model system for investigating the interfacial coupling between AFM and
FM perovskite layers. This chapter is organized in the following manner. Sec-
tion 5.2 discusses the background of the perovskite structured oxides and in par-
ticular the manganites and ferrites which compose the superlattices discussed. Sec-
tion 5.3 provides a brief review of exchange interactions while Sect. 5.4 gives an
overview of synchrotron-radiation-based characterization techniques which provide
unique capabilities to characterize the functional properties of the superlattices. Fi-
nally, Sect. 5.5 highlights the functional properties of the LSFO/LSMO superlat-
tices.

5.2 Perovskite Oxides

Many of the perovskite oxides with the chemical formula ABO3 belong to the cat-
egory of strongly correlated electron systems which are characterized by strong in-
teractions between the charge, orbital, lattice, and spin degrees of freedom. This
fact leads to many fascinating properties, including ferromagnetism, ferroelectric-
ity, and superconductivity, which can be readily controlled with external stimuli
such as applied electric and magnetic fields, external pressure, and temperature.
The perovskite structure consists of an array of corner-sharing BO6 octahedra at the
body centered positions which form a network of B–O–B bonds, and the A cations
at the corners with 12-fold coordination. The wide variety of physical properties
associated with the perovskite structure depends on a number of factors, includ-
ing:
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• the possibility of various doping schemes on the A and B sites,
• the combination of valence states as long as overall charge neutrality is main-

tained (e.g., A4+B2+, A3+B3+, A2+B4+, and A1+B5+),
• the structure’s ability to accommodate a large concentration of oxygen and cation

vacancies [19],
• Jahn–Teller distortions which lead to anisotropic bond lengths within the octahe-

dra [20],
• the relative size difference between the A and B cations, causing tilts and rotations

of the octahedra relative to one another [19, 21].

The stability of the perovskite phase can be described by the Goldschmidt toler-
ance factor [22]:

t = 〈A − O〉√
2〈B − O〉 = RA − RO√

2(RB − RO)
(5.1)

where the mean 〈A − O〉 and 〈B − O〉 bond lengths are obtained from the tables
of ionic radii (RA,RO,RB) [23]. The perovskite phase is reported to be stable for
0.78 < t < 1.05 [21, 24], with t = 1 corresponding to the ideal cubic perovskite
phase with space group Pm3m. As t decreases below unity, other perovskite struc-
tures are possible, including the rhombohedral R3̄c symmetry and the orthorhombic
Pbnm symmetry. These structures are formed through cooperative rotations of the
BO6 octahedra along the cubic [111] and [110] axes, respectively, which lead to a
decrease in the B–O–B bond angles, thereby varying the strength of the B–O–B in-
teractions along different crystallographic directions [19]. In contrast, for t > 1, the
ABO3 compound takes on the hexagonal structure.

External pressure and epitaxial strain in thin films can cause changes to the sym-
metry of the lattice by changing the bond lengths, bond angles, and the magnitude of
the octahedral tilts and rotations [10, 11, 25–32]. For epitaxial thin films, the choice
of the substrate can be used as a control parameter to stabilize a particular structure
which differs from the thermodynamically stable bulk phase. These new structures
may involve tetragonal distortions of the BO6 octahedra [11, 28–30] and/or changes
to the inherent tilts/rotation patterns of the perovskite structure [10, 31, 32], and
they are theoretically predicted to dramatically impact the functional properties of
the materials [33]. For example, Salvador et al. demonstrated that normally hexago-
nal YMnO3 could be stabilized into the orthorhombic structure by growing epitaxial
thin films by pulsed laser deposition on (110)-oriented NdGaO3 substrates with or-
thorhombic symmetry [32]. In another example, epitaxial thin films of LaCoO3 have
been shown to possess a ferromagnetic ordering temperature, TC ∼ 85 K [34–36]
despite the fact that no FM behavior is observed down to 5 K in polycrystalline thin
films or bulk samples. Two theoretical models have been developed which either
ascribe the unexpected magnetization to biaxial strain alone [37, 38] or with the
contribution of octahedral rotations [33].



122 Y. Takamura

5.2.1 Manganites and Ferrites

The family of doped rare-earth manganites R1−xAxMnO3, where R = trivalent lan-
thanide and A = divalent alkaline earth, has received considerable interest from
a technological as well as a fundamental scientific curiosity standpoint [21, 39].
For example, for the Sr-doped manganites, La1−xSrxMnO3, the temperature-
composition phase diagram shows that a number of different structures with dif-
ferent electrical and magnetic properties are possible. These phases include the FM
metal, FM insulator, paramagnetic (PM) metal, AFM insulator, and charge ordered
insulator states. In most cases, these changes to the electrical and magnetic prop-
erties are accompanied by changes to the structure between the rhombohedral, or-
thorhombic, tetragonal, and hexagonal perovskite structures [40]. In particular, with
a Sr doping level x = 0.30, La0.7Sr0.3MnO3 (LSMO) is considered as a promising
electrode material for information technology applications, since it exhibits colos-
sal magnetoresistance (i.e., a large change in resistance upon the application of a
magnetic field) and a high degree of spin polarization. In addition, the magnetic and
electrical properties are closely linked with coincident FM/PM and metal/insulator
transitions which occur at the Curie temperature, TC ∼ 360 K. These properties are
mediated by the Mn3+–O2−–Mn4+ double exchange mechanism with Jahn-Teller
distortions also playing a role [41–44]. At room temperature, the structure is rhom-
bohedral with lattice constant a = 5.471 Å and α = 60.43◦ [45], though it is often
assumed to have a pseudocubic structure with a = 3.87 Å. The replacement of Mn
with Fe on the B site of the perovskite structure leads to a G-type AFM insulator
state. The AFM properties are mediated by the Fe3+–O2−–Fe3+ superexchange
interaction, and the AFM spin axis, MFe, lies along the crystallographic a-axis
[46]. With increasing Sr doping level, the resistivity, Néel temperature, TN, and the
anisotropy of La1−xSrxFeO3decrease, while the crystal structure transitions from
orthorhombic to rhombohedral and finally to the cubic phase. For x = 0 (LaFeO3,
LFO), TN ∼ 740 K and it drops to ∼360 K for x = 0.3 (La0.7Sr0.3FeO3, LSFO)
[47, 48]. In bulk, LSFO has been reported to be a mixture of the orthorhombic
(a = 5.501 Å, b = 5.544 Å, and c = 7.846 Å) [49] and rhombohedral phases [50].

5.3 Exchange Interactions

Exchange interactions occur at the interface between AFM and FM layers and are
widely used commercially in applications such as magnetic recording read head
sensors. In many all-metal or metal/oxide systems, the exchange interactions man-
ifest themselves in the form of exchange bias [13, 14]. Upon field cooling through
the Néel temperature of the AFM material, the coercive field is observed to increase
and the hysteresis loops shift horizontally along the field axis. Both positive and
negative shifts have been reported. The field cooling creates a locked-in state of the
AFM spins which “bias” the FM spins via the exchange coupling at the interface.
With a large enough shift, the FM is pinned so that only a single stable magnetic
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state exists around H = 0 T, and it can serve effectively as a reference FM elec-
trode. Various models attempt to explain the magnitude and sign of exchange bias;
a number of different factors have been shown to play an important role, including
uncompensated spins in the AFM material, defects at the interface, spin-canted sys-
tems, and/or the FM and/or AFM domain patterns. To date however, none of these
models can universally explain all the experimental data.

The situation differs at a smooth (001)-interface of a G-type AFM material with
an FM material in the absence of any uncompensated spins in the AFM. In a G-type
AFM material, all the nearest neighbor atoms/ions have antiparallel spin alignment
such that the (001)-surface is characterized by an equal number of positive and neg-
ative spin interactions. The resulting frustrated exchange interaction, termed spin–
flop coupling, has been predicted from a microscopic Heisenberg model [51–53].
In such a system, the moments in the FM layer and the AFM spin axis lower their
energy when they are oriented perpendicular to one another in the plane of the in-
terface. This type of spin-flop coupling has been observed experimentally in such
systems as Fe3O4/CoO superlattices using neutron diffraction [54] and in permal-
loy/CoO interfaces from the shapes of hysteresis loops under different field cooling
conditions [55].

However, in the case of an orthorhombic perovskite oxide such as LSFO which
displays G-type antiferromagnetism, the tilting of the FeO6 octahedra have been
predicted to lead to staggered Dzyaloshinskii–Moriya interactions between nearest
neighbors, thereby providing a bias field and exchange bias [56, 57]. Therefore,
the nature of the exchange interactions in an all-perovskite oxide system remains
unclear.

5.4 Characterization Techniques

In order to probe the global and interfacial properties of the superlattice structures, a
number of sophisticated characterization techniques with sufficient depth and lateral
resolution must be utilized. In the following section, we provide a brief introduction
to two synchrotron-radiation-based techniques, namely soft X-ray magnetic spec-
troscopy and photoemission electron microscopy, that have been used to study the
LSFO/LSMO superlattices. The reader is referred to more comprehensive reviews
of these techniques for further details, including Refs. [58–62].

5.4.1 Soft X-Ray Magnetic Spectroscopy

Soft X-ray magnetic spectroscopy refers to the study of AFM and FM properties
of materials using X-ray magnetic linear/circular dichroism (XMLD/XMCD), re-
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spectively. The absorption of X-rays can excite core electrons into empty valence
states above the Fermi energy of the material, thereby providing information on the
electronic structure of the material. Importantly for the study of magnetism, the soft
X-ray regime (50–2000 eV) covers the 2p core levels (L edges) of the 3d transition
metals and the 3d core levels (M edges) of the rare earths, thus probing the mag-
netic properties of the 3d and 4f valence shells, respectively. With these techniques,
element specificity is obtained by tuning the photon energy to the absorption edges
of the elements, and the depth resolution is limited by the electron escape depth of
the secondary electrons in the material (the top ∼2–10 nm depending on the ma-
terial) for measurements of total electron yield. In a dichroism experiment, we are
concerned with the difference between two X-ray absorption spectra taken under
different conditions. XMCD is used to probe the ferromagnetic properties of ma-
terials. It results from the difference in the X-ray absorption spectra depending on
the relative orientation of the magnetization and the helicity of circularly polarized
X-rays. Spin-up photoelectrons from the core level can only be excited to an empty
spin-up state in the valence shell, and the intensity of the transition is proportional to
the number of empty valence states of a given spin. Since right circularly polarized
X-rays transfer the opposite momentum to an electron as compared to left circularly
polarized X-rays, the dichroism is a measure of the spin splitting of the valence band
and therefore a probe of the magnetism. The magnitude of the dichroism follows a
cosine dependence on the angle between the X-ray helicity and the magnetization,
therefore showing a maximum effect between parallel and antiparallel orientations.
From the analysis of the XMCD spectra, the elemental moments, including the sep-
aration of the spin and orbital contributions to the total elemental moment, can be
determined [60, 61].

In contrast, XMLD measures the dichroism resulting from an asymmetry in the
material relative to the E vector of the linearly polarized X-rays. Sources of asym-
metry may result from crystallographic effects, such as crystal fields along different
crystallographic directions [63, 64], orbital occupancy [65] or magnetic effects such
as the relative orientation of the AFM spin axis, MFe. The crystallographic effects
can be minimized by collecting the X-ray absorption spectra along the same family
of directions, or if the crystallographic effects are known, they can be accounted for
in the data analysis. For the magnetic effects, the polarization dependence of the
intensity of the dichroism at the absorption edges can be expressed as:

I (α) = a + b
(
3 cos2 α − 1

)〈
M2〉

T
(5.2)

where a and b are constants, α is the angle between E and MFe, and 〈M2〉T is the
square of the AFM moment [66]. In this case, the maximum XMLD signal results
when comparing parallel and perpendicular orientations between E and MFe. The
XMLD effect serves as one of the few methods capable of probing the AFM prop-
erties of thin films. Other traditional techniques such as neutron diffraction require
bulk materials or films on the order of >1 micrometer in thickness.
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Fig. 5.1 (a) Schematic
showing the geometry of the
PEEM-3 microscope;
(b) domain image of
[12 × 12]5 superlattice taken
with the E vector oriented in
plane (β = 90°); (c) local
X-ray absorption spectra
taken from the white (red
dotted) and black (solid
black) domains; (d) the
calculated XMLD spectra

5.4.2 Photoemission Electron Microscopy (PEEM)

Photoemission electron microscopy is based on the same fundamental principles as
the soft X-ray magnetic spectroscopy measurements described above; however, an
electron microscope is used to spatially capture the location from which the sec-
ondary electrons emanate [62]. A large positive sample voltage (15–20 KV) is typi-
cally applied to aid in the collection of the secondary electrons. In this way, images
of the FM and AFM domain structure can be obtained with high spatial resolu-
tion, elemental and chemical specificity, and with 2–10 nm surface sensitivity. Fig-
ure 5.1(a) shows a schematic of the sample geometry of the PEEM-3 microscope
located at Beamline 11.0.1 at the Advanced Light Source. The X-rays are incident
upon the sample at a 30° angle relative to the sample surface and along the x-axis.
For FM domains, the domain images correspond to the ratio of images taken at the
photon energy corresponding to the peak in the XMCD effect with right and left
circularly polarized X-rays. Because the topography and work function differences
between features remain constant with the two polarizations, the divided images rep-
resent the contribution arising only from the FM domains. The contrast within each
domain is determined by the relative orientation of the magnetization with the X-
ray propagation direction following a cosine dependence with white/black contrast
corresponding to parallel/antiparallel orientation, and gray contrast corresponding
to a perpendicular orientation.
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For AFM domains, the domain images correspond to the ratio of images taken
with fixed orientation of the X-ray E vector at two photon energies with the opposite
sign of the XMLD effect. For example, Figs. 5.1(c) and (d) show the X-ray absorp-
tion and calculated XMLD spectra taken at the Fe L3,2 absorption edges for two
different kinds of AFM domains in a LSFO/LSMO superlattice. At both the L3 and
L2 edges, positive/negative features exist in the XMLD spectra. While the intensity
of the XMLD at the L3 edge exceeds that of the L2 edge, the images were acquired
at peaks labeled A and B of the L2 edge since intensity of the X-ray absorption
spectra are more similar, and therefore the topographical features divide out more
readily in the ratio image. Figure 5.1(b) shows the resulting domain images with
white/black regions correspond to domains where MFe lies parallel/perpendicular
to the X-ray E vector (vertical in this image). A full determination of the direction
of MFe can be carried out by capturing domain images as the linear polarization of
the X-rays, E, is rotated between p-polarization (polarized parallel to the scatter-
ing plane) and s-polarization (polarized perpendicular to the scattering plane). The
rotation angle of E, denoted as β , is measured relative to p-polarization such that,
for β = 0°, E cants out of plane, making a 60° angle relative to the sample surface,
while for β = 90°, E lies completely in the plane of the sample along the y-axis.
The angle between the scattering plane and the [100] direction of the substrate is
denoted by the angle, φ.

5.5 Characterization of LSFO/LSMO Superlattices

5.5.1 Growth of Superlattice Structures

Epitaxial LSMO and LSFO films as well as LSFO/LSMO superlattices were
grown on (001)-oriented single crystal SrTiO3 (STO) substrates by pulsed laser
deposition (PLD). For comparison, an LSFO/LSMO solid solution film (i.e.,
La0.7Sr0.3Mn0.5Fe0.5O3) with the same overall composition of the superlattices
but without any interfaces was also deposited. A KrF laser (248 nm) was used at a
frequency of 10 Hz and a fluence of ∼1.2 J/cm2, while the substrate temperature
was held at 700 °C and the oxygen pressure at 200 mTorr. In situ reflection high
energy electron diffraction was used to monitor the growth rate and to verify the
layer-by-layer growth mode. After deposition, the superlattices were cooled slowly
to room temperature in an oxygen pressure of ∼300 Torr to ensure the proper oxy-
genation of the films. The notation for the superlattices consists of the following:
[# unit cells LSFO × # unit cells LSMO] # of repeats. In all cases, the LSMO layer
was grown first, so that the LSFO layer lies at the surface of the superlattice. The
individual sublayer thicknesses were varied between 3 and 18 unit cells, and the
total film thickness was between 36–50 nm. The uniform doping level across both
layers prevents Sr diffusion between layers.
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Fig. 5.2 (a) L scans around the (002) peak for the LSFO/LSMO superlattices and (b) RSM around
the (301) peak for the [6 × 6]10 superlattice

5.5.2 Structural Characterization

The structural properties of the films were measured by X-ray reflectivity (XRR) and
high-resolution X-ray diffraction using a Bruker D8 Discover four-circle diffrac-
tometer and beamlines 2-1 and 7-2 at the Stanford Synchrotron Radiation Light-
source (SSRL). In order to accurately characterize the individual layer thicknesses
and interface roughness in these superlattices where the layers have similar density
but differ chemically, resonant XRR spectra were also acquired [67]. These mea-
surements were performed by tuning the X-ray energy to the absorption edges of
the constituent elements in each layer (Mn and Fe in this case). This technique takes
advantage of the fact that the real and imaginary parts of the dispersion correc-
tion factors change abruptly at the absorption edges. Satellite peaks and thickness
fringes were observed in the XRR spectra and l scans of the out-of-plane 002 reflec-
tion (Fig. 5.2(a)), attesting to the smooth interfaces and permitting us to accurately
confirm the periodicity of the superlattice structures. Reciprocal space maps (RSMs)
around the 103, 301, 331, and 303 reflections demonstrate that the superlattices were
fully strained to the underlying cubic STO substrate with an in-plane lattice param-
eter of a = 3.905 Å. Figure 5.2(b) shows an example of the RSM around the 301
reflection for the [6×6]10 superlattice. The features from the film and high intensity
peak from the substrate appear at the same H value. The orthorhombic LSFO unit
cell may be oriented with the c axis lying perpendicular to the film surface along the
[001] substrate direction and with the a and b axes lying in-plane along the 〈110〉
substrate directions and experiencing in-plane lattice mismatch of −/ + 0.39 %, re-
spectively. A slightly larger in-plane lattice mismatch of 0.46 % occurs if the film
grows with the c axis lying along the two in-plane 〈100〉 substrate directions and
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Fig. 5.3 Magnetization as a
function of temperature for
the superlattices, solid
solution, and LSMO thin
films with H = 0.01 T
applied along the 〈100〉
substrate direction [67]

the a and b axes oriented at 45° to the substrate surface, along the 〈011〉 substrate
directions. Within the accuracy of our X-ray diffraction measurements, we cannot
distinguish between these two orientations; however, both orientations consist of
vertical stacks of the TiO6, MnO6, and FeO6 octahedra which form the basis of the
perovskite structure.

5.5.3 Bulk Magnetization Data

The bulk magnetization was measured using a Quantum Design Magnetic Proper-
ties Measurement System (superconducting quantum interference device, SQUID,
magnetometer) with the magnetic field applied in the plane of the film, either along
the 〈100〉 or the 〈110〉 substrate direction [67]. Figure 5.3 compares the temperature
dependence of the magnetization for an LSMO and solid solution film, as well as
LSFO/LSMO superlattices with H = 0.01 T. The magnetization was normalized
to the volume of the LSMO sublayers only. The LSMO film exhibits a bulk-like
TC ∼ 340 K and saturation magnetization, MS ∼ 3.8 µB/Mn at 10 K. At the oppo-
site extreme, no appreciable magnetization is observed for the solid solution film in
agreement with results for Fe-doped manganites [68, 69]. With decreasing sublayer
thickness, the values of TC and MS decrease, reaching 300 K and 150–200 K, and
1.47 µB/Mn and 0.57 µB/Mn for the [18 × 18]5 and [6 × 6]10 superlattices, respec-
tively. Finally, the magnetization of the [3 × 3]10 superlattice approaches that of the
solid solution film. This trend of reduced TC and MS agrees with reports for ultrathin
LSMO films and LSMO/STO superlattices with LSMO sublayer thicknesses below
20 unit cells [70–75]. Hysteresis loops show that the easy magnetization direction
for the [18 × 18]5 superlattice lies along the in-plane 〈110〉 direction, in agreement
with published results for LSMO films grown on (001)-oriented STO substrates as
a consequence of the 0.64 % tensile strain [76]. For the [6 × 6]10 superlattice, a
slightly higher remnant magnetization is observed along the 〈100〉 direction over
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Fig. 5.4 (a) Resistivity and
(b) magnetoresistance, MR,
as a function of temperature
for the LSFO/LSMO
superlattices, solid solution
film, and LSMO film [67]

the 〈110〉 direction, indicating that the magnetic easy axis has changed to the 〈100〉
direction. The coercive field for the [18 × 18]5 superlattice at 10 K is 0.048 T, only
slightly higher than that of an LSMO film grown on an STO substrate. However,
the coercive field increases dramatically to 0.17 T for the [6 × 6]10 superlattice,
indicating that at small sublayer thicknesses, magnetic reversal of the LSMO sub-
layer is influenced by the exchange interaction with the adjacent LSFO sublayers,
as discussed below.

5.5.4 Magnetotransport Properties

Magnetotransport properties as a function of temperature (Fig. 5.4) were measured
using the van der Pauw geometry with H = 0 and 5 T applied along the in-plane
〈100〉 direction [67]. The resistivity, ρ, of each superlattice was calculated from
its resistance using the simplified assumption that the entire film rather than only
the lower resistivity LSMO sublayers contribute to conduction. Mirroring the mag-
netization data, the resistivity behavior of the superlattices approaches that of the
solid solution film for small sublayer thicknesses. At TC, a well-defined metal-to-
insulator transition occurs in the LSMO film as well as the [18×18]5 and [12×12]5



130 Y. Takamura

superlattices, and it is accompanied by a negative peak in the magnetoresistance,
MR = [ρ(H = −5 T) − ρ(H = 0 T)]/ρ(H = 0 T) × 100. Compared to the LSMO
film, the TC for the [18×18]5 superlattice is depressed by 40 K and the resistivity is
increased by an order of magnitude across the entire temperature range. In contrast,
the behavior of the superlattices with the thinnest sublayers and the solid solution
film differs fundamentally. These samples display insulating behavior across the
entire temperature range, no significant magnetization, and thus no MR. At inter-
mediate period, the [6 × 6]10 superlattice exhibits insulating characteristics with
a large, negative MR which monotonically increases in magnitude with decreas-
ing temperature instead of showing a peaked behavior. A similar MR behavior has
been reported in ultrathin (approximately four unit cells) LSMO films [77] as well
as LSMO films under large tensile strain [28, 29]. Alternatively, this large nega-
tive MR may be related to the exchange interactions between the adjacent LSFO
and LSMO sublayers. Despite the fact that these superlattices have the same overall
chemical composition, the resistivity ranges over several orders of magnitude, and
the temperature behavior changes dramatically depending on the individual sublayer
thicknesses.

5.5.5 Soft X-Ray Magnetic Spectroscopy

The soft X-ray magnetic spectroscopy measurements were taken at Beamline 4.0.2
at the Advanced Light Source using the vector magnet end station [78]. The oc-
topole magnet incorporated in this end station provides us with the capability to
apply a magnetic field (up to 0.9 T) along any arbitrary direction relative to the
incoming X-ray beam, and to vary the temperature from 10–450 K. In addition, an
elliptically polarizing undulator provides a high degree of right/left circularly po-
larized X-rays and linearly polarized X-rays with the E vector oriented at arbitrary
angles.

5.5.5.1 X-Ray Absorption Spectroscopy

In order to compare the electronic structure of the superlattices, X-ray absorption
spectra were collected for the Mn and Fe L3,2 absorption edges. As shown in
Fig. 5.5(a), the Mn L2 edge remains fairly unchanged for all the superlattices; how-
ever, the L3 main peak shifts slightly to higher photon energy for the solid solution
film and the [3 × 3]10 superlattice [67]. In addition, a feature about 2 eV below the
main L3 peak develops in the superlattices with the smaller sublayer thicknesses.
These signatures have been ascribed to an increased concentration of Mn4+ ions
[79, 80]. Due to the uniform Sr doping level throughout the superlattice structure,
the change in the Mn3+/Mn4+ ratio is not expected to be related to the A site chemi-
cal doping effects. Alternatively, a charge transfer involving an electron transferring
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Fig. 5.5 (a) Mn X-ray
absorption spectra and (b) Mn
XMCD spectra for the LSMO
and solid solution films as
well as the LSFO/LSMO
superlattices. A feature
appears 2 eV below the main
Mn L3 peak for smaller
sublayer thicknesses and in
the solid solution film [67]

from the LSMO sublayers to the LSFO sublayers (Mn3+ → Mn4+) across the inter-
face as proposed by Kumigashira and co-workers [17] could explain the change. The
ground state of LSFO for small Sr doping (x < 0.5) is the Fe3+-ligand hole state.
Therefore, the electrons involved in the charge transfer go to states of primarily
oxygen character. In accordance, no significant difference is observed in the Fe L3,2
X-ray absorption spectra for any of the superlattices investigated. The characteris-
tic length scales for this type of charge transfer effects reported in other perovskite
systems (e.g., SrTiO3/LaTiO3 [15] and LaMnO3/SrMnO3 [16]) are on the order of
a few unit cells, consistent with our observations. Because the functional properties
of the perovskite oxides are strongly dependent on the valence state of the B site
ions, these results suggest that one should expect a comparatively larger change in
the FM properties of the LSMO sublayers than the AFM properties of the LSFO
sublayers.

5.5.5.2 X-Ray Magnetic Circular Dichroism (XMCD)

The XMCD spectra were acquired with the X-rays incident upon the sample at a
grazing angle of 30° relative to the sample surface with H = +/−0.27 T parallel
to the X-ray beam. No XMCD signal was detected at the Fe L3,2 edge, indicating
that the entire magnetic signal measured in bulk magnetometry is associated with
the LSMO sublayers and that no uncompensated spins exist within the LSFO sub-
layers or at the LSFO/LSMO interfaces. The spectral features of the Mn L3,2 edge
XMCD signal (Fig. 5.5(b)) resembles that of LSMO single layers, and the magni-
tude exhibits the same sublayer thickness dependence as the bulk magnetometry,
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i.e., decreasing magnetization with decreasing sublayer thickness [67]. This result
demonstrates the uniformity of the magnetic properties throughout the superlattice
structure, allowing us to conclude that the near-surface X-ray absorption spectrum
is representative of the entire superlattice.

5.5.5.3 X-Ray Magnetic Linear Dichroism (XMLD)

The AFM properties of the LSFO/LSMO superlattices were probed using XMLD
spectroscopy. The Fe L3,2 edge XMLD spectra were obtained at 30° grazing in-
cidence with H = 0 T, and the X-ray polarization vector, E, was applied either
in-plane (along the [010] substrate direction) or at 60° with respect to the sample
surface (referred to as the out-of-plane [001] substrate direction). Figure 5.6(a) plots
the X-ray absorption spectra for the [6×6]10 superlattice and the solid solution film
for E//[001] (black curve) and E//[010] (red curve). The dichroism (Fig. 5.6(b))
was calculated as E//[010]−E//[001] [67]. These spectra provide information on
the orientation of MFe with respect to the sample plane.

For the superlattices at temperatures below 100 K, the Fe XMLD spectra are
nearly identical, whereas the sign of the spectra is reserved for the solid solution
and LSFO films. This result suggests a common orientation of the AFM spin axis
for all the superlattices, which then differs for the single layer films. To interpret
these spectra, we first note that the Fe3+ ions in LSFO assume an octahedral co-
ordination with the surrounding O2− ions, similar to the environment for the Fe3+
ions on the B site of the spinel Fe3O4. Therefore, using the analysis of the XMLD
spectra described by Arenholz et al. [81], we determine that the sign and shape of
the curves is consistent with an in-plane alignment of MFe in the superlattices, and
an out-of-plane canting for the solid solution and LSFO films. The in-plane confine-
ment in the superlattices is believed to occur due to the presence of a high density of
horizontal interfaces. The out-of-plane canting for the single layer films is in agree-
ment with other reports for LaFeO3 films in which the canting angle varied from 20
to 45° [82, 83] and will be explored further in the following sections. These films
are considered the “end member” reference points, and they allow us to conclude
that the AFM properties of the superlattices do not approach these end members as
a function of the sublayer thickness, unlike the case reported for the FM proper-
ties in the same superlattices. The LSFO film and the superlattices with the larger
sublayer thickness display robust AFM properties with TN which exceed room tem-
perature. For the [3 × 3]10 superlattice and solid solution film, the AFM signature
disappears between 150 K and room temperature. Even without a full investiga-
tion of TN for these samples, we clearly observe a gradual trend of decreasing TN

with decreasing sublayer thickness. In comparison, the observed decrease in the FM
properties of the LSMO layers occurs more rapidly, such that at three unit cell thick-
ness, the LSMO sublayers are paramagnetic while the LSFO sublayers retain their
AFM properties. Comparatively fewer studies have been performed on the thick-
ness dependence of AFM properties of thin films, particularly for the perovskite
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Fig. 5.6 (a) X-ray absorption
spectra for the [6 × 6]10
superlattice and solid solution
film with E//[001] (black
curve) and E//[010] (red
curve), and (b) XMLD
spectra defined as
E//[010] − E//[001].
Similar spectra were obtained
for the superlattices with
different repeat units, while
the spectra for the LSFO film
resembled that of the solid
solution film. Due to
experimental artifacts with
insulating films, only the Fe
L2 edge is shown for the
solid solution film [67]

oxides. The TN of NiO thin films have been shown to decrease rapidly for thick-
nesses between five and ten unit cells [66]. Therefore, the AFM properties of these
superlattices exhibit a fundamentally different sublayer thickness dependence than
their FM counterparts.

The soft X-ray magnetic spectroscopy measurements suggest that the interfa-
cially induced valence changes cause the different trends with respect to sublayer
thickness observed for the AFM and FM properties. This charge transfer effectively
pushes the LSMO sublayers towards the case of higher Sr doping (yielding an FM
metal with decrease TC). Therefore, with the decrease in long-range (dipole) interac-
tions due to finite size effects, rapid decrease of TC and MS with decreasing sublayer
thickness likely occurs due to the combined effects of a decrease in the long-range
(dipole) interactions due to finite size effects with charge transfer. For the LSFO
sublayers, the Fe valence state is nearly unchanged by the charge transfer; conse-
quently, TN is only weakly dependent on sublayer thickness. The observed gradual
decrease in TN is likely due to a decrease in magnetic anisotropy with decreasing
thickness [66]. Additional effects (such as interfacial stabilization of oxygen vacan-
cies within the LSFO sublayers even in the strong oxidizing conditions used during
sample growth) cannot be ruled out. This charge transfer may provide an additional
means of separately controlling the AFM and FM properties of superlattice struc-
tures independent of strain and chemical effects.
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5.5.5.4 Anisotropic X-Ray Magnetic Linear Dichroism

Soft X-ray magnetic spectroscopy is a powerful technique for detecting the presence
of spin–flop coupling in the LSFO/LSMO superlattices [81]. As described above,
spin–flop coupling occurs at interfaces characterized by an equal number of posi-
tive and negative spin interactions in the absence of any uncompensated spins. The
system minimizes its energy by a perpendicular alignment of the AFM spins rela-
tive to the FM spins in the adjacent FM layer. With these measurements, linearly
polarized X-rays are incident upon the samples at a normal incidence angle, and the
Fe L3,2 edge XMLD spectra are calculated as the difference between X-ray absorp-
tion spectra with (E ⊥ H ) and (E//H ). The experimental geometry is shown in the
inset to Fig. 5.7. An applied magnetic field, H = 0.3 T (black arrows), was used to
align the Mn moments along a certain crystallographic directions. Two fundamental
XMLD spectra were obtained with the X-ray E vector (gray arrow) oriented along
the [100] direction, φ = 0°, and along the [110] direction, φ = 45°. The magnetic
field was applied at a small angle out of the plane of the sample in order to increase
the electron-yield signal without affecting the shape of the XMLD spectra in an ap-
preciable way. The Fe L3,2 edge X-ray absorption and XMLD spectra at 50 K for
φ = 0° and 45° are plotted in Fig. 5.7. Note that in the absence of spin–flop coupling
no XMLD effect should occur, since the magnitude of the magnetic field used in the
experiments should not be large enough to affect the AFM spin ordering. However,
as shown in Fig. 5.7(b), a pronounced XMLD signal is obtained for both crystallo-
graphic orientations, indicating that when the magnetization of the LSMO sublayer
is forced to lie parallel or perpendicular to the X-ray E vector by the magnetic field,
the AFM spins are also reoriented. This reorientation of the AFM spins occurs due
to the exchange interactions occurring at the AFM/FM interfaces. A large spectral
change between the XMLD signal for φ = 0° and 45° indicates the influence of the
crystal electric field [64].

The temperature-dependent measurements showed that the magnitude of this
XMLD signal mirrored that of the Mn XMCD signal for the LSMO sublayers. Both
signals showed a clear transition at T ∼ 200 K, above which the signals disap-
peared. Therefore, the exchange interaction is clearly driven by the FM properties
of the LSMO sublayers, as the LSFO sublayers were shown above to remain AFM to
temperatures in excess of room temperature. Experimental verification of whether
the reorientation of the AFM spin involves a parallel or perpendicular orientation
between the Fe and Mn spins was obtained using a grazing incidence geometry sim-
ilar to the one used above to probe the AFM nature of the LSFO sublayers. In this
case, a magnetic field, H = 0.3 T, was applied parallel to the X-ray beam, approx-
imately along the [100] direction. In the case of perpendicular orientation between
the Fe and Mn spins, the Mn spins would lie along the [100] direction (i.e., paral-
lel to H ) and the Fe spins would be forced to lie along the [010] direction. An H
XMLD spectra calculated as E//[010] − E//[001] would result in dichroism due
to the parallel vs. perpendicular relationship between the AFM spin axis and the X-
ray E vector. In contrast, for a parallel orientation, both the Fe and Mn spins would
be oriented along the [100] direction, such that the dichroism would equal zero as
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Fig. 5.7 Comparison of experimental Fe L3,2 (a) X-ray absorption and (b) XMLD spectra ob-
tained in normal incidence at T = 50 K (black dots) with atomic multiplet calculations (red solid
lines). The experimental geometry is shown in the inset. The X-ray E vector (gray arrow) lies
at an angle φ with respect to the [100] axis (dashed line). The magnetic field, H (black arrows),
is applied at angles of φ and φ + 90°. Fundamental XMLD spectra I0 and I45 were obtained at
φ = 0° and φ + 45°, respectively. Reprinted with permission from Appl. Phys. Lett. 94, 072503
(2009). Copyright 2009, American Institute of Physics

the X-ray E vector would be perpendicular to the AFM spin axis in both cases. The
H XMLD spectra obtained for this kind of measurement showed a spectral shape
similar to that shown in Fig. 5.6, confirming the perpendicular orientation between
the Fe and Mn spins as predicted by spin–flop coupling. Furthermore, its tempera-
ture dependence tracked that of the Mn XMCD signal at low temperatures. Above
the TC, the Fe H XMLD signal drops to about 30 % of its low temperature value
but does not disappear completely. This reduced signal reflects the fact that in the
absence of the Mn magnetization, the uniaxial alignment of the Fe AFM spins along
the [010] direction disappears, so that the Fe spins are equally distributed into AFM
domains with the Fe spins axis along the [100] and [010] directions.

Further confirmation of the spin–flop coupling mechanism was obtained using
multiplet calculations [81, 84] of the Fe L3,2 edge X-ray absorption and XMLD
(solid red lines in Fig. 5.7). These calculations assumed a perpendicular orientation
between the Fe and Mn moments in adjacent sublayers with an external magnetic
field applied within the (001)-plane. The interface is assumed to be fully compen-
sated. Additional details concerning the calculations are detailed in Ref. [81]. All
spectral features in the experimental spectra were well reproduced by the calcu-
lations, including the fundamental spectra for the two in-plane orientations of H
and E, i.e., φ = 0° and 45°.

Upon increasing the LSFO sublayer thickness to 18 unit cells in the [18 × 18]5
superlattice, the spin–flop coupling effect disappears, as the magnetic anisotropy of
the LSFO sublayers now dominates and a magnetic field, H = 0.3 T is not suffi-
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cient to reorient the AFM spins. Thus, exchange interactions play a comparatively
weaker role, and the coercive field correspondingly returns to a similar value as
observed in a single layer LSMO film. On the other hand, with a decrease of the
LSMO sublayer thickness to 3 unit cells as in the [3 × 3]10 and [6 × 3]10 superlat-
tices, the LSMO magnetization disappears and no spin–flop coupling was detected.
Therefore, spin–flop coupling only occurs for a small range of sublayer thicknesses
due to the delicate balance between the exchange interactions, interfacial electronic
reconstruction, and long-range (dipole) interactions.

5.5.6 Photoemission Electron Microscopy

5.5.6.1 AFM Domain Patterns

PEEM imaging was performed at the Advanced Light Source using the PEEM-3
microscope located on Beamline 11.0.1. For each angle of the X-ray E vector (β),
the domain images were obtained by taking the ratio of images captured at the A
and B features of the Fe L2 edge. The AFM domain images for a 40 nm thick LSFO
film are shown in Fig. 5.8 with the X-rays oriented along the 〈100〉 substrate direc-
tion, φ = 0°. All images are shown with the same contrast conditions. As β varies
from 0° to 90°, four distinct types of micrometer-sized domains can be identified.
For example, the blue domains remain white for all polarizations, while the yel-
low domains start as white for β = 0° and quickly transition to black by β = 30°.
Quantitative analysis of the local intensity for each type of domain (Fig. 5.8(c))
was extracted from the images and then normalized to the average intensity for the
entire ratio image. This procedure removes an artificial modulation of the experi-
mental, angular-dependent XMLD curves because of small changes in the image
illumination and X-ray intensity with changes in polarization and energy. This non-
magnetic artifact has equal amplitude in all types of domains and is easily removed
by the normalization to the average intensity. Error values represent the sigma value
for the Gaussian curves used to fit the intensity histograms of the experimental data.
The formation of these four types of domains can be explained by a domain model
where MFe orients along the 〈100〉 family of directions but cants out of the plane
of the film by an angle, θ . The model curves were divided by their average value
to facilitate the comparison with the normalized experimental data. Good agree-
ment exists with the domain model (Fig. 5.8(d)) with regard to the trends and, most
importantly, the locations of the crossing points as a function of β assuming an
out-of-plane canting angle of 30°+/−3°. These crossing points are unchanged in
polarization angle regardless of the analysis procedure (with and without the nor-
malization to the average value); therefore, they serve as key indicators to match to
the model. In comparison, previous reports on LaFeO3 thin films determined cant-
ing angles ranging from 20 to 45° [82, 83]. These differences have been ascribed to
differences in growth method (PLD vs. molecular beam epitaxy) and the strain state
of the films in each work.
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Fig. 5.8 (a) The AFM domain model for an LSFO thin film with four domains where MFe orients
along the 〈100〉 and 〈010〉 directions and canting out of the plane of the film with an angle, θ ;
(b) domain images for varying β; (c) experimental contrast vs. β obtained from images in (b) for
each of the four types of domains, error bars represent the sigma value for the Gaussian curve used
to fit the experimental contrast; and (d) model contrast vs. β for the case of θ = 30°

Fig. 5.9 Domain images for the [6 × 6]10 superlattice for varying β with the X-rays along the
(a) 〈100〉 and (b) 〈110〉 directions; (c) and (d) experimental and model contrast vs. β obtained
from images in (a) and (b) for a two-domain model with the spin axis lying in-plane (θ = 0°)
along the 〈100〉 and 〈010〉 directions. The red and black lines highlight the boundaries of a few
domains used to extract the experimental contrast

In contrast, the domain images for a [6 × 6]10 superlattice (Fig. 5.9) taken at
room temperature show only two types of AFM domains as β varies from 0° to 90°.
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Fig. 5.10 Domain images for the [6 × 3]10 superlattice for varying β with the X-rays along the
(a) 〈100〉 and (b) 〈110〉 directions; (c) and (d) experimental contrast and model contrast vs. β ob-
tained from images in (a) and (b) for a two-domain model with the spin axis lying in-plane (θ = 0°)
along the 〈110〉 family directions. The blue/red lines highlight the position of the black/white do-
main walls observed in the β = 90° or β = 40° image with the X-rays along the 〈100〉 or 〈110〉
directions, respectively

In this sample, the LSFO sublayers retain their AFM properties for temperatures
>400 K, while the TC of the LSMO sublayer is suppressed to 150–200 K. Both
sublayers are slightly tetragonally distorted due to the epitaxial strain from the un-
derlying STO substrate. PEEM images were obtained for two different sample ori-
entations: the X-rays oriented along the 〈100〉 substrate direction (Fig. 5.9(a)) and
along the 〈110〉 substrate direction (Fig. 5.9(b)). For the former, maximum contrast
is obtained for β = 90°, where in each type of domain E is either exactly paral-
lel or perpendicular to MFe. The contrast is reversed and weaker for β = 0°. With
the X-rays along the 〈110〉 substrate direction, weak domain contrast is observed at
β = 0° and 90° as in each case E forms approximately a 45° angle with MFe in
both types of domains, while the domain contrast is the strongest at β = 40°. This
behavior can only be described with a model where MFe orients along the in-plane
〈100〉 substrate directions, i.e., with θ = 0°, such that the red and blue domains from
Fig. 5.8(a) degenerate into a single type of AF domain, and similarly for the green
and yellow domains. Good agreement is obtained by comparing the experimen-
tal contrast values for both sample orientations to the model contrast (Figs. 5.9(c)
and (d)). The shapes of the domains are characterized by fairly straight edges which
align with the in-plane 〈100〉 substrate directions. Seo et al. [85] reported similar
angular domains in LaFeO3 films which are defined by the structural twins where
the c axis takes on two possible in-plane orientations parallel to the 〈100〉 substrate
directions.

Figure 5.10 shows the AFM domain images for a [6×3]10 superlattice where the
LSMO sublayer thickness has been decreased to three unit cells. At this thickness,
the LSMO sublayers no longer display ferromagnetism at any temperature, and they
may not effectively decouple the LSFO sublayers from one another. We observe
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Fig. 5.11 Domain images for
the [12 × 12]5 superlattice for
varying β with the X-rays
along the (a) 〈100〉 and (b)
〈110〉 directions. The blue/red
lines highlight the position of
the black/white regions
observed in the β = 90° or
β = 40° image with the
X-rays along the 〈100〉 or
〈110〉 directions, respectively

weak AFM domain contrast for β = 0° and 90° and strong domain contrast at β =
40° with extremely large domains (tens of micrometers long) when the X-rays are
oriented along the 〈100〉 substrate direction; i.e., the AFM spin axis is oriented 45°
compared to the [6 × 6]10 superlattice. In addition, the image for β = 90° shows
a uniformly gray background highlighted by thin black and white lines at locations
which correspond to the domain walls in the image for β = 30°. These domain walls
are highlighted by blue and red lines in Fig. 5.10. Upon rotation of the sample by
45°, strong domain contrast is observed for β = 90°, weak reversed contrast for
β = 0°, and no domain contrast for β = 30°. In this case, the experimental contrast
shows good agreement with a domain model where MFe lies along the in-plane
〈110〉 directions, while MFe within the domain walls lies along the in-plane 〈100〉
directions.

Finally, with a thicker sublayer thickness in a [12 × 12]5 superlattice (Fig. 5.11),
we observe a hybrid AFM domain structure of the previous two superlattice samples
consisting of small sub-micrometer-sized domains where MFe lies along the in-
plane 〈100〉 and 〈110〉 substrate directions. For this superlattice, a magnetic ordering
temperature of TC ∼ 300 K is observed from bulk magnetometry measurements. As
in the case with the [6 × 6]10 superlattice shown in Fig. 5.9, the domains have
straight edges which generally align with the in-plane 〈100〉 substrate directions.
The small size of the domains makes it difficult to extract experimental contrast
values. However, similar to the [6 × 3]10 superlattice shown in Fig. 5.10, for φ = 0°
and β = 90° we observe small, uniformly gray regions highlighted by thin black and
white lines at the locations which correspond to the domain walls in the image for
β = 40°. After rotating the sample to φ = 45°, the effect is reversed; strong domain
contrast can be observed at β = 90°, and the domain walls are apparent for β = 40°.
Therefore, the AF domains are interpreted as consisting of regions where MFe lies
along the in-plane 〈110〉 directions separated by domain walls in which MFe lies
along the in-plane 〈100〉 directions, as in the case of the [6 × 3]10 superlattice.
These domain walls are highlighted with blue and red lines in Fig. 5.11.

Our PEEM-3 images reveal that the orientation of MFe differs in LSFO thin films
and superlattices, and within the superlattices depending on the structural properties
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(i.e., strain state, sublayer thicknesses, presence of structural defects). For LSFO
thin films, MFe cants out of plane by 30° along the [100] and [010] substrate direc-
tions, while it is confined to an in-plane direction for all the superlattices. For the
[6 × 6]10 superlattice, a two-domain structure is observed where MFe lies along the
two in-plane 〈100〉 substrate directions. In contrast, for the [6×3]10 and [12×12]5
superlattices, we observe domains with MFe lying along the 〈110〉 substrate direc-
tions, separated by thin domain walls where MFe lies along the 〈100〉 substrate
directions. The formation of the domain walls suggests that multiple competing in-
teractions exist or that the LSFO anisotropy is lower in these samples than in the
samples where the thickness of the domains walls is below the spatial resolution of
the PEEM-3 microscope (<40 nm).

These results suggest that a number of parameters ultimately determine the orien-
tation of MFe. First, the superlattices contain small individual layer thickness with
a high density of horizontal interfaces. Reports from the literature have shown that
FM and AFM moments near interfaces can deviate away from their orientations far
away from the interfaces. Recently, Aruta et al. [86] reported that FM order develops
at the interfaces in superlattices of the AF insulators SrMnO3 and LaMnO3. In these
[n SrMnO3 × 2n LaMnO3] superlattices, for small values of n, the AFM Mn spins
in the LaMnO3 layers are pinned in an in-plane orientation by the ferromagnetism
that develops at the interfaces. For n > 5, the AFM Mn spins are able to take their
preferred out-of-plane orientation at the center of the layers. Furthermore, Izumi et
al. [87] deduced from their magnetization and magnetotransport data that the inter-
action at La0.6Sr0.4FeO3/La0.6Sr0.4MnO3 interfaces resulted in a spin-canted region
within the La0.6Sr0.4MnO3 layer and that the thickness of this spin-canted region in-
creased with increasing La0.6Sr0.4FeO3 thickness. Though it was not investigated,
it would not be unexpected that the AFM spins in the La0.6Sr0.4FeO3 layer are also
canted away from their bulk orientation at the interfaces.

Second, the LSMO sublayer thickness determines whether the individual LSFO
sublayers are coupled or isolated from one another. With an LSMO sublayer thick-
ness of three unit cells, we suspect that the LSFO sublayers may be coupled, but
for larger LSMO sublayer thicknesses, the LSFO sublayers should be magnetically
isolated from one another. Third, X-ray diffraction measurements show that the su-
perlattices exist in slightly different strain states due to the epitaxial strain from the
underlying STO substrate. This strain results in changes to the distortions and/or
rotations of the FeO6 octahedra as the unit cell deviates from its bulk orthorhom-
bic symmetry towards a tetragonal/cubic symmetry. This increase in symmetry may
lower the energy difference for MFe to orient along different crystallographic direc-
tions or to follow the influence of external alignment forces such as those offered by
the presence of horizontal or vertical interfaces. Finally, scanning transmission elec-
tron microscopy images [88] show that these superlattices are characterized by dif-
ferent types and densities of structural defects (stacking faults, dislocations) which
can define the locations of domain walls. Due to the complex nature of these mul-
tiple interactions, it is likely that a combination of these effects contributes to the
observed differences in the AF domain patterns.
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Fig. 5.12 (a) Fe XMLD with
β = 90° and (b) Mn XMCD
domain images taken at
T ∼ 77 K with φ = 10°. The
green lines outline the
locations of a few black AFM
domains. (c) Schematic
showing the orientation of
MFe in the AFM domains
and MMn in the FM domains

5.5.6.2 Imaging of Spin–Flop Coupling

Using the unique low temperature capabilities of the PEEM-3 microscopy, we were
able to observe the perpendicular orientation of the AFM and FM spins in the
[6 × 6]10 superlattice mediated by spin–flop coupling. AFM domain images cap-
tured as a function of β at low temperature show that the types of AFM domains
formed in the LSFO sublayers remain unchanged in the presence of FM order in
the adjacent LSMO sublayers (i.e., MFe orients along the in-plane 〈100〉 substrate
directions) [89]. However, the locations of these AFM domains change with temper-
ature such that they form elongated stripes several micrometers in width that have
predominantly white/black contrast. The edges of these stripes are aligned approx-
imately with the 〈110〉 substrate directions. Figure 5.12 compares the Fe XMLD
(β = 90°, first column) and Mn XMCD (second column) domain images at 77 K
with the X-ray beam aligned along the [100] substrate direction, φ = 10°. Based on
the analysis of the AFM domain contrast described above, MFe within the white
and black domains lie along the [100] and [010] substrate directions, respectively,
i.e. at 100° and 10° relative to the X-ray E vector, respectively (see schematic in
Fig. 5.12(c)). In the region of the sample shown, the AFM domains primarily have
white contrast. The locations of a few black domains are highlighted in green. The
corresponding Mn XMCD images show the formation of many small, irregularly
shaped FM domains with strong white (black) contrast separated by wider regions
with gray contrast. These white (black) domains correspond to regions where MMn
is parallel (antiparallel) [i.e., 190° (10°)] to the X-ray helicity (x-axis), while the in-
termediate gray contrast indicates a perpendicular orientation [i.e., −80° (100°)] be-
tween MMn and the X-ray helicity (see schematic in Fig. 5.12(c)). No clear bound-
aries can be observed between the gray and white (black) regions, as the AFM do-
main wall width lies below the spatial resolution of the microscope. Upon close
inspection, we notice that the white (black) FM domains correspond to regions of
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black contrast in the Fe XMLD image. Note that each of the AFM domains cor-
relates to two types of much smaller FM domains. Similarly, the large gray FM
domains correspond to the large patches of white AFM domains. As shown in the
schematic in Fig. 5.12(c), this interpretation of the AFM and FM domain contrast
indicates a local perpendicular orientation between the AFM spin axis and the FM
moments. Further confirmation of this perpendicular orientation was obtained by
examining the images for φ = −35° [89].

This perpendicular coupling remains unchanged for temperatures below the
TC ∼ 160 K of the LSMO sublayer, where the Mn XMCD disappears. As the tem-
perature changes, however, we observe that the locations of the AFM and FM do-
mains move in concert with one another, such that by 160 K, the white and black
AFM domains are nearly uniformly located throughout the film, instead of forming
the striped patterns described above. This movement of the domains involves the
90° and 180° rotation of the Fe and Mn moments, suggesting that the strength of the
spin–flop coupling is able to overcome the pinning effect of the structural defects
which typically define the locations of the AFM domains [85].

5.6 Conclusions

In conclusion, we have presented our study of the structural and functional prop-
erties of perovskite oxide superlattices composed of antiferromagnetic LSFO and
ferromagnetic LSMO sublayers. Despite the fact that, in the bulk, these two ma-
terials possess similar ordering temperatures, in these superlattices, they display
differing behavior with decreasing temperature and sublayer thickness. For a criti-
cal range of sublayer thicknesses, a robust spin–flop coupling is observed such that
the AFM spin axis and the FM magnetization in the adjacent sublayers maintain a
perpendicular orientation, even upon the application of an external magnetic field.
Because of the unique ability to control the direction of the AFM spin axis with
an applied magnetic field, this spin–flop coupling may have potential applications
in future memory or sensor devices. Furthermore, we find that the direction of the
AFM spin axis and the nature of the AFM domains have a strong dependence on
the structural properties of the superlattices. A detailed understanding of the inter-
play between the structural, chemical, magnetic, and electronic effects present in
these perovskite oxide superlattice systems will facilitate their implementation into
technological applications.
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Chapter 6
Half-Metallic and Magnetic Silicon Nanowires
Functionalized by Transition-Metal Atoms

Engin Durgun and Salim Ciraci

Abstract In this paper we investigate the atomic structure and the mechanical, elec-
tronic, and magnetic properties of silicon nanowires (SiNWs) using first-principles
plane wave calculations within density functional theory. We examined hydrogen-
passivated SiNWs along the [001] direction and studied doping of 3d transition-
metal (TM) atoms. Nanowires of different sizes are initially cut from the bulk sili-
con crystal in rod-like forms, and subsequently their atomic structures are relaxed
before and also after the termination of surface dangling bonds by hydrogen atoms.
We have first presented an extensive analysis of the atomic structure, stability, and
the elastic and electronic properties of bare and hydrogen-terminated SiNWs. The
energetics of adsorption and the resulting electronic and magnetic properties are
examined for different levels of 3d TM atom coverage. Adsorption of TM atoms
generally results in the magnetic ground state. The net magnetic moment increases
with increasing coverage. While specific SiNWs acquire half-metallic behavior at
low coverage, at high coverage ferromagnetic nanowires become metallic for both
spin directions, and some of them have very high spin polarization at the Fermi
level. Our results suggest that electronic and spintronic devices with conducting in-
terconnects between them can be fabricated on a single SiNW at a desired order.
We believe that our study will initiate new research on spintronic applications of
SiNWs.

6.1 Introduction

One of the major obstacles in the miniaturization of solid state electronic devices
has been the fabrication of interconnects having diameters compatible with the size
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of the devices they connect. In solid state electronics and also in nanoelectronics,
interconnecting nano or molecular devices has remained a challenge for several
decades.

Although the search for feasible interconnects in nanoelectronics is continuing,
nanosized silicon nanowires (SiNWs) appear to be an attractive 1D material be-
cause of their well-known silicon-based microelectronic fabrication technology and
their ability to be used directly on the Si-based chips. SiNWs display a diversity
of electronic properties depending on the number of Si atoms in their cross sec-
tion. The linear monatomic Si chain is metallic with a quantum ballistic conduc-
tance three times higher than that of gold [1–3]. However, the linear Si chain is
metastable, and hence it changes to a metallic zigzag chain [1–3]. Stable nanowires
made of Si pentagons perpendicular to the wire axis have been reported [4]. Based
on the prediction of first-principles calculations, Si can also form tubular structures
made of hexagons similar to that of carbon nanotubes. Depending on their chirality
and diameter, these tubular structure can exhibit metallic or semiconducting behav-
iors [5].

SiNWs have been produced using various experimental methods [6–10]. The
formation of an oxide layer around the SiNW with a minimum thickness of 1–3 nm
appears to be a disadvantage [11]. Nevertheless, rod-like SiNWs with a diameter
of 1.3 to 7 nm have been prepared more recently. The oxide layer can be removed
from the surface, and the dangling bonds at the surfaces can be terminated with hy-
drogen [12]. The experimental findings have indicated a crystalline core surrounded
by an outer surface for the atomic structure of the SiNWs. Whether this crystalline
core is tetrahedral (diamond-like as in bulk Si) or any other arrangement of atoms
has been the subject of further investigation. Fullerene-like (cage-like) nanowires
have been proposed and investigated theoretically in Refs. [13, 14].

The thinnest SiNW (radius R ∼ 0.65–3.5 nm) synthesized so far has been grown
along the [110] and the [112] directions [12]. SiNWs with sizes of less than 10 nm
have been also reported along different directions such as [001] [15], [110] [15, 16],
[111] [16], and [112] [16]. Theoretically [001] oriented SiNW is the most studied
wire in the literature. Rurali et al. [17] studied nonpassivated and undoped [001]
SiNWs consisting of 57, 114, and 171 atoms by using ab initio techniques. They
obtained energetically equivalent metallic and semimetallic reconstructions. Tight-
binding density functional calculations on hydrogen-passivated SiNWs [18] have
reported that, while [112] are the most stable ones, [001] wires have the widest en-
ergy band gap. The interaction of hydrogen-saturated SiNWs [001] with TM atoms
has also been investigated [19].

Experimental and theoretical studies so far have shown that those SiNWs ex-
hibit a wide range of physical and chemical properties, which may be of interest
in technological applications [20].1 Depending on whether the dangling bonds on

1Numerous theoretical studies on SiNW have been published in recent years. See for example:
[21, 22].
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their outer surface are saturated with hydrogen atoms and on the shape of their cross
section, they exhibit semiconducting or metallic behavior. Usually, unsaturated dan-
gling bonds on the outer surface attribute a metallic character to a SiNW. Upon
saturation of these dangling bonds, a SiNW becomes a semiconductor. Moreover,
the band gaps of semiconductor SiNWs vary with their diameter. The band gap and
also the stability of a SiNW strongly depend on its diameter.

SiNWs can function in various electronic and optical applications like field ef-
fect transistors (FETs) [23], light emitting diodes [24], lasers [25], and intercon-
nects. The conductance can be tuned by doping during the production process or
by applying a gate voltage in a SiNW FET. In various device applications, such
as diodes and transistors, n- and p-doped SiNWs [20, 26, 27] have also attracted
interest. Furthermore, a growing research interest has been devoted to the func-
tionalization of the SiNW surface with various species to study the chemical and
biological sensitivity [28–30]. Hydrogen-saturated SiNW and GeNW, which have
band gaps of different widths, can form pseudomorphic heterostructures [31]. It
has been predicted that the periodic, hydrogen-saturated SiNW(N )/GeNW(N ) het-
erostructure superlattices behave as a multiple quantum well structure with confined
states [31].

This paper presents an extensive study on the structural, electronic, and magnetic
properties of hydrogen-passivated SiNWs oriented along the [001] direction, as well
as those functionalized by 3d transition metals (TMs). The organization of the pa-
per is as follows. In the following section, we summarize essential aspects of the
method and its relevant parameters used in the calculations. In Sect. 6.3 we present
a systematic and brief summary of our results on the atomic structure, reconstruc-
tion, energetics, and mechanical and electronic properties of hydrogen-terminated
SiNWs of different cross sections. The quantum confinement effects on the variation
of the energy band gap is also analyzed. Section 6.4 deals with the functionaliza-
tion of SiNWs with light TMs, such as Ti, Fe, Co, Cr, and Mn. First, the adsorption
geometry and energetics are examined for the external and internal adsorption of
a single TM atom (per primitive cell designated as Θ = 1) on the surface of (in-
side of) SiNWs with different facets. It is found that TM-doped H-saturated SiNWs
have a ferromagnetic ground state and that some of them exhibit half-metallic (HM)
behavior with 100 % spin polarization at the Fermi level (EF) [32, 33]. Upon in-
creased coverage of TM atoms (corresponding to Θ = n, n being the number of TM
atoms adsorbed per primitive cell) of H-saturated SiNWs, the HM character is dis-
turbed, but spin polarization continues to be very high for specific nanowires. The
high magnetic moment and also the high spin polarization for certain cases achieved
at high Θ can be important for applications in biotechnology and spintronics. Our
results are of fundamental and technological interest, since room temperature ferro-
magnetism has already been discovered in Mn+-doped SiNW [34]. The paper ends
with our conclusions in Sect. 6.5.
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6.2 Method

We have performed first-principles plane wave calculations [35]2,3 within den-
sity functional theory (DFT) [39, 40]. All calculations for nonmagnetic, ferromag-
netic, and antiferromagnetic states are carried out using ultra-soft pseudopotentials
[36, 37, 41]. The results of these calculations have also been confirmed by calcu-
lations using the projector augmented wave (PAW) potential [42]. The exchange
correlation potential has been approximated by generalized gradient approximation
(GGA) [43] for both spin-polarized and spin-unpolarized cases. For partial occupan-
cies we use the Methfessel–Paxton smearing method [44]. All structures have been
treated within supercell geometry. We have used the periodic boundary conditions
with cell dimensions of a and b ranging from 20 to 30 Å depending on the diameter
of the SiNW in order to provide 10 Å vacuum space and along the wire axis c = c0

(c0 being the relaxed lattice constant of SiNW). In the self-consistent potential and
total energy calculations the Brillouin zone (BZ) of the supercell is sampled in the
k-space within Monkhorst–Pack scheme [45] by (1 × 1 × 15) mesh points. A plane
wave basis set with a maximum kinetic energy of 350 eV has been used.

All atomic positions and lattice constants are optimized by using the conjugate
gradient method where the total energy and atomic forces are minimized. The con-
vergence for energy is chosen as 10−6 eV between two ionic steps, and the maxi-
mum force allowed on each atom is 10−3 eV/Å. To relieve the constraints imposed
by periodic boundary conditions, the calculations related to the study of reconstruc-
tion have been repeated using supercells with c = 2c0 and c = 4c0 (comprising
double and quadruple unit cells of SiNW, respectively).

6.3 Properties of Hydrogen-Passivated Silicon Nanowires

In this paper, we consider rod-like hydrogen-passivated SiNWs oriented along the
[001] direction with different diameters (or different numbers of Si atoms in their
unit cell). The bare Si nanowire oriented along the [001] direction and having N

Si atoms in the primitive unit cell is specified as SiNW(N ). Similarly, a nanowire
with all dangling bonds on the surface passivated by H atoms after relaxation is
designated H-SiNW(N ). If the dangling bonds are saturated before relaxation, it is
specified as H-SiNW(N )-b (Fig. 6.1 upper panels). The sequence of structure op-
timization is crucial for the electronic properties. Here, the structure optimization
of the H-SiNWs is achieved in two steps. Initially, the SiNWs are cut in rod-like
forms from the bulk Si crystal. Subsequently, the initial atomic structure having the
ideal bulk configuration is relaxed to yield the minimum total energy. In the second

2Numerical computations have been carried out by using VASP software [36, 37].
3Charge transfer, orbital hybridization, and local magnetic moments have been obtained from
SIESTA code using local basis set [38].
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Fig. 6.1 Upper panels: Top views of optimized atomic structures of H-SiNW(N )-b (with N = 21,
25, 57, 61, and 81) (passivated before relaxation) along [001] direction. Lower panels: Top views
of H-SiNW(N ) (passivated after relaxation). Large (blue) and small (yellow) balls indicate Si and
H atoms, respectively. Side views consist of two primitive unit cells (Color figure online)

step, hydrogen passivation of bare SiNWs is achieved by termination of the dan-
gling bonds of Si atoms (which have a nearest neighbor coordination of less than
four Si atoms) by H atoms. Subsequently, the whole structure including H atoms is
optimized again (see Fig. 6.1 lower panels). An alternative method of structure opti-
mization has also been carried out in several theoretical studies in a single step: First,
the dangling bonds on the surface of the ideal bare SiNW cut from the bulk crys-
tal are saturated by H atoms; subsequently, the whole structure has been optimized
once. The latter optimization process, however, leads to a different electronic struc-
ture than the former. The two-step process is used in the present study, and note that
the two-step process better mimics the actual growth process. The results for single-
step relaxation, i.e., H-SiNW(N )-b, are also included for comparison. This section
presents a comparative study of the atomic structure and reconstruction, electronic
band structure, and elastic properties of structure optimized bare and H-passivated
SiNWs.

6.3.1 Atomic Structure and Energetics

Figure 6.1 shows the atomic structures of the optimized H-SiNWs investigated in
this paper. We considered wire geometries having 21, 25, 57, 61, and 81 Si atoms in
the primitive unit cell. Among these wires, nanowires 21, 57, and 81 have a rather
round cross section, while 25 and 61 have a square-like cross section.

The cohesive energy (per Si atom) of the bare SiNWs is calculated by Ec =
ET[Si] − ET[SiNW(N)]/N , in terms of the total energy of the free Si atom and the
total energy of bare SiNW(N ) with an optimized structure. According to this defini-
tion, Ec > 0 indicates that the structure is stable with respect to the constituent free
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Table 6.1 Lattice constant c0, maximum radius Rmax, cohesive energy per atom relative to free
Si atom Ec, binding energy of hydrogen relative to free H atom Eb, binding energy of hydrogen
relative to H2 molecule E′

b, minimum of band gap EG, elastic constant κ of hydrogen-terminated
SiNW(N ). The κ values for hydrogen-terminated SiNWs before relaxation are given in parentheses

H-SiNW(N) c0 (Å) Rmax (Å) Ec (eV) Eb (eV) E′
b (eV) EG κ (eV/Å2)

N = 21 5.85 11.03 4.05 4.14 0.74 0.7 172 (82)

N = 25 5.45 13.20 4.13 4.22 0.82 1.1 254 (96)

N = 57 5.39 17.76 4.24 4.28 0.88 1.7 394 (298)

N = 61 5.43 20.90 4.26 4.34 0.94 1.1 509 (303)

N = 81 5.40 21.6 4.27 4.28 0.88 1.6 532 (456)

atoms. The binding energy of hydrogen with respect to the free H atom is also of in-
terest and is calculated by Eb = (NHET[H]+ET[SiNW(N)]−ET[H-SiNW])/NH,
in terms of the total energy of structure optimized bare SiNW(N ) and H-SiNW(N )
terminated by NH hydrogen atoms and the energy of the free H atom, ET[H]. The
binding energy of hydrogen relative to the H2 molecule, E′

b, is obtained if ET[H] is
replaced by ET[H2]/2. Calculated structure parameters, such as the lattice constant
along the wire axis, c0, the maximum radius of the cross section, the cohesive en-
ergy relative to the free Si atom, and the binding energy of the H atom are presented
in Table 6.1.

In general, the lattice constant c0 of optimized bare and H-SiNW(N ) decreases
with increasing N . Namely, the lattice constant is large for small N , but approaches
the lattice constant of bulk Si. However, this trend is different for N = 25 and 61,
which form a class of nanowires with square-like cross sections.

Ec is comparable with the cohesive energy of bulk crystal calculated to be
4.46 eV/atom, and as expected it increases with increasing N and converges to
the bulk value (the bulk properties start to dominate with increasing diameter). The
binding of H atoms is exothermic with positive binding energy for both Eb and E′

b.
The atomic structure of SiNWs has been analyzed by comparing the distribu-

tion of interatomic distances between various atoms (up to sixth nearest neighbor)
with that of the ideal crystal. In Fig. 6.2, the distribution of interatomic distances is
plotted for bare SiNW(N ), H-SiNW(N ), as well as H-SiNW(N )-b for N = 21, 57
(round cross section) and 25, 61 (square cross section).

The deviation from the ideal case is large for small N . The distribution of the first
nearest neighbor distance is always sharp for all N . Significant deviations from the
second, third, etc., nearest neighbor distances of the ideal bulk crystal are observed.
In particular, already the peak related to the distribution of the second nearest neigh-
bor distance starts to broaden. The structure of optimized bare SiNWs is healed by
H-termination of the dangling bonds. This is seen by the fact that the distribution
of distant nearest neighbors appears as peaks coinciding with the ideal structure.
Additional peaks are related to surface reconstruction. Clearly, the distribution of
H-SiNW(N )-b is very similar to that of ideal SiNW, since the surface relaxation is
hindered by saturating the dangling bonds of ideal SiNW.
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Fig. 6.2 Upper curve in each panel with numerals indicates the distribution of first, second, third,
fourth, etc., nearest neighbor distances of ideal SiNW(N ) for N = 21, 25, 57, and 61 as cut from
the ideal Si crystal. The second curve is for structure optimized bare SiNW(N ). The third curve is
for structure optimized H-SiNW(N ). The bottom curve corresponds to H-SiNW(N )-b (see text).
Vertical dashed line corresponds to the distance of Si–H bond (Color figure online)

6.3.2 Reconstruction and Stability

The surface reconstruction of bare SiNWs is crucial for the resulting electronic prop-
erties and hence has been widely discussed [46–48]. To ensure that the structures
discussed in Fig. 6.1 are minimum energy structures, we performed structure opti-
mization by doubling and also by quadrupling the unit cell size, where the lattice
constant of the supercell is taken as c = 2c0 and c = 4c0, respectively. As the initial
structure, we always took the structure of ideal SiNW as cut from the ideal bulk
crystal. All efforts to optimize the atomic structure of SiNWs resulted in the atomic
structures presented in Fig. 6.1. All the surface atoms prefer to dimerize in order
to minimize the total energy. Our results are in agreement with the studies consid-
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ering the reconstruction patterns for the SiNWs in the same [001] growth direction
[46–48]. Cao et al. [47] even labeled N = 25 and 61 as magic numbers, since they
give the lowest energy dips in the plot of formation energies versus N . We also
obtained the same geometry as Rurali et al. [48] for N = 21, 57, and 81 for [001]
SiNWs with (110) facets, which confirms the results.

The stability of the wire structures presented in Fig. 6.1 is of prime importance.
A thorough analysis of the stability of an SiNW is necessary before one considers
its possible application as an electronic device. In addition to structural optimization
using the conjugate gradient method, the stability of the structures has been tested
by performing ab initio molecular dynamics (MD) calculations at 500 K for 1 ps
with 1 fs time steps. In order to lift the constraints imposed by a single unit cell,
MD calculations have been performed in a periodically repeating supercell with
c = 4c0.

6.3.3 Elastic Properties

The elastic properties of a SiNW can be deduced by calculating its elongation under
a uniaxial tensile stress along the axis of the wire. The response of the wire to a
uniaxial tensile stress can be formulated by the expression, Xx = κexx , where κ is
Young’s modulus and exx is the strain along the x-direction. κ can be related to
the elastic stiffness constants C11, C12 in cubic crystals. However, since the SiNWs
studied here have a high surface-to-volume ratio, it is better to define κ directly
from the relation κ = ∂E2

T/∂c2
0. To this end we calculated the self-consistent total

energy ET as a function of the lattice constant c0 by relaxing all atomic positions
under that constraint. The variation of κ with N is presented in Fig. 6.3 for bare
and hydrogen-terminated SiNWs. One sees the following general trends from this
figure. (i) The stiffness and the strength of a bare SiNW increase upon hydrogen
termination of dangling bonds. (ii) The H-SiNW(N )-b is the weakest among all
types, indicating that surface reconstruction makes SiNWs stronger. (iii) For bare
SiNW κ increases with N almost linearly. SiNW(N )s with N = 25 and 61 show
a slight deviation from the linear relation, perhaps due to their square-like cross
section. The deviation from the linearity is enhanced in the case of H-SiNW(N )s.
As compared to hydrogen-terminated SiNWs with round cross sections (N = 21,
57, and 81) hydrogen-terminated wires with square-like cross sections (N = 25 and
61) fall in a different category. It appears that upon H-termination the strength of the
latter wires increases more relative to the wires with round cross sections. As with
the electronic structure, these results point to the fact that the mechanical properties
are sensitive to the geometry of the SiNW at small diameters.

6.3.4 Electronic Properties

Bare SiNWs are usually metallic due to the unsaturated bonds on the surface. For
periodic structures these dangling bonds form surface bands, which occur in the
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Fig. 6.3 Variation of elastic
strength κ with number of
atoms N in primitive unit cell
of the optimized bare SiNWs,
as well as H-SiNW(N ) and
H-SiNW(N )-b. Wires with
N = 21, 57 and 81 have
round cross section, whereas
wires with N = 25 and 61
have square-like cross section
(Color figure online)

Fig. 6.4 Energy band
structures of optimized
H-SiNW(N ) for N = 21, 25,
57, 61, and 81. Shaded area is
the band gap. Zeros of band
energies are set at the Fermi
level (Color figure online)

band gap of the semiconductor and pin EF. However, all these nanowires become
semiconductors upon the termination of dangling bonds by H-atoms (Fig. 6.4).

Because of confinement effects EG was known to increase with decreasing di-
ameter D, displaying the relation EG ∝ 1/D. The expected variation of energy band
gap with diameter is shown in Fig. 6.5. However, our study reveals that EG depends
not only on D, but also on the geometry of the cross section. In particular, we found
that EG of the structure optimized H-SiNW for a given N depends on whether the
bare SiNW is relaxed before it is passivated with hydrogen or not. Note that EG

for bulk silicon is calculated as 0.65 eV, which indicates that H-SiNWs have much
wider EG than their crystal counterparts.
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Fig. 6.5 The variation of
band gap with respect to
diameter for H-SiNW and
H-SiNW-b (Color figure
online)

6.4 Functionalization by Transition-Metal Atoms

6.4.1 Energetics of TM Adsorption

The electronic properties of hydrogen-terminated SiNWs can be modified through
adsorption of transition-metal (TW) atoms on the surface of the wire. We consid-
ered the adsorption of 3d TM atoms (such as Ti, Cr, Mn, Fe, Co) on the surface of
H-SiNW(N )s for N = 21, 25, and 57. The coverage of TM atoms Θ is defined as
the number n of TM atoms adsorbed per primitive unit cell of the nanowire. Accord-
ingly, one TM atom adsorbed to each primitive unit cell is designated as Θ = 1. For
the SiNWs under study, one can distinguish four to five different adsorption sites.
The energetics of TM atom adsorption has been extensively examined for all these
sites for N = 21, 25, and 57 (Fig. 6.6).

The binding energy corresponding to Θ = 1 is calculated according to the ex-
pression, EB = ET[H-SiNW(N)] + ET[TM] − ET[H-SiNW(N) + TM] in terms of
the total energy of optimized H-SiNW(N ) and TM adsorbed H-SiNW(N ) (specified
as H-SiNW(N ) + TM) and the total energy of a linear chain of TM atoms having
the same lattice parameter c0 as H-SiNW(N ), all calculated in the same supercell.
Here the total energies, ET, are obtained from spin-polarized calculations, since TM
adsorbed H-SiNWs normally have a magnetic ground state. The calculated energy
difference between spin-unpolarized and spin-polarized energy, namely, 
Em =
Esu

T − E
sp
T , is positive. Since the coupling between nearest neighbor TM atoms has

been subtracted through the calculation of ET[TM], EB can be taken as the binding
energy of a single isolated TM atom except for the effect of back donation of charge
from TM–Si bonds to TM–TM bonds. As one expects, the binding energy relative
to the bulk TM crystal E′

B is negative for Θ = 1, indicating an endothermic process.
However, in the case of high coverage of TM atoms corresponding to Θ = n with
n > 1, E′

B = (ET[H-SiNW(N)]+nET[TMbulk]−ET[H-SiNW(N)+nTM])/n can
be positive, since the coupling of adsorbed TM atoms is included. The calculated
results for the binding energies, magnetic moments, and band gaps are presented
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Fig. 6.6 Top and side views
of (a) H-SiNW(21) + Co,
(b) H-SiNW(25) + Cr(Mn),
and
(c) H-SiNW(57) + Cr(Mn)

Table 6.2 The binding energy relative to a free TM atom EB, binding energy relative to the TM
crystal E′

B, magnetic moment per unit cell μ, minimum band gap EG (S: semiconductor, M: metal,
HM: half-metal) of H-SiNW(N ) covered with TM at Θ = 1 for N = 21, 25, 57. TM = Ti, Fe, Mn,
Cr, Co

N = 21 N = 25 N = 57

EB (eV) E′
B (eV) μ (μB) EG EB (eV) E′

B (eV) μ (μB) EG EB (eV) E′
B (eV) μ (μB) EG

Ti 3.74 −1.47 0 S 4.64 −0.51 0 M 3.69 −1.46 0 M

Fe 3.71 −1.07 2 S 3.52 −1.24 2 S 3.32 −1.43 2 S

Mn 1.79 – 3.12 M 2.27 – 3 HM 1.82 – 3 HM

Cr 1.81 −1.80 4.41 M 2.27 −1.34 4 HM 1.88 −1.73 4 HM

Co 4.41 −0.78 1 HM 4.12 −1.07 0 M 4.08 −1.06 1 S

for N = 21, 25, and 57 in Table 6.2 for the most energetic adsorption sites. In con-
trast to the usually weak binding of 3d TM atoms on single-wall carbon nanotubes,
the binding energies of TM atoms on H-SiNW at Θ = 1 are significant and involve
charge transfer from TM atoms to Si atoms at close proximity [49, 50]. The transfer
of charge from an adsorbed TM atom to the nanowire is estimated by using Mul-
liken analysis. It is 0.5 electron from Co to H-SiNW(21). The charge transfer from
Cr to H-SiNW(25) and H-SiNW(57) is even higher and is calculated to be 0.8 and
0.9 electron, respectively. High charge transfer implies strong chemical interaction.
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Fig. 6.7 Spin-polarized
energy band structures of
H-SiNW(21) covered by TM
atoms at Θ = 1. Band gaps of
electrons with different spin
directions are shown with
different contrast. Bands
described by dotted (blue)
and continuous (orange) lines
are for minority and majority
spin states, respectively.
Zeros of band energies are set
at the Fermi level (Color
figure online)

Fig. 6.8 Energy band
structures of H-SiNW(25)
covered by TM atoms at
Θ = 1. Band gaps of
electrons with different spin
directions are shown with
different contrast. Bands
described by dotted (blue)
and continuous (orange) lines
are for minority and majority
spin states, respectively.
Zeros of band energies are set
at the Fermi level (Color
figure online)

6.4.2 Electronic Band Structure

The electronic band structure of TM adsorbed H-SiNW(N )s at Θ = 1 are shown
in Figs. 6.7, 6.8, and 6.9. We obtain different types of electronic structures depend-
ing on the type of adsorbed TM atom and N . H-SiNW(21) + Ti is a nonmagnetic
semiconductor, but it is a nonmagnetic metal for N = 25 and 57. For N = 21, 25,
and 57, H-SiNW(N ) + Fe is a ferromagnetic semiconductor with an integer number
of spins per primitive cell. It has different band gaps for different spin directions. In
contrast, H-SiNW(21) + Mn and H-SiNW(21) + Cr are ferromagnetic metals with
a significant amount of net magnetic moment per primitive cell.

The situation with H-SiNW(21) + Co, H-SiNW(25) + Mn(Cr), and
H-SiNW(57) + Mn(Cr) is different from the above cases (Fig. 6.10): These
nanowires have a half-metallic ground state. Owing to the broken spin degeneracy,
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Fig. 6.9 Energy band
structures of H-SiNW(57)
covered by TM atoms at
Θ = 1. Band gaps of
electrons with different spin
directions are shown with
different contrast. Bands
described by dotted (blue)
and continuous (orange) lines
are for minority and majority
spin states, respectively.
Zeros of band energies are set
at the Fermi level (Color
figure online)

Fig. 6.10 Band structure and
spin-dependent total density
of states (TDOS) for N = 21,
25, and 57. Left panels:
Semiconducting
H-SiNW(N ). Middle panels:
Half-metallic
H-SiNW(N ) + TM. Right
panels: Density of majority
and minority spin states of
H-SiNW(N ) + TM. Bands
described by continuous and
dotted lines are majority and
minority bands. Zero of
energy is set to EF

energy bands, En(k,↑) and En(k,↓), split, and the nanowire remains an insulator
for one spin direction of the electrons, but becomes a conductor for the opposite spin
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Fig. 6.11 The structure
(a) and the energy band
diagram of
(b) H-SiNW(45) + Cr for
Θ = 1. Bands described by
dotted (blue) and continuous
(orange) lines are for
minority and majority spin
states, respectively. Zeros of
band energies are set at the
Fermi level

direction. The densities of the majority and minority spin states, namely D(E,↑)

and D(E,↓), display a 100 % spin polarization P at EF,

P = [
D(EF,↑) − D(EF,↓)

]
/
[
D(EF,↑) + D(EF,↓)

]
. (6.1)

The obtained results have also been checked for H-SiNW(45), which has an al-
ternative and different facet (a more round cross section), even though it is less
energetic than the other types discussed in the paper. Interestingly, external adsorp-
tion Cr(Mn) also makes H-SiNW(45) half-metallic with a similar band structure to
H-SiNW(57) + Cr(Mn), as shown in Fig. 6.11.

For the half-metallic nanowires 
Em was calculated to be 0.04, 0.92, and
0.94 eV. A comparison of the bands of H-SiNW(N ) in Fig. 6.4 with those of H-
SiNW(N ) + TM in Figs. 6.7, 6.8, and 6.9 reveals that the bands gaps of H-SiNW are
modified and reduced for one spin direction. On the other hand, two or three bands
of the opposite spin states cross EF and attribute a metallicity to the nanowire. These
metallic bands are composed of TM 3d and Si 3p hybridized states with higher TM
contribution.

The half-metallic state has been a subject of interest since it was first predicted
by de Groot et al. [32]. Initial efforts have been devoted to realize half-metals using
Heusler alloys or TM-doped compound semiconductors in 3D crystals and in thin
films [51, 52]. Qian et al. [53] have proposed that half-metallic heterostructures
can be formed from δ-doped Si crystals. Recently, Son et al. [54] predicted half-
metallic properties of graphene nanoribbons under bias voltage. Earlier, stable 1D
half-metals were also predicted for TM atom-doped armchair single-wall carbon
nanotubes [55, 56] and linear carbon chains [57].

It is well known that the band gap is underestimated by DFT. At this point we
address the question of whether the half-metallic ground state predicted using DFT
is realistic or an artifact. Since the present calculations predict a band gap between
occupied and unoccupied majority spin bands, the semiconducting state should be
realistic; the actual band gap may be larger than we predict. The metallic minor-
ity spin bands in the gap are reminiscent of the linear TM chain having the same
lattice constant as H-SiNW(N ) + TM. The dispersion of these bands increases in
the half-metallic state due to indirect TM–TM interaction via Si atoms at the close
proximity of adsorbed TM atoms. A similar band structure is obtained when the
calculations are repeated with hybrid functionals [58] which yield the correct band
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Fig. 6.12 Energy band
structures of
H-SiNW(21) + Co calculated
by using LDA + U method
for different values of U

(Color figure online)

gap for bulk silicon. Briefly, we believe that the present conclusion concerning the
half-metallic state is realistic and that the underestimated band gap does not have
an essential affect, as long as the optical properties of a H-SiNW + TM are not con-
cerned.

6.4.3 Stability of Half-Metallic State

Whether the half-metallic ground state is robust under deformation is another issue
we address. We found that under uniaxial compression stress the minimum of the
conduction band of the majority spin states rises above EF. The minimum of the
conduction band is, however, lowered under tensile stress to close the band gap.
Therefore, the half-metallic state is sensitive to the tensile strain for nanowires hav-
ing the conduction band edge close to EF. In our case, since the conduction band
edge of H-SiNW(25) + Cr(Mn) is away from EF, their half-metallic state is robust.
For H-SiNW(57) + Cr(Mn), with conduction band edges close to EF, the semicon-
ducting state for the majority spin bands may transform to semimetal at high tensile
strain.

Since the H-SiNW + TM nanowire is 1D, the metallic minority spin bands
crossing EF are usually prone to Peierls distortion. The form of the bands shown
in Figs. 6.8 and 6.9 eliminates the possibility of Peierls distortion. However,
H-SiNW(21) + Co, which has metallic bands crossing at EF, can become a semi-
conductor for both spin directions under Peierls distortion.

Another source of instability can be the on-site Coulomb interaction. It has been
argued that the spin-dependent GGA may fail to properly represent localized 3d

electrons. It may be possible that on-site repulsive Coulomb interaction destroys
the half-metallic state. To examine the effect of on-site Coulomb repulsion, we car-
ried out LDA + U calculations [59]. The energy band structures of half-metallic
nanowires calculated for different values of U are shown in Figs. 6.12 and 6.13.
Based on this analysis, although H-SiNW(21) + Co may not be stable and may
change to a ferromagnetic semiconductor since the metallic bands split even at
U = 0.5, H-SiNW(25) + Cr(Mn) can keep the half-metallic state even for U = 4.
As an intermediatory situation, H-SiNW(57) + Cr(Mn) can keep their half-metallic
states until U ∼ 1.
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Fig. 6.13 Energy band
structures of
H-SiNW(25) + Cr(Mn) and
H-SiNW(57) + Cr(Mn)
calculated by using LDA + U

method for different values
of U (Color figure online)

Fig. 6.14 The structure of
H-SiNW(25) + Cr(16) and
H-SiNW(57) + Cr(16). The
yellow, blue, and red balls
indicate H, Si, and Cr atoms,
respectively

Note that the half-metallic state predicted in this study can occur in periodic
and infinite structures. However, the adsorption of TM atoms on a H-SiNW cannot
be perfect and periodic. The size of a half-metallic H-SiNW + TM as a spintronic
device has to be finite. As a result, the deviations from the perfect and periodic
structure may cause the spin polarization at EF, P , to decrease from the perfect
value P = 1.0. This means the destruction of the ideal half-metallicity. The ideal
half-metallic state can also be destroyed when Θ > 1. Nonetheless, even if P < 1.0,
one can still meet the requirements for specific spintronic devices if a high spin
polarization is achieved at EF. Here, we have examined the electronic and magnetic
properties of H-SiNW + TM at high TM coverage (Fig. 6.14) with the objective of
achieving high spin polarization at high Θ .

Figure 6.15 shows the calculated density of the majority and minority spin
states of H-SiNW(25) and H-SiNW(57) covered with Cr for different values of Θ .
H-SiNW(25) + Cr, which is a half-metal with μ = 4 μB and P = 1.0 at Θ = 1,
becomes a ferromagnetic metal for both spin directions with μ = 32.3 μB and
P = 0.84 at Θ = 8. Clearly, the half-metallic state disappeared, but due to the high
spin polarization this nanowire can still be used as a spintronic material. Upon in-
creasing Θ to 16, spin polarization decreased to P = 0.22. EF H-SiNW(57) + Cr
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Fig. 6.15 Density of
majority D(E,↑) (dark) and
minority D(E,↓) (light) spin
states of H-SiNW(25) + Cr
and H-SiNW(57) + Cr for
different coverage Θ of TM
atoms (i.e., number of TM
atoms per cell). For each case
the calculated polarization P

and net magnetic moment μ

(in Bohr magnetons per cell)
are shown in corresponding
panels (Color figure online)

at Θ = 8 has P = 0.56 and μ = 34.3 μB. The net magnetic moment per primitive
cell increases to 75.5 μB while P decreases to 0.36. It appears that P as well as μ

exhibit variations depending on Θ , N , and the type of TM atom. One can achieve
high P by covering specific H-SiNWs with TM atoms for spintronic applications.

6.4.4 Internal Adsorption of Cr

Having analyzed the possible adsorption sites of TM atoms on the surface of SiNW
and its effects on electronic and magnetic properties, we next consider the Cr atom
held at an interstitial site of H-SiNW(25) and H-SiNW(57) nanowires. This situation
can be realized when a TM atom can diffuse below the surface at high temperature.
A possible interstitial site is expected to be the one shown in Fig. 6.16, which is close
to a hollow zone, and the others can be deep inside. After relaxation it is found that
the Cr atom can settle into a cage of seven Si atoms without deforming H-SiNW(25)
and [H-SiNW(57)]; their total energy is only 10 [16] meV higher than the most
energetic configuration obtained for the adsorption of Cr to their surface, but Eb is
slightly reduced and is calculated as 2.27 [1.86] eV. We found that the ground state
of the system is metallic for H-SiNW(25), as shown in Fig. 6.16(a), with a magnetic
moment of 2.93 μB per cell. The interaction of Cr with more Si atoms and hence
the hybridization of more Cr 3d and Si 3p orbitals destroys the HM behavior and
makes the wire metallic. When the energy band structure in Fig. 6.16 is compared
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Fig. 6.16 The atomic
structures of the cross section
of (a) H-SiNW(25) + Cr(int)
and (b),
(c) H-SiNW(57) + Cr(int),
where Cr is placed at the
interstitial sites below the
surface. Light (orange) and
dotted (blue) bands
correspond to the majority
and minority spin states

with the external counterpart, it is seen that the effects of the interstitial site are
more dramatic for H-SiNW(25), which has a smaller radius. According to the band
structure displayed in Fig. 6.16(b), SiNW(57) + Cr(int) appears to be half-metallic
except that the highest valence band of majority spins touches EF at the Z-point of
the Brillouin zone. The net magnetic moment is calculated to be 3.83 μB per cell.
When the Cr atom diffuses inside H-SiNW(57) (Fig. 6.16(c)), the half-metallic state
becomes stable again with a net μ = 4.0 μB. This indicates that the position and also
the deepness affect the electronic and magnetic properties for interstitial adsorption.

6.5 Conclusions

We investigated the atomic structure and the elastic, electronic, and magnetic prop-
erties of small diameter silicon nanowires oriented along the [001] direction. We
considered hydrogen-passivated, and 3d TM (Ti, Fe, Mn, Cr, Co) decorated SiNWs.
Here we summarize some important predictions of our study. (i) The structure of
the ideal rods (i.e., SiNWs having ideal bond distances and bond angles) cut from
the bulk Si crystal undergoes massive reconstruction as a result of structure opti-
mization. (ii) Structure optimized bare SiNWs are generally metallic due to surface
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dangling bonds. (iii) Upon passivation of dangling bonds with hydrogen atoms, the
dangling bond surface states disappear, and the metallic nanowire becomes a semi-
conductor with a sizable band gap. It is known that, due to confinement effects, the
band gap normally increases with decreasing diameter in the range of 1 to 2 nm, but
is stabilized at a constant value for large diameters. However, it is found that this
rule is valid if the bare SiNW is relaxed after its passivation with hydrogen atoms;
it follows another trend if it is passivated before hydrogen saturation. (iv) The me-
chanical properties and hence the strength of bare SiNWs investigated in this paper
vary when their surface is passivated with hydrogen atoms. Interestingly, square-like
cross sections are found to be slightly stronger than round-like cross sections. (v) 3d

TM atoms can be adsorbed on specific sites on the surface of hydrogen-passivated
SiNWs with significant binding energy, and they attribute magnetic properties. At
low coverage of TM atoms, H-SiNWs become either ferromagnetic insulators or
half-metallic depending on the type of adsorbate, as well as the diameter of the
nanowire. Half-metallic nanowires are insulators (semiconductors) for one spin di-
rection of the electrons, but become metal for the opposite spin direction. Further
analysis based on LDA + U calculations shows that half-metallic properties are ro-
bust for specific nanowires. (vi) When covered with more TM atoms, the perfect
half-metallic state of the H-SiNW is disturbed, but for certain cases, the spin polar-
ization at EF continues to be high for applications as spin valves. The high magnetic
moment obtained at high TM coverage is another remarkable result which may lead
to the fabrication of nanomagnets for various applications. (vii) Cr atoms held at
interstitial sites below the surface may also give rise to a half-metallic ground state.

In conclusion, we predict that silicon nanowires can gain a wide range of interest-
ing properties when they are functionalized with TM atoms, becoming half-metals,
1D ferromagnetic semiconductors, or ferromagnetic metals and nanomagnets. The
present results hold promise for the use of silicon nanowires functionalized by 3d

TM atoms in spintronic applications including magnetoresistance, spin valves, and
nonvolatile memories.
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Chapter 7
Magnetic and Magnetoresistive Properties
of Thin Films Patterned by Self-Assembling
Polystyrene Nanospheres

Marco Coïsson, Federica Celegato, Paola Tiberto, Franco Vinai,
Luca Boarino, and Natascia De Leo

Abstract Self-assembling of polystyrene nanospheres (PNs) is a powerful tech-
nique for preparing large area (several mm2) nanostructured thin films. Compared
to conventional lithographic techniques (e.g. EBL), which have more resolution and
are more versatile, but are limited to very small surface areas, self-assembling PN al-
lows preparation of large nanostructured samples. This technique limits the shaping
to only circular dot and antidot geometries which can be obtained in the hexagonal
close-packed configuration.

In this paper, the self-assembling PN preparation technique will be thoroughly
discussed, and the magnetic and magnetoresistive properties of dot and antidot ar-
rays of Ni80Fe20, Ni, Co and Fe-based amorphous alloys will be investigated. All
dot and antidot arrays have been obtained from monolayers of PN on Si substrates.
The initial diameter of the spheres is 500 nm, and is reduced to 250–400 nm by re-
active ion etching. The typical thickness of the magnetic material is approximately
10–30 nm for antidot samples, and in the 30–80 nm range for dot samples.

Both dot and antidot systems have been studied by means of scanning electron
microscopy, atomic force and magnetic force microscopy, and alternating gradient
field magnetometry, to record hysteresis loops. On antidot samples, magnetoresis-
tance measurements have been carried out in the 5–300 K temperature range. The
expected anisotropic magnetoresistance effect is observed, superimposed to a giant
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magnetoresistance effect on some systems. Co antidots also display an exchange
bias effect below approximately 150 K, as evidenced by both magnetoresistance
and low temperature hysteresis loop measurements. On dot samples, a typical vortex
structure is observed, which depends on the material thickness and mean dot size.
Preliminary magnetoresistance measurements on dot samples are also presented.

7.1 Introduction

The science and technology of functional materials received a great impetus by
the ability to produce structures on a sub-micrometer scale. Nanofabrication and
nanotechnology have allowed the manipulation of materials and the engineering of
innovative materials and devices [1] for fundamental studies and for applications in
the fields of sensors, biomedicine, information technology and energy storage, etc.
[2–5]. Nanostructures and nanodevices made of magnetic materials are currently
investigated in view of applications in magnetic storage, magnetic logic and shift
registers, microwave devices, nano-oscillators, magnetic sensors and ‘transistors’
[6–15]. When developed in large arrays, the resulting photonic and magnonic crys-
tals are particularly suited for the magneto-recording industry and high-frequency
applications. In this context, large arrays of dots and antidots, made of some mag-
netic material, represent a widely studied configuration of magnetic nanostructures.

However, nanopatterning over large surface areas constitutes a technological
challenge which has been faced with several different approaches [16]. Electron
beam lithography (EBL) is characterized by a great versatility and a high reso-
lution, but its serial writing process severely limits the surface area which can
be patterned. On the contrary, if the versatility of EBL can be given up, ‘paral-
lel’ writing techniques can be exploited, which have the ability to simultaneously
write over large surface areas regular arrays of dots and antidots of sub-micrometer
size. Nano-imprinting, deep UV lithography, X-ray lithography and chemical meth-
ods are among the most widely used techniques [17–19]. Bottom-up self-assembly
methods are also extensively studied, because of their versatility, reduced costs and
ability to cover large surface areas [20–24].

Among these last methods, self-assembling of nanoparticles or nanospheres is a
low-cost alternative patterning technology particularly well suited for the prepara-
tion of arrays of dots or antidots covering a surface area of several square millimeters
(mm2) or larger [25, 26]. While nanoparticles with a sharp size (diameter) distribu-
tion can be synthesized by several bottom-up chemical processes, and can even be
functionalized for different purposes, their dispersion over large substrates results in
well-ordered, short-range periodic templates, with a lack of a long-range order and
without a precise orientation on the macroscopic scale of the whole sample, of the
periodic structure. Following the pioneering work of Hulteen et al. [25], commer-
cially available polystyrene nanospheres (PNs) are currently widely used as masks
for thin film deposition or pattern etching at a sub-micrometer scale.

Obtaining a nanostructure is usually just half of the challenge, as suitable char-
acterization techniques must be employed to study its properties or to measure or
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affect its characteristics as a function of some external controlling parameter (as
required in sensors and devices in general). Large area arrays of dots and antidots
prepared by self-assembling techniques ease the measurement processes as larger
areas and more material are available. However, the interpretation of data is usually
more difficult, as a long-range disorder makes results only statistically repeatable. In
the case of arrays of dots and antidots made of some magnetic material, the large ar-
eas provided by self-assembling techniques allow one to exploit with success some
common measurement setups. In particular:

• optical magnetometry, e.g. the magneto-optic Kerr effect (MOKE) is limited in
resolution by the wavelength of the light, usually in the visible region. As a con-
sequence, it is hardly useful for determining the domain configuration of true
nanostructures. However, in the case of large arrays of dots or antidots, collective
magnetization processes can be studied by means of MOKE systems, as they have
enough resolution to detect the individual nanostructures (dots or holes, with di-
ameters usually in the range of a few hundred nanometers) and a sufficiently wide
field of view to integrate a good signal. As a long-range ordering is usually lack-
ing in self-assembled patterns, a MOKE setup must be focused precisely on a
well-ordered area if orientation-dependent properties have to be investigated. If
this is not a requirement, averaged values over the different orientations of the pat-
tern due to the intrinsic long-range disorder originating from the self-assembling
technique can be acquired.

• conventional magnetometers (e.g. vibrating sample magnetometer, VSM, alter-
nating gradient field magnetometer, AGFM, superconducting quantum interfer-
ence device, SQUID) lack the sensitivity to characterize small arrays of nanos-
tructures, let alone individual nanostructures. However, if the preparation tech-
nique allows the covering of large surface areas (usually of the order of 1 mm2 or
more), conventional magnetometers have enough sensitivity to measure hystere-
sis loops or other magnetization curves, provided that suitable corrections for the
contributions of substrates and sample holders are applied. These magnetometers
are rather versatile, as they allow magnetization measurements as a function not
only of the applied magnetic field intensity, but also of its direction, of tempera-
ture and of time. They can measure magnetic properties only averaged over the
whole sample volume, and are not able to provide any information on the local
properties of the samples.

• magnetic force microscopy (MFM) is particularly well suited for the characteri-
zation of individual magnetic nanostructures or small arrays, provided that they
are not too small, as the MFM resolution is usually of the order of a few tens of
nanometers or more. However, in the case of large area patterns like those ob-
tained by self-assembling techniques, MFM can provide a useful bridge between
conventional magnetometry, which averages over the whole sample volume, and
the local properties of the sample (individual dots or antidot regions with a regular
pattern orientation).

• magnetoresistance (MR) measurements are a powerful technique for investigat-
ing both individual nanostructures and their arrays, as they usually have enough
sensitivity to detect the presence of even a single magnetic domain wall [27, 28].
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However, on individual nanostructures or on small arrays, electrical contacts have
to be provided by means of complex lithographic processes, sometimes involving
a step made with EBL followed by an additional step requiring optical lithogra-
phy. Consequently, the complexity of the system grows. On the contrary, large
area percolating nanostructures (like antidots) can be characterized by means of
MR measurements, at room temperature and as a function of temperature, without
a significant increase in complexity of the system. In fact, electrical contacts can
be more easily provided to nanostructures covering a few mm2 surface areas. Like
conventional magnetometry, MR measurements probe the magnetization of the
sample over its whole volume (or at least over the whole volume where the elec-
trical current flows); as a consequence, the intrinsic long-range disorder induced
by the self-assembling techniques must be taken into account when analysing the
data.

Within this context, in this chapter we will be focusing on dot and antidot arrays
of soft magnetic materials prepared by self-assembling polystyrene nanospheres
(PNs), which are used as masks for sputter deposition or sputter etching. The prepa-
ration technique will be described in detail in Sect. 7.2 for both dot and antidot
patterns. Magnetic domain configuration, magnetic properties and magnetoresis-
tance measurements will be discussed in Sects. 7.3 and 7.4 respectively for antidots
and dots. Some peculiar features of the studied nanopatterned systems will also be
discussed.

7.2 Self-Assembling

Polystyrene nanospheres are commercially available with diameters ranging in the
interval 100 nm–2 µm; additionally, there are several laboratory techniques for
preparing them with the desired average size. Nanospheres with a diameter distribu-
tion as monodisperse as possible can then be used to prepare 2D arrays of nanostruc-
tures on substrates and thin films by means of several techniques [25, 29–31]. The
samples studied in this chapter have been prepared by dispersing the nanospheres in
a water-based colloidal solution. The nanospheres form a monolayer at the liquid-
air interface, with a degree of order that can be controlled by affecting the repul-
sive forces of electrostatic origin among the nanospheres by adding alchool (which
controls the floating level of the nanospheres on water and improves their spread-
ing) and a surfactant (which promotes the aggregation of the nanoparticles into big
crystals, even if composed of domains with different orientations). The 2D crystal
developed at the liquid-air interface is then transferred to the substrate (which may
already have been coated with a thin film) by dipping it into the solution and lifting
it carefully. The solution then dries, and the 2D array of nanospheres remains on the
substrate.

Figure 7.1 shows a scanning electron microscope (SEM) image of a 2D array of
PNs on a Si substrate. The spheres have a diameter of 800 nm and form an array with
the hexagonal close-packed configuration, which maximizes their areal density. As
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Fig. 7.1 SEM image of
self-assembled PNs

Fig. 7.2 SEM image of a monolayer of PNs. The arrows and the selected regions indicate ‘grain
boundaries’, local disorder, point defects, as examples of possible defects of the lattice structure of
the monolayer

can be seen from the figure, well-ordered crystals are formed with a typical lateral
size of the order of 5–10 µm. ‘Grain boundaries’ develop between crystals with
different orientations, and disorder and defects can be seen, e.g. in Fig. 7.2. If the
solution in which the nanospheres are dispersed does not have the correct spreading



176 M. Coïsson et al.

Fig. 7.3 SEM image of a
very large portion of PNs, for
a sample with a bad
dispersion of the nanospheres.
Regions not covered by the
nanospheres can be seen, as
well as smaller regions with
two, three or more layers of
nanospheres

of the nanoparticles, or if the substrate is not sufficiently clean, in certain portions of
the sample the nanospheres can leave continuous portions of the substrate exposed,
or occasionally arrange into multilayers (see Fig. 7.3).

A reactive ion etching (RIE) process, consisting in exposing the nanospheres to
an oxygen plasma obtained by rf electromagnetic field ionization, attacks the surface
of the spheres, while preserving their arrangement on the substrate. After exposure
to an RIE process for a sufficiently long time (usually of the order of 100–300 s
with an rf power of the order of 50–100 W), the diameter of the nanospheres can be
reduced by 100–200 nm, while their center-to-center distance remains unchanged.
In this way, larger portions of the substrate can be exposed to subsequent processes
(such as sputter deposition or etching). Figure 7.4 shows a SEM image of an array
of 500 nm spheres which have been exposed to an RIE process; as a result, their
diameter is reduced to ≈400 nm, and significant portions of the substrate remain
exposed. It has to be noted that excessive RIE power or time may result in damage
to the nanospheres, which do not separate well and remain interconnected by small
‘bridges’ forming a percolating grid. These small ‘bridges’ may also result from
residual monomers of surfactant present in the initial solution. An example is shown
in Fig. 7.5. Depending on the applications, this effect may result in the deterioration
of the properties of the final device. Additionally, if the 2D crystal of nanospheres is
dispersed on a metallic film, exposure to an oxygen plasma may lead to undesired
oxidation of the metal, which must be taken into account.

As the array of nanospheres can be dispersed on a bare substrate, or on a sub-
strate on top of which a thin film (e.g. of some magnetic material) has already been
prepared (e.g. by sputtering or thermal evaporation), two kinds of structures can be
obtained. When the nanospheres are deposited on the bare substrate, RIE processing
can be used to reduce their diameter, and subsequently a material can be deposited
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Fig. 7.4 SEM image of PNs
reduced by means of RIE at
80 W for 3 minutes

Fig. 7.5 SEM image of PNs
reduced by means of RIE at
80 W for 2 minutes. Small
‘bridges’ connecting the
nanospheres are visible

in the form of a film. The resulting structure, after the nanospheres have been re-
moved by sonication or stripping, is an array of antidots, as shown in Fig. 7.6(a).
Conversely, when the nanospheres are deposited on a thin film, RIE processing can
be used to reduce their diameter and subsequently rf etching can be used to remove
the material which is not protected by the nanospheres. After their removal by son-
ication or stripping, a dot array is obtained, as shown in Fig. 7.6(b). Both processes
can be tailored with the optional RIE step. Antidot arrays are limited in thickness
to ≈30–40 nm, as the gaps among the nanospheres tend to fill on top of them dur-
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Fig. 7.6 Schematical representation of the preparation process of magnetic antidot (a) and dot (b)
arrays using self-assembling of PNs [32]

ing the sputtering process, thus preventing the deposition of thicker metallic layers.
In contrast, dot arrays can be obtained with fairly thick metallic layers, as the rf
etching process used for removing the excess metal hardly affects the polystyrene
nanospheres. Figures 7.7(a) and (b) show dot and antidot arrays with a thickness
of 30 nm and 40 nm respectively, obtained with the above described preparation
process.

7.3 Antidots

7.3.1 Domain Configuration

In magnetic antidot arrays prepared by self-assembling PNs, the magnetic domain
configuration as observed by MFM is heavily determined by the arrangements of
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Fig. 7.7 (a) SEM image of a dot array of Co (30 nm thick). (b) SEM image of an antidot array of
Ni (40 nm thick)

the holes in the film. An example is reported in Fig. 7.8, where the magnetic domain
configuration (obtained through MFM) is shown at selected applied field values.
The depicted region shows the interface between the patterned antidot array (on
the right side of each image) and the continuous film, not previously covered by the
nanospheres (on the left side of each image). A high contrast is visible between clear
and dark regions, which indicate portions of the film where the field generated by
the local magnetization points respectively away and toward the film. The magnetic
domain configuration preserves a well-defined order over a region involving a few
holes; then the orientation of the domains changes direction, even where the mor-
phological order is excellent over a much larger scale. Upon application of a mag-
netic field, the magnetic domain configuration rearranges, as shown in Fig. 7.8. The
applied field is not sufficient to saturate the sample, because of the high anisotropy
induced by the presence of the holes, but the magnetic domains tend to align to
the applied field and the degree of order of the magnetization patterns increases.
Upon removing the field, the sample returns to the magnetic remanence, which is
characterized by a more disordered domain configuration.

Another example, this time for a Ni antidot array, is shown in Fig. 7.9. Magnetic
domain patterns extending to a few adjacent holes are visible; also in this case, the
excellent order in the topography is not reflected in a long-range order of the mag-
netic configuration, which at the magnetic remanence appears to be irregular over a
scale of the order of 1–2 micrometers. The lower contrast with respect to Fig. 7.8 is
probably attributed to the lower saturation magnetization of Ni with respect to Co.

7.3.2 Magnetic and Magnetoresistive Properties

As described in Sect. 7.2, the preparation of antidot structures by means of
self-assembling PNs involves the deposition of the magnetic film on top of the
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Fig. 7.8 MFM images of the
interface between a
continuous 25 nm thick Co
film and an antidot array
made of the same material.
The images are taken at
different applied magnetic
field values. The field is
applied along the horizontal
axis

nanospheres. The magnetic material will cover the substrate in between the nanopar-
ticles and will deposit on top of them, eventually filling the gaps among them. As
a consequence, before removing the nanospheres, two magnetic layers actually ex-
ist: the antidot structure on the substrate, and the film on top of the nanoparticles,
as depicted in Fig. 7.10. Hysteresis loops measured on a Co film before and after
the removal of the nanospheres with the top magnetic layer are shown in Fig. 7.11.
The saturating moment decreases after sonicating or stripping, as the material on
top of the nanospheres is removed. The coercive field remains approximately con-
stant, indicating that the reversal mechanisms are dominated by the antidot struc-
ture. However, the approach to saturation is very different before and after removal
of the nanoparticles. Prior to sonication or stripping, a much harder magnetic phase
is observed. Since the material is indeed the same as that which constitutes the un-
derlying antidot structure, the much larger anisotropy of the topmost layer should
be ascribed to its shape, which is strongly non-planar as the metallic film will coat
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Fig. 7.9 Atomic force microscopy, AFM (a) and MFM (b) image of an antidot array of Ni (thick-
ness: 25 nm)

Fig. 7.10 Schematic
representation of antidot
preparation. (a) The magnetic
material is deposited on the
substrate and on top of the
spheres. (b) The spheres are
removed and the antidot
structure remains

the nanoparticles with a variable thickness, as schematically shown in Fig. 7.10 and
also reported in Refs. [33–35].

The magnetization processes and thus the loops’ shape at room temperature are
affected by the geometrical properties of the samples (center-to-center distance and
diameter of the holes), but the specific choice of the magnetic material still has some
influence, as evidenced for example in Fig. 7.12, where hysteresis loops of selected
Ni, Co, Ni80Fe20 and Fe73.5Cu1Nb3Si13.5B9 antidot arrays are reported. In all cases,
a rather large coercive field is observed (tens of oersteds, up to more than 100 Oe
for the Co sample), which can be attributed to the antidot array, where the holes
act as ‘defects’ in the thin films which induce an anisotropy and ‘pin’ the domain
walls through the creation of free poles at the borders of the holes. Additionally,
the approach to saturation is rather slow, requiring a relatively large magnetic field
to fully rotate the magnetization parallel to the applied magnetic field. Conversely,
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Fig. 7.11 Hysteresis loops of
an antidot array of Co
(thickness: 25 nm). Black
curve: as deposited film (as in
Fig. 7.10(a)). Blue curve:
after spheres removal (as in
Fig. 7.10(b))

Fig. 7.12 Room temperature hysteresis loops of antidot arrays of several different compositions,
normalized at their respective saturation magnetization values

there is no variation of the loops’ shape when applying the magnetic field along
different directions in the film plane. This is a consequence of the long-range dis-
order of the antidot array, which causes an averaging out of the local anisotropy
directions determined by the hexagonal close-packed arrangement of the holes. For
the antidots presented in Fig. 7.12, Co has the highest coercive field, whereas the
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Fig. 7.13 Sketch of the
geometrical configurations
exploited to measure the MR
(grey: substrate; blue:
antidotted thin film; red: Cu
contacts). (a) Longitudinal:
H parallel to the electrical
current flow; (b) transverse:
H perpendicular to the
electrical current flow;
(c) perpendicular:
H perpendicular to the
electrical current flow and to
the film plane [38]

Fe73.5Cu1Nb3Si13.5B9 amorphous alloy has the lowest coercive field and the highest
magnetic permeability.

A closer look at the actual magnetization processes in these antidot arrays can be
obtained by means of magnetoresistance measurements. The dominant effect is the
anisotropic magnetoresistance (AMR); phenomenologically, where AMR is present,
a lower resistance value is observed when the electric current flows in the sample
along a direction which is perpendicular to that of the magnetization; conversely,
a higher resistance value is measured when the electrical current flows parallel to
the magnetization vector. Usually, the direction of the current is kept constant and
the magnetization is aligned along different directions through the application of
a magnetic field. In this way, a varying resistance is observed as a function of the
applied field.

Special care has to be taken when injecting the current in the antidot array, as the
direction of the current must be well known in order to avoid incorrect interpretation
of the data. In fact, as discussed e.g. in Ref. [36], point contacts are not suitable in
antidot systems, as a significant portion of the path of the current is not going to flow
in the desired direction. Contacts that ensure injection of the current along the whole
sample width are necessary. Additionally, three different geometries can be defined,
according to Fig. 7.13: ‘longitudinal’ means that the current and the applied field
are parallel, ‘transverse’ means that the current and the applied field are orthogonal
but both in the sample plane, ‘perpendicular’ means that the current and the applied
field are orthogonal and the applied field is perpendicular to the sample plane.
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Fig. 7.14
(a) Magnetoresistance curves
of Ni80Fe20 antidot arrays at
selected temperatures.
(b) Corresponding hysteresis
loops

A set of MR curves taken at different temperatures in the longitudinal config-
uration is reported in Fig. 7.14. Figure 7.14(b) shows the corresponding hystere-
sis loops. The typical AMR behavior is observed: at high field, where saturation
is achieved, the magnetization is parallel to the applied field, and since the mea-
surements are performed in the longitudinal configuration it is also parallel to the
current. In this condition, a higher resistance value is measured. When the field is
reduced, the magnetization starts to deviate from the direction of the field (and thus
of the current), resulting in a reduced resistance value. The condition of maximum
(statistical) misalignment between the magnetization and the current is reached at
the coercive field, which in fact corresponds to the minimum of the MR curves (see
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Fig. 7.15 MR curves
measured at 5 K of an antidot
array of Ni80Fe20 in the three
different configurations
described in Fig. 7.13 [38]

Figs. 7.14(a) and (b) for a comparison of the coercive field and of the MR curves
minima). The hysteresis present in the magnetization curves is reflected into the
MR measurements, as the minimum at H < 0 is reached when the field is reduced
from positive saturation, and the minimum at H > 0 is reached when the field is
increased from negative saturation. At sufficiently high fields a reduction of the re-
sistance is observed (see Fig. 7.14(a)), which can be explained in terms of the effect
of magnetic field on spin-disorder scattering in three-dimensional metals and alloys,
otherwise called magnon MR [37].

MR curves measured at 5 K in the three geometries defined in Fig. 7.13 are
reported in Fig. 7.15 for a Ni80Fe20 film. The longitudinal and transverse configu-
rations display opposite behavior, as the relative orientation of current and magne-
tization with the application of a magnetic field is reversed. In the transverse con-
figuration, a sufficiently high magnetic field saturates the sample along a direction
perpendicular to that of the current, resulting in a low resistance value, whereas
when the field is reduced the progressive misalignment of the magnetization with
respect to the field increases the probability of the local magnetization lying parallel
to the current, thus resulting in an increase of the resistance value. The perpendicular
configuration, contrary to what is expected, does not show a monotonic decreasing
behavior, indicating that the magnetization process when the field is applied perpen-
dicular to the sample plane is rather complex and does not involve only rotations.
Indeed, with respect to the transverse configuration, the field at which the maximum
resistance value is observed is much larger, in agreement with the higher demag-
netizing field, but some hysteresis is observed in correspondence to the maxima,
indicating that an equilibrium domain configuration is reached at those field values
which depends on the previous field history.
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Fig. 7.16 Hysteresis loops of
a Co antidot structure,
measured at selected
temperatures, after cooling
from room temperature under
a magnetic field of −1000 Oe
[40]

7.3.3 Exchange Bias at Low Temperature

The relatively low thickness of the thin films patterned with an antidot geometry
makes them prone to the effects of a possible oxide layer which can develop at
their surface because of natural oxidation due to exposure to air. Consequences of
this oxidation are detectable on the magnetic and magnetoresistive properties of the
antidot arrays, provided that two conditions are fulfilled: (i) the magnetic material
should spontaneously oxidize in air, and (ii) the developed oxide should be antifer-
romagnetic (at least at some temperatures). Both conditions are fulfilled by Co, at
temperatures below ambient.

The top Co oxide layer, which below its Néel temperature is antiferromagnetic,
pins the magnetization of the bottom Co layer, thus giving rise to an exchange bias
effect [39]. Figure 7.16 shows selected low temperature hysteresis loops of a Co
antidot array cooled from room temperature under the application of a field equal to
−1000 Oe. The resulting exchange bias effect is positive (its sign can be reversed if
the sign of the cooling field is reversed), as can be envisaged by the asymmetry of
the loops. The exchange bias progressively reduces on increasing the temperature,
until at approximately 150 K it disappears, marking that the Néel temperature of the
top Co oxide layer has been overcome [40]. A more accurate estimation of the Néel
temperature of the top Co oxide layer can be obtained by performing magnetization
measurements as a function of temperature, under a relatively small magnetic field
(+250 Oe), in two different conditions: (i) after the sample has been cooled from
room temperature under an applied field of −1000 Oe and (ii) after the sample has
been cooled from room temperature under an applied field of +1000 Oe. Thus, in
the two conditions the signs of the measurement and of the cooling field are one
time the same and the other time opposite. The results are shown in Fig. 7.17. When
the measurement field has the same sign as the cooling field, no significant features
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Fig. 7.17 M vs. T curves of
a Co antidot array. Red curve:
cooling and measurement
fields have the same sign.
Blue curve: cooling and
measurement fields have
opposite signs [40]

of the M vs. T can be observed besides the expected reduction of the magnetiza-
tion with increasing temperature. Conversely, when the measurement and cooling
fields have opposite sign, the exchange bias effect results in a magnetization which
is negative at low temperature, and progressively increases as the interaction of the
Co bottom layer with the top Co oxide layer becomes weaker. When the Néel tem-
perature of the Co oxide layer is reached, the exchange bias effect vanishes, and the
curve superimposes with that obtained in the first case.

The exchange bias effect can be observed on the same sample also through
magnetoresistance measurements, which are reported at selected temperatures in
Fig. 7.18 in the low-field region. The asymmetry of the resistance minima, which
correspond to the coercive fields, is clearly seen to reduce on increasing temperature,
and to vanish at approximately 150 K. The exchange bias field can be calculated
from both hysteresis loops and MR curves, and plotted as a function of temperature.
The results are perfectly consistent and are shown in Fig. 7.19, which also confirms
150 K as the Néel temperature of the top Co oxide layer.

7.4 Dots

7.4.1 Domain Configuration

An array of dots made of Ni80Fe20 with a diameter of ≈400 nm and a center-to-
center distance of 500 nm and arranged in a hexagonal close-packed configuration
is shown in Fig. 7.20 in a SEM image of a sample with a thickness value of 30 nm.
In Fig. 7.21 similar dots are shown, made of Co, with a slightly smaller diameter
(≈370 nm) and the same center-to-center distance. Both images confirm that in



188 M. Coïsson et al.

Fig. 7.18 Magnetoresistance
curves of a Co antidot array,
in the low-field region, at
selected temperatures. The
resistance variation has been
normalized to its lowest value
to ease comparison of the
different curves. The bars
below each panel visually
indicate the bias of the curves
with respect to H = 0 [40]

relatively small surface areas the arrays are well ordered, although small variations
in the initial diameter of the nanospheres affect the degree of order of the pattern, as
in the case of the Co dots.

A typical magnetic domain configuration is shown in Fig. 7.22, where an MFM
image and an AFM image of the same region are presented side by side. In spite
of the simple dot geometry, the possibility to create dots with small gaps among
them favors magnetic interactions which are responsible for the observed complex
domain configuration. In the bottom part of the MFM image of Fig. 7.22, which
is taken at the magnetic remanence, some vortices can be observed, as expected in
non-interacting magnetic dots of this size. However, in other portions of the image
larger scale domains, involving groups of dots, or different domain configurations
within individual dots can be detected, indicating that the magnetization processes
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Fig. 7.19 Temperature
dependence of the exchange
bias field for the Co antidots
sample, estimated by means
of hysteresis loops (full
squares) and
magnetoresistance
measurements (open squares)
[40]

Fig. 7.20 SEM image of a
Ni80Fe20 dot array with a
thickness of 30 nm [41]

in these samples are rather complex. This will be confirmed by hysteresis loop mea-
surements, as will be discussed in the next section.

7.4.2 Magnetic and Magnetoresistive Properties

Hysteresis loops measured on the dot arrays shown in Figs. 7.20 and 7.21 are re-
ported in Figs. 7.23 and 7.24 respectively. In both cases the typical features of a
magnetization reversal involving the nucleation and expulsion of a vortex can be
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Fig. 7.21 SEM image of a
Co dot array with a thickness
of 30 nm [41]

Fig. 7.22 (a) AFM image of Ni80Fe20 dot arrays (thickness: 30 nm). (b) MFM image of the same
region taken at the magnetic remanence [41]

observed. These are dominant in the thinner films; the thicker ones display an addi-
tional contribution at low fields characterized by a higher permeability, which gives
the loops a clear two-phase behavior. As discussed in Sect. 7.1, the magnetometers,
like the AGFM, used for these loop measurements characterize the whole sample
volume, and the results are thus affected by inhomogeneities in the samples which
appear as additional contributions to the loops’ shape. In the case of the thicker sam-
ples, the softer phase at low fields could be originated by portions of a continuous
magnetic film in some parts of the samples, due to a lack of coverage of those areas
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Fig. 7.23 Room temperature
magnetization curves
measured on Ni80Fe20 dot
arrays having different
thicknesses [41]

Fig. 7.24 Room temperature
magnetization curves
measured on Co dot arrays
having different thicknesses
[41]

by the PNs, or to an incomplete etching process (see Sect. 7.2) which has not com-
pletely removed the magnetic material among the dots, leaving a very thin base layer
which connects the dots. This second hypothesis could justify the fact that such fea-
tures are observed only in thicker samples, where the etching time is longer and a
complete removal of the material could be more difficult, and is consistent with the
complex domain configuration discussed in Fig. 7.22: magnetic interactions among
the dots would certainly be favored by the presence of a continuous magnetic layer
below them.
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Fig. 7.25 Schematic representation of the process for preparing a dot array with contacts for mag-
netoresistance measurements. (a) Copper base + magnetic material in rectangular shape. (b) De-
position of nanospheres on the whole substrate. (c) Masking of the rectangular region with the
magnetic material, RIE and plasma etching. (d) Removal of the nanospheres. (e) Deposition of
copper electrical contacts for magnetoresistance measurements

The presence of a continuous conductive layer below the dots can be exploited for
measuring magnetoresistance curves of arrays of dots prepared by self-assembling
of PNs. The preparation process is shown schematically in Fig. 7.25. A bottom Cu
layer as thin as possible is prepared: it should be thin enough to ensure that the
diffusion length of the conduction electrons exceeds the thickness of the layer, but
thick enough to ensure that it is continuous. In our case, the Cu layer is ≈3 nm
thick. On top of it, the desired magnetic material is sputtered. Suitable techniques,
such as EBL, optical lithography or mechanical masking during the deposition pro-
cess need to be employed to shape the Cu-magnetic material bilayer into a rect-
angle (Fig. 7.25(a)). If a lift-off process is used, the resist with the bilayer on top
of it should not be removed during this step. The nanospheres are then deposited
on top of the whole substrate (Fig. 7.25(b)). A mask is then used to shade all the
substrate except for the rectangular region with the Cu-magnetic material bilayer.
If the rectangular region was prepared through a lift-off lithographic process, the
resist used for it actually plays the role of the mask, since it was not removed in
step (a) (Fig. 7.25(c)). With this masking, RIE can be used to reduce the diame-
ter of the nanoparticles on top of the magnetic material, and plasma etching can
be used to remove the excess magnetic material among them. The plasma etching
rate needs to be carefully calibrated so that this step does not leave a continuous
magnetic layer among the nanoparticles, but does not remove the Cu underlayer ei-
ther. The nanoparticles can then be removed and the resist with the metallic bilayer
on top (if used in step (a)), can be removed, thus completing the lift-off process.
At the end, just a rectangular Cu underlayer with the magnetic dots on top of it
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Fig. 7.26 MR curves at
selected temperatures of a dot
array of Co prepared
according to the scheme
reported in Fig. 7.25

remains on the substrate (Fig. 7.25(d)). Electrical contacts can then be deposited
on top (Fig. 7.25(e)), much as in the case of antidot systems, and magnetoresistance
measurements can be carried out. If the diffusion length of the electron is longer than
the bottom conductive layer thickness, the conduction electrons will diffuse into the
magnetic dots, and become polarized by the magnetic material. The resistance vs.
field curves will then be affected by the relative orientation of the current and the
magnetization of the dots (AMR effect), and possibly by the relative orientation of
the magnetization between two adjacent dots (giant magnetoresistance, GMR, ef-
fect). Representative MR curves taken at different temperatures on a Co dot array
40 nm thick are shown in Fig. 7.26, in the low-field region. The magnetoresistive
properties in the low-field region are almost independent of temperature; this fact
suggests that Fig. 7.26 depicts an AMR effect directly linked to the magnetization
reversal in the individual dots.

7.5 Conclusions

Self-assembling of polystyrene nanospheres is a powerful technique for patterning
large areas (several mm2) while keeping costs and processing time to a minimum.
Compared to other techniques able to pattern large areas, like deep UV or X-ray
lithography, self-assembling of nanospheres is much less expensive and does not
require complex technologies or experimental setups. However, the degree of order
that can be achieved in the dot and antidot structures is limited to a few microme-
ters, so only a statistical repeatability of the samples can be achieved. The prepa-
ration conditions need to be carefully controlled in order to prepare good mono-
layers of nanospheres; otherwise regions of the sample will not be covered by the
nanospheres, and other regions will be covered by multilayers, thus leading to non-
uniform properties of the final magnetic sample.
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The advantage of having a pattern that covers a large area is that commonly
available characterization techniques can be used to study the magnetic and elec-
tric properties of dot and antidot arrays prepared by means of the self-assembling
of nanospheres. Several examples of magnetic domain patterns, hysteresis loops
and magnetoresistance measurements have been presented, which demonstrate that
complex physical processes occur in this kind of system, which concerns magneti-
zation reversal and magneto-transport properties.
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Chapter 8
Magnetic Nanoparticle Hyperthermia
Treatment of Tumours

Chris Binns

Abstract Magnetic nanoparticle hyperthermia (MNH) treatment of tumours is at
an advanced stage of development, having been through phase I human clinical
trials and currently being tested in phase II in combination with other therapies.
There is some way to go in order to achieve its original promise as a stand-alone,
symptom-free treatment, but recent developments in the synthesis of a new genera-
tion of magnetic nanoparticles with a very high heating performance have brought
this closer. This chapter presents the general concept of MNH and describes the
heating mechanisms and limitations of currently available ferrofluids. The potential
of new nanoparticles to overcome these barriers is discussed.

8.1 Background

The observation that hyperthermia can regress tumours is certainly not new. The first
written record can be found in the Edwin Smith Papyrus that originates from around
1500 BC [1], though there is evidence that the papyrus is a copy of a much older
text. Hippocrates, the father of modern medicine, working around 400 BC, was a
great believer in treating disease by heat, and it is claimed that he treated breast
and skin cancers using hyperthermia. Throughout the history of clinical medicine
systemic heating of the whole body or regions of the body, induced by external heat
sources such as hot baths, hot wax, or burying patients in hot mud, has been used to
treat tumours [2]. Alternatively, from the nineteenth century, there were experiments
in the use of pathogens to induce fever and regress tumours with some reports of
success [3].

Raising the temperature of cells to around 42 °C has a number of effects including
denaturing of proteins and restructuring cell membranes so they become pervious,
and the release of heat shock proteins. The entire basis for systemic heating regress-
ing tumours is that they are more sensitive to increases in temperature than healthy
cells. This is not necessarily due to cancer cells being intrinsically more sensitive,
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though this is sometimes the case. A more important factor is that in vivo the ab-
normal vasculature around a tumour limits heat loss by blood perfusion from the
region so it tends to become a hot spot. In addition there is poor nutrient supply, so
acidosis and hypoxia further increase the sensitivity of the tumour region to rises in
temperature [4].

The abiding problem with systemic heating is that it is non-specific and involves
a delicate balancing act between treating the tumour and causing widespread tis-
sue damage. Interest remains however because systemic hyperthermia is a useful
tool to increase the effectiveness of chemotherapy due to pre-stressing the tumour
and increasing the permeability of cell membranes to drugs. In clinical trials, im-
proved response rates were reported for the treatment of cancers when systemic
hyperthermia was used in combination with doxorubicin and cyclophosphamide [5]
or BCNU [6]. Introducing chemotherapy also produces the well-known side effects
of these drugs, so it remains a goal for hyperthermia to be effective as a stand-alone
therapy with its potential as a low morbidity treatment.

In order for hyperthermia to become an effective tool on its own it needs to uti-
lize technologies that ensure that the only heated region is the tumour itself, and this
has led to the development of high intensity focused ultrasound (HIFU) and focused
microwave therapy (FMT). HIFU brings ultrasonic waves into a sharp focus of the
order of millimetres in which there is sufficient energy density to heat and ablate
tissue. The focus is then scanned over the volume of the tumour. Its mode of oper-
ation is not quite the same as hyperthermia in that the temperature reached within
the focus is higher than the therapeutic threshold of 42 °C. The method has been
found to be effective in the treatment of some cancers including prostate [7], liver,
pancreatic, kidney and bladder but is ineffective for brain and lung cancers. FMT
also generates temperatures in the ablation (>50 °C) as opposed to hyperthermia
range and has been found to be particularly effective for breast cancer [8].

The most advanced hyperthermia method uses nanotechnology in a magic bul-
let approach that attaches molecular-sized heaters only to cancer cells, which are
then heated by an external stimulation to which normal biological tissue is transpar-
ent. Methods include gold nanoshells [9], nanorods [10] and carbon nanotubes [11]
heated by near infrared radiation, which is able to penetrate up to a centimetre into
tissue or, for deep tumours, magnetic nanoparticles heated by an applied oscillating
magnetic field. The latter variant of this technology is the most highly developed,
having reached human clinical trials [12–15]. In magnetic nanoparticle hyperther-
mia (MNH) a ferrofluid containing magnetic nanoparticles is introduced into the tu-
mour and the heating stimulation is by oscillating magnetic fields at frequencies of
around 100 kHz, at which absorption of energy by normal tissue is extremely small.
This chapter will focus on MNH, discussing the limitations and what improvements
are required in the nanoparticles to improve the method.

The excitement surrounding MNH is that if it could be made to work as a
stand-alone therapy, it offers the promise of a low morbidity and generic treatment.
Phase I clinical trials of the treatment of prostate cancer by MHN alone [13] demon-
strated no systemic toxicity and only a temporary impairment of quality of life.
A general conclusion however is that currently it is not possible with the available
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nanoparticles, based on maghemite (Fe2O3), to produce a sufficient temperature
rise throughout the entire volume of a tumour without using an unsafe applied field
energy. Clinical trials are currently focused on combining MNH with other treat-
ment methods [15]. MNH applied to mice, in which, because of the small volume,
higher field-frequency values can be used, has demonstrated complete tumour re-
gression [16], indicating that MNH as a stand-alone therapy is possible, at least in
principle.

One major limitation in attempting to reach a suitable temperature within the tu-
mour is that the applied field and frequency combination must be such that diamag-
netic tissue is not directly heated by the applied field. Originally this was taken as
the Atkinson–Brezovich limit [17, 18], which, in its simplest form, can be expressed
as the field-frequency (H × f ) product of 4.85 × 108 A m−1 s−1, though the actual
safe value depends on the area of application in the body. For example a region
in which there is a complex morphology of tissue and bone will have many local
changes of refractive index, which generates internal reflections of the applied field
and hotspots. Thus prostate cancers have to be treated with applied field-frequency
values significantly below the Atkinson–Brezovich limit. On the other hand, brain
tumours that are surrounded by homogenous tissue can be treated with a higher field
excitation.

The limit on the applied field demands a high heating performance of the mag-
netic nanoparticles, and with the currently available material it is difficult to achieve
a sufficient particle density in every part of the tumour to achieve a therapeutic tem-
perature rise with a safe applied field. The heating power generated by a given mass
of nanoparticles in W/g is denoted the specific absorption rate (SAR), and to put
it simply, future development of MNH is reliant on developing nanoparticles with
a much higher SAR. There are currently several new nanoparticle synthesis meth-
ods becoming available that generate SAR values up to a factor of 10 greater than
Fe2O3, and the remainder of the chapter is devoted to high-performance nanoparti-
cles for MNH with an emphasis on gas-phase synthesis. This is the most versatile
and has so far produced the highest recorded SAR values. In the next section the
mechanisms by which magnetic nanoparticles generate heat will be examined, and
the important parameters that determine SAR values will be discussed.

8.2 Heating by Magnetic Nanoparticles

We begin with the most widely used model based on Néel–Brown relaxation and
described by Rosensweig [19]. Although this model has been superseded, it is a
useful starting point to examine the effects of various parameters on heating effi-
ciency.

The model is based on two heating mechanisms: the Brownian mechanism due to
the stochastic vibrations in the surrounding environment and the Néel mechanism
due to the magnetization vector rotating within the nanoparticle. The two mecha-
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Fig. 8.1 Brownian and Néel
heating mechanisms and their
associated time constants τB

and τN . τB is a function of
the medium viscosity and the
total hydrodynamic volume
of the nanoparticles, while τN

depends on just the magnetic
volume, the anisotropy of the
material and the natural time
constant of the magnetic
moment

nisms introduce time constants into the motion of the nanoparticle magnetization
vector labelled τB and τN respectively. These are given by

τB = 3ηVH

kT
, (8.1)

where η is the medium viscosity and VH is the hydrodynamic volume (magnetic
core plus any shell) of the nanoparticle, and

τN =
√

π

2
τ0

eΓ

Γ 3/2
with Γ = KVM

kT
(8.2)

where VM is the volume of the magnetic core, K is the anisotropy constant of the
magnetic material and τ0 is the natural time constant of the magnetic moment (high
temperature rotation limit). See Fig. 8.1.

If an oscillating magnetic field is applied to the nanoparticle, the time constants
introduce a phase lag between the magnetic moment and the field, which pumps
energy into the system as the vector rotates. The two time constants are combined
to give a single time constant:

1

τ
= 1

τB

+ 1

τN

(8.3)

For an applied magnetic field given by

H(t) = H0 cosωt

the imaginary (lossy) part of the complex susceptibility is given by

χ ′′ = ωτ

1 + (ωτ)2
χ0 (8.4)

where χ0 is the temperature-dependent susceptibility of the nanoparticle assembly
and contains the volume fraction of magnetic material in the fluid. Generally, for
calculating the SAR values intrinsic to the material the volume fraction is set to 1.
For superparamagnetic nanoparticles, χ0 is described by a Langevin function and
the power generated is given by

P = μ0πf H 2
0 χ ′′. (8.5)
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Fig. 8.2 SAR of maghemite nanoparticles calculated using the relaxation theory of Rosensweig
[19] for Néel relaxation only (filled circles) and both Brownian and Néel relaxation (open circles).
The parameters used for maghemite are MS = 4.5 × 105 A m−1 and K = 4.7 × 104 J m−3. The
grey line shows the effect of adding a 1 nm thick non-magnetic shell to the nanoparticles, which
only affects Brownian heating. The viscosity of the fluid is assumed to be that of blood

So in summary the three main parameters of the nanoparticles that determine their
SAR are their size (both hydrodynamic and magnetic volume), which determines
the time constants τB and τN , the anisotropy constant of the magnetic material,
which determines τN and the saturation magnetization of the magnetic material,
which determines χ0 at a given temperature.

For suspended nanoparticles in a fluid it is clear that both Brownian and Néel
mechanisms will contribute fully, but it is not clear how the Brownian mechanism
will be affected in the case of biologically targeted nanoparticles anchored to a cell.
The difference in SAR for the Brownian mechanism present and absent is demon-
strated in Fig. 8.2, which shows the results of a calculation using the Rosensweig
relaxation model for the case of both Brownian and Néel contributions and the Néel
contribution only with an applied field at 100 kHz and an amplitude of 4850 A m−1

(so H × f is at the Atkinson–Brezovich limit). Also shown is the effect of a 1 nm
thick non-magnetic shell, which makes a contribution to τB only.

It is evident that switching off the Brownian mechanism drops the peak SAR
by a factor of 2 and also produces a much sharper dependence on particle size.
It is also evident from both curves that good size control is essential in obtaining
the peak value of SAR. The magnetic parameters used in the calculation are those
published for maghemite [20]; that is, the saturation magnetization is MS = 4.5 ×
105 A m−1 and the anisotropy constant is K = 4.7 × 104 J m−3. Also, the viscosity
used for the fluid was that of blood to gain at least an indication of the behaviour in
vivo.

The nanoparticle size for maximum SAR changes with the frequency of the exci-
tation field, but the dependence is not a simple one, as the balance between Brownian
and Néel heating changes with frequency. In general the optimum size decreases as
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Fig. 8.3 SAR vs. particle size for different field excitation frequencies for maghemite (Fe2O3)
nanoparticles. Generally as the frequency increases the optimum particle size decreases, but com-
parison between the 100 and 300 kHz curves shows that at higher frequencies the Néel peak be-
comes dominant. The inset shows the nanoparticle size for optimum SAR as a function of exci-
tation frequency; the step between 200 and 300 kHz is due to the changeover between dominant
mechanisms. Both curves are for H × f values at the Atkinson–Brezovich limit, so the field am-
plitude at 300 kHz is 1/3 that at 100 kHz

the frequency increases but, as shown in Fig. 8.3 for excitation at 100 and 300 kHz,
at the higher frequency the peak SAR jumps to the Néel peak. This is reflected by
the drop in optimum particle size vs. frequency shown in the inset.

Having verified the importance of nanoparticle size for different heating mecha-
nisms, we turn to the magnetic material used. In this case there are two parameters
to adjust, that is, the anisotropy constant, K and the saturation magnetization, MS .
Currently there is only one material licensed for medical use, that is, maghemite
(Fe2O3), but as described below a number of new types of magnetic nanoparticles
are being synthesized, and there is now the ability to control K and MS over a wide
range. Note that K can be controlled by changing the nanoparticle shape as well as
the material.

The effect of the anisotropy is, again, complicated by the changeover be-
tween heating mechanisms. Figure 8.4 shows how the SAR curve vs. particle
size for maghemite (Fe2O3) nanoparticles changes as the anisotropy is varied be-
tween 4.7 × 104 J m−3 (the measured value for maghemite nanoparticles [20])
and 1.5 × 104 J m−3 for an excitation field of frequency 100 kHz and amplitude
4850 A m−1. As the anisotropy is reduced the Néel mechanism becomes more dom-
inant and also increases the SAR, but not by a significant amount. It is easier to
conceive of methods to increase the anisotropy, but this has a small effect on the
curve.

According to the Rosensweig model, the dependence of SAR on the material sat-
uration magnetization (MS ), shown in Fig. 8.5, is simple and clear: there is an almost
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Fig. 8.4 SAR vs. particle
size curve for maghemite
(Fe2O3) nanoparticles with
different anisotropy
constants. Open circles:
K = 4.7 × 104 J m−3 (the
measured value [20]), filled
circles:
K = 2.35 × 104 J m−3, grey
line K = 1.5 × 104 J m−3.
The excitation field was
100 kHz at 4850 A m−1

Fig. 8.5 Dependence of SAR on the saturation magnetization, MS , of the material in the nanopar-
ticles. The anisotropy constant, K , and MS for Fe2O3 nanoparticles were taken from [20]. The K

value for Fe nanoparticles was taken from [21] and the bulk MS was assumed. For FeCo the K

value for Fe nanoparticles and the bulk MS value was used. For the MS values between Fe2O3 and
pure Fe, the K value and material density were interpolated between the endpoints. The excitation
field was 100 kHz at 4850 A m−1

linear dependence between SAR and MS . The values of K and MS (4.7×104 J m−3

and 4.5 × 105 A m−1) for Fe2O3 nanoparticles were taken from [20], the K value
for Fe nanoparticles (2 × 105 J m−3) was taken from Binns et al. [21] and the
bulk Fe MS (1.77 × 106 A m−1) was assumed. For FeCo nanoparticles, we as-
sumed the same K value as for Fe and used the bulk FeCo saturation magnetiza-
tion (1.95 × 106 A m−1) as demonstrated for 12 nm diameter FeCo nanoparticles
by Kleibert et al. [22]. For the values of MS between Fe2O3 and pure Fe we inter-
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polated the density and anisotropy constant between the two material endpoints. As
discussed above, the anisotropy constant only plays a role if it can be changed by a
large amount.

A problem in comparing nanoparticles used by different groups is that reports
of SAR use different field excitation frequencies and amplitudes, often far above
the Atkinson–Brezovich limit, and it is not clear how to scale them to produce a
comparison of the fundamental performance of the material. A scheme that has been
suggested by Kallumadil et al. [23] is to convert the measured SAR to an intrinsic
loss parameter (ILP) defined by

ILP = SAR

H 2f
(8.6)

where H and f are the amplitude and frequency of the excitation field respectively.
This normalizes out the H 2f dependence of SAR (see (8.5)) and should depend
only on the performance of the material. This is a helpful tool and has been used to
compare the performance of a number of commercial magnetic colloids for hyper-
thermia [23]. We also use the ILP in our comparisons of different materials below,
but it is not always valid as heating by magnetic nanoparticles may not be described
by (8.5).

Recently, the limitations of the Néel–Brown relaxation model have been dis-
cussed [24, 25] and new models developed that introduce additional heating mech-
anisms. The fundamental assumptions in the linear theory discussed above are that

KV � kT

and

H < 3kT /(μ0MSV )

where V is the volume of the nanoparticles. The first condition is satisfied for all
the systems considered above, but the second is satisfied only in certain applied
field/particle size ranges. In addition to the second condition the particles should
also be superparamagnetic (i.e. not blocked) on the timescale of 1/f of the applied
field. The region of validity of the linear theory as a function of field and particle
size has been summarized by Hergt et al. [25] and is shown by the hatched region in
Fig. 8.6. The field/particle size parameter space mapped by the calculations shown
so far is shown by the shaded rectangle, which extends beyond the region of valid-
ity, showing that for the larger particles we need to consider non-linear hysteresis
effects. Note that for pure Fe nanoparticles for which K is larger than for Fe2O3,
the superparamagnetic zone limits at smaller particle sizes.

The model developed by Hergt et al. [24, 25] is valid for the size range from
superparamagnetic to multidomain particles and for large applied fields. A selection
of results is shown in Fig. 8.7 for maghemite nanoparticles with diameters up to
54 nm and with applied fields up to 3 × 104 A m−1. Superimposed on the data is an
earlier calculation by Fortin et al. [26] with an applied field of 2.5×104 A m−1 using
the linear relaxation model, which shows a single peak at a diameter of about 15 nm
in agreement with Figs. 8.2 and 8.3 above. The new model reproduces the linear
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Fig. 8.6 Validity of linear
Néel–Brown relaxation
theory from Hergt et al. [25].
The hatched region shows the
range of applied fields and
particle sizes for which the
linear theory is valid, whereas
the calculations shown so far
are encompassed in the
shaded rectangle. Clearly for
the parameter space
considered the theory needs
to be extended for non-linear
hysteresis effects.
Reproduced from [25] with
permission from the IOP

Fig. 8.7 Heat produced by
Fe2O3 nanoparticles
according to the model
developed by Hergt et al.
[24, 25] that includes
non-linear hysteresis losses as
a function of applied field
amplitude and particle size.
The dashed curve shows a
calculation using the linear
theory performed by Fortin et
al. [26] for an applied field
amplitude of
2.5 × 104 A m−1.
Reproduced from [25] with
permission from the IOP

peak but with a higher value of SAR; however, it also shows that with increasing
particle size the SAR value increases once more to a much higher plateau. The new
work has had a significant impact on the discussion of particle size/field regimes
required for optimum heating. Whereas the general opinion was that it was better
to focus on small particles and very high excitation frequencies, up to 1 MHz, the
calculations in [24] show that relatively large particles up to 50 nm in diameter
are preferable. Large particles produce optimum power at relatively low frequencies
(generally <100 KHz), which can be compensated by increasing the field amplitude,
within the constraints of the Atkinson–Brezovich limit.

To summarize the findings so far, in order to maximize the SAR of the nanoparti-
cle suspension the primary parameter is the saturation magnetization of the nanopar-
ticles. Thus it is important to synthesize nanoparticles that have pure metal cores,
though clearly they will require a biocompatible shell that renders them non-toxic
and also protects the core from oxidation. Control over the anisotropy can also in-
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crease performance within specific ranges of frequency and particle size. It appears
from models that include hysteresis losses that, contrary to the general thinking,
the maximum performance could be obtained from relatively large particles at low
frequency and high field amplitudes. It is also apparent that the commonly used
linear relaxation model may produce a significant underestimate of the heating per-
formance of nanoparticles.

Maximizing the heat production by nanoparticles is only part of the story, as it
is also important to model how the heat is distributed and transferred within liv-
ing tissue in various parts of the body in order to ensure that the required volume
reaches a therapeutic temperature. Models of how artificially raised temperatures
are distributed in vivo go back to the Pennes equation published in 1948 [27], which
describes the temperature distribution in the presence of heat conduction, cooling
by blood perfusion and metabolic heating. The important thing to recognize is that
the body is actively temperature controlled at a local level down to the scale of cap-
illaries and is very effective at dissipating even highly localized heating. This is both
a disadvantage and an advantage, since the body fights any attempt to generate local
heat, but it also means that the temperature recovers in the unheated region back
to core body temperature over a small distance, thus minimizing any damage to
healthy tissue. With some simplification, assuming homogenous tissue, it can eas-
ily be shown that the Pennes equation predicts an exponential decay of temperature
with distance away from the heated region given by

T = T0 exp(−x/λ)

where T0 is the stable temperature rise achieved in the heated region (i.e. relative to
core body temperature) and the decay constant, λ given by

λ = k/cbωm

where k is the thermal conductivity of tissue in the heated region, cb is the specific
heat of blood and ωm is the blood perfusion rate. Putting in typical values for these
parameters gives λ ∼ 5 mm.

8.3 Synthesis of High-Performance Nanoparticles
for Hyperthermia

There are a number of colloidal suspensions of magnetic nanoparticles based on
Fe oxides that are commercially available, and a thorough comparison of their
measured heating performance has been conducted by Kallumadil et al. [28]. The
comparison, shown in Fig. 8.8, uses the ILP defined by (8.6), which has units
W s m2/kg A2 or H m2/kg. The best of the oxide nanoparticles, that is, sample 2
with an ILP of 3.12 nH m2/kg and sample 11 with an ILP of 3.1 nH m2/kg, are,
respectively, Nanomag-D-spio manufactured by Micromod and Resovist manufac-
tured by Bayer–Schering. This data shows the performance of the kind of materials
currently used for hyperthermia, and as discussed in the introduction marks what
has to be significantly improved.
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Fig. 8.8 Comparison of
heating, as measured by the
ILP, of a number of
commercially available
colloids of Fe oxide
nanoparticles. Reproduced
from [28] with permission
from Elsevier

In the last few years a number of new synthesis routes to produce new types of
magnetic nanoparticle ferrofluids have been developed in an attempt to maximize
their SAR and produce values significantly higher than those currently available.
These include magnetite nanoparticles produced by magnetotactic bacteria [29],
Co@CoO core-shell nanoparticles prepared by thermolysis of Co2(CO)8 [30, 31],
chemically synthesized Fe(0) nanocubes [32] and Fe@Fe-oxide core-shell nanopar-
ticles produce by a new gas-phase method [33]. Details of this last method, which
was developed by the authors group at the University of Leicester, UK, are presented
below.

The synthesis of the core nanoparticles is carried out in ultra-high vacuum (UHV)
conditions in the gas phase, which is the most flexible and controllable method.
A variety of sources has been designed and built that can synthesize atomic clusters,
with good size control, from the monomer to nanoparticles with diameters of tens
of nanometres out of any solid element [34, 35]. The production of alloy nanopar-
ticles in which there is control over the stoichiometry has been available for some
time [36–38]. More recently, methods have been developed to produce core-shell
particles in which there is free choice over the core and shell materials and good
independent control over the core size and shell thickness [39].

An important feature of a gas-phase nanoparticle source is that it can operate
in UHV-clean conditions [40, 41], so that both the core and the shell can be reac-
tive materials and remain pristine without being converted to oxide. This creates
a problem if one wants to extract the nanoparticles for applications or make a hy-
drosol out of the particle beam so that they can be applied to biology and medicine,
since the majority of liquids have a vapour pressure that is incompatible with UHV
operation.

The new method developed in our laboratory to deposit the nanoparticles into
water while maintaining UHV-clean conditions in the rest of the source is illustrated
in Fig. 8.9. The water vapour is introduced into vacuum as a molecular beam at
a rate controlled by a liquid flow controller and typically of the order of 1 ml/h.
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Fig. 8.9 To achieve water deposition while maintaining UHV-clean conditions in the rest of the
cluster source, the nanoparticles are deposited onto a substrate maintained at 77 K onto which
impinges a molecular beam of water. The clusters are thus embedded into a growing ice layer, and
the volume fraction is determined by the relative deposition rates of nanoparticles and water. The
vapour pressure of the ice at 77 K is in the range 10−12 to 10−14 mbar [42]

The beam impinges on a liquid nitrogen cooled surface while the nanoparticles are
deposited onto the same surface and are embedded within the ice matrix. As shown
by molecular dynamics simulations, the nanoparticles, which have typical speeds
of around 50 ms−1, are soft-landed and suffer no significant distortion as they are
buried in the ice [33]. The vapour pressure of crystalline ice is less than 10−14 mbar
at 77 K; however, the condensation method makes it is more appropriate to use the
value for amorphous ice, which can be two orders of magnitude higher [43]. This is
still far too low to contaminate the gas-phase nanoparticles during their formation.
The injected water can either be pure or contain dissolved surfactants to prevent
agglomeration, as described by Binns et al. [33].

The volume fraction of the nanoparticles in the hydrosol can be simply adjusted
by varying the relative deposition rates of the particles and the water vapour. When
the required amount of sample has been produced, the deposition chamber is iso-
lated and vented to clean nitrogen while the ice is allowed to melt. The suspension
is collected in a metal cup suspended beneath the conical substrate.

The core nanoparticles could be mass-filtered with a resolution of M/
M ∼ 100
using an ultra-high mass quadrupole mass filter described elsewhere [41], though for
the magnetic nanoparticle suspensions this was simply used to measure the mass
distribution in vacuum. The unfiltered distribution from the source is already quite
narrow (see Fig. 8.10), and using the quadrupole to filter the flux produces a large
drop in the deposition rate.
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Fig. 8.10 (a) and (b) Aberration-corrected TEM images of Fe nanoparticles extracted from water
with dimercapto-succinic acid and dried on a TEM grid with each showing a pure Fe core, a thin
oxide shell and a thicker surfactant shell. (c) and (d) Aberration-corrected TEM images of Fe
nanoparticles deposited in vacuum directly onto TEM grids allowing higher resolution. The same
core-shell Fe@Fe oxide structure is observed, and the lattice spacing corresponding to bulk bcc Fe
is visible in the core

The nanoparticles could also be coated with a shell of another metal, for example
Au, by passing them through a tubular evaporator containing the material required.
This could be an important tool to passivate the nanoparticle surfaces preventing
oxidation of the core, rendering them biocompatible and encasing them in a material
whose surface is easy to attach ligands to. Although suspensions of Fe@Au core-
shell nanoparticles have been produced with the system [33], here we report the
results of simply depositing the pure Fe nanoparticles straight into the ice matrix.
As shown by the high-resolution transmission electron microscope (TEM) images
in Fig. 8.10, the result is that the metal cores are coated with a thin oxide shell,
which naturally passivates the nanoparticles without further processing.
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Fig. 8.11 Measured SAR values from 14 nm diameter Fe@Fe oxide core-shell nanoparticles pro-
duced by the new method at four discrete frequencies of the applied magnetic field. At each fre-
quency the amplitude of the magnetic field was adjusted so that the product H × f was at the
Atkinson–Brezovich limit (4.85 × 108 A m−1 s−1) [17, 18]. The solid line shows a calculation
using the linear Néel–Brown relaxation model with no adjustable parameters (see text for all the
values used). For comparison the dashed line shows the same calculation for 14 nm diameter Fe2O3
nanoparticles

Figures 8.10(a) and (b) were obtained by producing the hydrosol and then putting
a drop onto a TEM grid and letting it dry in air. The images show that the hy-
drosol comprises agglomerates of spherical and cubic particles with Fe cores around
10 nm, which is similar to the gas-phase mass spectrum. Figure 8.10(b) shows a
high-resolution aberration-corrected TEM image of a single Fe nanoparticle indi-
cating the Fe@Fe-oxide core-shell structure with a 2.5 nm thick oxide shell and a
14 nm thick layer of surfactant (dimercapto-succinic acid: C4H6O4S2). For com-
parison we also took some higher quality images of Fe nanoparticles deposited
directly onto TEM grids in UHV and transferred through air into the microscope
(Figs. 8.10(c) and 8.10(d)). The lower magnification image (Fig. 8.10(c)) again
shows a mixture of cubes and spheres, and the high-resolution image (Fig. 8.10(d))
reveals a similar thin oxide shell to the particles in suspension. In this case fur-
ther analysis shows that the oxide proceeds via the well-known Cabrera–Mott pro-
cess [44].

Figure 8.11 shows the SAR measured from our Fe nanoparticles produced us-
ing the method described above at four distinct frequencies of the applied field. At
all frequencies the amplitude of the magnetic field was adjusted so that the prod-
uct H × f remained at the Atkinson–Brezovich limit of 4.85 × 108 A m−1 s−1

[17, 18]; thus the SAR could be determined with an excitation field that is safe
for clinical use. The solid line through the data is calculated using the linear Néel–
Brown relaxation model with no adjustable parameters. The median diameter of the
nanoparticles (14 nm) and the shell thickness (2.5 nm) was obtained from the TEM
images, the saturation magnetization of the core was taken to be that of bulk Fe
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Fig. 8.12 ILP measured for various high-performance ferrofluids containing different sized
nanoparticles developed for hyperthermia. Filled circle: Co@Co oxide nanoparticles synthesized
by Bönnemann et al. [31] and measured by Hergt et al. [30]. Filled triangle: magnetite nanopar-
ticles produced by magnetotactic bacteria measured by Hergt et al. [29]. Filled diamond: Fe(0)
nanocubes synthesized by Mehdaoui et al. [32]. Open circle: Maghemite nanoparticles synthe-
sized by Fortin et al. [44]. Filled squares: Fe@Fe oxide nanoparticles produced by the method
described here measured at three different frequencies [33]

(1.77 × 106 A m−1) and the anisotropy constant was 2 × 105 J m−3 as previously
measured from Fe nanoparticles [21]. It was assumed in the calculation that the Fe
oxide shell is non-magnetic. For comparison the calculation for 14 nm diameter
Fe2O3 nanoparticles with no shell is shown by the dashed line.

The calculation agrees with the measurements at intermediate frequencies but
underestimates the SAR at low frequency. This may well be due to the fact that the
lowest frequency used (57 kHz) corresponded to the highest amplitude of the field
(8.5 × 103 A m−1) and the heating mechanism could be entering the non-linear
regime, where it has been predicted by Hergt et al. [25] that the SAR exceeds the
values predicted by the linear model.

The heating performance of the nanoparticles manufactured in the last few years
intended to produce a very high SAR [29–32] are compared to the Fe@Fe-oxide
core-shell particles produced by the gas-phase deposition method in Fig. 8.12.
There is the usual problem that all reports use different parameters of the excita-
tion field, so we have opted to compare the ILP values for the different materials,
which despite the limitations described above does produce a normalization scheme.
The value measured for maghemite nanoparticles is represented by the open circle
and marks the performance of material currently used for MNH. The Co@CoO
nanoparticles (filled circle) synthesized by Bönnemann et al. [31] and measured by
Hergt et al. [30] and the magnetite nanoparticles produced by magnetotactic bac-
teria measured by Hergt et al. [29] show much higher values of ILP. Surprisingly,
the Fe(0) nanocubes synthesized by Mehdaoui et al. [32], which appear quite sim-
ilar to the particles produced in this work, display a low value of ILP. Although
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a high value of SAR was reported in [32], this was measured with a excitation
field with an H × f value over 30 times the Atkinson–Brezovich limit, which il-
lustrates the problem in comparing SAR values in different reports. On the other
hand, this sample was measured using a higher amplitude field (5.2 × 104 A m−1)
than any of the other samples. The H 2f scaling to obtain the ILP, which may not
be a valid parameter in this case, could be artificially depressing the value for this
sample.

In any case the highest performance among all the samples is displayed by the
Fe@Fe oxide nanoparticles produced by the method described here with an exci-
tation field at the Atkinson–Brezovich limit. The ILP value is shown for the three
different frequencies used that showed a measurable SAR, and the fact that it is
changing with frequency shows that the heating is not entirely described by the lin-
ear relaxation model. This performance is obtained without any optimization such
as varying the particle size or trying to control the anisotropy by introducing antifer-
romagnetic shells, etc., so we are confident that even higher values can be obtained
in the future.

8.4 Conclusions

Currently the use of magnetic nanoparticle hyperthermia for the treatment of tu-
mours is restricted by the heating performance of the available nanoparticle fer-
rofluids. Although there is a massive amount of important biochemical and clinical
work that is also required to develop this therapy, the heating issue is fundamental
and needs to be solved. We have discussed the chief requirements for improving the
SAR of magnetic nanoparticles and have shown that a number of novel synthesis
routes developed in the last few years are producing nanoparticles with much higher
SAR values than those currently licensed for clinical use, and it appears that there
are still significant improvements to be made. We have focused on a new and highly
flexible method for synthesizing hydrosols of nanoparticles in which the nanopar-
ticles are manufactured and processed (e.g. coated with shells) in the gas phase in
UHV-clean conditions and then deposited into liquids. The method allows the syn-
thesis of any type of nanoparticle, including core-shell structures in which there is
free choice of the materials in the core or the shells and independent control over
the core size and shell thickness. No other synthesis method allows such flexibility
in the design of nanoparticle suspension. and it should be possible to further opti-
mize the SAR. Parallel developments in other synthesis methods mean that there
is a range of new high-performance nanoparticles becoming available for MNH.
Of course, this is just the start of the process as these must be made biocompat-
ible, hidden from the immune system, targeted, tested in vivo, etc., but it is clear
that MNH will be able to make significant strides towards the goal of working as a
stand-alone treatment, which is potentially a very low morbidity and generic ther-
apy.
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