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Foreword

The past twenty years have witnessed unprecedented innovations in the development
of miniaturized electromechanical devices and low-power wireless communication
making practical the embedding of networked computational devices into a rapidly
widening range of material entities. This trend has enabled the coupling of physical
objects and digital information into cyber-physical systems and is widely expected
to bring about ubiquitous computing. To be sure, this vision for future comput-
ing systems has matured from a curiosity of the academic laboratory into everyday
reality for many in the short span of roughly two decades.

One of the core ingredients of this vision, the so-called Internet of Things,
demands the provision of networked services to support interaction between conven-
tional information systems and such augmented natural objects and manufactured
artifacts, places, and a variety of embedded and mobile electronic devices. On the
Internet of Things, physical entities produce and consume information, and partic-
ipate in peer-to-peer and community activities as first class citizens. In the process,
they generate and record detailed observations for every aspect of the physical world
and the beings that inhabit it at a rate that far exceeds human-authored content such
as the Web.

While microelectronics has played a critical role in providing the technological
foundation for instrumentation and connectivity, the challenge for the next decade
of the Internet of Things is how to record, manage and process this information so
that it can be become useful. The focus of this book is exactly on the novel collec-
tive and computational intelligence technologies that will be required to achieve this
goal. Specifically, it reports on methods and techniques that can be used to integrate,
analyze, mine, annotate and visualize data captured on the Internet of Things. The
contributions in this book explore alternative strategies towards achieving this objec-
tive such as data clustering, graph partitioning, collaborative decision making, self-
adaptive and swarm intelligence and evolutionary agents. They also investigate how
specific technologies such as social networks, the semantic web, knowledge repre-
sentation and inference, cloud and peer-to-peer computing can address the unique
challenges set in this context.
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I believe that this book will be of great interest to all information and computer
scientists and engineers, and all those in industry in academia working to transform
the vision of a planetary-scale Internet of Things into the reality of tomorrow.

George Roussos
Birkbeck College, University of London, UK



Preface

Introduction

In recent years, resource providers have developed their own e-infrastructure plat-
forms in a computationally isolated fashion, which are not necessarily inter-operable
and inter-cooperative for effective data portability, service and resource sharing,
discovery, scheduling and integration. Whilst inter-operable and inter-cooperative
initiatives have been a particular area of interest for researchers, the trend towards
‘inter-connected-ness’ has fuelled a greater demand for work in this field. Specifi-
cally, rapid developments in networking and resource integration have resulted in
the emergence, and in some instances,the maturation of various distributed and
collaborative computational technologies including Web 2.0, SOA, P2P, Grids and
Clouds. A number of relevant e-infrastructure implementations demonstrate the ap-
plicability of these technologies in a manner that enables improved intelligence in
decision-making, through their agile and synergetic capacity, which in turn, seems
a promising way forward for solving complex computational problems, and real-
world grand challenges. These technologies are becoming even more popular as
they provide improved utility, consumption, delivery and efficiency models for the
Future Internet, the Internet of Things (IoT).

For example, Cloud computing has emerged as one of the most important tech-
nologies for delivering on-demand advanced services via the Internet. Like SOA,
P2P and Grids, Clouds are also seen as a pre-cursor of the IoT. A variety of Cloud
vendors including Amazon, Google and Salesforce develop their services by spread-
ing them at different geographically locations, and by making them available for
utilization across a worldwide set of Internet users. As the number of resource con-
sumers increases, there is a need to establish behaviors relating to Quality of Service
(QoS) for Cloud Computing architectures. The underlined inter-operable and inter-
cooperative requirements (inter-Cloud initiative, also known as federated Clouds),
highlight the current need for supporting a coordinated distribution of the workload
between different Clouds, in particular (and e-infrastructures in general) and for the
benefit of their Internet users. The inter-Cloud initiative goes beyond current Cloud
capabilities by providing a flexible e-infrastructure towards an integrated solution
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supporting the requirement for improved inter-organizational functionality, which
in turn will foster further organizational opportunities. The computational vision as
a whole is to continue developing inter-functionality between e-infrastructures, that
is to say, forming a pool of inter-operable and inter-cooperative sub-e-infrastructures
that enables the dynamic collaboration of networked, inter-connected organizations.

Thus, one of the aims of this book is to discuss the progress made as well as
prompt future directions on the utilization of inter-operable and inter-cooperative
next generation computational technologies, which supports the IoT approach, that
being an advanced functioning towards an integrated collective intelligence ap-
proach for the benefit of various organizational settings.

Apart from the inter-operable and inter-cooperative aspects, the book aims to deal
with a notable opportunity namely, the current trend in which collectively shared
and generated content emerges from Internet end-users. Specifically, the book aims
to discuss advances about utilizing and exploiting data and opportunities generated
from within inter-operable and inter-cooperative e-infrastructures towards an inte-
grated, collective and computational intelligence approach. It is believed that the
‘bringing together’ functionality is somehow an advanced application of an inte-
grated collective intelligence approach for the Future Internet.

Who Should Read the Book?

The content of the book offers state-of-the-art information and references for work
undertaken in the challenging areas of IoT and various inter-cooperative computa-
tional technologies for the purpose of an integrated collective intelligence approach.
Thus, the book should be of particular interest for:

Researchers and doctoral students working in the area of IoT sensors, dis-
tributed technologies, collective and computational intelligence, primarily as a refer-
ence publication. The book should be also a very useful reference for all researchers
and doctoral students working in the broader fields of computational and collective
intelligence, emerging and distributed technologies.

Academics and students engaging in research informed teaching and/or learning
in the above fields. The view here is that the book can serve as a good reference
offering a solid understanding of the subject areas.

Professionals including computing specialists, practitioners, managers and
consultants who may be interested in identifying ways and thus, applying a number
of well defined and/or applicable cutting edge techniques and processes within the
domain areas.

Book Organization and Overview

The book contains 18 self-contained chapters that were very carefully selected based
on peer review by at least two expert and independent reviewers. The book is or-
ganized into three sections according to the thematic topic of each chapter. The
following three sections reflect the general themes that are of interest to the IoT
community.
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Section I: State-of-the-Art Critical Reviews

The section focuses on presenting state-of-the-art reviews on Internet of Things and
applicable inter-cooperative and inter-operable methods and techniques to enable
collective and computational intelligence. The section consists of 6 chapters. In par-
ticular:

Chapter 1 explores how the Internet of Things and the evolution of the Web as
a highly interoperable application platform for connecting real-world things, has
raised many research challenges, leading to the fast growing research area called
the Web of Things.

Chapter 2 presents the challenges, state of the art, and future trends in context
aware environments (infrastructure and services) for the Internet of Things. The
chapter also describes relevant research work in the infrastructure, and up to date
solutions and results regarding infrastructure and services.

Chapter 3 focuses on service interoperability models, which have been conceived
for large grained hypermedia documents. Their extension to the Internet of Things
context implies using a subset of those technologies. This chapter assesses the con-
straints and limitations of those technologies and prompts goals for their solution.
A new interoperability technology is proposed.

Chapter 4 discusses the role of ad hoc networks in the Internet of Things. Within
this context, the chapter offers a state-of-the-art review on ad hoc and wireless sen-
sor networks, near field communications, radio frequency identification and routing
protocols as a means to describe their applicability towards an Internet of Things
realization.

Chapter 5 explains that the increasing pervasiveness in today’s networks, leads to
numerous efficiency and scalability challenges. The chapter details the state-of-the-
art and binding concepts for efficient real-time sharing and mobility of multimedia
and context.

Chapter 6 highlights the recent threats that malware pose towards RFID systems.
The chapter describes a dual pronged, tag based SQLIA detection and prevention
method optimized for RFID systems. The approach is composed from an SQL query
matching and a tag data validation and sanitization techniques.

Section II: Advanced Models and Architectures

This section focuses on presenting theoretical and state-of-the-art models, architec-
tures, e-infrastructures and algorithms that enable the inter-cooperative and
inter-operable nature of the Internet of Things for the purpose of collective and
computational intelligence, and consists of 6 chapters. In particular:

Chapter 7 explains that the Internet of Things will revolutionize the way busi-
nesses will interact, collaborate and transact with customers, suppliers, partners,
employees and shareholders. The Chapter presents a conceptual model for per-
formance analysis of software services availability vs. interoperability in order to
optimize business processes at different levels.
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Chapter 8 deals with critical infrastructures, such as the Smart Power Grid,
which move beyond centralized management and control by system operators
and administrators. The chapter illustrates Application-level Self-Organization Ser-
vices for Internet-scale Control Systems model, that makes the Internet of Things
inter-operation possible.

Chapter 9 is concerned with delay tolerant networks. The chapter presents and
evaluates a utility-based routing protocol, which maximizes the expected number of
selected relay nodes being likely to encounter a destination node under sequential
encounters with other nodes. The performance of the proposed protocol is stable up
to a few hundred mobile nodes.

Chapter 10 focuses on intelligent transportation systems technology. Within this
context, the chapter describes a new architecture based on a virtual cloud computing
environment for optimal scheduling of batch simulations, in a hybrid cloud environ-
ment.

Chapter 11 explains that large-scale infrastructures encounter challenges in re-
lation to their scalability and interoperability. The chapter presents and proofs a
large-scale multi-agent system architecture based on semantic P2P Network – Vir-
tual Hierarchical Tree Grid Organizations (VIRGO) in mathematic terms.

Chapter 12 explains that with the advent of the Internet of Things, the P2P net-
works have found increased interest in the research community since the search pro-
tocols for these networks can be gainfully utilized in the resource discovery process
for the IoT applications. The chapter presents a secure and efficient searching pro-
tocol for unstructured P2P networks that utilizes topology adaptation, by construct-
ing an overlay of trusted peers and increases the search efficiency by intelligently
exploiting the formation of semantic community structures among the trustworthy
peers. Extensive simulation results are presented.

Section III: Cutting-edge and Future Applications

The section focuses on presenting cutting-edge Internet of Things related appli-
cations to enable collective and computational intelligence, as well as prompting
future developments in the area. The section consists of 6 chapters. In particular:

Chapter 13 describes how the Internet of Things vision converges with the vision
for Intelligent Environments (IEs), as ubiquitous computing deployments that are
endowed with Ambient Intelligence. The chapter is concerned with the marriage of
passive objects from the Internet of Things, and active-objects from IE as symbiotic
if real-world deployment can ever be achieved.

Chapter 14 presents GENIUS as an on-going Internet of Things inspired project.
GENIUS is concerned with the creation of a flexible architecture that is able to
support a wide range of ‘intelligent’ applications, focused upon the recognition
and interaction with the so-called Generalized World Entities (GWEs). The GWE
paradigm intends to fill up the present fracture between the detection of entities
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at the sensor/physical level and their representation/management at the concep-
tual level. An “Ambient Assisted Living (AAL)” application for dealing with the
“elderly at home problem” is presented.

Chapter 15 explains that as the amount of gathered data increases everyday, mak-
ing the analysis of it a more complex task. The chapter focuses on text processing
tools dealing with stemming algorithms and presents an Apache Mahout plug-in for
a stemming algorithm making possible to execute the algorithm in a cloud com-
puting environment. The performance evaluation of the approach reports that the
execution time is significantly reduced.

Chapter 16 describes a context-aware recommender system that accommodates
user’s needs with location-dependent multimedia information, available in a mobile
environment related to an indoor scenario.

Chapter 17 describes the iCare approach as to provide better support to pa-
tients from the comfort of their home. iCare takes full advantage of Semantic Web
technologies and Internet of Things and provides a new patient-centered approach,
which significantly reduce the patient dependency from their doctors.

Chapter 18 is concerned with biometric authentication systems, which repre-
sent a valid alternative to conventional authentication systems, providing robust
procedures for user authentication. On the other hand, Internet of Things involves
a heterogeneous set of interacting devices to enable innovative global and local ap-
plications and services for users. The chapter focused on describing and contrasting
fingerprint and iris based unimodal and multimodal authentication systems, as well
as presenting a prototyped embedded multimodal biometric sensor.

Nik Bessis
University of Derby, UK

Fatos Xhafa
Universitat Politècnica de Catalunya, Spain

Dora Varvarigou
National Technical University of Athens, Greece

Richard Hill
University of Derby, UK

Maozhen Li
Brunel University, UK
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The Web of Things – Challenges and Enabling 
Technologies 

Sujith Samuel Mathew1, Yacine Atif2, Quan Z. Sheng, and Zakaria Maamar3 

Abstract. The Internet of Things (IoT) is an active research area, focusing on 
connecting real-world things over TCP/IP. This trend has recently triggered the re-
search community to adopt the interoperability of the Web (HTTP) as an applica-
tion platform for integrating ‘things’ on the Internet. Harnessing physical things 
into the virtual world using Web standards is also enriching the arena of conven-
tional Web services to unleash data and functions of real-world things as service 
providers and consumers on the Internet. This evolution of the Web as a highly in-
teroperable application platform for connecting real-world things has raised many 
research challenges and problems, leading to the fast growing research area called 
the Web of Things (WoT). Current research on WoT is a catalyst for the realiza-
tion of IoT, opening up the possibilities of creating ambient spaces (AS), where 
people and things seamlessly communicate over the Web. In this chapter we dis-
cuss the state of the art in WoT research, focusing on the various challenges, and 
enabling technologies that are driving this research. We discuss architectural 
frameworks, models and technologies to build applications for future ambient 
spaces with the WoT. We present case studies that reflect the feasibility and appli-
cability of the WoT technology. We also discuss future trends and research direc-
tions within this domain to throw light on existing problems and challenges. 

1   The Web – An Application Platform for Real-World Things 

Weiser envisioned Ubiquitous Computing, where computing becomes invisibly in-
tegrated into the world around us and accessed through intelligent interfaces. He 
observed, “The most profound technologies are those that disappear. They weave 
themselves into the fabric of everyday life until they are indistinguishable from it” 
[1]. The recent technology advances in the area of communication and embedded 
systems are enabling the realization of this vision. The Internet is today the  
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communication platform, which enables this fast-paced immersion of the physical 
world into the virtual world. Internet-enabled mobile phones, televisions, refrige-
rators, bathroom scales, and pacemakers are paving the way for everyday objects 
around us such as sidewalks, traffic lights, and other commodities to be identifia-
ble, readable, recognizable, addressable, and even controllable via. the Internet 
(TCP/IP) [2]. These trends are motivating researchers to study, model, design, and 
implement novel applications, which promote interoperability of heterogeneous 
physical things on the Internet. The Internet of Things (IoT) is a fast growing area 
of research brimming with new ideas, discoveries, standards and challenges to-
wards encompassing things into the virtual world of the Internet. However, net-
working alone does not enable the success or usability of IoT. Today, business and 
industry depend on applications that are built on Web architecture and on the inte-
roperability of Web services. This paradigm is an additional focus of the IoT and 
research in this direction is termed as the Web of Things (WoT). 

While the IoT provides the necessary networking and communication protocols 
to access real-world things, a parallel and recent research trend evaluates the Web 
as a platform for building applications that integrate real-world things on the In-
ternet. The spread of the Internet provides the networking infrastructure for the 
use of real-world things, while research in the WoT provides the application and 
service layer for real-world things to interoperate over HTTP [3, 4]. The Web has 
been an important catalyst in the spread and popularity of the Internet. Its open 
platform has engaged application providers and users to generate and exchange in-
formation securely in various formats. Existing network infrastructures like Wi-Fi, 
Ethernet, and 3G leverage the use of Web technologies which facilitate the  
availability of tools, frameworks and information for developing Web based  
applications. These factors reduce the learning curve when using Web technology 
for extending the scope of Web applications to real-world things.  

 

 

Fig. 1 Realizing a Web-enabled thing 

A high-level representation to realize a Web-enabled thing is illustrated in  
Fig. 1. Augmenting a thing with Internet connection (i.e., IP address) ensures its 
accessibility over the Internet and results in an Internet-enabled thing, as shown in 
Fig.1 (a). When a thing is Internet-enabled and is, also, connected to a Web server, 
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then it becomes Web-enabled, as shown in Fig.1 (b). The Web server may be ei-
ther embedded or on a separated system. Advances in embedded technology have 
made it possible for realizing tiny Web servers which are widely available now 
and fueling the trend towards having Web servers embedded in everyday objects 
[5]. 

The wide proliferation of the Web has paved the path for Web services to be an 
indispensable technology, for interoperable applications. Extending service com-
puting to Web-enabled things makes it possible for real-world things and their  
operations to be abstracted as Web services. In doing so, real-world things could 
offer their functionality via SOAP-based Web services (WS-*) or RESTful APIs 
[6]. These services directly expose operations of real-world things to enterprise 
applications or even to other things and possibly involving a dynamic composition 
process at runtime. This research direction of the WoT opens up many opportuni-
ties and challenges where real-world things are identified, searched, and composed 
on the Web. Therefore, the WoT facilitates the realization and adaptation of IoT, 
driving the possibilities of creating ambient spaces (AS), which are virtual spaces 
where people and real-world things seamlessly communicate over the Web. 

In this chapter we present a detailed review of the state of the art, challenges, 
and enabling technologies of WoT that promote the IoT. We illustrate model ar-
chitectures and discuss technologies that are enabling this research trend. We dis-
cuss future applications through case studies that realize the creation of AS with 
the WoT. The chapter concludes by providing insight into future research trends to 
throw light on existing problems and challenges. 

2   Towards the Web of Things 

The idea of integrating and networking real-world things to communicate with 
each other has been prevalent for many years. Various technologies and standards 
have been proposed and some are already in use today. Many of these technolo-
gies, both software and hardware, have paved the path for the adoption of WoT. 
The primary challenge is to address the interoperability of the tirade of things that 
surround us today. We present some of the early attempts that enabled communi-
cation of things on the Web and also look at technologies that are driving the re-
search on the WoT. 

Several industry alliances and standards have been defined like UPnP, DLNA, 
SLP, and Zeroconf to facilitate interoperability of real-world things. Each of these 
standards has individually been successful in enabling devices to communicate 
with each other. However, the availability of many standards creates an even more 
complicated challenge, which is interoperability between standards. With the di-
versity of things, their vendor specific properties, and the variety of services they 
provide, the use of standard-based interoperability approach is a never-ending 
process [7]. We briefly present two of these that have made considerable impact. 

An early and noteworthy example is Zeroconf [8], which is a technique to pro-
vide reliable networking without any manual configuration and support services. 
Zeroconf is offered using several implementations. Probably the most known is 
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Apple’s Bonjour which is used to discover shared printers for streaming media to 
Apple TV devices. 

Universal Plug and Play (UPnP1) is a collection of networking protocols pro-
moted by the UPnP forum and mainly used for devices to discover each other and 
establish connections over a common network. UPnP is based on protocols and 
standards like HTTP, HTTPU (i.e., HTTP over UDP), UDP, TCP, and IP. UPnP 
supports various services like discovery, description, control, event notification, 
and presentation. However, this cannot be widely used because in some embedded 
devices that are resource constrained it is impossible to host a large number of 
these protocols [9, 10]. Conventional middleware technologies such as CORBA 
and Java-RMI have been used to realize device interoperability by standardizing 
common protocols. The Jini project created a middleware where each device is 
loosely coupled as a Java object. Allard et al. introduced a framework to combine 
Jini with UPnP [11]. 

2.1   Technologies Driving the Web of Things 

There are an increasing number of Internet-enabled things flooding the markets. 
Alliances such as the IP for Smart Objects (IPSO2) and the European Future Inter-
net Initiative (EFII3) have accelerated this trend to connect a variety of physical 
things to the Internet, with the intention of propagating the wide use of Internet as 
the common medium for communication. Also, with the ever-decreasing size of 
embedded systems and related software footprint, it has become possible to direct-
ly integrate Web servers into many appliances [5]. This trend to use the Web as a 
platform to create and integrate applications that integrate real-world things into 
the Web has attracted attention in academia and businesses [4, 6, 31]. Service 
Oriented Architecture (SOA) has proven to be a promising for integrating devices 
into a business IT network [32]. This has in turn led to the propagation of using 
Web services for the interoperability of real-world things. 

2.1.1   Web Services 

The use of Web services is paramount in establishing interoperable distributed 
systems on a network. This indispensable technology is extended to WoT to allow 
data or functionalities of real-world things to be abstracted and exposed as servic-
es on the Web. There are two major classes that regulate the proliferation of Web 
services, the RESTful Web services and the WS-* protocols stack [12, 13]. 

RESTful Web Services 
RESTful Web services are based on Representational State Transfer (REST) [13], 
an architectural style that considers every participating component to be an  
addressable resource. The state of each resource is essentially captured in a  

                                                           
1 http://www.upnp.org/  
2 http://www.ipso-alliance.org/ 
3 http://www.future-internet.eu/ 



The Web of Things – Challenges and Enabling Technologies 5
 

document referred to as a representation. The Web was built upon this architec-
ture where each resource is a Web page identified by a URI (Uniform Resource 
Identifier). REST is lightweight, simple, loosely coupled, flexible and seamlessly 
integrates into the Web using HTTP as an application protocol. RESTful Web  
services are based on the following four concepts [14]. 

• Resource identification: Resources are identified through URIs which provide a 
unique and global presence for service discovery.  

• Uniform interface: Resources are accessed using the standard HTTP verbs, 
GET, POST, PUT, and DELETE. 

• Stateful interactions through hyperlinks: Interactions with resources are state-
less and self-contained. To circumvent this, state can be embedded into re-
sponse messages to point to valid future states of the interaction. 

• Self-descriptive messages: Resources are decoupled from their representation 
so that their content can be accessed in a variety of formats like Extensible 
Markup Language (XML), JavaScript Object Notation (JSON), plain text or 
YAML Ain't Markup Language (YAML). 

Though REST has been used to build the traditional Web as we know it, these 
same attributes made REST an ideal platform to expose services of real-world 
thing on the Web [27, 28]. IETF has constituted a working group called Con-
strained RESTful Environments (CoRE4), to develop a framework for resource 
oriented applications intended to run on constrained IP networks like WSN (Wire-
less Sensor Networks). This includes sensor based applications like temperature 
sensors, light switches, and power meters, applications to manage actuators like 
light switches, heating controllers, and door locks, and applications that manage 
devices. As part of the framework for building these applications, CoRE plans to 
define Constrained Application Protocol (CoAP) for the manipulation of resources 
on devices. CoAP is to be designed for interaction between devices on traditional 
IP networks, on constrained IP networks, and between constrained networks on 
the Internet. CoAP is a work in progress but some implementations are already 
emerging such as the Firefox extension Copper5, Tiny OS6, and libcoap7. The 
CoRE group has proposed the following features for the CoAP: 

• RESTful design minimizing the complexity of mapping with HTTP, 
• Low header overhead and parsing complexity, 
• URI and content-type support, 
• Discovery of resources provided by CoAP services, 
• Subscription for resources and resulting push notifications, and 
• Caching mechanism. 

A REST-based approach was, also, used to define the TinyREST architecture [15], 
which introduces a new HTTP method, SUBSCRIBE, that enables clients to  
                                                           
4 http://datatracker.ietf.org/wg/core/charter/ 
5 https://addons.mozilla.org/en-US/firefox/addon/ 
 copper-270430/ 
6 http://docs.tinyos.net/tinywiki/index.php/CoAP 
7 http://libcoap.sourceforge.net/ 
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register their interests to device level services. The pREST or pico-REST [16] 
proposed by Drytkiewicz et al. is an access protocol, which brings the REST con-
cept to the device level. The emphasis is on the abstraction of data and services as 
resources in sensor networks.  

Though the work on REST-based services continues to encompass many WoT 
applications, in enterprise applications like banking or stock markets, where 
Quality of Service (QoS) levels are stricter, a more tightly coupled service para-
digm like WS-* would be more ideal [14]. 

WS-* Based Services 
The key enabling technologies of WS-* are Simple Object Access Protocol 
(SOAP), Web Service Description Language (WSDL), and Universal Description 
Discovery and Integration (UDDI). The services use HTTP as a transport protocol 
over which SOAP messages are sent. SOAP [17] is an XML-based protocol defin-
ing a message based architecture and format. SOAP messages are contained in an 
XML element called envelop, which contains two sub-elements called header and 
body. The header features application specific information and also QoS parame-
ters while the body contains the content of the message intended for the endpoint. 
WSDL [18] is also an XML-based language describing the syntactic communica-
tion for message exchange between endpoints. SOAP messages and their  
structures are described by WSDL. Service endpoints are addressed either on the 
transport level, i.e., with Universal Resource Identifiers (URIs) for SOAP/HTTP-
bound endpoints, or on the messaging level via WS-Addressing [19]. UDDI [20] 
is also an XML-based registry framework for discovering Web services. While 
this technology has been mature and stable for several years now, it has failed to 
reach widespread acceptance in the industry. 

WS-* is stateless but WS-Resource Framework [21] describes the interaction of 
Web services where the state needs to be maintained. The WS-* technology stack 
also covers many QoS features required to ensure the interoperability of distri-
buted systems [22]. A large set of WS-* specifications has been suggested be-
cause, this approach enables the composition of Web services and is, also, flexible 
to be used by real-world things. Research on integrating WS-* into real-world 
things has been active for many years. A Service-Oriented Device Architecture 
(SODA) [23] is proposed to integrate real-world things into today’s businesses. 
The architecture exposes device functionalities as abstract business services. Pin-
tus et al. [24] describe an SOA framework where real-world things are described 
using WSDL. The communications between these things are modeled as service 
orchestrations using BPEL (Business Process Execution Language). Projects such 
as SIRENA (Service Infrastructure for Real-Time Embedded Networked Applica-
tions) [25] and SOCRADES (Service Oriented Cross-layer Infrastructure for Dis-
tributed Smart Embedded devices) [26] adapt an approach for networks with smart 
things. We discuss the SOCRADES Integration Architecture, later in the chapter. 

Merging WS-* and RESTful Web Services 
Since the goal of both paradigms is the same, there have been attempts of merging 
the two service architectures for WoT to make up for the disadvantages of each 
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[27, 28]. The first direction is to have the RESTful architecture merged into the 
existing WS-* service architecture [27], which requires the implementation of al-
ternate data model. Having two data models for the same service results in a very 
complex architecture and is not desirable. On the contrary the other direction is to 
have a software module that translates RESTful requests into WS-* requests [28]. 
This provides a structured approach ensuring a REST centric architecture while 
maintaining the robustness of WS-* approach, but this affects the performance of 
RESTful APIs. 

2.1.2   Embedded Web Servers 

Embedded Web servers are an indispensable component for the long term adapta-
tion and spread of WoT. These tiny Web servers enable communication between 
real-world things over the simple and widely used HTTP protocol. Researchers 
have successfully embedded tiny Web servers into resource-constrained things 
like sensors and smart cards, making Web-enabled things a reality [29, 30].  
Filibeli et al. [33] describes an embedded Web server based home network system 
where Ethernut8 based Web servers are embedded into home appliances and are 
controlled via the Web. Priyantha et al. [34] proposes the interoperability of sensor 
nodes by implementing Web servers on the nodes. Today, open source tiny Web 
server modules like FlyPort9 from OpenPicus are readily available off the shelf. 
These modules are 35X48 mm in dimension, comes with an integrated 802.11 
b/g/n Wi-Fi interface module, and a 16-bit processor. The internal flash of 256KB 
has been demonstrated to be sufficient for different Web applications that access 
and control real-world things like actuators and sensors. With the reducing physi-
cal size of hardware components and its software footprint many of the new ap-
pliances in the market, like Smart TVs and refrigerators are expected to come with 
embedded servers. This trend indicates that in the near future, embedded Web 
servers will be common feature in many of the physical things that surround us, 
enabling intelligent WoT applications. 

2.1.3   RFID Tagged Things 

Research and development on the IoT gained its recent momentum from the wide 
spread deployment and use of RFID (Radio Frequency IDentification) technology. 
As illustrated in Fig.2, information of a tagged thing like a can of beans, become 
available on the Internet when it is tagged with an RFID tag. An RFID reader 
reads the information on a tag and an Application server uses the reader’s access 
protocol to access the information of the tags and expose the information on the 
Internet. 

It is important to clarify the term things while considering WoT or IoT applica-
tions and systems. While the term devices or appliances are often used to refer to 
things under consideration, some tend to believe that almost every “thing” can be 
included. The rationale for the latter is that information of any tagged thing is  

                                                           
8 http://www.ethernut.de/ 
9 http://www.openpicus.com/ 
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accessible on the Internet. The former argues that only connected devices on the 
Internet fall into the category of things, for example, in Fig.2 the Application serv-
er is a connected device. Today, RFID readers are Internet enabled, and directly 
access the Internet without the use of an intermediate server and has been elevated 
into the category of connected devices or connected things. 

 

 

Fig. 2 Internet enabling things with RFID 

With the advances in technology the capabilities of real-world things have been 
increasing and this enhancement has introduced the term Smart to be appended to 
these things. Thus, we have Smart phones, Smart TVs, and Smart Homes. The 
proliferation of Smart things with Web capabilities is driving the possibilities of 
realizing the WoT. Kortuem et al. [35] address issues on modeling and 
representing Smart objects and also striking a balance between the objects and the 
infrastructure. They classify Smart thing as: Activity-aware objects, policy-aware 
objects, and process-aware objects. These types represent combinations of three 
dimensions with the aim to highlight the interdependence between design deci-
sions and explore how these objects can cooperate to form IoT. Mathew et al. [36] 
proposed an ontological approach to classify and manage real-world things within 
ambient spaces where the requirement of additional capabilities uses an ontology, 
which recognizes four fundamental dimensions of candidate elements. These di-
mensions of Identity (ID), Processing, Communication, and Storage are referred 
to as the IPCS set. The taxonomy refers to things as Core when it has only an ID 
and also facilitates the process by which things are made Smart by augmenting all 
four (IPCS) capabilities. These smart things have the potential to participate as 
Web resources on the WoT to provide information and enable interoperability be-
tween applications. 

With more things tagged and accessible on the Internet, a major challenge is the 
management of large scale deployment of tagged things. These things are to be 
tracked and their state (e.g. location) is to be continuously updated. Discovering 
information like, current state, past state, as well as estimating the future states are 
important for the success of businesses that use them. Traceability is essential to a 
wide range of important business applications such as manufacturing control,  
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logistics of distribution, product recalls, and anti-counterfeiting. Research in this 
direction has inspired the PeerTrack platform [61] which has several traceability 
applications built for mobile asset management and supply chain management for 
tagged things. A system for mobile asset management is deployed at the Interna-
tional Linen Service PTY LTD. (ILS), a company that provides a suite of linen 
services for over 200 customers in South Australia. In this system, trolleys are 
reusable containers for linens and are attached with RFID tags. They are trans-
ported among locations and are detected by RFID readers on arrive at a delivery 
location. The system developed on the PeerTrack platform offers an automated 
tracking and tracing service with the capability to monitor and control logistical 
operations in real-time over 300 different locations. Also, a visual monitoring tool 
is deployed at each customer’s site, together with the P2P services. The system 
traces and tracks the mobility of the trolleys, and ensures real-time inventory mon-
itoring. 

Web technology has matured over the years to successfully manage the intero-
perability of systems distributed on a worldwide scale. The adaptation of tagged 
things and their respective information to the Web poses many challenges and re-
search questions. The advances in WoT technology intends to provide a scalable, 
simple and foolproof platform for the management of the ever-increasing presence 
of tagged things. 

2.1.4   6LoWPAN 

Interoperability of things would only be possible on a scalable, accessible, and 
end-to-end communication infrastructure. To enable embedded Web server on de-
vices, they must first be connected to the Internet (Fig.1.). Things with inherent in-
formation, that has to participate in a Web based application, are of various types 
and capabilities. The IP protocol stack should be adapted for devices with limited 
capabilities. 6LoWPAN (IPv6 over Low power Wireless Personal Area Networks) 
was launched by IETF which defines mechanisms that allow IPv6 packets to be 
sent to and received between resource constrained devices usually by adopting 
low-power radio communication protocols like IEEE 802.15.4. 

 

Fig. 3  Comparison between TCP/IP and 6LoWPAN protocol stacks 
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A layer-wise comparison between the TCP/IP and the 6LoWPAN stacks is 
shown in Fig.3. Zeng et al. in their survey of WoT [37] note that the necessity of 
an adaptation layer in the 6LoWPAN stack is mainly to fit one IP packet within 
one 802.15.4 MAC (Layer 2) frame. The adaptation layer also manages header 
compression, packet fragmentation, reassembling and edge routing. 6LoWPAN is 
ideally implemented using UDP as transport protocol which ensures efficiency 
when dealing with Internet-enabled things. Web applications will use HTTP over 
UDP and hence will be robust due to the unreliability of UDP. 6LoWPAN also 
makes things on the Internet addressable at the IP layer. 

3   Web of Things Architecture 

An architecture for the WoT should take into consideration the methods for inte-
grating the plethora of things on the Web. It should formulate an abstraction 
framework that would make the heterogeneous capability of real-world things ac-
cessible and interoperable. We consider the ongoing efforts to realize an architec-
ture for the WoT with these focuses. 

3.1   Integrating Things on the Web 

As illustrated in Fig. 1 (b), the requirement of Web-enabling a thing is to expose 
its operations as HTTP URLs. We explain two ways this can be achieved, (1) Di-
rect Integration: augmenting the Web server to the thing, or (2) Indirect Integra-
tion: expose operations of a thing through a proxy Web server [6]. 

3.1.1   Direct Integration: Augmenting a Web Server 

A thing is Internet-enabled and Web-enabled by augmenting it with the capability 
to communicate over TCP/IP and HTTP respectively. An embedded Web server 
exposes the thing’s operations via URLs. When using RESTful APIs, a thing’s 
operations are exposed through standard Web operations like GET or POST. Os-
termaier et al. [5] present a prototype using Wi-Fi modules for connecting things 
directly to the Web. They enabled association of sensors, actuators, and things 
with each other through the Web. Guinard and Trifa [6] present the direct integra-
tion of Sun SPOT10 with a Web server. They implement the embedded server  
directly on the Sun SPOTs nodes. The server natively supports the four main op-
erations of the HTTP protocol i.e., GET, POST, PUT, and DELETE, making the 
Sun SPOT Web-enabled. Akribopoulos et al. [38] introduce a Web service-
oriented architecture for integrating small programmable objects in the WoT. Us-
ing Sun SPOT applications and sensor data exposed through Web services, they 
present use cases for building automation and remote monitoring.  

                                                           
10 http://www.sunspotworld.com/ 
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3.1.2   Indirect Integration: Using a Proxy Web Server 

The process of indirect integration involves a gateway or proxy server between the 
thing and the Web. A thing could have potential information that needs to be made 
available on the Web but does not have the necessary capabilities to communicate 
over TCP/IP or HTTP. The minimum requirement for such things to be an eligible 
candidate for the WoT is that they must be uniquely identifiable within a particu-
lar context. Mathew et al. [36] refer to such a thing as a Core thing and examples 
of such things would be pallets, medicine bottles, or shoes, which can be identified 
uniquely on the Web using an identification system like RFID or Barcode (Fig.2.). 
The information of Core things are made available to the Web through the proxy 
or gateway server, abstracting the proprietary protocol with uniform Web-based 
APIs. 

Trifa et al. [39] implement a gateway for Web based interaction and manage-
ment of sensor networks through RESTful Web services.  Guinard et al. [40] build 
an EPC Network prototype by using virtualization, cloud computing, and Web 
technologies. In their prototype, the RFID reader behaves like a gateway which 
locates between the cloud server and RFID tags. Welbourne et al. [41] develop a 
suite of Web-based tools and applications that facilitate the understanding, man-
agement, and control of personal RFID data and privacy settings. They deployed 
these applications in an RFID ecosystem and conducted a study to measure the 
trends in adoption and utilization of the tools and applications as well as users’ 
reactions. 

3.2   Frameworks for the Web of Things 

The use of Web services (WS-* and RESTful) is fundamental to any WoT architecture 
and various experiments have been tested and deployed. We look at two such architec-
tures [26] and [28] to understand the layers used to expose things on the Web. 

3.2.1   SOCRADES Integration Architecture (SIA) 

The SOCRADES Integration Architecture (SIA) [26, 42] describes the use of both 
WS-* and RESTful services to access devices from enterprise applications. 

The architecture includes a local/on-premise subsystem and a central or remote 
or cloud subsystem. A high-level illustration of the main layers of SIA with the 
modules of the local subsystem which interfaces with the devices is shown in 
Fig.4. SIA enables the integration of services of real-world things running on em-
bedded devices with enterprise services. WS-* Web service standards constitute 
the main communication method used by the components of enterprise-level ap-
plications. This enables business applications to access real-time data from a range 
of devices through abstract interface based on Web services. SIA, also, supports 
RESTful services to be able to communicate with emerging Web 2.0 services. 
This enables any networked device that is connected to the SIA to directly partici-
pate in business processes. 
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Fig. 4 Main layers of SOCRADES Integration Architecture (SIA) 

 

The Local/On Premise subsystem features a Local Discovery Unit (LDU) con-
nected to devices seen on a LAN, and the Central subsystem (anywhere on the 
network) hosts enterprise-level applications. The LDU module scans the local 
network for devices and reports their connecting and disconnecting to the central 
system. It acts as an intermediary that provides uniform access to different classes 
of devices through a set of platform-dependent plugins. In the local subsystem at 
the Devices Layer there are several embedded devices that run various services. 
The legacy devices would require a Gateway to expose their proprietary functio-
nalities.  

SIA is able to interact with devices using several communication protocols, 
such as DPWS (Device Profile for Web Services), OPC-UA, and REST. The de-
tails of each layer and their functionalities are provided in [26]. 

3.2.2   The Web of Things Application Architecture 

The WoT application architecture presented by Guinard [28] enables the integra-
tion of things with services on the Web and facilitates the creation of Web based 
applications that operate on real-world things. The primary goals of the architec-
ture is to enable rapid prototyping of applications that integrate real-world things 
for developers, to offer direct Web based access to things to Web users, and to of-
fer lightweight access to things data which would enable the data to be consumed 
by other things or software. 

In the proposed layered architecture, each layer does not hide the lower layers 
but rather provides a hierarchy of separate abstractions to connect things as first 
class citizens of the Web [28]. Based on requirements, an application can be built 
on top of each layer or a combination of layers. The various layers and their roles 
are illustrated in Fig.5, we present a summary of these layers here; a detailed  
representation is given in [28]. 
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Fig. 5 Application Architecture for the Web of Things 

The Accessibility layer focuses on providing a standard access to all kinds of 
connected things. This layer exposes things as RESTful Things using resource 
oriented architecture. REST [13] is used as a universal technique to interact with 
real-world things and four steps are suggested to Web-enable things:  

1. Design the resources by identifying the functionality or services of a thing and 
organizing their interactions, 

2. Design the representations and decide on how these will be provided, 
3. Design the interfaces which indicate the actions of each service, and  
4. Decide on direct or indirect integration into the Web. 

Guinard [28] indicates that a client-initiated interaction model, where a Web client 
continuously polls a Web-enabled thing, is costly when dealing with resource con-
strained things. Instead a server-initiated model is proposed. Here, a Web client 
first registers with a Web server and is notified when an event occurs. This creates 
a real-time approach when a Web client interacts with a Web-enabled thing  
hosting a Web server. Moreover, the use of tPusher, which adds the use of Web-
Sockets11 to the WoT architecture, is suggested. tPusher moves the protocol to a 
gateway rather than a real-world thing [40]. This layer ensures that real-world 
things are exposed as first-class citizens on the Web. The Findability layer focuses 
on making services of real-world things searchable and available for service con-
sumption or composition. Integration of things to the existing search engines with 
the use of semantic annotations is studied and the shortcomings of this approach 
were presented. The shortcomings are because of the inherent nature of real-world 
things, i.e., real-world things do not have properties that can be indexed like doc-
uments on the Web and things are tightly coupled with their contextual informa-
tion like the owner of a thing, or its location. A lookup and registration  

                                                           
11 http://dev.w3.org/html5/websockets/ 
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infrastructure adapted to WoT is proposed. The Sharing layer focuses on how 
Web-enabled things are shared ensuring privacy and security. The requirements 
stated for a sharing platform for WoT are security, ease of use, reflection of trust 
models, interoperability and integrated advertisement. The architecture proposes 
the use of existing social networking platforms like Facebook, Twitter, and Linke-
dIn, as sharing hubs for things. Since these platforms already manage access con-
trol and trust measures, these can be leveraged to manage the access and privacy 
of things privately. The Composition layer focuses on enabling end-users to create 
simple composite applications with Web-enabled things. Web 2.0 mashup tech-
niques are reused to create Physical mashup editors considering the requirements 
of the real-world things. The requirements are, support for event-based mashup, 
support for dynamic building blocks, support for non-desktop platform and sup-
port for application specific editors [43]. 

4   Building ‘Web of Things Applications 

Existing tools, techniques, languages and models for building Web applications 
can be applied to the WoT. However, for applications on resource constrained 
things where ad-hoc and event driven interactions are necessary, the challenges 
need to be understood and some techniques need to be adopted. We present some 
of these key techniques here. 

4.1   The AJAX Technique 

The AJAX (Asynchronous JavaScript and XML) technique [44] for Web applica-
tion development creates highly interactive and efficient applications with efficient 
workload distribution between the client and the server modules. The behavior of 
an AJAX Web application can be separated into two phases: loading phase and 
running phase [29]. In the loading phase the client collects files that contain style, 
content, and application code, while in the running phase, the client executes the 
application code from the first phase, and interacts with the server by sending asyn-
chronous requests, allowing the Web page to update itself dynamically. Experimen-
tal results [29] show that during the first phase, numerous large-sized content are 
served and during the second phase smaller size content is sent to the client. The 
AJAX technique uses the browser to handle the workload and relieves the Web 
server. This is an interesting technique for the WoT applications, where the embed-
ded Web servers have lesser resources when compared to the clients. 

4.2   Mashups - Composing Things on the Web 

Mashups have eased the process of developing WoT applications. This new tech-
nique introduces a paradigm shift in the creation of Web applications by using 
Web 2.0 techniques and composing various Web services to achieve the applica-
tion goals. Unlike portal-based solutions, the content aggregation for mashup  



The Web of Things – Challenges and Enabling Technologies 15
 

applications can occur either on the client or on the server. This is beneficial for the 
WoT applications, where all the real-world things are abstracted as Web resources, 
which are addressable, searchable, and accessible on the Web. Guinard et al. [6], 
present two representative mashup styles, physical-virtual mashups and physical-
physical mashups. For the former, the Energy Visualizer application was developed 
which has a Web interface to monitor power consumption and to control different 
home appliances. For the latter, to present the composition of services offered by 
things, the Ambient Meter was implemented on Sun SPOTs, which polls predefined 
URLs to get the energy consumption of devices in a room  using HTTP based re-
quests and responses. We discuss the Ambient Meter case study later in the chapter. 

4.3   Event Driven Approach 

The limitation of resources on embedded Web servers is a challenge that needs to 
be considered when creating applications for the WoT. Hence, a feature that is 
important to WoT application is the need to push data from server to client, based 
on events instead of the client continuously requesting to pull data from server. 
Event driven approaches are efficient to implement stateless behaviors and hence 
software designed for embedded systems ideally use event-driven approaches to 
manage resource constrained hardware.  

Comet [45] allows a Web application to push data from the Web server to the 
client. Comet12 is an umbrella term for techniques which are used for this interac-
tion and implementation methods are of two types: Streaming and Long Polling. 
In Long Polling, the client polls the server for an event by sending requests and 
stops only when the server is ready to send some data. After it gets a response the 
client will restart a Long Polling request for the next event. In Streaming, the 
client opens a persistent connection from the browser to the server for all events. 
Neither side closes the connection and in the absence of events servers periodical-
ly send dummy data to keep the connection active. While these workaround me-
thods are in practice they pose two drawbacks, they generate unnecessary traffic 
and they are extremely resource demanding on the Web servers. While Comet is 
better in data consistency and managing traffic workload, it has scalability issues. 

More recently, Web Sockets were proposed which use full duplex communica-
tion with a single TCP/IP socket connection. It is accessible from any compliant 
browser using simple JavaScript API. The increasing support for HTML5 in Web 
and Mobile Web browsers makes it a very good candidate for pushing data for the 
WoT. Since WebSockets protocol has an initial handshake followed by message 
framing, layered over TCP, they can be implemented in a straightforward manner 
on any platform supporting TCP/IP [40]. 

5   Case Studies of Ambient Spaces 

As stated earlier, the greater vision for the WoT is the creation of ambient spaces 
where people and things seamlessly communicate to achieve sustainable and  

                                                           
12 http://en.wikipedia.org/wiki/Comet_(programming)/ 
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efficient environments. We present two case studies that use WoT technology to  
realize AS. 

5.1   Ambient Classrooms 

Campus communities are notorious for their huge energy consumption despite 
awareness campaigns to reduce this consumption [46]. With the intention of creat-
ing sustainable campus environments we propose a framework which abstracts 
physical units like classrooms into AS or ambient classrooms on the Web. The 
framework makes these classrooms aware of the energy footprint of the users that 
reserved the room and also manage the usage of things like lights and projectors. 
The proposed framework was evaluated and it is noticed to save considerable 
amount of energy when compared to earlier usage scenarios. 

 

Fig. 6 Classrooms abstracted as ambient spaces on a campus Intranet 

The framework illustrated in Fig. 6, adopts a service-oriented approach to con-
nect classrooms as Ambient Space (AS) units on a campus. All classrooms on 
campus have similar things like, projectors, lights, and cameras. Each AS unit has 
a Space Manager comprised of hardware and software modules that enable things 
to communicate on the Web.  The Controller provides Web services that grant op-
eration of things within the AS. Things in the AS that are not Web enabled are 
augmented with Web capabilities using Adapters to provide the desired functio-
nality. The Rules Engine constrains thing’s usage based on operational intelli-
gence which are specific to different types of physical things in AS. The Monitor 
provides interfaces with sensors that capture the status of AS for various mea-
surements. Each AS has a designated set of repositories which is part of the cam-
pus Data Center. The Space Repository holds details like, location, purpose, and 
seating capacity, of all AS on campus. The Things Repository forms a knowledge 
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base of all things associated with each AS and the Service Repository provides a 
directory of services exposed by each AS. The functionalities for the Space Man-
ager are provided through two subsystems, the Things Control and Sensing (TCS) 
subsystem and the Classroom Reservation and Control (CRC) subsystem. We 
consider lights in the classrooms as candidates of Web-enabled things for this dis-
cussion. 

The TCS subsystem comprises of Web-enabled things that are either aug-
mented with embedded Web servers or indirectly connected to a proxy Web serv-
er. The TCS provides direct Web based access (RESTful APIs) to actuators like 
light bulbs in the room and is designed as the last unit of information flow as it 
may have the least computing resources. Lights have two basic operations, on and 
off. The challenge is to Web-enable inanimate things like light bulbs in order to 
push and pull information. Their capabilities are to be enhanced so that they can 
be controlled, sensed and their operations are accessible over the Intranet. We re-
cently proposed an ontological approach to classify physical things within an AS 
environment and manage them from the Web [36]. The taxonomy of things facili-
tates the process by which things are made Smart by augmenting their IPCS capa-
bilities, as mentioned earlier. The capabilities of Smart Lights are satisfied by: 

• Identifying lights uniquely over the Intranet (IP address) and the Web (URL). 
• Augmenting processing capability so that Web requests are processed and re-

levant actions are converted into electrical operations. 
• Enabling communication capabilities to lights so that user actions and sensing 

results are communicated to and from the Smart lights. 
• Providing storage capabilities for the lights to cache Web resources and status 

information. 

This is realized by augmenting the classroom lights with tiny Web servers13 and 
light sensors. TCS exposes two Smart Light services using RESTful expressions, 
Light-ControlWS to switch lights on or off and Light-SenseWS to detect the status 
of lights.  

The CRC subsystem manages scheduling functions for the Ambient Class-
rooms and also maintains the rules for controlling things. Interactions with the 
Ambient Classrooms are provided through the CRC implemented on a digital 
classroom signage. The signage displays details of ongoing sessions and uniquely 
identifies a classroom. It is connected to the Intranet and accessed both online and 
onsite using a touch screen interface. The CRC hosts a Calendar Service that al-
lows the scheduling of classrooms for courses. A genuine user with a valid  
username and password or a Web application like a time tabling application can 
reserve classrooms through CRC based on available time slots. CRC also hosts the 
Ambience Service to manage the state of things inside the classrooms depending 
on preset rules. 

Rules are set to turn lights on or off based on room usage and also to monitor 
lights to determine if any of the lights need to be replaced. Classroom users are 
made aware of their energy usage based on the duration of time they use the  

                                                           
13 http://www.openpicus.com/ 
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classrooms. Each user monitors their individual Energy Account through an online 
Web portal, and incentives for optimal usage are planned. 

5.2   Ambient Meter 

The Ambient Meter is a prototype implementation that demonstrates the composi-
tion of real-world services of things using RESTful APIs. It specifies how things 
can interoperate to create new systems over HTTP. Guinard and Trifa [6] dep-
loyed this system on a mobile device that monitors the energy usage of all  
appliances in its vicinity. The Ambient Meter is sensitive to its location and it au-
tomatically adapts to the place it monitors, without human intervention. Based on 
the amount of energy consumption in the room, the Ambient Meter changes color 
to display the variations in energy footprint, from very green (energy consumed is 
low) to very red (energy consumed is high). Each room has various Ploggs14 that 
are connected to appliances, like kettle, lamp, and PC. Their energy consumption 
is measured and processed by a Smart Gateway, which communicates with the 
Ploggs. A Smart gateway is co-located with the Ploggs in a room, which discovers 
the Ploggs and records the total energy consumed. The Smart Gateway is dep-
loyed alongside with an LLDU (Local Lookup and Discovery Unit) for resolving 
current location [6, 28]. When the mobile Ambient Meter (RESTful Sun SPOT) is 
located in a room it connects to the gateway in that room and becomes part of the 
local network. As the meter polls the gateway using a standard URI, a JSON re-
presentation of the energy consumption of all the Ploggs in the room is received. 
When the meter moves to another location it connects to the gateway in that room 
but uses the same URI to get the energy consumption recorded by the gateway in 
the room. Using RESTful approach the integration of the devices were reduced to 
building a Web mashup, where all the services are invoked by means of simple 
HTTP requests. 

6   Research Directions 

The WoT is transforming IoT technology just as the Web has transformed compu-
ting over the last decades. WoT enabling technologies are maturing and creating 
new platforms for designing and realizing innovative applications. We discuss some 
of the challenges and ongoing research towards the realization of the WoT vision. 

Research has been focusing on adapting traditional client-server Web ap-
proaches to expose the functionalities of physical things [28]. This works fine 
when clients initiate interactions with servers to pull data and services from em-
bedded applications that are expected to control things on the WoT. However to 
monitor things in AS, the required applications are often event-based and hence, 
Web-enabled things should also be able to push data to clients. Hence, standards 
such as HTML515 are moving towards asynchronous bi-directional communica-
tion to enable such interactions, where the server initiates events [28]. 
                                                           
14 http://www.plogginternational.com/ 
15 http://dev.w3.org/html5/eventsource/ 
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The spread of WoT is expected to flood the Web with real-time and real-world 

information and services that need to be discovered [47]. The use of sensors and 
other probing devices result in the dissemination of a large amount of real-time in-
formation. In contrast to the documents on the traditional Web, real-world things 
on the Web are expected to rapidly generate dynamic content because of their 
changing state. WoT applications inherently depend on the context of things and 
hence, search engines for WoT should focus on efficiently probing real-time data 
and discovering dynamic services. The efficiency and performance issues of 
search engines and related algorithms form some of the current areas of WoT re-
search. Recently, Mayer et al. [48] suggested a discovery service for Web-enabled 
things, where users employ RESTful interfaces for discovering Web resources. A 
key challenge is to have an efficient search engine, which is able to reach and re-
trieve properties of real-world things on the Web. We presented some of these 
properties in light of the dynamic nature of real-world things [49]. 

Research is also directing focus towards optimizing communication protocols 
for resource constrained devices. Efforts to adapt application layer protocols like 
CoAP (Constrained Application Protocol) [50] based on REST and HTTP are ac-
tive research areas, to enable flexibility and ease of use for a Web user and not just 
technical people. Refining protocols like 6LoWPAN [50, 51] that adapt the IPv6 
protocols for low power radio networks is, also, highly relevant. 

A key research challenge is the study of smart things composition to create con-
text-aware AS [52]. With the plethora of real-world things that can be participants 
on the Web, this challenge is sophisticated and many innovative solutions are yet 
to be proposed. Research is focusing on the study of consumer reaction and trends 
in applications for eHealth, smart homes [53, 54], and sustainable environments 
[55], which are being suggested using ambient intelligence. 

Issues of security, privacy, and trust in WoT promise many opportunities for re-
search innovations [56]. To clearly contrast these three issues with respect to WoT, 
consider the example of a car on the Web. Privacy would involve dealing with is-
sues that arise when the current owner decides to share the car with others on the 
Web. Security would deal with issues that pertain to who or what will have access to 
the car when it is in use. Trust would deal with issues of interactions between things 
on the Web, like if the garage door would open when the car arrives. The use of 
REST-based interfaces makes it possible to have secure interactions using HTTP au-
thentication or HTTPS [57]. As things on the Web will be accessible and shared 
among many users, research in this area is crucial to the success and widespread use 
of the WoT. Research has been rampant with innovative ideas dealing with these is-
sues in the IoT [58, 59], but the focus on WoT is yet to mature. The use of the social 
Web as a platform to ensure the trust and privacy of things has been advocated [60], 
to control Web-enabled things among trusted members on social Web sites. 

7   Conclusion 

The Web of Things (WoT) is complementing the Interne of things (IoT) and ra-
pidly expanding as an important area of research. Developments in WoT research 
have the potential to realize Weiser’s vision. Many salient technologies are driving 
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the success of the WoT, such as embedded systems, Web services, IPV6 and 
tagged things. In this chapter, we have presented the state of the art in WoT re-
search and discussed existing technologies and platforms that support the WoT. 
We presented different approaches to Web-enable things and facilitate the realiza-
tion of WoT based applications. The approaches are motivated by the level of 
comfort that people have when dealing with the Web, to portray the WoT as a 
simple and do-it-yourself technology. Advances in communication and real-time 
systems indicate that real-world things will soon become IP-enabled with embed 
Web servers, making them addressable, controllable and composable on the Web. 
In this context, we surveyed ongoing research, which addresses some of the chal-
lenges posed in leveraging and adapting existing technologies for pushing and 
pulling information from real-world things. Many innovative ideas and applica-
tions are being designed and deployed on WoT to create ambient spaces where 
people and real-world things seamlessly interact over the Web. We discussed two 
such case studies to illustrate the developments to realize ambient spaces. Future 
research directions, trends and challenges were also presented, which are presently 
driving the WoT into new horizons. 
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Context-Aware Environments for the Internet 
of Things 

Valentin Cristea1, Ciprian Dobre, and Florin Pop 

Abstract. This chapter discusses the challenges, state of the art, and future trends 
in context aware environments (infrastructure and services) for the Internet of 
Things, which is defined as a world-wide network of uniquely identified self-
organized and intelligent things. Intelligence means primarily the capability of 
things to be aware of the context in which they operate (time, geographic location, 
geographic dimension, situation, etc.) and to inter-cooperate with other things in 
the environment. The Chapter is structured in three sections. The first section, 
which frames the issues discussed in the rest of the chapter, is a systematic presen-
tation of the most relevant concepts and aspects related to the infrastructure and 
services for the Internet of Things. The second section presents relevant research 
works in the infrastructure, and up to date solutions and results regarding the in-
frastructure and services. The third section presents future trends and research di-
rections in the domain.  

Keywords: Context-Aware Environments, Services, Collective Intelligence,  
Scalability, High-Performance, Internet of Things. 

1   Introduction to Internet of Things Infrastructure and  
Services 

This section, which frames the issues discussed in the rest of the chapter, is a sys-
tematic presentation of the most relevant concepts, aspects and main issues related 
to the context-aware infrastructure and services for the Internet of Things (IoT). 
For the purpose of this chapter we adopt the IoT definition presented in [5]: 

“The Internet of Things (IoT) is an integrated part of the Future Internet and could be 
defined as a dynamic global network infrastructure with self-configuring capabilities 
based on standard and interoperable communication protocols where physical and vir-
tual “things” have identities, physical attributes, and virtual personalities and use  
intelligent interfaces, and are seamlessly integrated into the information network. In the 
IoT, “things” are expected to become active participants in business, information and 
social processes where they are enabled to interact and communicate among themselves 
and with the environment by exchanging data and information “sensed” about the  
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environment, while reacting autonomously to the “real/physical world” events and in-
fluencing it by running processes that trigger actions and create services with or without 
direct human intervention. Interfaces in the form of services facilitate interactions with 
these “smart things” over the Internet, query and change their state and any informa-
tion associated with them, taking into account security and privacy issues.” 

As part of the Future Internet, IoT aims to integrate, collect information from-, and 
offer services to a very diverse spectrum of physical things used in different do-
mains. "Things" are everyday objects for which IoT offers a virtual presence on 
the Internet, allocates a specific identity and virtual address, and adds capabilities 
to self-organize and communicate with other things without human intervention. 
To ensure a high quality of services, additional capabilities can be included such 
as context awareness, autonomy, and reactivity.  

This section starts with an introductory presentation of things and IoT infra-
structure and continues with the main functional aspects related to things' inter-
communication, the context model for the IoT and the event-driven mechanisms to 
sense, process, and exchange context data. Non-functional requirements for the 
IoT infrastructure are described in the end. 

Things are very diverse. Simple things, like books, can have Radio Frequency 
Identification - RFID tags that help tracking them without human intervention. For 
example, in an electronic commerce system, a RFID sensor network can detect 
when a thing leaves the warehouse and can trigger specific actions like inventory 
update or customer rewarding for buying a high end product [1]. In this simple 
case, RFIDs enable the automatic identification of things, the capture of their con-
text (for example the location) and the execution of corresponding actions if ne-
cessary. Sensors and actuators are used to transform real things into virtual objects 
[3] [5] with digital identities. In this way, things may communicate, interfere and 
collaborate with each other over the Internet [6]. Adding part of application logic 
to things transforms them into smart objects [15], which have additional capabili-
ties to sense, log and understand the events occurring in the physical environment, 
autonomously react to context changes, and intercommunicate with other things 
and people. A tool endowed with such capabilities could register when and how 
the workers used it and produce a financial cost figure. Similarly, smart objects 
used in the e-health domain could continuously monitor the status of a patient and 
adapt the therapy according to monitoring results. Smart objects can also be gen-
eral purpose portable devices like smart phones and tablets, that have processing 
and storage capabilities, and are endowed with different types of sensors for time, 
position, temperature, etc. Both specialized and general purpose smart objects 
have the capability to interact with people. 

The IoT includes a hardware, software and services infrastructure for things 
networking. IoT infrastructure is event-driven and real-time, supporting the con-
text sensing, processing, and exchange with other things and the environment. The 
infrastructure is very complex due to the huge number (50 to 100 trillion) of hete-
rogeneous, (possibly) mobile things that dynamically join and leave the IoT,  
generate and consume billions of parallel and simultaneous events geographically 
distributed all over the world. The complexity is augmented by the difficulty to 
represent, interpret, process, and predict the diversity of possible contexts. The  
infrastructure must have important characteristics such as reliability, safety,  
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survivability, security and fault tolerance. Also, it must manage the communica-
tion, storage and compute resources.  

The IoT infrastructure supports communication among things. This function 
must be flexible and adapted to the large variety of things, from simple sensors to 
sophisticated smart objects. More specific, things need a communication infra-
structure that is low-data-rate, low power, and low-complexity. Actual solutions 
are based on short-range radio frequency (RF) transmissions in ad-hoc wireless 
personal area networks (WPANs). A main concern of IoT infrastructure develop-
ers is supporting heterogeneous things [42] by adopting appropriate standards for 
the physical and media access control (MAC) layers, and for communication  
protocols. The protocol and compatible interconnection for the simple wireless 
connectivity with relaxed throughput (2 – 250 kb/s), low range (up to 100 m), 
moderate latency (10 – 50 ms) requirements and low cost, adapted to devices pre-
viously not connected to the Internet were defined in IEEE 802.15.4 [7]. Other 
similar efforts refer to industrial and vehicular applications - ZigBee [8], open 
standards for process control in industrial automation and related applications - 
ISA100.11a [9] and WirelessHART [10], and encapsulating IPv6 datagrams in 
802.15.4 frames, neighbor discovery and routing that allow sensors to communi-
cate with Internet hosts - 6LoWPAN [11]. The scope of IoT specialists is the 
worldwide network of interconnected virtual objects uniquely addressable and 
communicating through standard protocols.  

The IoT architecture supports physical things' integration in Internet and the 
complex interaction flow of services triggered by event occurrences. Objects identi-
fication, sensing and connecting capabilities form the basis for the development of 
independent cooperative services and applications that address key features of the 
IoT architecture: Service Orientation, Web-base, distributed processing, easy inte-
gration via native XML and SOAP messaging, component-base, open access, N-
tiered architecture, support for vertical and horizontal scalability [13]. Specific Web 
services help the physical objects to “become active participants in business 
processes” [14]. They interact with the corresponding virtual objects over the Inter-
net, query and change objects’ state, and process other associated information. The 
new key features for the IoT architecture include persistent messaging for the high-
est availability, complete security and reliability for total control and compliance, 
platform independence and interoperability (more specific for middleware). 

 

Fig. 1 Layered Networking for IoT 
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IoT infrastructure considers extended process functionality, pathways and 
layered networks as main components. These layers (see Fig. 1) refer to: real-time 
Data Collecting and Pre-Processing, which aims to support any available or 
emerging technology and offer uniform interfaces to upper layers; Processing and 
reporting environment data according to specific rules and data packing; efficient 
data transportation over the Network; support for Enterprise Application devel-
opment; and application exposure and integration in the Internet. The IoT infra-
structure supports object-connected technologies for “Human-to-Objects” and 
“Objects-to-Objects” communications [2] [4]. The communication platforms are 
heterogeneous, ad-hoc, and opportunistic.  

As mentioned previously, IoT is a large heterogeneous collection of things, 
which differ from each other. Even things that have the same nature, construction, 
and properties can differ from one another by their situation or context. Context 
means the conditions in which things exist in other words their surrounding world. 
Since virtual things in IoT are interconnected, the meaning of the data they ex-
change with other things and people becomes clear only when it is interpreted in 
the thing’s context. This is why the IoT infrastructure runs reliably and perma-
nently to provide the context as a “public utility” to IoT services [31]. For human 
users, the context is the information that characterizes user’s interaction with In-
ternet applications plus the location where this interaction occurs, so that the  
service can be adapted easily to users’ preferences, For things, we need another 
approach. A very suggestive example is given in [33]. The authors explain the 
case of a plant that is the target of an automatic watering service. In order to con-
trol the watering dosages and frequency, the service has to sense the dryness status 
of the plant, to use the domain knowledge of plants and find their watering “prefe-
rences”, and to ask the weather prediction service about the chances of rain in the 
next days. So, the context of a thing includes information about thing’s environ-
ment and about the thing itself [33]. 
 

 

Fig. 2 Context-aware services 

Several context modeling and reasoning techniques are known today [34], some 
of them being based on knowledge representation and description logics. Ontolo-
gy-based models can describe complex context data, allow context integration 
among several sources, and can use reasoning tools to recognize more abstract 
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contexts. Ontologies provide a formal specification of the semantics of context da-
ta that stay at the base of knowledge sharing among different things in IoT. In ad-
dition, ontological reasoning can derive new context. Ontology-based models can 
be used to organize IoT infrastructure context-aware services as a fabric structured 
into multiple levels of abstraction (see Fig. 2) starting with collecting information 
from physical sensors (called low level context), which could be meaningless and 
consequently not useful to applications. Next, higher-level context is derived by 
reasoning and interpretation. Finally, context is exploited by triggering specific ac-
tions [31].  

The IoT infrastructure combines the context model with event-based organiza-
tion of services that support the collection, transmission, processing, storage and 
delivery of context information. In the event-driven architecture vocabulary, 
events are generated by different sources, event producers, when for example a 
context change is significant and must be propagated to target applications, which 
are event consumers. Producers and consumers are loosely coupled by the asyn-
chronous transmission and reception of events. They don't have to know and ex-
plicitly refer each other. In addition, the producers don't know if the transmitted 
events are consumed ever. A publish/subscribe mechanism is used to offer the 
events to the interested consumers. Other components are the event channels for 
communication, and event processing engines for complex event detection. Com-
ponents for event specification, event management, and for the integration of the 
event-driven system with application belong also to the IoT infrastructure.  

There are also non-functional requirements associated with IoT infrastructure 
[1]: large scale integration, interoperability between heterogeneous things, fault 
tolerance and network disconnections, mobility, energy saving, reliability, safety, 
survivability, protection of users’ personal information (e.g., location and prefe-
rences) against security attacks, QoS and overall performance, scalability, self-* 
properties and transparency. 

Development issues for IoT infrastructure are directly related to Service 
Oriented Architecture (SOA), Collaborative Decision Making (CDM), Cloud 
Computing, Web 2.0 (and Future Internet) and Semantic Web. The support of 6A 
connectivity (Anything, Anyone, Anytime, Any Place, Any Service, and Any 
Network) becomes the most important key feature for adding sense to the Internet 
of Things [13].  

2   Context Aware Internet of Things Infrastructure 

This section presents up to date solutions and research results regarding the struc-
ture, characteristics, and services for context aware IoT infrastructure.  

Sensors in IoT are used to collect various data such as biomedical information, 
environment temperature, humidity, and ambient noise level. The data provided 
by such sensors can be used by customized context-aware applications and servic-
es, capable to adapting their behavior to their running environment. However,  
sensor data exhibits high complexity (e.g., due to the huge volumes and inter-
dependency relationships between sources), dynamism (e.g., updates performed in 
real-time and data that can age until it becomes useless), accuracy, precision and 
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timeliness. An IoT system should not concern itself with the individual pieces of 
sensor data: rather, the information should be interpreted into a higher, domain-
relevant concept. For example, sensors might monitor temperature, humidity, 
while the information needed by a watering actuator might be that the environ-
ment is dry. This higher-level concept is called a situation, which is an abstract 
state of affairs interesting to applications [19]. 

2.1   Situational Awareness 

Situations are generally representations (simple, human understandable) of sensor 
data. They shield the applications from the complexities of sensor readings, sensor 
data noise and inferences activities. However, in large-scale systems there may be 
tens or hundreds of situations that applications need to recognize and respond to. 
Underlying these situations will be an even greater number of sensors that are 
used in situation identification. A system has a significant task of defining and 
managing these situations. This includes capturing what and how situations are to 
be recognized from which pieces of contexts, and how different situations are re-
lated to each other. The system should know, for example, which situations can or 
cannot occur: a room hosting a “scientific event” and an “academic class” at the 
same time); otherwise, inappropriate adaptive behavior may occur. Temporal or-
der between situations is also important, such as the inability of a car to go directly 
from a situation of ‘parked’ to ‘driving on a highway’. Given the inherent inaccu-
racy of sensor data and the limitations of inference rules, the detection of situa-
tions is imperfect. 

The research topics on situation identification for IoT involve several issues 
[20]. First, representation deals with defining logic primitives used to construct a 
situation’s logical specification. In representation, logical primitives should cap-
ture features in complex sensor data (e.g., acceleration data), scope knowledge 
(e.g., a spatial map or social network), and different relationships between situa-
tions. Also, an IoT system is assumed to be highly dynamic. New sensors can be 
introduced, that bring new types of context. Therefore, the logical primitives 
should be flexibly extensible, such as new primitives to not cause modifications or 
produce ambiguous meanings to existing ones. 

Specification deals with defining the logic behind a particular situation. This 
can be acquired by experts or learned from training data. It typically relies on a 
situation model with a priori expert knowledge, on which reasoning is applied 
based on the input sensor data. For example, in logic programming [37] the key 
underlying assumption is that knowledge about situations can be modularized or 
digitized. An example adapted from [21], which defines a situation when a room 
is detected as being occupied, can be specified as follows: 

 
Occupied(room) = ∃t1, t2, event|reservedBy(person, t1, t2) 

•((t1 ≤ timenow() ∧ (timenow() ≤ t2 ∨ isnull(t2))) ∨((t1 ≤ timenow() ∨ isnull(t1)) ∧ timenow() ≤ t2)) 
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These initial works have been advanced to a more formal approach by Loke et al. 
[22]. The authors proposed a declarative approach to represent and reason with 
situations at a higher level of abstraction. The approach uses logical programming 
in Prolog to embed situations. For example a situation in_meeting_now of a user 
entity E is defined on two situations with_someone_now and 
has_entry_for_meeting_in_diary can be defined as:  

 
if in_meeting_now(E) then 

with_someone_now(E), 
has_entry_for_meeting_in_diary(E). 

if with_someone_now(E) then 
location*(E, L), people_in_room*(L, N) , N > 1. 

if has_entry_for_meeting_in_diary(E) then 
current_time*(T1) , 
diary*(E, ‘meeting’, entry(StartTime, Duration)), 
within_interval(T1, StartTime, Duration).

 
Each of these situations is defined on sensor predicates. For example, 
with_someone_now refers to two sensor predicates: location*(E, L) that re-
turns the location of the entity, and people_in_room*(L, N) that returns the 
number of people in the location. These predicates refer to lower-level context, as 
detected by various sensors. In this way, situation programs can be made amena-
ble to formal analysis, and the inference procedure of reasoning about situations is 
decoupled from the acquisition procedure of sensor readings.  

2.2   Other Representation Approaches 

Other logic theories, such as situation calculus [38], have also been used to infer 
situations in IoT systems. Kalyan et al. [23] introduce a multi-level situation 
theory, where an intermediate level micro situation is introduced between infons 
and situations. An infon embodies a discrete unit of information for a single entity 
(e.g., a customer or a product), while a situation makes certain infons factual and 
thus supports facts. Micro situations are composed of these entity-specific infons, 
which can be explicitly obtained from queries or implicitly derived from sensors 
and reasons. Situations are considered as a hierarchical aggregation of micro situa-
tions and situations. This work aims to assist information reuse and support ease 
of retrieving the right kind of information by providing appropriate abstraction of 
information.  

Spatial and temporal logic has also been applied to represent and reason on spa-
tial and temporal features and constraints of context and situations. Augusto et al. 
[24] introduce the temporal operators ANDlater and ANDsim in Event–
Condition–Action rules, upon which temporal knowledge on human activities can 
be specified. Considering the sensor events at_kitchen_on (the activation of the 
RFID sensors in the kitchen), tkRK_on (the activation of the RFID sensor while 
the user is passing through the door between the kitchen and the reception area), 
and no_movement_detected (sensing of no movement), the following rule  
specifies a situation of a user ‘fainting’:  



32 V. Cristea, C. Dobre, and F. Pop
 
IF at_kitchen_on ANDlater tdRK_on ANDlater no_movement_detected 
THEN assume the occupant has fainted

 
Also, ontologies have increasingly gained attention as a generic, formal and expli-
cit way to capture and specify the domain knowledge with its intrinsic semantics 
through consensual terminology and formal axioms and constraints. They provide 
a formal way to represent sensor data, context, and situations into well-structured 
terminology. Based on the modeled concepts, developers can define logical speci-
fications of situations in rules. An exemplar rule on an activity ‘sleeping’ is given 
in [25]: 

 
(?user rdf:type socam:Person), 
(?user, socam:locatedIn, socam:Bedroom), 
(?user, socam:hasPosture, ‘LIEDOWN’), 
(socam:Bedroom, socam:lightLevel, ‘LOW’), 
(socam:Bedroom, socam:doorStatus, ‘CLOSED’) 
-> (?user socam:status ‘SLEEPING’)

 
Ontologies, together with their support for representation formalisms, can support 
reasoning, including detecting inconsistency, or deriving new knowledge. An on-
tological reasoner can be used to check consistency in a class hierarchy and con-
sistency between instances, e.g. whether a class is being a subclass of two classes 
that are declared as disjoint or whether two instances are contradictory to each 
other (such as a person being detected in two spatially disjoint locations at the 
same time). Given the current sensor data, the reasoner will derive a new set of 
statements. In the above ‘sleeping’ example, if the reasoner is based on a forward-
chaining rule engine, it can match the conditions of this rule against the sensor in-
put. If all the conditions are satisfied, the reasoner will infer the conclusion of the 
rule. The reasoning will terminate if the status of the user is inferred, when the sta-
tus of the user is set to be the default inference goal in this reasoner. 

Other solutions are based on the Dempster–Shafer theory (DST) [39], a ma-
thematical theory of evidence, which propagates uncertainty values and conse-
quently provides an indication of the certainty of inferences. The process of using 
DST is described as follows. First, developers apply expert knowledge to con-
struct an evidential network that describes how sensors lead to activities. The  
left-hand side of Fig. 3 below describes that the sensors on the cup and fridge are 
connected to context information (e.g., ‘cup used’). Such context information can 
be further inferred or composed to higher-level context. The composition of con-
text information points to an activity (e.g., ‘Get drink’) at the top. Developers can 
use such an approach to determine the evidence space and degree of belief in an 
evidence. For example, in Fig. 3, the values on the arrows represent the belief  
in particular sensor (also called the uncertainty of sensor observations). Generally, 
in reasoning situations are inferred from a large amount of imperfect sensor data. 
In reasoning, one of the main processes is called situation identification - deriving 
a situation by interpreting or fusing several pieces of context in some way. Speci-
fying and identifying situations can have a large variability depending on factors 
such as time, location, individual users, and working environments [26]. This 
makes specification-based approaches relying on models of a priori knowledge 
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impractical to use. Machine learning techniques have been widely applied to 
learning complex associations between situations and sensor data. However, the 
performance of reasoning is usually undermined by the complexity of the underly-
ing sensor data. 

 

 

Fig. 3 An example of situation inferring using Dempster-Shafer theory (from [40]) 

Bayesian networks have been applied in many context-aware systems. For ex-
ample, in [27] the authors present a solution to infer a user’s current activity from 
sensors within a room, which provide several contexts (e.g., several sensors track 
people within a house, the light level and noise level in rooms are monitored by 
other sensors). But, such a Bayesian network cannot model the causal relationship 
between the status context of one particular user, his/her location, and the status of 
the micro oven for example, because of the breaking of the independence assump-
tion in naïve Bayes. A better approach consists in the use Hidden Markov Models 
(HMMs) [28]. HMMs statistical models where a system being modeled is as-
sumed to be a Markov chain that is a sequence of events. A HMM is composed of 
a finite set of hidden states and observations that are generated from states. For 
example, a HMM where each state represents a single activity (e.g., ‘prepare din-
ner’, ‘go to bed’, ‘take shower’, and ‘leave house’) is presented in [28]. They 
represent observations in three types of characterized sensor data that are generat-
ed in each activity, which are raw sensor data, the change of sensor data, the last 
observed sensor data, and the combination of them. The HMM is trained to obtain 
the three probability parameters, where the prior probability of an activity 
represents the likelihood of the user starting from this activity; the state transition 
probabilities represent the likelihood of the user changing from one activity to 
another; and the observation emission probabilities represent the likelihood of the 
occurrence of a sensor observation when the user is conducting a certain activity. 

Unlike this approach, [29] employs the use of neural networks in learning activ-
ities (e.g., static activities like ‘sitting’ and ‘working at a PC’, and dynamic activi-
ties like ‘running’ and ‘vacuuming’) from acceleration data. A similar idea was 



34 V. Cristea, C. Dobre, and F. Pop
 

further applied to detect bump holes as cars runs on street, using accelerometer 
sensors inside the vehicle [41]. The acceleration data is collected from a wireless 
sensing tri-axial accelerometer module, from which eight features are extracted, 
including the mean value, the correlation between axes, and the energy that is used 
to discriminate between activities.  

Finally, Support Vector Machines (SVM) [12] is a relatively new method for clas-
sifying both linear and nonlinear data. An SVM uses a nonlinear mapping to trans-
form the original training data into a higher dimension. Within this new dimension, it 
searches for the linear optimal separating hyper-plane that separates the training data 
of one class from another. With an appropriate nonlinear mapping to a sufficiently 
high dimension, data from two classes can always be separated. SVMs are good at 
handling large feature spaces since they employ over fitting protection, which does 
not necessarily depend on the number of features. Kanda et al [30] use SVMs to cate-
gorise motion trajectories (such as ‘fast’, ‘idle’, and ‘stop’) based on the velocity, di-
rection, and shape features extracted from various sensors (within a car for example). 
Different types of sensor data lead to different techniques to analyze them. Numerical 
data, for example, can be used to infer motions like ‘walking’ or ‘running’ from acce-
leration data. Situation identification at this level is usually performed in learning-
based approaches, which uncover complicated associations (e.g., nonlinear) between 
continuous numerical data and situations by carving up ranges of numerical data 
(e.g., decision tree) or finding an appropriate algebraic function to satisfy or ‘explain’ 
data (e.g., neural networks or SVMs). Specification-based approaches can apply if the 
association between sensor data and situations are rather explicit and can be 
represented in logic rules. Situations can also be recognized from categorical features; 
for example, inferring a room’s situation - ‘meeting’ or ‘presentation’ — from the 
number of persons co-located in the room and the applications running in the com-
puter installed in the room. This higher-level of situation identification can be per-
formed using either specification- or learning-based approaches.  

Uncertainty can also exist in the use of oversimplified rules that are defined in 
an ad hoc way. In representing uncertainty of rules, Web Ontology Language 
(OWL), a family of knowledge representation languages for authoring ontologies 
endorsed by W3C, can be extended with a conditional probabilistic class to en-
code the probability that an instance belongs to a class respectively given that it 
belongs to another class. Although good at expressing uncertainty, these qualita-
tive approaches need to be combined with other machine-learning techniques to 
quantify the uncertainty to be used in situation identification. Learning-based ap-
proaches have a stronger capability to resolve uncertainty by training with the 
real-world data that involves noise. These approaches not only learn associations 
between sensor data and situations, but also the effect that the uncertainty of sen-
sor data has on the associations. For example, the conditional probabilities learned 
in Bayes networks include the reliability of sensor data as well as the contribution 
of the characterized sensor data in identifying a situation. 

2.3   Architectural Issues 

A popular architectural model for IoT is composed of autonomous physical/ 
digital objects augmented with sensing, processing, and network capabilities.  
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Unlike RFID tags, smart objects carry an application logic that let them sense their 
local situation and interact with the environment through actuators. They sense, 
log, and interpret what’s occurring within themselves and the work, act on their 
own, intercommunicate with each other, and exchange data [17]. 

According to the scenarios illustrated in [17], the architectural differences in 
the way smart objects understand (sense, interpret or react to) events, and interact 
with their environment in terms of input, output, control and feedback, classify 
them as either activity-aware objects, policy-aware objects or process-aware ob-
jects. A process-aware object represents the most accomplished type, and charac-
terizes: awareness (a process-aware object understands the operational process 
that is part of and can relate the occurrence of real-work activities and events to 
these processes), representation (its model consists of a context-aware workflow 
model that defines timing and ordering or work activities), and interaction (a 
process-aware object providers workers with context-aware guidance about tasks, 
deadlines, and decisions). 

Adaptable Pervasive Flows [18] is a technology that model applications in a fa-
shion similar to classical service workflows, while being situated in the real world. 
A flow is a computer-based model that essentially consists of a set of actions, 
glued together by a plan (or control flow) which defines how the actions should be 
performed to achieve some goal under a set of constraints. Flows are explicitly tai-
lored (1) to being executed in pervasive environments, and (2) to being adaptable. 
They are situated in the real world, i.e., they are logically attached to entities, they 
can move with them through different contexts. While they are carried along, they 
model the behavior intended for the associated entity, and adapt the entity’s envi-
ronment to this behavior. Thus, when a mobile user carries a flow that specifies 
his prospective actions, the pervasive computing machinery in his environment 
will be set up for him by the flow. Since people may change their minds, and since 
artifacts and people may be subject to changes in the environment, the flow itself 
may also adapt to reflect such changes. This requires flows to be context-aware. 
They can take into account the context pertaining to their entity’s current envi-
ronment as well as the entity’s actual activities in order to dynamically adapt to 
changing situations. 

A context-aware infrastructure designed to support smart objects could help 
workers in construction industry by providing just-in-time information about re-
quired work activities [17]. To model the organizational process a workflow [18] 
can be used to define work activities in which the smart object is involved. Such a 
workflow can contain activities and transitions between activities. Transitions can 
be annotated with context conditions that refer to sensor or human input. A 
workflow continues along a transition if input satisfies a condition.  

The goal of JCAF [16] is to create a general-purpose, robust, event-based, ser-
vice-oriented infrastructure and a generic, expressive Java programming frame-
work for the deployment and development of context-aware IoT applications. The 
infrastructure is composed of a Context-awareness Runtime Infrastructure and a 
Context-awareness Programming Framework. Each Context Service is a long-
lived process analog to a J2EE Application Server. The service’s Entity Container 
manages an Entity with its Context information. An entity is a small Java program 
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that runs within the Context Service and responds to changes in its context. The 
life cycle of an entity is controlled by the container in which the entity has been 
added. The entity container handles subscribers to context events and notifies  
relevant clients on changes to entities.  

2.4   CAPIM Infrastructure 

An infrastructure that follows these concepts and the hierarchical view of func-
tions is presented in CAPIM [2], a platform for context aware IoT systems [31] 
that integrates smartphones for students and staff interactions in a university cam-
pus. The platform collects and manages a global context (of the surrounding 
space) by integrating capabilities of various sensors and actuators. Such sensors 
are aggregated using the sensing, processing and communication capabilities of 
smart objects, in particular smartphones. Smart objects can support the integration 
in Internet of parking lots, university restaurants, libraries, classrooms, administra-
tive offices, etc. and can communicate with each other and with smartphones for 
their exploitation in collaborative e-services dedicated to students and staff. Since 
smartphones become commodity hardware, used almost everywhere, having more 
sensing and computing capabilities in every-day situations is attractive for many 
reasons. Smartphones can sustain next-generation efforts of making the Internet of 
Things vision a reality – users and devices blend together smoothly in a single vir-
tual world where smartphone, coupled with other sensors and services from the 
environment, can optimize (e.g. by helping organizing tasks, contacts, etc.) and 
assist (e.g. with navigation, find information more quickly, access online data, 
etc.) users in everyday activities. These may refer to finding a vacant parking 
space in a parking lot that is closer to user’s office, classroom or actual car posi-
tion, assisting people parking and pay for parking, finding the best way towards a 
specific classroom, getting information about the activity in that room or about the 
number of people who are actually there, being notified about new publications 
available in the library or about the actual menu of the preferred restaurant, etc. 
This is a shift towards developing mobile context-aware services that are capable 
to recognize and pro-actively react to user’s own environment. Such context-
aware mobile applications can help things better interact between themselves and 
with their surrounding environments, and offer high quality information to people. 
This is the basis for a paradigm where the context is actively used by applications 
designed to take smarter and automated decisions: start the cooling system when 
the temperature raises above a specific threshold and there is a meeting in that 
room, mute the phone of users participating to the meeting, show relevant infor-
mation for the user’s current location, assist the user find its way in the campus, or 
automatically recommend events based on the user’s (possible learned) profile and 
interests.  

CAPIM is designed to support the construction of the next-generation context 
aware applications. It integrates services designed to collect context data (things’ 
location, profile, etc.). These smart services can be dynamically loaded by mobile 
things, and make use of the sensing capabilities provided by modern smart objects, 
including smartphones endowed with additional sensors. The data is collected and 
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aggregated into context instances. This is also possibly augmented with external 
and inferred data about situations, relations, and events. In addition, the platform 
includes a workflow engine designed to continuously evaluate the context and 
take automatically decisions or actions based on customized rules and particular 
context events.  

 

 
Fig. 4 CAPIMs’architecture 

CAPIM's architecture consists of four vertical layers (see Fig. 4). Each layer 
provides a specific function: (1) collecting context information, (2) storing and 
aggregation of context information, (3) construction of context-aware execution 
rules, and (4) visualization and user interaction. Each layer has several compo-
nents, making the infrastructure suitable for experimenting with a wide range of 
context-aware things, methods, techniques, algorithms, and technologies. CAPIM 
can be used to construct context-aware applications using a service-oriented com-
position approach: load a core container, instruct it to load the necessary context-
gathering services, deploy a corresponding context-aware business workflow, and 
call the actions to be executed when context is met. For example, the monitoring 
services are dynamically discovered, downloaded as needed, loaded and executed 
in the container. The first layer includes sets of monitoring services for collecting 
context data and first-stage storing on the local smart objects.  

Each monitoring service is packed in a digitally signed monitoring module. 
These modules are downloadable from remote repositories, resembling application  
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stores. The monitoring services can be developed/maintained by third party organ-
izations. For example, a manufacturer might build a module to collect data from 
sensors it is offering on the market, therefore integrating them within Internet.  

 

Fig. 5 Flow of monitoring information 

Each monitoring service is executed in a separate container. This allows separa-
tion of concerns (no service needs to know what other modules are deployed) and 
fault isolation. 

The monitoring flow (see Fig. 5) is under the control of a Context Manager, or-
chestrating the flow of information between the monitoring services. Depending 
on the function supported, the monitoring services are grouped in several catego-
ries. The Push and Pull monitoring services are directly responsible for collecting 
context information, usually directly from sensors. The Push service reacts to 
changes of the context, which in turn triggers notifications to the Context Manag-
er. The Pull service is periodically or on-request interrogated for the current values 
of the monitoring parameters. 

The context information is sent to Filter, Storage and Networking services. The 
Filter service subscribes to specific context information. The Context Manager 
forwards the data of interest to the Filter service, which in turns can produce new 
context information (possible from multiple data sources). Such a construction al-
lows for first-stage aggregation of context information. 

The Storage service can keep data locally for better serving the context-
execution rules. Finally, the Networking service is responsible for sending the col-
lected context information remotely to aggregation services (the Remote Context 
Repository component located in the next layer). Here we can experiment with 
different network protocols and methods of sending data, whilst balancing be-
tween costs and energy-consumption. 

Each monitoring service is also responsible for a particular type of monitoring 
information. Thus, these services fall into different categories: location, profile, 
hardware.  

The second layer deals with the aggregation and storing of context data. The 
components at this layer are running in a server environment, mainly because the 
aggregation involves collecting data from multiple fixed and mobile sources. Also 
it involves higher computational capabilities that are available on smart things and 
user’s smartphone without interfering with his/her own activities. The components 
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are distributed, and we envision a scheme where several such servers collect data 
based on a localization approach. 

At this layer the information is received from several context sources. It is fur-
ther organized based on concepts from a predefined model. At his layer the data is 
organized according to the proposed Context Model. For example, the data from 
several sensors (GSM, WiFi, Bluetooth) is aggregated into current Location, and 
the user can experiment with various location algorithms. The user’s characteris-
tics are organized based on a FOAF and semantic technologies [16]. We therefore 
are able to aggregate data into models describing actual relations between users, 
inferring information about their interests and activities. In an academic environ-
ment this allows defining rules specific to users interested in particular research 
area, or belonging to particular classes.  

This layer also provides an abstraction that can be used by all applications to 
access context information. The domain described by the model acts as a contract 
between the middleware system and consumer applications. The information and 
services offered by the contextualization services are consumed by two sorts of 
applications. Autonomous applications can use the services directly to access con-
text information. They control entirely the reaction to context changes.  

In addition, we define a third layer, which uses context Rule actions. Changes 
in the context may trigger different actions on the smart things according to a pre-
defined rule set. The rules are expressed in an XML-based format and are stored 
in a remote repository. Things are therefore able to dynamically load and execute 
locally specific rules, depending on context. An example of such a rule is pre-
sented in Fig. 6, which notifies the interested and available user about an event in 
the field of Distributed Systems. The main rule consists of two standard rules 
combined by the logical operator AND. The first rule retrieves context informa-
tion regarding user agenda or university timetable.  

 
<rules-config> 
      <rule-definitions> 
            <rule-def name="DistributedSystemEventNotification"  
                  action="category.EVENT_NOTIFICATION"> 
                  <rule name="userIsFree" /> 
                  <operator name="AND" /> 
                  <rule name="userHasInterest" /> 
            </rule-def> 
      </rule-definitions> 
      <rule-implementations> 
            <rule-impl name="userIsFree" class="rules.StringFieldEquals"> 
                  <property name="argField" value="CURRENT_ACTIVITY"/> 
 <property name="target" value="free"/> 
 </rule-impl> 
      </rule-implementations> 
      <rule-implementations> 
            <rule-impl name="userHasInterest"  
                  class="rules.StringFieldContainedInList"> 
                  <property name="argField" value="INTERESTS"/> 
                  <property name="target" value="Distributed Systems"/> 
            </rule-impl> 
      </rule-implementations> 
</rules-config> 

Fig. 6 Example of a context rule 
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Finally, the fourth layer is responsible with the applications, expressed as rules 
and actions, which can be used for orientation, information and recommendation 
purposes. At this layer there are local utilities that can help with context-triggered 
actions. There are also the applications that use the context data to improve re-
sponse to stimulus (an interior or exterior request). An application can react to 
changes in the current context and take specific actions depending on some prede-
fined rules. For this, conditions are evaluated period as the data is retrieved. Third 
party applications and services can use the API provided by the context-aware 
services. They can use functions for obtaining particular context data, using filters, 
or can subscribe for context data. They can also declare new execution rules for 
users to install on their mobile devices. 

2.5   CAPIM Context Model 

The CAPIM’s context model (Fig. 7) characterizes the situation of an entity. Enti-
ty describes any person, place, or object that is considered relevant to the interac-
tion between the user and the environment. In accordance, the context is the  
collection of information used in some particular form. Thus, the context model 
includes external data (relative to the environment of the mobile device executing 
the application, such as location, proximity) or internal information (to the device, 
such available disk space, battery, capabilities, etc.). The proposed context model 
aggregates this information into a unique set of data. The context is build based on 
all detectable and relevant attributes of the mobile wireless device, the applica-
tion’s user, the device’s surrounding environment, and the interaction between 
mobile devices (creating an ad-hoc social interaction map). 

 

 

Fig. 7 CAPIM’s context model 

The context model is hierarchical. On the first layer is the device object (thing) 
grouping together location, time, identity of a possibly user (in case of smart-
phones), and the information gathered from various hardware sensors. The device 
object also provides static information about the device, such as its identifier,  
operating system and platform, etc.  
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Location is obtained from several sources. For out-door location we use the 
GPS or GSM capabilities of the device. For in-door location we combine informa-
tion received from several sensors, such as GSM cells, Wi-Fi access points, and 
hardware devices capable of recognizing Bluetooth pairing. The platform also al-
lows experimenting with various in-door locality algorithms and solutions. In this 
case first the user constructs a module (if one is not already available) for collect-
ing information from sensors. It then aggregates the information into a recogniza-
ble form of location data (e.g., the user is in front of a predefined room). 

For smartphone, the context information includes information about the user. 
User's identity is made available from the certificates installed on the mobile 
smartphone. When the user’s identity is found, it is augmented with other informa-
tion, such as the user’s profile and activities. User’s activities are discovered from 
his/her agenda, or from the user’s academic schedule (if the user is a student, 
based on his certificate the schedule is discovered by interrogating the university’s 
data management system). The profile context could include information related 
to user’s research interests, academic interests, or social interests. For the research 
interests a special service collects and aggregates data from scientific research da-
tabases and provides a set of features including automatic collection of informa-
tion, guided and focused retrieval of researcher profiles, aggregation and storage 
of structured data in time, aggregated and personalized view of collected  
information.  

The user’s profile is provided in either a static form (for example, based on the 
certificate the user’s current academic profile can be easily extracted from the uni-
versity’s digital record database), or is inferred from social networks. For this, the 
application uses as data sources several social networks: Facebook, LinkedIn. 
These sources provide dynamic information about user’s interests for example. 
But they also provide information about social relations between users. So, instead 
of asking users to insert their social preferences again, we learn them from the us-
ers’ social networks and devise new connections based on the supplementary  
context information. This allows making queries to the system asking for the whe-
reabouts of the user’s current friends, representing users with current interests si-
tuated in the immediate proximity, or finding friends that can serve some specific 
events.  

The context also includes system information, collected from specific sensors 
for battery level, light intensity, accelerometer, etc. The hardware context includes 
information gathered from external sensors in the environment. 

CAPIM’s vision is to use the context information as part of the processes in 
which things are involved. The context can support the development of smart  
applications capable to adapt based on the data relevant to the location, identity, 
profile, activities, or environment (light, noise, speed, wireless networking capa-
bilities, etc.). We propose the use of a context model that includes these parame-
ters. Based on this model we propose building smart and social environments  
capable to adapt to context using mainly the sensing and processing capabilities of 
smart objects. 
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CAPIM uses a semantic-based context model, but other models are also sup-
ported. For example, data is collected as time series, for long-term and near  
real-time processing guarantees. The semantic model provides a vocabulary to 
represent knowledge about context and to describe specific situations. The Con-
text Ontology defines a common vocabulary to manage and share context data. 
The advantage of such an approach is sharing a common understanding of infor-
mation to users, devices and services, because the ontology includes machine-
interpretable definitions of basic concepts and relations. 

The aggregation and semantic services are running on server-side because the 
semantic aggregation involves collecting and aggregating together data from mul-
tiple sources. All things send context information to the aggregation service, 
where it is further managed and semantically organized. The aggregation service 
is also responsible to infer the stored data and send aggregated information back to 
things or applications. The aggregated semantic data is kept in a semantic data-
base. CAPIM’s repository implementation uses the Jena Semantic Web Toolkit. 
The framework provides functions to add, remove, query even to infer data on ge-
neric RDF models.  

The context ontology captures all context information and models the basic 
concepts of things, interests and activities, describing the relationships between 
these entities. For example, for the pervasive computing which can be divided in a 
collection of sub-domains (e.g. home domain, school domain), we composed our 
own ontology using domain-specific ontologies. Considering its specific characte-
ristics, CAPIM things’ characteristics are organized based on the FOAF ontology 
(Fig. 8). In this way one can describe things, contexts and activities, and relations 
to other things. To model a paper or a book, CAPIM uses the PUBL ontology, 
storing and linking in this way information such as authors, publishing company 
or the release date. To describe events, dates or locations CAPIM uses the ICAL 
and GEO / WAIL ontologies. 

The main benefit of using domain-specific ontologies is that one can dynami-
cally plug and unplug them from the model when the environment has changed. 
The CAPIM’s ontology is based on other, already implemented ones because in 
this way the redundancy can be avoided and the semantic stored data can be easier 
linked with other information on the Web. 

Using the context ontology in a CAPIM academic scenario, for example, one 
can query and infer the stored data finding out new useful information easier. To 
illustrate the modeling concept we can describe a typical scenario: to socialize, in 
a break, first year computer science student Tom wants to discuss about Semantic 
Web with his interested mates. For this he just needs to use CAPIM service. It will 
interrogate the aggregation service, which will send to device the required data. 
With a relational model, the service should have to iterate through all CAPIM us-
ers, to find their locations and their interests. This semantic model has all this data 
linked, so the result is obtained faster without being affect its validity. 
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<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
      xmlns:foaf="http://xmlns.com/foaf/0.1/" 
      xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"  
      xmlns:org="http://www.w3.org/ns/org#"> 
 
      <foaf:Person rdf:about="andreea.starparu"> 
            <org:memberOf rdf:resource="Gr341C3"/> 
            <foaf:name>Andreea Starparu</foaf:name> 
            <foaf:nick>andreea.starparu</foaf:nick> 
            <foaf:interest>Semantic_Web</foaf:interest> 
            <foaf:interest>Distributed Systems</foaf:interest> 
            <rdfs:subClassOf rdf:resource="prezentare_licenta"/> 
            <wail:location> 
                  <geo:Point> 
             <geo:lat>47.235</geo:lat> 
             <geo:long>25.581</geo:long> 
     </geo:Point> 
            </wail:location> 
      </foaf:Person> 
      <ical:vevent rdf:about="prezentare_licenta"/> 

            <ical:summary>thesis presentation</ical:summary> 
            <ical:dtstart rdf:datatype="xsd:data">2011-07-11</ical:dtstart> 
            <ical:dtend rdf:datatype="xsd:data">2011-07-15</ical:dtend> 
            <ical:location> 
                  <geo:Point> 
                        <geo:lat>47.235</geo:lat> 
                        <geo:long>25.581</geo:long> 

 </geo:Point> 
            </ical:location> 

      </ical:vevent> 
</rdf:RDF>

Fig. 8 Example of FOAF-based description of context in CAPIM 

 
<?xml version="1.0" encoding="UTF-8"?>  
<rules-config>  
      <rule-definitions>  
            <rule-def name="showRestaurantSuggestion"  
            action="category.PLACE_SUGGESTION"  
            parameter="restaurants">  
            <rule name="isLunchTime" />  
      </rule-def>  
</rule-definitions>  
<rule-implementations>  
      <rule-impl name="isLunchTime" class="rules.IntFieldBetween">  
            <property name="argField" value="TIME"/>  
            <property name="targetStart"  value="13"/>  
            <property name="targetEnd" value="14"/>  
      </rule-impl>  
</rule-implementations>  
</rules-config> 

Fig. 9 A context-based rule example 

2.6   Use Case 

A possible application of the proposed platform and context services is an auto-
mated support for people in an university, who may be endowed with a portable 
device which reacts to changes of context by (a) providing different information 
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contents based on the different interests/profiles of the visitor (student or profes-
sor, having scientific interests in automatic systems or computer science, etc.), and 
on the room he/she is currently in; (b) learning, from the previous choices formed 
by the visitor, what information s/he is going to be interested in the next; (c) pro-
viding the visitor with appropriate services – to see the user’s university records 
only if appropriate credentials are provided, to use the university’s intranet if the 
user is enrolled as stuff; (d) deriving location information from sensors which 
monitor the user environment; (e) provide active features within the various areas 
of the university, which alerts people with hints and stimuli on what is going on in 
each particular ambient. 

The proposed context-aware platform can be used for the experimental evalua-
tion of many solutions. Users can evaluate methods for gathering context informa-
tion, for aggregating data using semantics, ontologies. In addition, the platform  
allows experimenting with complementary context-aware solutions. Consider for 
example a security component designed to offer a session establishment mechan-
ism, along with session verification processes. Services might use it to verify the 
identity/authorization of the user currently being the possession of the smartphone. 
A session can be established through HTTPS using certificate authentication. The 
solution can, for example, allow users to unlock doors within a building without 
the requirement of using a physical key or any other replacements (smartcards, 
swipe cards, etc.). All that is required is a smartphone present in the proximity of 
the door and a valid user X.509 certificate installed within the phone. 

 

Fig. 10 Expanded notification (up), followed by suggestion of nearby restaurants (down)  
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Another example is based on the rule described in Fig. 9. In this example the 
context is evaluated. When it is lunch time (anywhere between 13 and 14 hour), 
the rules triggers an action which, based on the user’s current location and using 
Internet services, finds all restaurants nearby. A notification is then brought up. If 
the user is interested he can access more details about the suggested nearby restau-
rants. In another situation, the application observes that the user is in a free time 
interval according to his/her agenda and place (location), and also that the weather 
is sunny (using weather Internet services). According to the user’s settings it can 
suggest parks nearby, or other similar outdoor activities close to the user’s current 
location. An example of an execution of the rule is presented in Fig. 10. As a re-
sult of the execution, the user is presented with a notification and restaurants  
suggestions nearby current location. 

3   Future Trends and Research Directions in Internet of 
Things Infrastructure and Services 

Internet of Things is not yet a reality, "but rather a prospective vision of a number 
of technologies that, combined together, could in the coming 5 to 15 years drasti-
cally modify the way our societies function" [13]. The evolution of the IoT on 
medium and long term unleashed a huge interest and gave rise to many research 
projects, workshops, and conferences, and to the elaboration of reports and survey 
papers. In this section we discuss the aspects related to the IoT infrastructure and 
services with emphasis on the main challenges. 

It is estimated [32] that IoT will have to accommodate over 50,000 billion ob-
jects of very diverse types and technologies. Standardization and interoperability 
will be mandatory for interfacing them with the Internet. New media access tech-
niques, communication protocols and standards shall be developed to make thing 
communicate with each other and people. One approach would be the encapsula-
tion of smart wireless identifiable devices and embedded devices in web services. 
Some initiatives regarding Web services and things’ context [33], interacting with 
the SOA-Based Internet [35], efficient REST-based communications among  
embedded systems [36] and others demonstrate the high potential of this solution. 
They also show enhancing the quality of service aspects like response time,  
resource consumption, throughput, availability, and reliability is possible. The  
discovery and use of knowledge about services’ availability and of pub-
lish/subscribe/notify mechanisms would also contribute to improving the man-
agement of complex thing structures.  

The huge number of things will make their management a very difficult task. 
One solution is enhanced monitoring facilities to track things and people, and 
gather information about their status and situation to support informed decisions. 
Another one is to enable things' adaptation, autonomous behavior, intelligence, 
robustness, and reliability. They could be based on new general centralized or dis-
tributed organizational architectures or on endowing things with self-* capabilities 
in various forms: self-organization, self-configuration, self-Healing, self-
optimization, and self-protection. As an example, in the BIONETS European 
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project [17], evolutionary techniques are embedded in system components to 
achieve fully autonomic behavior and to properly solve networking and service 
management issues. 

New services shall be available for persistent distributed knowledge storing and 
sharing, and new computational resources shall be used for complicated tasks ex-
ecution. Actual forecasts indicate that in 2015 more than 220 Exabytes of data col-
lected from sensors, tracking systems or generated by smart things will need to be 
stored [32]. At the same time, optimal distribution of tasks between smart objects 
with high capabilities and the IoT infrastructure shall be found. Since the volumes 
and rates of these data are very dynamic, elastic Clouds are the best candidates for 
storing them. Obviously, Clouds can be also used for rapid processing of informa-
tion and results delivery to the end user. 

New mechanisms and protocols will be needed for privacy and security issues 
at all IoT levels including the infrastructure. Solutions for stronger security could 
be based on models employing the context-aware capability of things, and on the 
capabilities of the wireless channels to ensure security.  

New methods are required for energy saving and energy efficient self-
sustainable systems. Researchers will look for new power efficient platforms and 
technologies and will explore the ability of smart objects to harvest energy from 
their surroundings. 

4   Conclusions and Remarks 

Actual evolution of the Internet of Things towards connecting every thing on the 
planet in a very complex and large environment gives raise to high demanding re-
quirements, which challenge the actual and future research. The continuously in-
creasing volume of data collected from and exchanged among things will require 
highly scalable environments able to support the high resulting network traffic, 
and offer the necessary storage capacity and computing power for data preserva-
tion and transformation. Communication protocols are needed to enable not only 
the high capacity traffic but also maintain the connectivity between things even in 
case of transient disconnection of wired or wireless links. Also, new solutions 
should be found for efficiently store, search and fetch the data manipulated in 
these environments.   

The chapter addresses new research and scientific challenges in context-aware 
environments for IoT. They refer first to the identification, internal organization, 
provision of context information, intelligence, self-adaptation, and autonomic be-
havior of individual things. Then, actual research and main challenges related to 
IoT infrastructure are discussed, with emphasis on services for context awareness, 
inter-communication, interoperability, inter-cooperation, self-organization, fault 
tolerance, energy saving, compute and storage services, and management of things 
collections and structures. Finally, future trends and research directions for the IoT 
infrastructure are discussed including performance, monitoring, reliability, safety, 
survivability, self-healing, transparency, availability, privacy, and others.  
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Service Interoperability in the Internet of 
Things 

Jose Delgado1 

Abstract. The main service interoperability models (SOA and REST) are current-
ly implemented in the Web with text based technologies (XML, JSON, HTTP), 
conceived for large grained hypermedia documents. Their extension to the Internet 
of Things context, involving devices with constrained capabilities and unreliable 
wireless network protocols, implies using a subset of the features of those tech-
nologies and adapting the network and message level protocols. This chapter starts 
by establishing a layered interoperability framework, from the organizational 
down to the network protocol levels. Then, it assesses the constraints and limita-
tions of current technologies, establishing goals to solve these problems. Finally, a 
new interoperability technology is presented, based on a distributed programming 
language (and its execution platform) that combines platform independence and 
self-description capabilities, which current data description languages exhibit, 
with behavior description (not just data), elimination of the need of a separate  
language for schema or interface description, complete separation of data and me-
tadata (optimizing message transactions) and native support for binary data  
(eliminating the need for encoding or compression). 

1   Introduction 

Aside older technologies, the main solutions currently available for service and re-
source interoperability are the SOA (with Web Services) and REST styles, both 
usually over HTTP. These are the product of an evolutionary line stemming di-
rectly from the early days of the Web, where the distinction between a client and a 
server was clear, stateless browsing and scalability were primary objectives and 
the hypermedia document was the interaction unit. That was the original Web, or 
the Web of Documents [1]. Today, the world is rather different: 

• People evolved from mere browsing and information retrieval to first class 
players, either by actively participating in business workflows (Business Web) 
or engaging in leisure and social activities (Social Web); 

• The service paradigm became widespread, in which each resource (electronic 
or human) can both consume and provide services, interacting in a global  
Service Web; 
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• Platforms are now virtualized, dynamic, elastic and adaptable, cloud-style, with 
mobility and resource migration playing a role with ever increasing relevance;  

• The distributed system landscape has expanded dramatically, both in scale 
(with a massive number of interconnected nodes) and granularity (nodes are 
now very small embedded computers), paving the way for the Internet of 
Things (IoT) [2, 3]. 

The usual meaning of Web implies HTTP based systems, whereas Internet means 
IP based systems. In this chapter, we use Internet in a more general sense of net-
work interconnecting networks, even if these are not IP based, to cater for the low 
level devices (such as sensors) and the networks that interconnect them. 

Figure 1 establishes two main approaches to achieve the IoT: 

• Top-Down, by extending current HTTP based technologies to a level as low as 
the devices’ capabilities allow (which is known as Web of Things [4], or WoT), 
with gateways that represent the functionality provided by lower level devices, 
not HTTP or not even TCP/IP enabled. This is the mainstream solution today; 

• Bottom-Up, by rethinking the interoperability problem in the envisaged scena-
rio of IoT, not just the Web, and deriving a solution that works in the entire 
IoT, not just the WoT. The goal is to seamlessly integrate distributed platforms, 
applications and services, covering the ground from higher down to lower level 
devices and small footprint applications, as well as providing native support for 
binary data and asynchronous event processing, without the need to use and in-
terconnect complex technologies. This is the solution proposed by this chapter. 

 

Fig. 1 Approaches to integrate low level devices with people and computers 
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This chapter is organized as follows: 
• First, an interoperability framework is proposed, catering for several levels of 

interoperability and identifying those dealt with by this chapter; 
• Next, the current interoperability technologies at these levels are assessed and 

their limitations discussed; 
• Finally, with the goal of solving the problems previously identified, a language 

(SIL – Service Implementation Language) and its development and execution 
environments are proposed. 

2   Background 

Pervasive computing [5] has been made possible by the ever decreasing cost of 
microcontrollers. Many of these need to be connected in a network, to generate 
events that control many applications, as it happens in the case of sensors or read-
ers of RFID tags [6]. Since many applications today are web based, it is only natu-
ral to conceive that low level devices can interact directly with conventional web 
actors, such as people and applications running in servers. All these intercon-
nected entities form what is usually known as the Internet of Things (IoT) [3], as 
expressed in Figure 1, with the Web of Things (WoT) [4] as the subset that uses 
HTTP as the underlying message protocol. 

The conventional HTTP based solutions for distributed interoperability in the 
context of Web are the SOA (with Web Services) [7] and REST [8] architectural 
styles. These are technologies conceived for reliable TCP/IP networks and a rea-
sonable large granularity, with hypermedia documents as the interacting unit and a 
synchronous, stateless protocol (HTTP). 

There is an evident mismatch between this setting and the IoT environment, in 
which: 

• The granularity can be much smaller, with low level devices and very simple 
messages; 

• Communication is more peer to peer (with wireless oriented protocols) than 
many clients to one server (with omnipresent connectivity); 

• The limitations of devices, in terms on power consumption, processing power 
and memory capacity, have a decisive influence. 

Nevertheless, the tendency has been to adapt existing technologies to the IoT con-
text, mainly in the following fronts: 

• At the service level in the Web, there is a debate on whether to use SOA or 
REST [9, 10, 11]. REST is clearly simpler to use as long as applications are not 
complex, and thus a better match for the very simple APIs found in IoT appli-
cations [4, 12, 13, 14]. Nevertheless, there are also SOA applications for the 
IoT [15, 16]. The DPWS (Devices Profile for Web Services) standard supports 
a lightweight version of the Web Services stack on resource-constrained  
devices [17]; 

• The serialization formats used in the Web (e.g., XML, JSON) are text-based 
and thus verbose and costly in communications. Technologies have been  
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developed to compress text-based documents [18], such as EXI (Efficient XML 
Interchange) and others [19]. However, these are compression technologies, 
which need text parsing after decompression. Recent native binary serialization 
formats, such as Protocol Buffers and Thrift [20], do not have this problem; 

• There are several efforts targeted at endowing simple devices with IP capabili-
ty, in particular in the wireless realm and even in IPv6 [21, 22]. The IETF 
6lowpan working group has produced a specification (currently a standard pro-
posal) for IPv6 support on Low power Wireless Personal Area Networks 
(6LoWPAN) [23], such as those based on the IEEE 802.15.4 standard [24]. 

Simplicity and efficiency (which translates to low processing requirements and 
promotes scalability, when needed) seem to be the driving forces today, behind 
not only the IoT and the WoT but even the Web in general as well. This has fueled 
the generalized adoption of the REST style [9], except for complex, enterprise 
class of applications, under the assumption that it reduces coupling with respect to 
the RPC style that is common in SOA based applications [8]. However, interope-
rability needs to be considered at several levels, as discussed in [25, 26], which is 
the basis for the interoperability framework described in this chapter and the rea-
soning that leads to a different conclusion. 

Building on the simplicity of REST, the CoAP (Constrained Application Proto-
col) [27] is a specification of the IETF working group CoRE, which deals with 
constrained RESTful environments. CoAP includes only a subset of the features of 
HTTP, but adds asynchronous messages, binary headers and UDP binding.  

Compatibility is both a bonus and a curse. All the adaptations towards support-
ing Web technologies in lower level devices and wireless networks specify subsets 
of and changes to those technologies. In the end, it is questionable what is gained 
by this partial compatibility (which ends up demanding changes to middleware 
and applications) and what is lost by not designing a model that contemplates 
from scratch (by design) the needs of the modern distributed applications, includ-
ing the IoT. This is the underlying thought that constitutes the background scena-
rio and motivation for this chapter. 

3   An Interoperability Framework 

In a distributed world, there is no direct intervention from one resource on anoth-
er. The only way for a resource to interact with another one is to send it a mes-
sage, with the requirement that there is a channel interconnecting them. This 
channel can involve one or more networks, as illustrated by Fig. 1. 

In this context, we make the following informal definitions: 

• A resource is an entity of any nature (material, virtual, conceptual, noun, ac-
tion, and so on) that embodies a meaningful, complete and discrete concept, 
making sense by itself while being distinguishable from, and able to interact 
with, other entities. This means that each resource must have a unique way to 
identify it (such as a URI); 
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• A service is the interface of a resource, expressed by the set of messages that 
can accept and react to. A resource implements its service. Resources are the 
entities that actually exchange messages. However, since a service is the visible 
face of a resource, saying that a service sends a message to another (or men-
tioning service interoperability) is a common and acceptable language liberty; 

• A transaction, in this context, is the set of actions and effects resulting from: 

1. Sending a request message; 
2. Reaction from the resource that receives it; 
3. Sending back a response message; 
4. Reaction to that response by the resource that has sent the request. 

The resources involved in a transaction perform the roles of consumer (sends the 
request) and provider (executes the request and sends the response). In another 
transaction, the roles can be reversed. 

Achieving interoperability between two resources is much more than sending a 
set of bytes as a message. The interacting resources need to agree on compatible 
protocols, formats, meanings and purposes, so that a request message sent by one 
resource produces the intended effects on the other resource and a suitable re-
sponse message is returned to the former resource. 

Table 1 establishes a framework for interoperability by defining a set of layers 
of conceptual abstraction of interoperability, from very high level (the strategies of 
both resources need to be aligned so that each message fits a common purpose) 
down to very low level (the message must physically reach the other resource). 

Table 1 Levels of interoperability in a simple transaction. - Request. - Response 

Concept Consumer Channel Provider Interoperability  

Alignment Strategy 

 

Strategy 
Organizational 

(purpose) 
Cooperation Partnership Partnership 

Outsourcing Value chain Value chain 

Ontology Domain Domain 
Semantic 

(meaning) 
Knowledge Rules Rules 

Contract Choreography Choreography 

Interface Service Service 
Syntactic 

(notation) 
Structure Schema Schema 

Serialization Message format Message format 

Interaction Message protocol Message protocol 
Connectivity 

(protocol) 
Routing Gateway Gateway 

Communication Network protocol Network protocol 

 
A consumer or a provider can be a very complex resource, such as an enter-

prise, or a very simple one, such as a temperature sensor. Naturally, the higher in-
teroperability levels are more relevant for the more complex resources, but even a 
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mere sensor has a purpose and implements a (very simple) strategy that must fit 
and be aligned with the strategy of the system that uses it. 

We should also bear in mind that the IoT entails not really just interconnecting 
physical devices but rather fitting them into the overall picture, up to the organiza-
tional level. A simple RFID tag can be fundamental in supporting the automation 
of business processes. 

The interoperability levels considered in Table 1 result from a refinement and 
adaptation to the IoT context of the frameworks described in [25, 26] and can be 
organized, from top to bottom, in the following categories: 

• Organizational. Each request from a consumer to a provider must obey a mas-
ter plan (the strategy). The consumer must know why it is placing that request 
to that provider, which must be willing to accept and to honor it. Both strategies 
need to be aligned and implemented by a cooperation supported by comple-
mentary activities (outsourcing), as part of a value chain. A key concept at 
these levels is Enterprise Architecture [28]; 

• Semantic. Both interacting resources must be able to understand the meaning 
of the data exchanged and the reaction of the other resource to each message 
sent. This means compatibility in ontology, rules and workflows, so that these 
resources can participate with matching roles in some choreography; 

• Syntactic. This category deals mainly with form, rather than content. An inter-
face needs to be defined for each resource, exposing some structure, both at the 
data and behavior levels, according to some schema. WSDL and REST APIs 
[29] are examples. The contents of messages need to be serialized to be sent 
over the channel and the format to do so (such as XML or JSON) also belongs 
to this category; 

• Connectivity. The main objective in this category is to transfer the message’s 
content from one resource to the other. This usually involves enclosing that 
content in another message with control information, implementing a message 
protocol (such as HTTP), which is then sent over a communications network, 
according to its own protocol (such as TCP/IP or ZigBee [30]). When different 
networks (eventually, with different protocols) or network segments are in-
volved or proxies are needed, gateways are used to implement routing and/or 
protocol adaptation [31]. 

Each transaction must satisfy interoperability at all levels, both in the request and 
the response. In Table 1, interoperability at each level (horizontally, in both con-
sumer and producer) abstracts lower levels and ignores higher levels. For exam-
ple, interoperability at the service level assumes that the correct service is targeted, 
the correct operation is invoked with adequate parameters and that operation pro-
duces the expected result. This ignores the semantics and purpose of the transac-
tion (which must be dealt with at higher levels) and relies on compatible formats 
and protocols for communication (ensured by lower levels). 

In practice, most existing systems specify and implement interoperability in the 
syntactic and connectivity categories in detail, dealing with the organizational and 
semantic categories essentially at the documentation level. This is particularly true 
in the context of the IoT, in which many of the interconnected resources are low 
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level devices, with limited capabilities and intelligence, and consumers and pro-
viders can reside in different networks, with different protocols, as shown in  
Fig. 1. For this reason, and to limit the complexity involved, this chapter deals es-
sentially with the syntactic and connectivity categories, from the service interope-
rability level downwards. 

Fig. 2 illustrates the main steps involved when a consumer in one network per-
forms a transaction with a provider in another network, with a gateway to bridge 
the two. This could be, for example, the case of a computer application establish-
ing a dialog with a smart phone, reading information from a sensor or controlling 
some device in a Bluetooth or ZigBee network. 

 

Fig. 2 Main steps involved in a transaction between two services 

Sending a request message from the consumer to the provider (top part of  
Figure 2) entails the following main steps: 

• At the consumer: 
 – Build the request data structure, according to the request schema; 
 – Serialize it, using a format (e.g., XML) that supports that schema; 
 – Enclose it as a payload in a suitable message level protocol (e.g., HTTP); 
 – Send the complete message; 

• At the gateway: 
 – Convert protocol information (if needed); 
 – Convert the message payload (if needed); 
 – Route the message to the provider’s network; 

• At the provider: 
 – Recover the message payload, using the provider’s protocol; 
 – Rebuild the request data structure, using the provider’s schema; 
 – Check if the message payload can be accepted; 
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These steps correspond to the U shape in Table 1 and show how to make services 
interoperable we need to ensure compatibility at the schema, serialization format 
and message and network protocols. The trivial solution is to use the same specifi-
cation at each level (for example, XML reader and writer must use the same 
schema), but this translates to coupling, an undesirable constraint in distributed 
systems. This chapter shows how to alleviate this problem. 

The third part of the transaction, sending a response to the consumer, is similar 
to sending the request to the provider, but now the message flows the other way 
(bottom part of Figure 2). Note that schemas, formats and protocols may not be 
the same or use different rules with respect to the first part of the transaction 
(sending the request). 

Assuming that the gateway performs its role as a bridge between network pro-
tocols, if needed, making the consumer and provider interoperable in syntactic and 
connectivity terms means solving the interoperability problem at the levels of ser-
vice and below, as shown in Table 1. These are the levels used in this chapter to 
discuss interoperability. 

4   Assessing Current Interoperability Technologies 

We will now use the interoperability framework described above to discuss the 
suitability and limitations of the main existing solutions to support the IoT. We do 
not assess the levels below message protocol because we aim at providing a solu-
tion that works across heterogeneous networks, with different network protocols. 

4.1   Service Interoperability 

Naturally, resources are free to use whatever conventions they see fit to ensure in-
teroperability at the service (interface) level. However, application specific solu-
tions should be avoided. In the context of IoT, the two most used models at this 
level are SOA and REST. Although these are abstract models, in practice only the 
two most common instantiations, SOA with Web Services and REST with HTTP, 
are considered. Therefore, the SOA and REST acronyms in this chapter refer to 
these instantiations.  

We will use an example to make the differences between SOA and REST 
clearer. Figure 3 describes a typical application in the IoT, involving electronic 
commerce and logistics [6], with a set of processes involved in purchasing and de-
livering a product. The customer orders and pays (with an option to cancel) a 
product at the web site of the seller, which sends the product to a distributor via a 
transport company. The customer can track the evolution of the product during 
transport, thanks to information from an RFID tag in the product’s parcel. When 
the parcel passes by a RFID sensor (in a truck or distribution station), a signal is 
sent to the business process at the seller company.  
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Fig. 3 An example of an application in the IoT 

4.1.1   The Essence of SOA 

SOA leads to an architectural style that is an evolution of the RPC (Remote  
Procedure Call) style, by declaring and invoking operations in a standard and  
language independent way. Compared to RPC, coupling has been reduced and in-
teroperability increased. However, the following principles still apply: 

• The resources that model the problem domain are essentially those that corres-
pond to nouns; 

• Web Services model each of these resources, exposing a set of operations (its 
interface) that implement its behavior; 

• Only behavior structure (operations) is exposed by the service. State structure 
(data) is private, implementation dependent and not externally accessible; 

• Resources are peers, in the sense that each resource can both offer a service and 
invoke other resource’s service;  

• To use a resource, its service description (i.e., WSDL document) must be  
obtained first, so that a contract can be established between that resource (the 
provider) and the resource that uses it (the consumer). That contract is static 
(design time). 

Figure 4 partially illustrates the SOA solution to the problem of Figure 3, by de-
scribing the application from the viewpoint of the customer (how it progresses and 
interacts with the seller and the distributor companies). Each of the interacting ent-
ities is modeled as a resource, defining a Web Service with operations as needed 
to support the corresponding functionality. The resulting processes will perform a 
choreography, as shown in the sequence diagram. 

4.1.2   The Essence of REST 

A contract between resources, which is an expression of their coupling, is seen as 
a strong disadvantage by REST proponents, which contend that a more dynamic 
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Fig. 4 Interaction of the customer with the seller and distributor, SOA style 

approach reduces complexity and coupling, while promoting changeability, scala-
bility and performance [9, 32]. 

REST is an architectural style that essentially defines a set of best practices of 
HTTP usage. The most relevant principles, expressed as architectural constraints 
[33], are the following: 

• Client-server Dichotomy. There is a clear distinction between client and serv-
er roles, with the implicit assumptions that clients are the only ones allowed to 
take the initiative of sending requests and usually greatly outnumber servers. A 
response from a server resource is considered a representation of that resource 
and not a resource in itself; 

• Stateless Interactions. Each request must include all the information needed 
for the server to process it. Servers do not store session state, which is only 
maintained by the client, which means that, in each response to a request, the 
server must return all the information that may be needed for the next request; 

• Uniform Interface. This means having the same set of operations (with GET, 
PUT, POST and DELETE as the most common) for all resources, albeit the be-
havior of operations can differ from resource to resource. Therefore, at the syn-
tactic level, all resources in REST implement the same service (interface);  

• Explicit Cacheability. All responses by a server must define whether they can 
be cached at the client or not. If yes, they can be reused in future equivalent re-
quests, which improves performance and scalability. 

The REST style has been inspired by the class of applications that motivated the 
conception of the Web, in which typically there are many clients accessing a serv-
er and scalability is of paramount importance. This justifies the stateless  
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interaction and cacheability constraints, since the load on the server becomes less 
dependent on the number of clients. 

However, the most distinguishing constraint of REST is the uniform interface, 
which breaks the dichotomy between nouns (objects) and verbs (operations) that is 
typical of SOA modeling, which stems from object-oriented modeling (usually 
expressed in UML), in which a specific set of verbs is used to describe a noun 
concept. In REST, there is only one structuring dimension (resource composition) 
and any operation that does not fit the semantics of the four basic HTTP verbs is 
modeled as a resource defined inside another resource. 

The rationale for the uniform interface is a logical consequence of the stateless 
interaction. If the state of the interaction is exchanged between the client and the 
server in each request-response, what to do next by the client depends on that state 
and the possible state transition paths, leading to a state machine processing style 
to model behavior. Each server response is equivalent to a closure [34] that in-
cludes the necessary information (including links to other resources) to change to 
the next application state. 

This means that a client should not rely on previous knowledge about the server´s 
resource structure, so that changes in the application can automatically be used by 
the client without changing it. The client needs only to know how to change state, by 
pursuing links and using the uniform interface. It is the resource representations re-
trieved from the server that present the states to which the client can go next. 

This is what is usually known as HATEOAS (Hypermedia As The Engine Of Ap-
plication State) [33, 35], in which the client analyzes the server’s response and typical-
ly proceeds by sending a request through one of the links contained in it, leading to a 
state diagram traversal which overall corresponds to a process, as Figure 5 illustrates. 

 

Fig. 5 Interaction of the customer with the seller and distributor, REST style 
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This is the REST solution to the customer interaction with the other actors of 
the system in Figure 3, equivalent to the SOA solution of Figure 4. Resources cor-
responding to actions (such as placing a purchase order) are created at the server 
and links to them (such as http://company.com/order/product123) are returned in a 
response to the client. Following these links has the effect of executing the corres-
ponding actions. Such resources are created dynamically, as the state machine 
progresses. The different actions in Figure 5 are mapped onto a unique set of op-
erations executed on different resources. 

4.1.3   Assessing SOA and REST 

The main idea behind the uniform interface in REST is to separate the mechanism 
of traversing a state graph (such as the one in Figure 5) from the individual 
processing actions of each state. If all states were externally identical, then all 
state transitions would obey the same rules (HTTP verbs) and the HATEOAS at 
the client would automatically adapt to changes in the application stored at the 
server. In other words, the contract binding client and server would not exist or, 
better said, would be universal and not application specific, with a much smaller 
coupling than a Web Service contract. 

The client-server interaction, however, does not always work in this way and 
REST cannot ensure this minimal coupling. In practice, the client needs to under-
stand the purpose, meaning and notation (Table 1) of all the responses the server 
may return, so that it can determine which state to go to next. This means that: 

• A generic media type such as XML or JSON is not enough. A concrete schema, 
with the names used, must be specified and be compatible on both sides, other-
wise a representation returned by a resource, for example, will not be able to be 
analyzed and understood. This is why REST favors standardized media types. 
However, this hampers variability, which is particularly relevant in the IoT con-
text, given the plethora of interconnected devices. What happens frequently is 
that a generic media type is used with out-of-band knowledge about the specific 
schema (implicit information, which can break in case of changes); 

• The decision of which link to choose to go to the next state depends on the 
higher interoperability levels. A person using a browser resorts to additional 
page information (text, pictures, forms, and so on) to choose a link to click and 
can even backtrack to follow a different path, if needed. Client applications are 
less intelligent. In any case, out-of-band information is always needed. The idea 
that in REST the design-time client-server contract is limited to the data level 
semantics provided by standardized media types is a mere illusion. This is a di-
rect consequence of dealing with complexity by specifying explicitly only some 
of the lower interoperability aspects and implicitly assuming the others through 
names and documentation (informally used to express meaning, subject to  
misinterpretations); 

• REST has a lower resource granularity than SOA, given that internal data and 
operations in SOA are converted into resources in REST (behavior structure is 
converted into resource structure). These are simpler and have smaller con-
tracts, but the number of different resource types is higher and the structure of 



Service Interoperability in the Internet of Things 63
 

links needs to be known to some degree. The overall application contract (client 
to server coupling) cannot be simpler than the problem itself requires, indepen-
dently of using a SOA or REST solution. 

SOA exhibits a small modeling semantic gap, since interacting entities at the prob-
lem level are mapped one-to-one onto resources, but data resource structure is not 
supported. Interaction contracts are static (design time) and as complex as the 
functionality of each service requires. 

REST has a greater semantic gap, since resources are at a lower level, but sup-
ports data resource structure and contracts are simpler and dynamic (although 
more numerous). 

 In fact, SOA and REST have dual models, constituting two complementary 
ways of solving a given problem. Comparing Figures 4 and 5, we can notice that, 
apart from process specific details, the flow of activities of the client in one figure 
is dual of the other’s. SOA uses activity based flow, with activities in the nodes 
and state in between, whereas REST makes transitions from state to state, imple-
mented by the activities in between.  

SOA is guided by behavior and REST by (representation of) state. In UML 
terminology, SOA uses a static class diagram as a first approach, to specify which 
resource types are used and to establish the set of operations provided by each, 
whereas REST starts with a state diagram, without relevant concern about distin-
guishing which state belongs to which resource. In the end, they perform the same 
activities and go through the same states. This should not be a surprise since, after 
all, the original problem, described by Figure 3, is the same. 

There are IoT applications based on SOA [15, 16], but the RESTful approach 
seems to be more popular, in particular in the lower range (applications with sim-
ple devices) [12, 13, 14]. The main reason for this preference is not really caching 
for performance (data is constantly changing), nor stateless interaction for scala-
bility (interaction tends to be more local and peer to peer than many clients access-
ing a single device), nor even a preference for state diagrams over processes for 
modeling (many devices do not even support multistate interaction, only isolated 
requests). It seems that the preference for REST is based on plain simplicity. Us-
ing basic HTTP is much simpler than using Web Services and even link usage is 
kept to a minimum. In fact, in typical systems such as those described in [4, 12], 
the only representations returned with links are the list of devices. In other words, 
there is only application data structure exposed, not behavior. This is essentially a 
CRUD (Create, Read, Update and Delete) application [35], rudimentary REST at 
best. 

SOA and REST have different advantages, tradeoffs and constraints, summa-
rized in Table 2, which makes them more suited to different classes of applica-
tions. REST is a better match for Web style applications (many clients, stateless 
interactions) that provide a simpler interface. This is why all the major Internet 
application providers, including cloud computing service providers, now have 
REST interfaces. SOA can be a better choice for functionally complex, enterprise 
level distributed applications, in which the semantic gap becomes prominent. 

The ideal would be not having to choose between one or the other, by combin-
ing the best of both. Support for portable code would also be desirable, to support 
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code migration. Currently, services need to be implemented in general program-
ming languages or BPEL [38]. The desirable features are expressed in the Wish 
list (SIL) column, which serves as the requirements for a language (SIL) that com-
bines the best of SOA and REST, reaping the benefits while avoiding the limita-
tions inherent to each technology. SIL is described below, in section Rethinking 
interoperability. 

Table 2 Comparing characteristics at the service level 

Characteristic SOA REST Wish list (SIL) 

Semantic gap Low Higher Low 

User defined interface Yes No Yes 

Contract Static Dynamic Both 

Changeability Low High High 

Design time support High Low High 

Granularity High Low Variable 

Complexity High Low Low 

Best for applications Complex, event based Simple, scalable All 

Exposed structure Behavior State and behavior State and behavior 

Platform agnostic code No No Yes 

Execution paradigm Workflow State machine Both 

Links as closures No Yes Yes 

4.2   Schema Interoperability 

Resources send requests to each other to invoke a given operation, be it with a 
SOA or REST approach. These requests and their responses usually contain data, 
which are serialized, sent and reconstructed upon reception of the corresponding 
message (Figure 2). The sender and receiver need to interpret those data in a com-
patible way, which means interoperability at the schema level between the corres-
ponding data structures at both ends. 

In many cases, the schema information is limited to the indication of a standar-
dized media type, with specific data component names as out-of-band information. 
This is particularly true in the IoT, in which JSON is a very popular serialization 
format, as a simpler alternative to XML. JSON Schema is currently just an IETF 
draft [36], but is raising interest as a simpler alternative to XML Schema. 

XML Schema and JSON Schema share many of their goals and characteristics, as 
expressed by Table 3. The fact is that even JSON Schema can be too much for the IoT, 
since usually RESTful APIs [29] just specify JSON as the media type, assuming that 
concrete component names have been agreed between client and server. This provides 
little support for interface verification when designing services. We need a better way 
of specifying schema level interoperability, particularly in the context of the IoT. The 
requirements to do so are expressed by the Wish list (SIL) column. 



Service Interoperability in the Internet of Things 65
 

Table 3 Comparing characteristics at the schema level 

Characteristic XML Schema JSON Schema Wish list (SIL) 

Separate document Yes Yes Yes 

Separate specification Yes Yes No 

Same syntax as data language Yes Yes Yes 

Compatibility Sharing Sharing Compliance 

Compatibility cache No No Yes 

Schema compiler No No Yes 

Validation Yes Yes Yes 

Data binding Yes Yes Yes 

Complexity High Low Low 

Verbosity/size High Medium Low 

Reference format URI string URI string Agnostic 

Dynamic link construction Yes Yes Yes 

 
There are several ways to improve the schema level interoperability, by solving 

the main limitations of XML Schema and JSON Schema, such as: 

• Do not require both writer and reader of a document to use the same schema, 
because this requires interoperability for all the documents that satisfy the 
schema, instead of just the documents that need to be exchanged. Use structur-
al interoperability (compliance and conformance) [37] instead, as a way to re-
duce coupling and to improve adaptability. The basic idea is to check whether a 
specific document (not all the documents satisfying a schema) is complies with 
the schema requirements of the service that will read that document. This is 
done structurally and recursively, component by component. if it does, the doc-
ument (a message) can be accepted by the received. This is different from what 
XML does, which requires that both interlocutors use the same schema; 

• A schema document, separate from the data document, is always a huge source 
of complexity. Although simpler, JSON Schema seems to be following XML 
Schema’s footsteps, which is very revealing of the need for better design time 
support. However, we can automatically generate a document’s schema from 
its data, which, in consonance with structural interoperability, allow us to get 
rid of specific schema languages altogether; 

• XML Schema and JSON Schema are valid XML and JSON documents, respec-
tively. This means that they suffer from the same verbosity and parsing ineffi-
ciencies that text based serialization formats exhibit. It is better to use a schema 
compiler [20] than a mere compression mechanism [18, 19]. A schema compi-
ler produces binary information that can be used to implement compliance effi-
ciently, both in terms of processing time and size of exchanged information; 

• Use a cache-based mechanism to avoid repeating the compatibility checks in 
every message, if there are no schema changes; 

• Do not restrict resource references to URIs, to encompass non TCP/IP based 
networks, in which nodes are not identified by URIs. A reference should  
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include a link as a primitive data type, with a format adequate to the network of 
the target resource. Multi-network references should be supported (including 
ZigBee addresses, for example). 

4.3   Serialization Format 

A schema is used to transform the internal data structures into serial messages and 
vice-versa, as shown in Figure 2. Two of the most common serialization formats 
are XML and JSON. Both are text based and support schemas. XML retains the 
look and feel of HTML, with text markup based on start and end tags, whereas 
JSON delimits data with syntax tokens, with a simple grammar that bears some 
similarity with data structures in C-like languages. XML has targeted flexibility 
and generality, whereas JSON has emphasized simplicity, which is after all the se-
cret of its popularity. 

In spite of the differences, both suffer from drawbacks and limitations that are 
particularly relevant in the context of IOT: 

• They are text based, which means inefficient parsing and data traversal (all cha-
racters of a component need to be parsed to reach the next one), high memory 
consumption, relevant message transmission times and poor support for binary 
data. The serialization format should be as close as possible to the data struc-
ture, in Figure 2, to minimize the conversion effort in serialization and deseria-
lization. Text has been touted as human readable and therefore advantageous 
over binary, but this is true only for very simple documents, especially when 
using XML. Binary compression mechanisms exist [18, 19], but this does not 
reduce the parsing time, since text is recovered. It would be better to follow the 
ancient example of programming languages, by using a source format for hu-
mans, a binary format for computers and a compiler to synchronize them; 

• Metadata is partially interspersed with data, in the form of element/attribute 
names and tags (in XML). This is redundant with respect to schema informa-
tion and adds overheads to parsing and transmission times. Data and metadata 
should be completely separate, much like HTML evolved into XML by separat-
ing content from format. This allows to optimize recurring messages, with the 
same metadata, by just sending the metadata once, caching it with some ID and 
using that ID in subsequent messages; 

• Only data types can be serialized. There is no support for serializing behavior 
elements (instructions and operations). Describing these in a XML based syntax 
yields a very cumbersome syntax, such as in the case of BPEL [38]. Incorporat-
ing a set of primitive behavior elements and their structuring constructs, at the 
image of what happens with data elements, is a simple and clear solution of 
completing message semantics and supporting code migration. 

Table 4 summarizes the basic characteristics of XML and JSON as serialization 
formats, as well as the improvements sought, in the Wish list (SIL) column. 
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Table 4. Comparing characteristics at the serialization format level 

Characteristic XML JSON Wish list (SIL) 

Data compiler No No Yes 

Baseline data Text Text Text, binary 

Data delimiters Markup Grammar Grammar, binary tags 

Metadata/data separation Partial  Partial  Complete 

Compliance optimization No No Yes 

Native binary support No No Yes 

Code element types No No Yes 

4.4   Message Protocol 

In Figure 2, serialized messages need to be sent to the interlocutor, using a mes-
sage level protocol that adds control information to the message’s content. 

RESTful applications simply use HTTP, although this protocol has grown to 
include features all the way up to the service level. It is not a generic message in-
teroperability protocol, since it has been developed specifically for the Web  
context and with the REST principles (namely, client-server dichotomy, stateless 
interactions and the uniform interface) as the support for client scalability. This is 
not the best match for the IoT scenario, which is more based on asynchronous 
event processing and peer interactions. 

HTTP lacks extensibility, headers simply follow a text format instead of a 
structured format (e.g., XML or JSON), does not support binary data (only text 
encoded), asynchronous messages, session based interaction for recurring messag-
es, server side initiated requests or client notifications, and follow a strict pattern 
in message interactions, with a fixed set of operations and of response status 
codes. HTTP is truly specific for the Web, but with a crucial importance that 
stems directly from its simplicity, the ubiquity of the Web and the de facto genera-
lized friendliness of firewalls. 

SOAP, used in conjunction with Web Services, does not incur some of the 
problems of HTTP but introduces some of its own, namely complexity. Being 
XML Schema based, is inefficient in every message without benefiting from the 
flexibility and variability that a schema would allow. SOAP is a standard and 
does not change frequently. The most common case is to have SOAP over 
HTTP, but mainly as a transport level protocol, which is another source of  
inefficiencies. 

The message protocol is another level in which substantial improvements can 
be made. This is expressed in the Wish list (SIL) column of Table 5, which also 
summarizes the main characteristics of HTTP and SOAP. 
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Table 5 Characteristics of message level protocols 

Characteristic HTTP SOAP Wish list (SIL) 

Baseline format Text Text Binary 

Message is Character stream Character stream Byte stream 

Structured headers No Yes Yes 

Layered headers No Yes Yes 

Schema based No Yes No 

Generic operation call No Yes Yes 

Generic response status No Yes Yes 

Message transaction Synchronous Synchronous Asynchronous 

Reaction messages No No Yes 

Heterogeneous network support No No Yes 

 
We would like to ally the simplicity of HTTP with the capabilities of SOAP 

and to throw in some additional features, such as: 

• Native support for binary data. This implies using a byte stream as the rock bot-
tom transport format, not a character stream (text). A bit stream is also possible 
and more compact [19, 42], but requires more processing effort to encode and 
decode, which is relevant in small IoT devices with low processing power; 

• Native support for asynchronous messages and responses, with additional in-
formation at the MEP (Message Exchange Pattern) level; 

• Reaction messages, sent to a resource without specifying any operation and let-
ting that resource react as it sees fit, by automatically selecting the appropriate 
operation, based on the type of the message; 

• Support for messages spanning heterogeneous networks, with different proto-
cols such as TCP/IP, ZigBee or Bluetooth, without requiring message format 
conversions in gateways. Essentially, this involves not being dependent on the 
protocol, even at the level of identification of the resources that messages are 
addressed to. A link used to identify a resource identification may be no longer 
a single URI, but rather an inter-network path (a list of URIs or even of other 
identifiers, such as a ZigBee address).  

5   Rethinking Interoperability 

5.1   An IoT Case Study Scenario 

We envisage a typical scenario of the IoT, depicted in Figure 6a, in which a client 
application accesses sensors coordinated by a controller and interconnected by a 
sensor network. In a logical view, the sensors are components of the controller, as 
shown in Figure 6b, assuming that could be other controllers, coordinating their 
own set of sensors. 
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Fig. 6 A client accessing devices in a sensor network. (a) Network view. (b) Logical view. 

The usual solutions to implement this scenario would be: 

1. To provide an API (REST or SOA) in the Controller, which makes a mashup of 
the functionality of the sensors [39], hiding them from the client; 

2. To endow sensors with TCP/IP and HTTP capability and to implement a REST 
or SOA service in them [40], so that they can be used directly by the client. 

Both solutions have drawbacks: 

1. The controller needs to reproduce the functionality of sensors and needs to be 
changed whenever unforeseen changes are made at the sensors or their configu-
ration; 

2. The sensors need to support HTTP and REST or SOA, which requires more 
capabilities in each sensor, both to support message processing and to over-
come the natural mismatch between TCP/IP and the wireless protocol. 

Solution 2 seems to be the most popular given that sensors are becoming equipped 
with better hardware and REST and SOA are tried technologies with implementa-
tions at this low level that are starting to appear [12, 16]. However, the fact is that 
these technologies are not native solutions for IoT (were conceived for text based 
hypermedia rather than this level of granularity, usually binary based) and they  
rely on the simplicity of the application. 

Another way to put the issue is to say that applications cannot get more com-
plex than the technology allows. History shows that, when the technology evolves 
and gets better and more efficient, new applications immediately exploit those  
improvements. That is our motivation. 
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We will use the Wish list (SIL) column in Tables 2 through 5 as a set of re-
quirements to design SIL (Service Implementation Language), a new interopera-
bility technology that considers the IoT range of applications right from the start. 
The basic tenet is to reconsider the interoperability problem and to derive the  
solution that most closely matches the context of IoT, without the constraint of 
compatibility with previous technologies. We continue to use the interoperability 
framework described in Table 1. 

5.2   Service Interoperability 

The basic problem is to make two resources able to interact by making their ser-
vices compatible at the syntactic interface level (assuming higher interoperability 
levels have been dealt with). According to Table 2, we want to be able to combine 
the design time support and low semantic gap of SOA (resources with a fixed set 
of generic operations) with the linked and dynamic resource structure of REST, 
which includes operations as resources. 

To make this possible, we have defined a language to specify and implement 
resources and their services (SIL – Service Implementation Language), which is 
able to describe not only data but also behavior (operations). In fact, it is a distri-
buted programming language, supporting both the RPC and resource interaction 
styles. Not only can each resource implement any number of operations, each with 
any type of input and output, but it can also be structured, recursively composed of 
other resources, with a path to identify component resources. Operations are (be-
havior) resources and can be sent messages.  

SIL allows the specification of both platform independent code (SIL instruc-
tions) and platform dependent code, with primitive operations implemented in a 
programming language such as Java or C#. In each distributed node, a SIL server 
is needed, to host resources and to provide an execution platform, to run SIL code 
and to interface other programming languages through adapters. This interface can 
be done statically, with compile time generation of a class or resource description 
(in a similar way to binding WSDL and object-oriented programming languages), 
or dynamically, by using reflection. 

SIL nodes can use any protocol that provides transport for binary messages. A 
SIL server can support several protocols and heterogeneous networks if network 
gateways are available. 

Program 1 illustrates some of the features of SIL with a simple description and 
partial implementation of the Controller resource of Figure 6. Like JSON, struc-
tured resources are defined between curly brackets and named components with a 
colon. SIL uses the same mechanism to define named operations (with the key-
word operation), which can be primitive (implemented in another language, 
with the keyword primitive). Each operation can have only one input and out-
put parameter (but which can be structured), separated by the token ->. These can 
be accessed in the body of the operation with the predefined identifiers in and 
out, respectively. 
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{ 
// definitions 
 define humidityValue as [0..100]; // integer range 
 define thermometer as { 
  networkID: integer;  // ID in the sensor network 
  primitive (-> number); // unnamed operation (get temperature) 
  setAlarm: primitive ({&any; number}); // structured parameter 
 }; 
  
// state components 
 hygro1: { 
  networkID: integer;    // ID in the sensor network 
  primitive (-> humidityValue); // unnamed (get humidity) 
  setPeriod: primitive ([1..60]);// sets history sampling period 
  history: primitive(-> array humidityValue);// get values stored  
 }; 
 hygro2: hygro1;      // replicate resource 
 thermoArray: array thermometer; // array can grow 
 
// operation components 
 init: operation (array integer){ // array has IDs of thermometers 
  for i (0..in.size) 
   addThermometer <-- in[i]; 
 }; 
 
 addThermometer: operation (integer) { 
  th: thermometer; 
  th.networkID = in; 
  thermoArray.add <-- th;  // add an array element 
 }; 
 
 getAverageTemperature: operation (-> number) { 
  total: number;  // initialized to 0.0 
  if (thermoArray.size == 0) 
   reply 0;       // default value 
  for i (0..thermoArray.size) 
   total += thermoArray[i]; 
  reply total/thermoArray.size; // compute average 
 }; 
}; 

Prog. 1 Specification of the Controller resource in SIL. Reserved words are in bold. 

Definitions, at the beginning, are only auxiliary and generate no components 
until used. Components can also be declared inline, such as shown by hygro1. 

Operations are behavior resources and are executed (invoked) by sending them 
a message, with the <-- operator. The message to send can be omitted, if there is 
no input parameter. This is the same mechanism used to send messages to non op-
eration resources, such as hygro1. In this case, an operation without name with 
matching input parameter will be invoked. This usually corresponds to a GET  
operation in REST. 

The Controller has three operations (init, addThermeometer and getAve-
rageTemperature), all non-primitive. This means that they will be executed by 
the SIL execution platform, in a portable way. The compiler transforms their in-
structions into silcodes (equivalent to Java’s bytecodes), which are executed by a 



72 J. Delgado
 

virtual machine (an interpreter). Resources that have no primitive operations can 
be suspended, migrated from one server to another and have executed resumed at 
the new server. 

Once created and registered in a server’s directory (which includes a resource 
name server), the Controller can be configured with a set of sensors by sending its 
init operation a message with the networkIDs of several sensors: 

 
controller.init <-- {107; 129; 114}; 

 
This resource path, ending in an operation, is typical of the REST style, but in SIL 
it blends seamlessly with the SOA style, since we are not limited to an universal 
set of operations. 

The Client resource could have a definition such as shown in Program 2. Note 
that instructions can be interspersed with state resource declarations. The entire set 
will be executed once, upon resource creation, becoming ready to receive messag-
es afterwards. In effect, the declaration of a resource is its constructor. 

 
{ 
 t: number; 
 h: integer; 
 t = controller.thermoArray[1] <||; // asynchronous message 
 h = controller.hygro1 <--;    // synchronous message 
 controller.thermoArray[2].setAlarm({&alarm; 30}); 
 someOtherResource <-- {temperature: t; humidity: h}; 
 
 alarm: operation (integer){ // networkID (no name for flexibility) 
  ... // deal with alarm 
 }; 
}; 

Prog. 2 Specification of the Client resource in SIL 

An asynchronous message (with the <|| operator) invokes the unnamed opera-
tion of thermometer 1 in the Controller’s array but returns a future immediately 
(stored in t), so that processing can proceed concurrently with the message re-
quest. When the reply value arrives, it will automatically replace the future. If the 
value of t is used before that (in the message to someOtherResource), execu-
tion of the Client will be blocked until the value is available. The message to sen-
sor hygro1 is synchronous and waits until the value is replied. 

The Client has an operation alarm, to be invoked whenever a given sensor ex-
ceeds some temperature. The operation setAlarm in thermometer 2 is sent a 
message composed of a reference to the Client’s alarm operation (obtained with 
the & operator) and a threshold temperature. The first component of the setAlarm 
operation’s parameter is declared also as a reference (again, using the & operator), 
with the predefined value any. All resources comply with any, which means that 
any resource can be used to receive that alarm. 

SIL is a distributed programming language, in which references are global 
(such as URIs), not local (pointers). For this reason, references must be specified 
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explicitly with the & operator, as in this example, and, unlike typical programming 
languages, assignments have structural copy semantics. This means that, in an as-
signment to a structured resource, only the components of the value to assign that 
comply with the target resource are actually assigned [41]. This is similar to what 
an XML processor does, by processing only the tags it recognizes and ignoring the 
rest. 

In these examples, resources are declared and referenced with static pathnames, 
which allows design time support and verification from the SIL compiler. Howev-
er, it is also possible to create and delete resources dynamically and specify  
resource pathnames as structured references, with an array of links, which is the 
basic support for heterogeneous networks, with different protocols and resource 
identification mechanisms (not shown here for simplicity). 

5.3   Schema Interoperability 

There are no type declarations in SIL, only values with an associated variability. 
For instance, integer in the declaration networkID in hygro1 (Program 1) is 
not a type but the predefined value zero with an associated variability identical to 
the allowed integer range. The networkID component gets both the value and the 
variability. The value can change, but not the variability. In this way, any valid in-
teger value can be assigned to networkID. On the other hand, humidityValue 
is defined with a smaller range of variability (ranges verified by the compiler in 
assignments). 

The hygrometer hygro1 is defined directly, without a previous definition, and 
hygro2, another identical sensor, is simply defined by replication. There is no 
type instantiation. Actually, type compatibility in SIL is done not by a shared type 
declaration but by structural interoperability (compliance and conformance) [37], 
in which only the used components are required. For example, if we need to in-
voke an operation X, any resource that implements it (with compatible input and 
output parameters) can be used, independently of all the other components it may 
have. The reason for this is the distribution context, in which the lifecycles of re-
sources are independent and common named type declarations become meaning-
less. 

SIL resources and messages are completely self-describing, with a schema me-
chanism that differs from that of usual schema languages in two fundamental 
ways: 

• The schema is specific of a given resource (document, message or service im-
plementation), not of a set of documents. Instead of ensuring compatibility be-
tween resources by sharing a common schema, structural interoperability is 
used to check compatibility whenever needed. This reduces coupling and wi-
dens compatibility [37], since now interoperability is checked on a message by 
message basis, not on a full set of possible messages; 

• There is no separate schema language. SIL itself, the declaration of resources 
themselves, fills this role. This is possible because the schema pertains to one 
resource only and there are no types, only values with an associated variability. 
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The SPID (SIL Public Interface Descriptor) is the equivalent of WSDL or 
WADL and simply consists of all the public features of a resource declaration 
such as those of Programs 1 and 2. It suffices to remove the body of non-
primitive operations and any resources declared as private (feature not  
illustrated here, for simplicity), which the compiler does easily. Design time 
compatibility checking is ensured by structural interoperability, which the 
compiler supports. 

5.4   Serialization Format 

SIL has a source text format, adequate for people and illustrated by Programs 1 
and 2, and a binary format, used for computer processing, either to be stored in a 
file or sent in a message. For programming, the source text is the input and the bi-
nary format is derived by the compiler. For runtime generated messages, only bi-
nary is used, although a decompiler can generate a source text format. The binary 
format usually includes metadata that supports self-description. 

SIL uses the concept of binary stream, a sequence of bits or bytes with con-
tent’s meaning and format known to both sender and receiver, encoded in a mod-
ified version of the TLV (Tag, Length and Value) scheme used by ASN.1 [42]. 
Streams can be composed of other streams, which allows for instance XML or 
JSON strings (a string is also a binary stream, with some encoding) to be part of a 
SIL resource. Each serialized SIL resource can have up to three streams: 

• A source stream (a string such as Program 1 or 2); 
• A compiled stream, composed of streams corresponding to primitive resources 

and streams corresponding to structured resources, composed of other streams. 
No metadata, aside from the semantics resulting from the streams’ tags and 
structuring, is included here; 

• A metadata stream, which includes information on component indices (relative 
position in the resource), names and value variability. 

A resource can use the following combination of streams: 

• Source only: mostly for programming and documentation (including SPIDs, the 
equivalent to WSDL and WADL), but can also be sent at runtime and compiled 
on the fly by the receiver; 

• Compiled + metadata: complete information as well (aside source comments), 
but more efficient than source only; 

• Compiled only: the most efficient, but does not support runtime interoperability 
checks, unless an optimization mechanism is devised such as the one described 
below;  

• Metadata only: used essentially to represent SPIDs more efficiently, in binary 
format; 

• All three: all the information available on a resource. 
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Using only the compiled stream looks like a return to the old specific binary for-
mats, but it is in fact one of the distinguishing features of the support of SIL to the 
IoT applications. In this context, messages from or to low level devices typically 
follow the same schema until the device suffers some change. Sending metadata in 
each message is rather inefficient. The compiled stream can include a token re-
turned by the server on the first message request. On reception of subsequent re-
quests, the server checks this token and skips interoperability checking if the token 
matches its own or returns an error (the client then repeats the request with  
compiled + metadata). This is not a security feature, but a mere optimization me-
chanism. Its robustness depends on the number of bits of the token and its pseudo-
random non-repeating evolution algorithm. Each resource maintains a cache of the 
tokens returned by the resources it has sent messages to. This mechanism bears 
similarities with the Etag header of HTTP. 

Separating data from metadata is also done in the binary formats Protocol 
Buffers and Thrift [20], precisely for efficiency reasons. Schemas can be much 
larger than actual data, a problem identified but not solved in [19]. The solution 
in SIL is to be able to send a message without metadata, with a mechanism that 
still ensures interoperability with the help of design-time checks by the  
compiler. 

5.5   Message Protocol 

A message in SIL is a resource, just like any other, and can include operations. 
The message protocol is the simplest possible to allow a message request and  
reply, independently of message content. All the rest is extensible and uses the 
envelope approach, in which a message is encapsulated with further control in-
formation into another (the envelope) at the sender and retrieved from that 
envelope at the receiver. Security, for instance, can use this mechanism. There are 
no specific purpose headers. 

The message protocol supports asynchronous messages (with futures that can 
be cancelled if the client gives up waiting or decides otherwise) and application 
faults (exceptions). Each SIL server maintains a message ID generator, based on a 
non-repeatable, large sequence pseudorandom number generator. The message ID 
is used to correlate a response to the original message sender (which may be 
blocked, waiting for that response, if the message was asynchronous). 

This ID mechanism is similar to the Token option in COAP (Constrained 
Application Protocol) [27], but more efficient since it is part of the basic pro-
tocol and handled in binary. In fact, the SIL message protocol contemplates 
the most relevant features of CoAP, namely asynchronous transactions and bi-
nary control information (headers). In fact, these features should be available 
in HTTP itself. 

The main message types of the SIL message protocol are described in Table 6. 
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Table 6 Main message types of the SIL message protocol 

Message category/type Description 

Request Initial request in each transaction 

 React  React to message, no answer expected 

 React & respond  React to message and answer/notify 

 Assimilate  Merge the message into the receiver resource, subject to struc-
tural interoperability (only compatible components are re-
placed). It bears similarities with PUT in REST. 

Ammendment Further information on an already sent request 

 Cancel  Cancel the execution of the request 

Response Response to the request 

 Answer  A (structured) value returned by the reply instruction 

 Resource fault  A (structured) value returned as the result of an exception 

 Protocol fault  A status code resulting from a predefined protocol error 

Notification Information of completion status 

 Done  Request completed but has no value to reply  

 Cancelled  Request has been cancelled 

 
The message protocol includes the addresses of both sender and receiver, so 

that the request can be addressed and the receiver can address the response back. 
These addresses, which correspond to resource names and pathnames in SIL, build 
on the following assumptions: 

• Pathnames can span several networks, with different addressing schemes (e.g., 
TCP/IP and ZigBee); 

• A name server exists for each network, so that a pathname can be converted in-
to a list of network addresses, one for each network; 

• Gateways inspect the address list in each message and route it accordingly. 

The SIL message protocol includes either an address or a list of addresses for both 
sender and receiver. These are encoding using the same TLV format of the seriali-
zation protocol. This means that SIL resources can directly address others in dif-
ferent networks. 

6   Assessing the New Approach 

6.1   Contrasting SIL and Related Technologies 

History has taken its course and evolved from two main technologies, HTTP and 
HTML, in a context of many clients for each server and essentially retrieval of 
multimedia documents. Together with the corresponding execution platforms, the 
server and the browser, they constituted a well matched technology set that fos-
tered the exponential development of the Web. 
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The mismatches begun when these technologies started being used and ex-
tended for all sorts of application domains and scenarios, from large business sys-
tems down to small IoT applications, from large scale server accesses to peer level 
interaction, from synchronous to asynchronous transactions, and so on. Table 7 
tries to shed some light into the picture, by expressing the depth span in the inte-
roperability ladder of some of the most relevant technologies. 

 

Table 7 Levels of interoperability tackled by some existing technologies. Lighter gray in 
the right column means future work. 

Concept Interoperability level HTTP 
XML

JSON
 SOAP WSDL BPEL REST  SIL 

Alignment Strategy             

Cooperation Partnership             

Outsourcing Value chain             

Ontology Domain             

Knowledge Rules             

Contract Choreography             

Interface Service             

Structure Schema             

Serialization Message format             

Interaction Message protocol             

Routing Gateway             

Communication Network protocol             

 
HTTP has been enriched with all the features needed to support interaction in 

the original Web context. It is actually a service level protocol, with a fixed set of 
operations (such as GET and POST). It does almost everything, including control 
data description and type of payload data (with Internet Media Types). 

XML has generalized HTML, separating data from formatting and introducing 
self-description with a schema, but retained much of its look and feel, still with a 
data document nature (just data, instead of a more complete service nature, by in-
cluding code) and text with markup (lacks native binary support). 

Web Services appeared to fill in the service gap, removing the HTTP’s restric-
tion of a fixed interface. But, as Table 7 shows, there is a great overlap in intero-
perability levels between HTTP, SOAP and WSDL. The latter can be bound to 
protocols other than SOAP and SOAP can be bound to protocols other than HTTP. 
In practice, the most common situation by far is to have WSDL with SOAP over 
HTTP, which means that all this generality is seldom used but has permanent 
costs. SOAP treats HTTP essentially at transport level, ignoring many of its fea-
tures. This is a sign of mismatch in implementing generic technologies. One sits, 
as is, on top of another, without separating the components that match from those 
that don’t. This increases complexity and decreases performance. 
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Another sign of over generality is the universal use as XML as the underlying 
serialization format, with specific schemas, such as it happens in SOAP, WSDL 
and BPEL. This is a good thing, in principle, but these schemas evolve rarely and 
are standardized, which means users cannot change them. Therefore, all the power 
and flexibility of XML becomes of limited usefulness, at the same time that its 
verbosity and complexity are always present. A classic example is the assignment 
instruction in BPEL, with a baroque syntax instead of a mere equal sign. 

These problems are particularly stringent in lower level applications, such as 
those in the IoT context, and justify the increasing popularity of REST and JSON. 
REST is essentially HTTP, as Table 7 expresses, or a set of best practices on how 
to use it. JSON is much simpler than XML and a good match to REST. Code still 
needs to be provided by another technology, typically a generic programming lan-
guage. This is fine for simple applications but is limited for more complex ones. 

In summary, the main problems are: 

• The basic technologies, HTTP and XML (or JSON) are already immediately 
below the application level (the reason why REST is so simple to use). This 
causes mismatches, duplications and inefficiencies when subsequent technolo-
gies, such as Web Services, have to map onto them; 

• The use of a single serialization language, for both people and computers, 
means that it becomes hard to read, inefficient to process and awkward to sup-
port binary data. 

The purpose of SIL is to cleanup this scenario, learning from previous technolo-
gies and showing that a single language can replace many of the existing technol-
ogies. The simple description and examples used in this chapter are not enough to 
fully show how this can be accomplished, but the most fundamental ideas are: 

• Move from client-server to peer dialog, in a service oriented paradigm; 
• Base interoperability in compliance and conformance, not schema sharing; 
• Derive the schema directly and automatically from the document, instead of 

having a separate document with different rules; 
• Support and describe both data and code, as well as service and resource archi-

tectural styles; 
• Use one serialization format (text based) for people and another (binary based) 

for computers, but derive the second from the first automatically; 
• Use a simple protocol as the underlying communication mechanism. 

SIL may be seen as a return to the RPC (Remote Procedure Call) programming 
model. Up to a certain point this is true, but with fundamental differences: 

• Message marshalling (data serialization) has its own rules, which include  
self-description. This means that different languages can interact. Actually, 
coupling is even lower than in XML based systems, since compliance and con-
formance are used instead of schema sharing [37]; 

• The target of a message is identified by a distributed reference (such as a URI), 
in a server based interaction setting; 
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• Asynchronous transactions are readily supported; 
• The interaction is not merely data based. Full resources (data + code) can be 

exchanged, which means that the basic mechanism is not the operation call but 
in fact the migration of a resource (the message). 

To the best of our knowledge, there is no other proposal with such a wide range of 
objectives, while maintaining the decoupling and distributed interoperability that 
characterize current Web applications and technologies. Web Services or 
HTTP+XML/JSON are usually the rock bottom of existing proposals in Internet 
based contexts. There are, however, some attempts to change parts of the global 
scenario. 

Web Sockets [44] are fundamental in the efficient support for binary data. They 
use the protocol upgrade feature of HTTP and provide a substantial degree of 
compatibility with existing systems. Part of the HTML5 world, servers and fire-
walls are increasingly supporting them. 

The textual nature of markup languages has been recognized as inefficient. Us-
ing text as the serialization format requires textual parsing at the message receiver 
and a heavier effort to generate the corresponding memory data structures than 
when using a binary format [47]. Proposals such as EXI (Efficient XML Inter-
change) involve compression and decompression for transmission or storage pur-
poses [18], but text must be recovered and therefore parsing time is not reduced. 
Native binary serialization formats, such as Protocol Buffers and Thrift [20], aim 
to solve this issue but deal only with data. Binary is also the path taken by SIL, but 
with support for code. Since SIL has two serialization formats (text and binary), 
text is better (for flexibility) when a priori knowledge of the interlocutors is low, 
and binary is better (for performance) when messages repetitively use the same 
schema and the compiler can be used. Changing between the two formats can be 
automated by using a token, as described in the two previous sections. 

Distributed applications can be programmed in generic programming languag-
es, using XML or JSON for data level interoperability, or higher level languages, 
such as BPEL. This is most common in complex enterprise applications, typically 
SOA and XML based, but has been shown to also fit with the REST style [38]. 
BPEL provides the support for behavior (code) that Web Services lack, but consti-
tute a separate technology with a different paradigm (processes) and a cumber-
some XML based syntax that becomes usable only by resorting to visual  
programming tools. 

SIL has a classical syntax and supports not only processes but also services and 
resources, in an integrated way. Other proposals also favor the resource based ap-
proach. In [48], an information centric process model is proposed, centering the 
resource concept on business entities instead of instances of workflow activity. 
Others propose to represent and transfer not only data but behavior as well, such 
as a method to expose process fragments (described declaratively as reusable 
workflow patterns) as resources and to map business process concepts onto the 
usual HTTP-style of CRUD operations [49]. Going a step further, in Computa-
tional REST (CREST) [50] the basic entities are computational resources, in the 
form of continuations [51], providing a base model for code mobility. The client is 
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no longer a mere interface to the user but a computational engine, capable of ex-
ecuting these resources. State transfer is a side effect of this execution.  

This is precisely what SIL offers, showing that it is possible to combine all 
these features under a single model and syntax. Tables 2 through 5 compare SIL 
and other technologies in further detail. 

Table 7 also expresses that SIL will be extended to encompass the two topmost 
semantic levels, initially by using SIL instead of XML to serialize RDF and OWL 
documents and afterwards by incorporating constructs to express knowledge and 
ontologies directly in SIL. However, this is future work and outside the scope of 
this chapter. 

The organizational levels, above semantics (Table 1), are better expressed by 
frameworks and development methods [28] than by languages with descriptive or 
execution semantics. 

6.2   Implementation 

We have developed a compiler based on ANTLR [43], which converts source to 
instructions and data in a binary format, according to the streams described above. 
An interpreter then executes the binary code (silcodes, equivalent to Java’s byte-
codes). The current implementation, in pure Java, is not optimized and has a per-
formance roughly 50 times slower than a Java Virtual Machine (JVM). However, 
much of that time is spent just on method dispatch, the mechanism used to execute 
the various silcodes. A C based interpreter, for example, would be much faster, al-
though harder to develop. To maintain flexibility and control of implementation, 
we did not use a JVM and bytecodes. 

Support for distribution is implemented with a Jetty application server, but any 
other server will do. In fact, we only need a protocol handler, which can be much 
simpler in the case of simpler network protocols. For message exchange, we re-
quire only a transport level protocol. We currently use Web Sockets [44], with a 
cache for automatic connection management, but again any lower level message 
transport protocol will be enough, provided that it implements the level of reliabil-
ity required by the application or the application provides that itself. 

The Jetty server connects to a SIL server (to handle the SIL message level  
protocol) that hosts a resource directory for service discovery. This is a regular 
service, just like any other, that contains references to the SPIDs of the resources 
registered in it. This directory can be searched for a suitable service by supplying 
keywords and/or a SPID as required by the client. The directory then searches for 
these keywords in the registered SPIDs and performs a structural interoperability 
check to ensure that the returned references to SPIDs are conformant to the SPID 
used in the search. Similarity ranking [45] is not supported at the moment. 

Figure 2 shows the basic message path in a transaction between two services, 
each implemented by a resource. Figure 7 shows the basic architecture of a SIL 
node, capable of hosting SIL resources. This is the unit of distribution in the SIL 
realm. A reference to a SIL resource is made of two parts: 
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• The network level address of the SIL node. This is network dependent. With 
TCP/IP, this is the IP address of the SIL node; 

• The path, within that node, from the directory (the root of the resource tree) to 
that resource. This is network agnostic and depends only on the structure of the 
resources. 

URIs join the two parts in a single string. SIL has a primitive reference type that 
maintains the two parts separate, so that these references can be used in non IP 
networks. 

 

Fig. 7 Basic architecture of a SIL node 

The architecture of a SIL node can be described as follows: 

• The application server (Jetty, in this case) is the interface to the network. It 
supports several message handlers, which means that it can deal with several 
message level protocols. We have only implemented two, HTPP and the mes-
sage protocol of SIL. Only the steps ensuing the latter are described here. There 
is a list of handlers to be invoked and each checks whether it recognizes the 
message format. The first one to do so gets the message for further processing. 
All SIL messages begin with “SIL”, encoded in UTF-8; 

• A message received is handled next by the Message Manager, which deter-
mines the recipient of the message, the type of the message (Table 6), which 
streams are present in the message and, for some message types, whether a 
compliance token is present (described in section Serialization Format, above); 

• The Resource Manager implements the access to the structured resources regis-
tered in the Directory, obtaining internal references (indices in a resource table) to 
resources targeted by messages or by distributed references (URIs, for example); 

• The Directory is the root resource and implements several operations, such as 
searching for a resource which conforms to a given SPID. The resource tree 
depicted in Figure 7 shows only containment relationships. Any resource can 
have a distributed reference to another, but only if it is registered as globally 
accessible in a Directory. This means that resources can be locally reached 
from others during execution of a SIL program, but only registered resources, 
directly in the Directory, can be addressed by a global, distributed reference; 
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• The Compliance Checker performs type compliance between the message and 
the addressed operation or resource. It can do so in text or binary formats, since 
each has all the information needed, as long as the metadata stream is also 
present. Naturally, this is faster when done in binary. Messages that include a 
compliance token, obtained in a previous checking, can skip this step, as men-
tioned before in the section Serialization Format; 

• If the resource targeted by the message is not an operation, the Compliance 
Checker must go through the various operations defined in that resource, to find 
one which the message complies with. A Protocol Fault (Table 6) is returned if 
none is found; 

• Once the target operation has been identified, a thread is created in the silcode 
interpreter to execute that operation’s code, produced previously by the SIL 
compiler before the resource has been registered in the Directory. That code 
can access other resources, according to what has been programmed in the op-
eration; 

• If the operation needs to send a message to another resource, as illustrated by 
Program 2, it has to pass the resource to send as a message to the Resource Se-
rializer, which is done by the send operators (<-- or <||, according to whether 
the message is synchronous or asynchronous, respectively). 

6.3   Migration Path 

SIL does not require a big bang migration path. An incremental e evolutionary ap-
proach can be achieved by using coexistence of several interoperability technolo-
gies and protocols. 

SIL is application server and protocol agnostic and can coexist with SOA and 
REST applications. For example, the Jetty server used in the implementation of 
the SIL platform maintains normal HTTP capability, which means that it can also 
deal with SOA and REST based applications, by automatically choosing handlers 
based on the format of incoming messages. 

The SIL server itself is able to deal with XML and JSON media types, through 
the stream concept. When a message is received, a set of available handlers are in-
voked to check whether they can process that message. The SIL message handler 
can be first and quick to recognize that the message is not SIL (lack of the right 
preamble), in which case it can invoke other handlers. 

7   Conclusions and Future Work 

Simplicity is the key concept in the IoT, in particular in what concerns the lower 
level devices. This has been the driving force behind the popularity of REST as 
service interoperability model, JSON as a serialization format and plain HTTP as 
a message level protocol. Web Services, SOA and XML can be too complex for 
simple applications, but offer the design time support that lacks in REST, JSON 
and HTTP, especially with simple devices that cannot cater for higher levels of  
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interoperability. Application dynamicity is important, but so is verifiability and 
developer support. 

REST APIs are simpler, but lack this design time support. It is also a fact that 
REST APIs in the context of IoT applications are extremely simple, with almost 
no states involved. This simplicity stems from applications, not from the technol-
ogy, which was not conceived for the IoT, but rather for the Web, and has limita-
tions, namely regarding binary support and asynchronous event processing. 

Our opinion is that current Web technologies need to be reevaluated, taking in-
to account the smaller granularity, higher constraints and even higher massive 
scale of networked devices. This is already happening, with adaptations of IPv6 to 
low power devices and sensor networks [22], as well as adaptations of HTTP for 
constrained resources [27]. A high legacy load is present, without achieving trans-
parent compatibility. The design of a fresh solution, incorporating lessons learned 
and without being hampered by compatibility tradeoffs, has been the basic motiva-
tion for the design of the alternative solution that we have described in this chap-
ter, which meant adopting the following main principles: 

• Do not use text with markup for the resource serialization format, which is 
complex for human reading and inefficient for machine processing. Use two 
formats instead: programming language style for humans and binary for ma-
chine processing, with a compiler to link the two; 

• Use complete separation of data and metadata (which text markup does not al-
low). This supports automatic use of metadata, only when needed. When the 
schema does not change, send only binary data, with design time checks done 
by the compiler; 

• Use a message protocol with native support for binary data and asynchronous 
messages; 

• Do not base schema level interoperability on schema sharing (as usually done 
in XML documents) or implied schemas (often, the case of JSON data). Use 
structural interoperability [37] instead, which decreases coupling; 

• Do not use a separate language to describe schemas. Derive them automatically 
from the textual resource descriptions; 

• Support a variable number of operations for each resource but support external 
access to resource structure as well (both measures contribute to a low model-
ing semantic gap); 

• Support multinetwork resource references, so that heterogeneous networks can 
be seamlessly integrated. 

A preliminary implementation of these principles exists, with a compiler and an 
execution platform for a language that implements these principles, SIL, but much 
remains to be done. In particular, the following aspects are already being tackled: 

• Completion and optimization of the SIL platform; 
• Extension of SIL to the upper semantic levels;  
• A study comparing quantitative aspects (execution time and memory  

requirements) and qualitative aspects (ease of programming and of changing,  
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advantages and perils of platform independent code) between SOA, REST and 
SIL based solutions, especially in the low level granularity context of IoT; 

• An assessment of scenarios of application. One particularly interesting con-
cerns joining a SIL server and a conventional browser, working in tight cooper-
ation, something we call the browserver [46] and that has been conceived to  
replace the browser as a Web access device (at the user’s laptop, tablet or smart 
phone). This has the great advantage of turning the user into a first class Web 
citizen, improving the interactivity experienced by the user and allowing him to 
automatically offer services (including private information for personalization, 
context awareness, ambient intelligence, authentication, gathering statistics and 
information on usage patterns, direct browserver to browserver interaction, 
which can be used for group or collective intelligence, and so on). 
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Abstract. Internet of Things is an emerging area and it visions an inter-connected 
world full of physical as well as virtual objects, devices, processes and services 
capable of providing a different lens on how to link them via the Internet. While 
Internet of Things as part of the Future Internet has been described as a paradigm 
that mainly integrates and enables several technologies and communication solu-
tions a notable interest is to define how current standard communication protocols 
could support the realization of the vision. Within this context, we offer a state-of-
the-art review on ad hoc and wireless sensor networks, near field communications, 
radio frequency identification and routing protocols as a mean to describe their 
applicability towards an Internet of Things realization. We conclude by presenting 
a brief case scenario to describe a future smart environment and illustrate its poss-
ible model architecture.  

1   Introduction 

For many years, wired networks used to be the only way to connect computers to 
the Internet. During the last decades, wireless communications have changed  
inter-connectivity by enabling computers to communicate and also exchange in-
formation stored on them on a wireless fashion. While the Internet is formed pri-
marily by inter-connecting homogeneous devices (i.e. computers) there have been 
recently several paradigms in networking such as mobile, grid and cloud compu-
ting which enabled a purposeful inter-connectivity between various semi-
homogeneous devices such as computers, cameras, smart-phones, sensors and  
other instrumentation (i.e. satellites).   

The latest vision is to enlarge the inter-connectivity between devices making 
possible the formation of pure heterogeneous networks and contexts by inter-
connecting hardware devices ranging from computers to simple sensors. This is by 
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visioning an Internet of Things (IoT), an inter-connected world full of physical as 
well as virtual devices capable of providing services over the Internet. Within the 
IoT context, a thing refers to a physical or virtual object such as spaces and rooms, 
chairs, fruits, bottles, clothes, suitcases and bags, animals or even a process and a 
service like a cloud virtual machine.  

During the last years, IoT has emerged as one of the most important paradig-
matic strings of thought with regards of the future state of Internet. Its importance 
is described in terms of providing a different lens on how to link the Internet with 
real world’s objects. In contrast to currently dominant paradigm within Internet 
which is based on human-to-human interaction, the IoT paradigm proposes a nov-
el emerging paradigm of thought which postulates that any object, identified with 
a unique identifier will be considered as inter-connected [1]. As such, IoT has 
been proposed as a combination of the Internet and emerging technologies such as 
near-field communications, real-time localization, and embedded sensors as a way 
to transform everyday objects into smart objects [2]. Those objects can be trans-
formed in ways that they can be understood better by reacting to and with their 
environment in a more advanced and meaningful manner. IoT has also been de-
scribed as a paradigm that mainly integrates and enables several technologies and 
communication solutions including but not limited to tracking technologies, wired, 
wireless sensors, their networks, exchanged networked communication which in 
turn, lead to a shared next generation Internet, what is also known as Future Inter-
net. IoT has also been defined as ‘‘a world-wide network of inter-connected ob-
jects uniquely addressable, based on standard communication protocols.” In a 
more comprehensive way, it has been perceived as a paradigm that connects real 
world with digital world [3].  

Within this context, one of the fundamental challenges for the IoT realization is 
that like when integrating heterogeneous data that have been originally produced 
for a purpose other than their integration [4], objects also differ significantly in 
terms of their functionality, technology and application and in other words, they 
have been originally produced for a purpose other than their inter-connection over 
the Internet communication environment.  

The development in digital hardware made possible portable computers, in-
creasing the mobility, processing capability and reducing size and cost. While stat-
ic powerful computers are already capable of participating in Internet and thus, in 
web-based communication services, small simple hardware devices will also be 
able to inter-connect in an IoT setting by using Radio Frequency Identification 
(RFID) techniques.  

On the other hand, ad hoc networks have attracted a lot of attention in the last 
decades. They represent a new paradigm of communications where decentralized 
wireless nodes communicate with each other in a collaborative way to achieve a 
common goal. Nodes collaborate to establish unicast or multicast communications 
between a source node and a one or several destination node(s). When mobility of 
nodes is considered, communications refer to Mobile Ad Hoc Networks (MA-
NETs). With the increment of mobile devices which are equipped with wireless 
transceivers such as smart phones, tablets, sensors and so on, the number of  
deployed devices with wireless communications capabilities is continuously  
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increasing. Commercial wireless technologies such as Bluetooth, UWB, WiMAX, 
Wi-Fi or Zigbee make possible the connections among devices that are made by 
different manufactures, enabling ad hoc communications to be established on ei-
ther regular or ad hoc basis. When vehicles are capable of exchanging information 
among them Vehicular Ad Hoc Networks (VANETs) are formed. Mobility is an 
intrinsic characteristic in VANETs, but unlike MANETs fixed mobility patterns 
are followed in vehicular scenarios. VANETs enable the formation of Intelligent 
Transport Systems (ITS). Normally, two types of communications can be found in 
ITS, (a) Vehicle-to-Vehicle communications (V2V) that is two or more vehicles 
forming a VANET, and (b) Vehicle-to-Infrastructure communications (V2I) that is 
a hybrid VANET with both static and mobile nodes. In general, the aforemen-
tioned communications can be extended to include nodes to infrastructure com-
munications (N2I), where the nodes may be either vehicles or people. The fixed 
infrastructure can be easily connected to Internet acting as an access point for the 
VANETs or MANETs. Furthermore, the deployment of Wireless Sensor Net-
works (WSNs) is a reality in urban scenarios by sensing data parameters such as 
temperature, humidity, CO2 emissions, etc. The integration of MANETs,  
VANETs, WSNs and the fixed infrastructure is an interesting challenge which will 
enable the IoT manifestation, see Figure 1. 

 

Fig. 1 Example of different network’s deployments in the Internet of Things (IoT) 

With these intelligent ambiences the provided services in wireless networks 
will increase notably as well as the complexity of them. The interactions with an 
urban smart environment will permit the collection of information from the envi-
ronment and improve the decision-making of human beings. For that to happen, a 
high connectivity level between objects, processes, services and people must be 
guaranteed. While there will be a significant increase of the number of deployed 
wireless devices within the environment there should be a scalable infrastructure 
capable in enabling sufficient and full utilization of available resources as to take 
advantage of the IoT concept potential capabilities. Apart from that, the concept of 
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green wireless networks has been lately appeared with the aim of reducing the use 
of resources in wireless communications as to reduce energy consumption. Having 
said that, it has been proved that the majority of energy is consumed during the 
access point stage in wireless communications since the terminal devices like mo-
bile phones are optimized to be fed by batteries having low power consumption. 
The ad hoc networks have been proposed and implemented in numerous applica-
tions areas such as disaster management [5] [6] [7], health care [8], intelligent 
transportation systems [9], traffic management, and military applications among 
others [10], due to their self-organized and decentralized features.  

In this chapter, we aim to offer a state-of-the-art review of the role of ad hoc 
networks in IoT. To achieve this, we start off with a review on the classification of 
ad hoc networks including mobile and vehicular ad hoc networks, wireless sensor 
networks and radio frequency identification. While we provide a discussion of 
their functionality we also highlight and brief their application and how these 
could be realized in an IoT setting (section 2). We also provide a discussion of 
routing protocols for IoT in an effort to present existing routing protocols applica-
bility and suitability for an IoT realization (section 3). In section 4, we do present 
a visionary business scenario to illustrate a possible IoT model architecture. We 
finally conclude in section 5. 

2   Classification of Ad Hoc Networks 

2.1   Mobile Ad Hoc Networks (MANETs) 

Mobile Ad Hoc Networks are self-organized networks which are deployed with-
out the need for any fixed infrastructure. Having seen them as a new paradigm 
of mobile wireless communication, MANETs have attracted a lot of attention 
during the recent years. In MANETs every entity is called a node and works  
independently as a router. In the context of IoT, MANETs could represent  
scenarios such as people using mobile phones, a rescue team in an evacuation 
operation or soldiers in military applications, among others. MANETs are self-
configuring, self-maintaining, self-healing, and self-repairing networks and such 
features are very suitable for mobile computing. The mobility of nodes is an in-
trinsic characteristic of nodes in MANETs which make even more challenging 
the deployment of these networks in real environments. The design of MANETs 
is much focused on routing protocols. They are one of the key components of 
MANETs. Figure 2 shows the importance of routing protocols in MANETs. The 
source node requires certain service A so it generates a discovery process to find 
such a service. The black arrows represent the discovery process flow. The in-
termediate nodes retransmit the incoming request until any request reaches the 
destination node. The destination node is the element of the network that can 
supply the required service. 
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Fig. 2 Routing protocols in MANETs 

Whenever several routes are found, the routing protocols are responsible for se-
lecting the most appropriate route among those found. Several metrics are normal-
ly used to determine the quality of routes, such as hop count distance, end-to-end 
delay, and throughput. Since the mobility of nodes causes very changeable topol-
ogies, routing protocols should deal with such mobility conditions by acting 
against possible changes and implementing mechanisms to re-establish broken 
communication routes. Another important issue related to the discovery process of 
routing protocols in MANETs is the broadcast storm problem caused by the re-
dundancy of request packets. As can be seen in Figure 2 many packets are redun-
dant. This causes packet collisions and packet contentions which deteriorate the 
performance of ad hoc communications. In order to cope with this issue, several 
solutions have been proposed including GOSSIP, Multipoint Relay, Connected 
Dominant Sets and counter-based schemes. The main idea behind these algorithms 
is to reduce the number of redundant packets in the discovery process of routing 
protocols.  

Mesh networks have appeared in recent years as an extension of typical ad hoc 
networks. Bruno et al [11], defined mesh networks as a flexible and low cost ex-
tension of wired infrastructure networks in which nodes collaborate with fixed in-
frastructure. Unlike MANETs, mesh networks are hierarchical networks, see  
Figure 3. Mobile nodes communicate with wireless routers which connect to 
access point in order to establish Internet connections. The wireless routers are 
forming a backbone which connects the “wired world” to the “wireless world”. 
Note that there is a high redundancy of connections in mesh networks so routing 
protocols must be focused on selecting the best path towards the wired world. 
Another important issue is to guarantee fairness in the network. MAC and routing 
protocols must guarantee that each user receives the same fair share of resources 
independent of how far is from the access point. 
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Fig. 3 Architecture of mesh networks 

2.1.1   Service and Resource Discovery in Ad Hoc Networks 

Service and resource discovery are also crucial for an efficient performance in ad 
hoc networks. Nodes must be aware of the available services and resources in their 
vicinity. Service and resource discovery mechanisms should work in collaboration 
with routing protocols. Two types of architectures have been proposed to develop 
service discovery [12]: 1) directory based architecture and 2) directory-less based 
architecture. The directory based architecture can also be divided into two catego-
ries: a) centralized directory and b) distributed directory. In the directory-less 
based architectures, nodes reactively request services and proactively advertise 
services. On the contrary, directory based schemes encompass a directory agent 
which is in charge of registering and handling services. Depending on the number 
of nodes which implement the directory agent we can distinguish between centra-
lized directory and distributed directory. These nodes are responsible for keeping 
up-to-date the existing directory of services available in the network. The services 
discovery mechanisms are also very important for connecting ad hoc networks to 
the IoT.        

2.1.2   Applications of MANETs 

Since mobile ad hoc networks are self-organizing networks, they are suitable for 
those applications in which the deployment of a new fixed infrastructure is unfeas-
ible and/or costly. In addition, the capability of dealing with mobility conditions 
makes MANETs appropriate for mobility applications. In addition, MANETs can 
also be used as a backup network whenever the main wired network fails, e.g. in 
disaster scenarios. The main applications of MANETs are [12]: 
 



The Role of Ad Hoc Networks in the Internet of Things 95
 

• Tactical networks: Military operations in battlefields 

• Emergency services: Evacuating and rescue operations, disaster recovery, and 
health care applications 

• Commercial and civilian environments: E-commerce, sport stadiums, and  
vehicular services among others 

• Home and enterprise networking: Home networking, conferences, etc 

• Education: Universities and virtual campuses 

• Personal Area Networks: Clothing, etc 

• Entertainment: Multi-user games, robotic pets 

• Context aware services: Location specific services and time dependent  
services 

• Coverage extension: Extending cellular network access. 

2.1.3   Connecting MANETs to IoT 

Several approaches have been proposed to connect mobile ad hoc networks to  
Internet. Since nodes in mobile ad hoc networks have IP addresses for routing 
purposes, it could be logical that such IPs may be used to route a packet through 
Internet. However, the main problem of this approach is that a node needs an effi-
cient way to work out whether a certain address in the MANET is present or not 
and whether it is necessary to use a gateway or an access point. In principle, nodes 
are not aware of their contexts so it is difficult to collect neighboring nodes IPs. 
Discovery procedures must be carried out in order to collect neighboring informa-
tion. However, these processes are normally time and message consuming since 
they require nodes to exchange a high number of packets. Normally, an access 
point should be placed so as to enable mobiles nodes connect to Internet. The ef-
fective placement of a gateway could be a challenging design factor due to the 
mobility of nodes and the optimum placement for a gateway could strongly de-
pend on mobility conditions. As a consequence, the access point could be also 
mobile. Another approach is to use two different IPs, one to communicate through 
Internet and another one to identify nodes in the MANET. However, nodes can 
move freely so the target gateway could be changeable. If a node switches to 
another gateway, a new IP address should be used and the outgoing connections 
will probably break. Another possible approach is to use dynamic addresses by us-
ing the dynamic host configuration protocol (DCHP). This approach solves the 
problem of IP address when nodes are moving. On the other hand, the increasing 
use of smart mobile phones enable nodes to connect to Internet through cellular 
technologies such as 3G and 4G technologies, for instance the emerging Long 
Term Evolution (LTE) technology. However, these technologies are not unli-
censed so users (or object owners within the IoT context) have to subscribe to 
these services. In addition, satellite communication can also be used in safety-
related applications like military applications. To sum-up, the connection of ad 
hoc network to Internet is still a challenge requiring further research.  
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2.2   Vehicular Ad Hoc Networks (VANETs) 

Vehicular Ad Hoc Networks could be seen as a specific type of MANETs. How-
ever, it has become a different research field in the last few years. Although this 
fact is noticeable, it is also clear that both VANETs and MANETs share similar 
features such as multi-hop communications, changeable topologies, mobility and 
power transmission constrains. VANETs have arisen from the increased wireless 
communications in vehicles. Nowadays, most vehicles are equipped with Blu-
etooth transceivers so it can be seen as the standard for intra-vehicle communica-
tions. To establish V2V other technologies such as WiFi and Zigbee are preferred 
since their performances are more suitable for longer distances. In recent years, 
the IEEE 1609 family for Wireless Access in Vehicular Networks (WAVE) [13] – 
which relies on the standard IEEE 802.11p – has become a promising technology 
for both V2V and V2I communications.  

Figure 4 illustrates V2V communications in a VANET. This situation emulates 
a significant situation where one vehicle is aware of certain warning. This warning 
may be information about traffic or environment related conditions. In such situa-
tion, the node must inform others about the warning so as for other vehicles to 
adapt their behaviors appropriately. This dissemination should be done as quickly 
and as effective as possible. Since the density of nodes could be high, there is a 
trade off between reducing redundancy and increasing reliability of packets. Fur-
thermore, mobility of nodes is a crucial parameter is VANETs since it is normally 
higher than in MANET scenarios. Mobility should be taken into account by 
routing and MAC protocols to adapt their performances to such high mobility 
conditions. The last vehicle on the queue, see Figure 4, may require adapting its 
speed to match the collected information from other vehicles and infrastructure. 
The establishment of connections should be done rapidly to permit the information 
to be exchanged by vehicles in a short time (directly via V2V or indirectly via 
V2I). For instance, Bluetooth connections take a long time to be established, and 
therefore Bluetooth could not be suitable for this short of V2V communications.  

 
Fig. 4 Vehicle-to-Vehicle (V2V) communications 
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Several examples of V2I communications are illustrated in Figure 5. In these 
situations nodes are informed on certain conditions such as the state of traffic 
lights, traffic signals, or the state of traffic barriers. Clearly VANETs help to im-
prove driver’s decision making. Unlike pure MANETs, a VANET can collaborate 
with fixed infrastructure. The features of vehicular ad hoc networks can be im-
proved by using wired network as backbone for providing data services. However, 
the deployment of Access Points (APs) is a challenging task since it depends on 
parameters like density and traffic conditions. The ideal placements for APs in ve-
hicular networks are the typical vehicular public infrastructure such as traffic 
lights, light poles, and so on. Such hybrid behavior means that vehicles can com-
municate to APs within little number of hops leading vehicles forming self-
organized wireless networks. A stand-alone sight of VANETs is only possible in 
dense networks. However, vehicular networks are very changeable and only under 
congested traffic flow such assumption could be ensured.  

 

Fig. 5 Vehicle-to-Infrastructure (V2I) communications 

Unlike mesh networks, VANETs are not hierarchical networks. In V2I com-
munications, vehicles communicate directly with APs. 

2.2.1   Applications of VANETs 

Vehicular communications are aimed to form intelligent transportation systems 
using mobile devices and fixed infrastructure. Many applications are focused on 
improving the safety conditions in vehicles. The main applications of VANETs 
are [14]: 

• Navigation safety applications: Prevention of traffic accidents, dissemination 
of warning messages, improvement of driver decision-making, post accident 
information, etc 

• Navigation efficiency: Intelligent transportation systems, road congestion 
avoidance, and pollution mitigation among others 
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• Entertainment: Download multimedia, video streaming, etc 

• Vehicle monitoring: Mobile sensor networks through vehicle communications 

• Urban sensing: Congestion, traffic flows, pollution, etc 

• Social networking: Friendship, proximity and correlation analysis 

• Emergency: Evacuation emergency, disaster scenarios, etc. 

2.2.2   Connecting VANETs to IoT 

Similar mechanisms of that used in MANETs are also used in VANETs to connect 
vehicles to the IoT. Consequently, the vehicular networks are normally connected 
to Internet by means of APs using a Wireless Local Area Networks (WLAN) 
technology such as WiFi, WiMAx or Bluetooth.  

2.3   Wireless Sensor Networks (WSNs) 

Sensor networks are normally centralized networks where there is a central node 
in charge of gathering sensed data from sensor nodes [15]. The central node is 
called the sink of communications. The collected information is usually environ-
ment-related. Parameters such as temperature, humidity and proximity are normal-
ly measured. However, there have been important advances in electronic,  
micromechanical and chemistry manufacturing processes that make possible to 
find more sophisticated sensor nodes. The main characteristic of WSNs is the li-
mited resources available in terms of memory and power energy. WSN nodes are 
fed by batteries so power consumption is an important design factor in WSNs. To 
tackle such constraints, nodes should transmit efficiently their sensed data to the 
sink node. Consequently, the majority of routing and MAC protocols for WSNs 
are focused on reducing the node’s power consumption in order to extend the life-
time of the network and to avoid frequent battery replacements. The topologies of 
WSNs are less changeable than that of MANETs or VANETs. In general, nodes 
are static in WSNs, so topological changes are due to bad performances of nodes 
mostly, i.e. low battery problems or medium access problems. Peer-to-peer (P2P, 
also known as mesh), Star and Tree topologies are common topologies found in 
deployed WSNs, see Figure 6. 

In star topology the nodes are normally located at only one hop distance from 
the sink so redundant data can be collected from different sensors. The sink is in 
charge of post-processing such information. In both mesh and tree topologies mul-
ti-hops communications take place. Several algorithms based on graph theory 
have been proposed to reduce power consumption such as minimum Connected 
Dominant Set (CDS) or minimum Spanning Tree. As the data is post-processed by 
sinks, they are normally connected to a higher-level network like Internet in order 
to monitor the network. With regard to IoT, WSNs can be seen in two different 
ways: 1) Every node is a different entity or 2) the whole network is an entity ac-
cessible through the sink node which has full information about the network. This 
point of view is very interesting since a WSN can be integrated into more complex 
networks. A further step in WSNs is the Wireless Body Area Networks (WBAN) 
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[16]. These networks rely on the feasibility of attaching or implanting very small 
bio-sensors inside the human body that are comfortable and that do not impair 
normal activities. The main application area of WBANs is health care applica-
tions. For example, nodes are attached on or inside human body in order to sense 
body parameters and then to communicate wirelessly to a central node which is 
connected to Internet. WBAN will effectively make possible, doctors to monitor 
patient’s health in real time, anywhere and at any time.  

 

Fig. 6 WSN Topologies: (a) Star topology; (b) P2P or mesh topology; (c) Tree topology 

The manufacturing process is the main challenge in WBANs since it is a multi-
disciplinary process involving electronic, chemistry and wireless communications, 
among others. There has also appeared a new tendency for including actuator 
nodes in WSNs forming a new type of network called Wireless Sensor and Actua-
tor Networks (WSANs) [17]. In WSANs three types of nodes can be distinguished 
sink, sensor and actuator. While sensors are capable of sensing the environment, 
actuators are capable of acting on it. As in WSNs, sink nodes gather information 
from sensor nodes. WSANs should not be seen as a mere extension of WSNs 
since they have their own features. Actuator nodes are more complex and power-
ful nodes as compared to sensor nodes so a WSAN should not be considered as a 
homogeneous network. With regard to communication flows, there is a significant 
difference from WSNs. In WSANs multiple sensors may send data to a sink node, 
and multiple sinks may send data to an actuator node. As a consequence, commu-
nications can be divided into two types: one-to-many and many-to-one communi-
cations. To sum up, the interaction of WSNs with the IoT will enable to provide 
more useful services related to real-time data monitoring. 
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2.3.1   Applications of WSNs 

The main applications of wireless sensor networks are related to monitoring am-
bient conditions. With the development of micro-electromechanical systems 
(MEMS) and digital electronic manufacturing, the variety of available sensors is 
increasing. In addition, the cost of sensor is decreasing as well. Such scenario 
makes possible to extend the scope of WSNs applications. The following list in-
cludes some important WSNs application areas [15] [18]: 

• Military applications: Monitoring friendly forces, equipment and ammunition, 
battlefield surveillance, reconnaissance of opposing forces and terrain, and bat-
tle damage assessment among others 

• Environmental applications: Forest fire detection, bio-complexity mapping of 
the environment, agriculture, flood detection, etc 

• Healthcare applications: Tele-monitoring of human physiological data, track-
ing and monitoring doctors and patients and drug administration in hospitals 

• Home applications: Home automation and smart environments.  

2.3.2   Connecting WSNs to IoT 

Since sensor nodes are simple devices with limited resources, the major issue is 
how to connect such simple devices to an inter-connected world of things. Several 
architectures have been proposed to connect WSNs to Internet. These architec-
tures can be classified into three categories [19]: 1) the IP overlay over WSN, 2) 
the sensor overlay over IP, and 3) the higher-level gateway overlays.  

When IP overlay over WSN, sensor nodes should be addressed with IPs as the 
same nodes connected to Internet. This scheme is complicated due to the limited 
networks resources of sensor nodes. In directed diffusion routing, which is typically 
used in WSNs, sensor nodes are not addressable with IPs. However, this model is 
drawing a lot attention in last few years thanks to the integration of IPv6 in sensor 
networks. In the second model data is encapsulated in IP packets. When the sensed 
data arrive at the sink, it encapsulates the data in IP packets. In the third level, WSNs 
and Internet are seen as two separate networks. A linking entity, the gateway, is re-
sponsible for adapting the incoming traffic from both networks. The gateway trans-
lates routing information of Internet into WSN routing mechanisms. Clearly, the first 
model represents the pure paradigm of the IoT in which each entity can be addressa-
ble. The protocol 6LoWPAN is an example of an implementation of the first model 
[20]. This is a version of the new IPv6 networking protocol for WSNs developed by 
the Internet Engineering Task Force (IETF) in the working group 6LoWPAN. The 
protocol 6LoWPAN is developed over the IEEE 802.15.4 standard. In this protocol, 
the features of IPv6 are adapted to the WSN constraints. The project Blip 2.0 [21], 
which is developed at the University of Berkeley, implements Ipv6 for TinyOS an 
operating system for WSNs [22]. In the second model, the sink node is connected to 
Internet and the sensor nodes are virtualized. The third model is the classical archi-
tecture for connecting WSNs to Internet. The sink node has an adapter in order to 
translate IP packets from Internet nodes.  
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On the other hand, the developments of middleware for WSNs are playing an 
important role in the introduction of WSNs in the IoT. Middleware provides users 
an abstraction of low communication layers of sensor nodes. MIRES is an exam-
ple of middleware architecture for WSNs [23]. It is built on top of TinyOS and 
provides routing and service interfaces based on the publish/subscribe paradigm. 
WSN-SOA is an implementation of service-oriented architecture (SOA) for WSNs 
[24]. WSN-SOA is also implemented over TinyOS. The available attributes and 
the operations are described as web services. However, important modifications 
have to be done over the classical SOA in order to deal with the limited resources 
of wireless sensor nodes.  

Constraint Application protocol (CoAP) [25], which is being developed by the 
IETF in the working group CoRE, is intended for designing a generic web protocol 
for the special requirements of this constrained environment, especially considering 
energy, building automation and other Machine-to-Machine (M2M) applications. 
CoAP is based on 6LoWPAN so it implements the first model. The interaction mod-
el of CoAP is similar to the client/server model of Hypertext Transfer Protocol 
(HTTP). Another similar approach was proposed in [26], the TinyREST that is a 
protocol aimed to connect WSNs to the Internet using Client/Server architecture. 
Sensor nodes in REST are addressed via Uniform Resource Locators (URL) using 
the Hypertext Transfer Protocol (HTTP) and its methods for accessing them. In Ti-
nyREST the client is a sensor and the server is a computer connected to the Internet. 
Consequently, TinyREST is based on the third connection model since there is a ga-
teway to connect the WSN to the Internet. The HTTP methods such as GET, POST, 
PUT and DELETE, are also used in TinyREST. Moreover, TinyDB allows users to 
see WSNs as a database [27]. The data sensed by nodes is the information available 
in a database and it is accessible by sending SQL-like queries. Figure 7 illustrates 
several architectures for connecting WSNs to IoT. 

On the other hand, Pachube is an open source platform that enables developers 
to connect sensor data to the IoT [28]. Pachube lets user tag and share data from 
physical and virtual devices through the Internet. The goal of Pachube is connect-
ing to the environment rather than connecting to things. Pachube platform allows 
users to visualize world-wide data sensor through the Internet.   

Furthermore, the idea of including sensor networks in the IoT is attracting the 
attention of several large companies. For example, the Hewlett-Packard with the 
Central Nervous System for the Earth (CeNSE) project is aimed to build a 
worldwide sensor network.  The main goal of CenSE project is to deploy a mas-
sive amount of nano-scale sensors and actuators embedded in the environment 
and connect them via an array of networks with computing systems, software 
and services to exchange their information among analysis engines, storage sys-
tems and end-users. The main feature of CeNSE project is that HP is developing 
its own technology based on accelerometer to measure environmental  
parameters. 
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Fig. 7 Architectures for connecting WSNs to IoT 

2.4   Radio Frequency Identification (RFID) 

Another promising technology for supporting the IoT manifestation is RFID tech-
nology. It enables low-data communications between a simple device so called a 
tag, and a tag reader which is normally connected to a computer system. RFID 
communications have been used to identify and track objects wirelessly. Unlike 
bar codes, the RFID tags do not need to be within line of sight to communicate 
each other.  

Two types of tags can be found, 1) passive tags which do not rely on any ener-
gy source and 2) active tags which contain an energy source like a battery. The 
main advantage of passive tags is that they do not require any power supply so 
they are simpler and cheaper than active tags. Passive tags use the radio energy 
transmitted by the reader as its energy source. The low cost of passive tags will 
enable a massive deployment of RFID tags attached to ordinary things like 
clothes, suitcases, bags, and so on. The information stored in the tags depends on 
the target application and the storage capability of a tag is limited by a few kilo-
bytes of data.  

RFID systems currently operate in the Low Frequency (LF), High Frequency 
(HF) and Ultrahigh Frequency (UHF) bands. Each frequency has its advantages 
and disadvantages. There is not any ideal frequency for all applications. In  
general, lower frequency means lower read ranges and slower data read rates.  
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LF-RFID systems are typically 125 kHz with a shorter read range (<0.5 m or 1.5 
ft). LF-RFID systems tend to be less sensitive to interference than higher RFID 
systems. HF-RFID systems operate at 13.56 Mhz with read range which less than 
1 m or 3ft. UHF-RFID systems utilizes the 860 to 930 MHz band, typically 860 
MHz in Europe and 930 MHz in North America.  The read range of ultrahigh 
RFID systems is up to 3 m or 9.5 ft. 

RFID technology has been envisioned as the key wireless technology to ac-
complish the IoT. For instance, Electronic Product Code (EPC), which was 
created at MIT Auto-ID Center, was conceived as the starting point to develop the 
IoT. The EPC was designed as a universal identifier of every physical object in the 
world. Currently EPC is managed by EPCGlobal and it is aimed to identify a spe-
cific item in a supply chain context. In addition to the EPC code, EPCGlobal also 
provides the necessary infrastructure for a global IoT. However, EPCGlobal ob-
jectives are focused on industrial applications and in particular, for serving track-
ing and logistics management. The EPC network architecture enables partners of a 
business chain to share information. The main functionality of EPC network can 
be summarized as follows [29]: 

• Provide linkage between physical objects and EPC tags. 
• Manage huge amount of data from RFID sources. 
• Provide a universally data format for transferring information. 

The EPC network architecture is composed of tags, readers, middleware layer, in-
formation service layer, Object Name Service (ONS), Discovery Service (DS) and 
the Enterprise Applications [30]. Tags and readers are the sources of information. 
The middleware layer so-called Savant is in charge of capturing information from 
readers and managing that in order to provide meaningful data. The information 
service layer acts as a repository about any items identified. The ONS allows 
tracking objects and the DS is a set of service that enables user to find the data re-
lated to specific objects. Further detail about EPC network can be found in [29]. 
On the other hand, eCloudRFID [30] is framework architecture for mobile devices 
with the goal of facilitating the development process of embedded RFID applica-
tions and the integration of business applications and EPC networks instances. As 
in EPC network architecture, a middleware layer is necessary to connect the phys-
ical world with the IoT.   

The RFID ecosystem [31] created at the University of Washington is oriented 
to investigate patterns of adoption and utilization of RFID applications in a realis-
tic day-to-day setting. They pointed out that creating RFID applications for IoT is 
challenging since the data associated with tags, antennas, and events must be  
personalized and carefully controlled to create a safe, meaningful and user expe-
rience. They developed several RFID-based web applications such as a search en-
gine for things, social applications, a digital diary, and an event-based search. 
Such applications can be personalized by using a tag manager. This application 
enables to transform RFID data into high-level events. The results in [31] show 
that most users were interested in using RFID applications especially the digital 
diary. 
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2.4.1   Applications of RFID 

The main applications of RFID communications are identification-related and track-
ing. However, during the last years new applications are emerging [32] such as: 

• Access management 
• Retailing industry 
• Food and restaurant industry 
• Health care industry 
• Library applications 
• Travel and tourism industry 
• Toll collection and contactless payment 
• Smart-dusts 
• Mechanism to speed up the pairing phase of Bluetooth and WiFi communica-

tions (NFC) 
• Social networking. 

2.4.2   Connecting RFID to IoT 

The RFID tags are so far the simplest objects that can be connected to the IoT. 
RFID readers can collect information from tags and make such information ac-
cessible to the Internet. The RFID readers act as translators. As a consequence, 
those mechanisms applied to WSNs can also be applied to RFID communications. 
The RFID readers act as sensor nodes and the RFID technology is the wireless in-
terface used to collect information from the tags. The information stored in the 
tags represents the data sensed from the environment. However, unlike sensor 
networks, the measurements are triggered whenever a tag gets closer to a reader.  

A centralized architecture is presented in Figure 8, in which each reader is con-
nected to a server. This server connects the RFID reader to the Internet. This ar-
chitecture was adopted in the RFID ecosystem [31].   

 

 

Fig. 8 Connecting RFID technology to IoT 
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In general, a middleware layer is needed in order to pass a request from the ap-
plication to the readers.  The main tasks of the middleware layer are data filtering 
and aggregation. Note that the amount of data from readers may be very large and 
redundant. Savant and eCloudRFID middleware are some example of middleware 
for connecting RFID data to the IoT. In [33] the authors proposed integrating IPv6 
in RFID tags so whenever a RFID reader pass closer it can obtain an IPv6 address 
for connecting to the Internet.    

Mobile phones can also be used as NFC readers so they can serve as translators, 
converting RFID data into Internet data, see Figure 9. Since the new generation of 
smart-phones incorporates the functionality for Internet connectivity, the approach 
can be a reality in the near future.  

 

Fig. 9 Connecting NFC to IoT 

2.5   Near Field Communications (NFC) 

Near Field Communication (NFC) is a set of standards for short-range communi-
cations. NFC attracts much of attention [34] and it is estimated that by 2015 to-
day's market value will be increased by eight times. [35] suggest that within the 
same time frame 785 million NFC enabled devices will be spread across the 
world, mainly incorporated within smart-phones.  

Various companies already utilize NFC, based on the fact that users are more 
comfortable with using mobile devices as secure payment tools. McDonalds aims 
to expand the NFC potential by conducting trials that combine mobile-based cou-
pon distribution with payments and collecting user data for marketing purposes 
[36]. Barclays Bank and Orange launched a service allowing their consumers to 
tap their phones in order to pay for purchases up to a specific amount by bringing 
the phone into a close proximity range. Starbucks allows customers to swipe their 
phones by using an internal service for making payments, instead of using cards or 
cash. Markets in France use NFC for improving the shopping experience for the 
visually impaired or elderly people [37].  

In NFC communications there is an initiator and a target device that is normally 
a passive tag. The main advantage provided by NFC technology is that it has been 
incorporated in the new generations of mobile phones. The first mobile phone 
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which used NFC was the Nokia 6216 classic. New smart phones, like Nexus S of 
Google, are also incorporating NFC capabilities. As a consequence, the mobile 
phone can act as the NFC initiator. Since current mobile phones are connected to 
Internet, they can easily serve as bridges to transfer RFID information to the IoT. 
The use of NFC will enable an expansion of RFID applications.  

NFC operates at 13.56MHz and its data rates are ranging from 106 kbit/s to 424 
kbit/s. NFC protocols cover communication protocols and data exchange formats. 
It includes RFID protocols such as ISO/IEC 14443 and FeliCa and other protocols 
such as ISO/IEC 18092 and those defined by NFC forum. This forum was founded 
by Nokia, Philips and Sony in 2004 and currently more than 150 companies have 
been incorporated.  

3   Routing Protocols for the IoT 

The development of routing protocols is a very active research field in ad hoc net-
works. The design of routing protocols for ad hoc networks is challenging due to 
mobility conditions and the limited resources of nodes. Most routing protocols for 
ad hoc networks are focused on guaranteeing Quality of Service (QoS) metrics such 
as bandwidth and end-to-end delay [38] [39]. On the other hand, routing protocols 
for WSNs are focused on maximizing network’s lifetime by reducing the energy 
consumption [40]. However, the introduction of ad hoc networks in IoT requires 
new routing protocols oriented to connecting such limited devices to the Internet. 
Routing protocols for the IoT must guarantee connectivity, fairness and QoS be-
tween the nodes both in ad doc networks and the APs. Note that it is clearly different 
from the classical concept of routing protocol for ad hoc networks where QoS must 
be guaranteed between any pair of nodes in the network. In an the IoT setting, 
routing protocols must ensure fairness so that each node can communicate with the 
APs. Hierarchical solutions are normally adopted in order to reduce redundancy and 
for ensuring data association and data aggregation. Moreover, cross-layer designs 
are attracting attention since they are suitable for variable channel conditions which 
are normally found in ad hoc scenarios. Cross layers designs make possible the col-
laboration between MAC and routing layers so as to optimize routing decisions. A 
routing protocol using Received Signal Strength Indicator (RSSI) is an example of a 
cross layer design in which the routing protocol can use RSSI values to estimate 
Euclidean distance between two nodes or the link quality. 

One possible solution is to adapt existing routing protocols to the requirements 
of the IoT. For example classical routing protocols for ad hoc networks such as Ad 
Hoc On-Demand Distance Vector (AODV) routing protocol and Dynamic Source 
Routing (DSR) can be modified to fulfill IoT requirements. For instance, 
AOMDV-IOT [41] is an extension of Ad Hoc On-demand Multipath Distance 
Vector routing protocol. AOMDV allows a user to find several node-disjoint 
routes and link-disjoint routes between a source node and a destination node. 
However, in an IoT context the objective is to find a node connected to the Inter-
net. This issue is solved by AOMDV-IOT and in particular, by implementing an 
Internet Connecting Table (ICT). In addition, an Internet Linking Address (ILA) is 
also defined so as to be used when the node is connected to the Internet. 
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Mesh networks are focused on the creation of hierarchical architectures that en-
able mobile nodes to connect to the fixed infrastructure creating a mixed network. 
Clustering algorithm can be a solution to accomplish such associability. Mesh 
Adaptive Routing Tree (MART) [42] is defined by the IEEE 802.15.5 working 
group and its objective is to develop a routing tree for Mesh networks. In tree ar-
chitecture, a node can only communicate with its one-hop neighbors. A Hierarchy 
structure is built in order to forward packets from the root to the leaves. Three 
phases are defined in MART: 1) initialization (or configuration) phase, 2) normal 
phase, and 3) recovery phase. During the initialization the tree is formed. The 
number of branches of each node depends on its capacity. The MART tree forma-
tion is functionally divided into two stages: association and address assigning. In 
the normal phase, packets can be routed throughout the tree. Finally, the recovery 
phase is carried out whenever broken links are detected. 

With regard to WSNs, routing strategies are being focused on integrating IPv6 
so that each node is the network that can be identified by an IP address. In this 
way, RPL routing protocol [43], which was developed by the IETF in the working 
group namely Routing Over Low power and Lossy networks (ROLL), is a dis-
tance vector based IPv6 routing protocol which specifies how to build a Destina-
tion Oriented Directed Acyclic Graph (DODAG) using an objective function and a 
set of metrics/constraints. These metrics determine the quality of the paths found. 
Depending on the requirements of the deployed application different metrics can 
be defined and multiple DODAGs can be defined in order to satisfy such require-
ments. Note that RPL is a hierarchical routing protocol. The graph starts at the 
root called LowPan Border Router (LBR). ICMPv6 messages are then exchanged 
by nodes in order to share graph related information. In DODAG formation, each 
node of the graph has to select a parent node (or multiple parents depending on the 
objective function) in a hop-by-hop fashion and the leaf nodes can communicate 
with the root node by just forwarding the packet to its immediate parent. In addi-
tion, RPL also supports P2P communications so any node can communicate with 
any other node in the network. On the other hand, existing routing protocols for 
WSNs can also be adapted to support IPv6. For instance, 6LoWPAN SPEED [44] 
is an evolution of SPEEP protocol. SPEED is a routing protocol that supports soft 
real-time communications in large-scale sensor networks. The end-to-end soft 
real-time is achieved by maintaining a desired delivery speed across the network 
by means of feedback control and non-deterministic geographic forwarding. Three 
types of communications services are implemented in SPEED routing protocol, 1) 
real-time unicast, 2) real-time area-multicast, and 3) real-time area-anycast. In 
SPEED protocol, each packet is forwarded towards the direction of the destination 
node. In [44] speed protocol is adapted to support 6LoWPAN by encapsulating 
SPEED messages into ICMPv6 headers. This mechanism based on encapsulation 
may be used by other routing protocols in WSNs. 

4   Towards an IoT Smart Environment 

However, a concern [45] with current real-world implementations is that they cov-
er narrow visions where technology core specification stands in-between organiza-
tions and end-users as an instrument for data gathering.  
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In this chapter, we describe a “thereuGO” case scenario incorporating an all-in-

one inclusive approach. That is by suggesting the use of the MANETS, RFID, 
NFC and IoT to transform physical and virtual business processes, services and 
products into smart objects and inter-connect them into an Internet-like structure. 
This is by tagging them in a way that customers and businesses can perform intel-
ligence by using personalized technology and other computational approaches like 
Cloud computing to manage their tailored interactions in a scalable manner.  

While the “thereuGO” case scenario is driven by the specifics of a gaming op-
erator, there is evidence of its scope and applicability in wider business and  
organizational contexts. 

4.1   The “thereuGO” Case Scenario 

Bob is an occasional player in Gaming Operator (GO), one of Europe’s leading 
gaming operators. When visiting GO, Bob spends few hours playing, and socializ-
ing with others like Alice and Ted. Bob owns a smart-phone, which effectively 
enables him to access Internet services through WiFi. When entering GO premis-
es, Bob does not need to show his loyalty card, “thereuGO” (the acronym for 
GO’s smart IT environment) registers his entry automatically. In fact, “thereuGO” 
informs Carol who is the manager and bar attendant – a few rooms away from 
Bob’s positioning – to pour a pint of Guinness ready for Bob to collect next to his 
favorite slot machine. As Bob enters from one room to another, his smart-phone 
guides him to his favorite slot machine that is available at the time. Most impor-
tantly, it tells him what services and products are available in a dynamic and  
timely fashion for each room as he enters them. He finds the room-based browse 
feature very exciting; he is now aware of things that he had never noticed them be-
fore like the odd slot machine with the most money to be won; last winner was 
three weeks ago; Bob took a picture of it and shared it with Carol. This Friday, 
Bob decided to play cards. Using his smart-phone, he browses the tables available 
and realizes that Alice and Ted are also playing cards specifically, on table 3, 
room 3. He claims the space and as Carol tracks his way, Bob confirms delivery of 
his drink in table 3. Later on, Bob used his smart-phone to order some drinks by 
taking a photo of the label from the printed menu. While they were chatting, Bob 
informed that the little odd slot machine is now available but he decided to stay 
with his friends. Few minutes later, Alice coveted a plate of cold snack that she 
had never seen before when a waiter delivered it to the table next to them. She 
took a picture of it, checked the ingredients (Alice knows that by reading Ted’s 
social network profile tat he is allergic in nuts) and sent the order to Carol.  
Minutes after, Ted reserved more drinks for later (all like Blue-Monkey by the 
reading of their social network sites); he found the offer sent from Carol a timely 
opportunity not to miss. Carol and her team now feel much more comfortable in 
responding to customers’ preferences and ad-hoc requests and most importantly, 
they can now manage their resources more efficiently; they know – at anytime – 
what are the most and least desirable services; which ones are available; who is 
drinking what at what frequency; when they would most likely need top-up; what 
are their stock levels and profits; how many people in each room; how many in the 
pre-hallway entry for more than 5 minutes, etc. Carol knows that undecided  
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newcomers will most likely accept a treat. All these, through a GUI which  
illustrates the relationship between the customers and her tagged smart environ-
ment resources. “thereuGO” seems to be a Win-Win and Show-me-the-money op-
portunity for customers and business; both ends can self-manage their desires and 
commodities. Later on, our actors waived each other and promised to play cards 
online. On the way out, Bob realizes that the odd slot machine still has the money; 
he is now thinking to play from home online.  

4.2   A “thereuGO” IoT Model Architecture 

Figure 10 extends low-level architectures discussed in [4] [5] [6] by illustrating 
more technical aspects related to the “thereugo” case scenario.  

 

Fig. 10 A IoT Technical Model Architecture 
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Our past works explain the flow of interactions between computational devices 
capable of sensing the environment and establishing an ad-hoc mobile network. 
Herein, we use the “thereuGO” case scenario to demonstrate how the functionality 
available and the aforementioned technologies relate and impact in realizing, mak-
ing sense of and ultimately enabling a more informed decision-making based on 
the actual situation rather than a speculative analysis. Specifically, the model ap-
preciates that each user may have different needs, which requires personalization 
technologies like personalized URLs and personalized femtocell techniques. Due 
to the complexity involved we have not made links between functions and  
services.  

In terms of the functionality available, the model appreciates that users will use 
their smart devices to access resources available from the smart environment re-
motely and on an ad hoc basis. Users get access to the portal after a successful au-
thentication control. Authentication takes decisions on the basis of both security 
standards (PKI, X509, etc) and softer issues such as privacy, trust and reputation 
as there is a need to ensure the reputation of a service requestor and/or provider. 
Following the authentication procedure users can register their resources using 
some metadata descriptions, which can be stored in a factory for their future har-
vesting. Users may also request for resources in either manual or autonomous 
manner. Following the search procedure (manual or autonomic) a broker will ne-
gotiate between resource provider and requestor on the basis of user profile and 
policies prior to any resource confirmation and allocation. A monitoring function 
is used to dynamically re-allocate resources when these become unavailable for 
any reason. A complex events engine is suggested in order to monitor and ensure 
that combination of tailored parameters may lead to alerts. It is important to note 
that each function or service support multiple instances regardless if they are 
shown as single instances.  

5   Conclusions 

In this chapter, we provided a state-of-the-art review on how current standard 
communication protocols could support the realization of the IoT vision. In partic-
ular, we discussed ad hoc and wireless sensor networks, near field communica-
tions, radio frequency identification and routing protocols as a mean to describe 
their applicability towards the IoT realization.  

Within this context, we highlighted that although most standard communica-
tions and protocols are supportive their connection to Internet and thus, to the IoT 
is still a challenge which requires further research. We also presented a brief case 
scenario describing a future smart environment; this was to illustrate its possible 
IoT model technical architecture. 

Our future work involves the identification of suitable network simulation envi-
ronments; this will be of particular importance since the IoT will open several  
opportunities in the real-world. This study, will also aim to define the network 
performance and metrics for several IoT case scenarios. 
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Challenges in Efficient Realtime Mobile Sharing

Dennis J.A. Bijwaard, Henk Eertink, and Paul J.M. Havinga

Abstract. Future applications are envisioned to be adaptive to various changes in
network, environment and situation. These so-called pervasive applications will be
composed from both locally and globally available multimedia resources such as
audio and video, web services and context sources. The rapidly increasing perva-
siveness in todays networks, i.e. the number of mobile devices, the amount of data
they generate and share (near) realtime increases rapidly. In fact this forms the basis
for research efforts on the Internet of Things. The increased pervasiveness leads to
numerous efficiency and scalability challenges. This chapter will detail the state of
the art and binding concepts for efficient realtime sharing and mobility of multime-
dia and context. Additionally, it lists the associated challenges and their progress in
a number of research projects.

In the past decade we have seen a number of technology boosts. Multimedia like
audio and video moved from analogue to digital, enabling free audio/video calls
over the Internet. Multiple network types have been integrated into mobile devices
and bandwidth is gradually increasing. Sensors became wireless and form wireless
sensor networks for environmental monitoring, and multiple sensors are added to
mobile devices enabling different interaction modalities and situation awareness,
The number of mobile devices and their capabilities are gradually increasing, and
server clouds have been created that offer remote processing and storage.
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As a result, today’s connected networks enable feature-rich applications that
adapt according to situational and environmental changes, and the networks and
objects that are encountered. Some currently available applications already adapt
according to changes in the environment and the situation that the user is in, exam-
ples are: route-planners that adapt to traffic conditions along your route, games that
react to movement of a handled mobile device, mobile devices that automatically
connect to wireless networks that are in reach.

However most of current adaptive applications are dedicated to a single task,
and there is only limited sharing of information between applications of different
vendors. Furthermore, the performance of applications is often determined by the
polling frequency of mobile devices and by the server-side capacity, which is often
consumed by distributing the same information to many mobile devices. At the same
time, the mobile devices change network and can be temporarily without network.
Efficient sharing of multimedia content is nowadays limited to that of dedicated
content providers, and the content is not seamlessly continued when changing access
network.

Future applications are envisioned to be adaptive to various changes in network,
environment and situation. These so-called pervasive applications will be composed
from both locally and globally available multimedia resources such as audio and
video, web/cloud services and context sources. In fact all devices used in these per-
vasive applications are elements of the Internet of Things (IoT), all services are
part of the Internet of Services (IoS), and all multimedia resources and services are
part of the Internet of Media (IoM). Context sources in these pervasive applications
can vary from your mobile phone’s sensors to dedicated sensor networks deployed
in buildings and vehicles, sensor nodes attached to beings and objects, and events
generated from devices and applications. Higher level context can be obtained by
reasoning based on this sensor information and events. Important prerequisites for
interoperability of different services are identity federation for usage of cooperat-
ing services, standardisation of discovery and usage interfaces. A prerequisite for
context gathering in the IoT is the geographical location where context is gathered.
This location often has to be deduced from the environment of a moving entity
(e.g. a complete sensor network can move while only one node has Global Position-
ing System (GPS) support).

Example pervasive applications are sharing your live video with large group of
mobile users, automatically switching received video on your mobile to a bigger
screen nearby and adjusting nearby light levels for advanced viewing, realtime ac-
cess to shared context information independent of your current network connection.

Current enabling technologies like Web 2.0, Grids, P2P, and cloud computing
may not be sufficient to enable the multitude of mobile users and applications to
use and share realtime multimedia content, and context information like sensor net-
work information over the Internet. Also composing pervasive applications from
multimedia, web/cloud services and context sources still holds many challenges.

The underlying problem is the rapidly increasing pervasiveness in todays net-
works, i.e. the number of mobile devices, the amount of data they generate and share
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(near) realtime increases rapidly. This leads to numerous efficiency and scalability
challenges.

This chapter will detail the state of the art and binding concepts with respect to
efficient realtime sharing and mobility of multimedia and context, the associated
challenges and their progress in a number of research projects. First, mobility and
sharing in heterogeneous networks (including sensor networks) (see Section 1) and
multimedia (see Section 2 will be described. Next service platforms handling mobil-
ity and roaming (see Section 3), and pervasive service platforms (see Section 4) that
enable composed services from web, context and multimedia services. This chap-
ter concludes (see Section 5) with the challenges and research progress for efficient
realtime mobile sharing.

1 Heterogeneous Networks

In this section we describe different networks that enable users access to the Internet
via their devices (See Section 1.1), and Wireless Sensor and Actuator Networkss
(WSANs) (see Section 1.2) that gather information from the environment and allow
actuation in that environment. User devices and WSAN nodes play an important
role in the IoT.

1.1 IP Networks

In the beyond-3G environment of today, users have access to an increasing number
of different access networks, both wireless and fixed. The combination of fixed and
wireless networks enables end-users to be almost always on-line and connected to
their preferred network(s).

Beyond 3G-environments include beyond 3G-networks (also called Next Gener-
ation Networks (NGN)) as well as next generation terminals and services. Beyond
3G-networks consist of a variety of wireless and wired networks as core and access
networks. End-user terminals and service providers are the end-points of these net-
works. Global IP-connectivity exists between all these networks and all end-to-end
communication is IP- based. See Figure 1 for a number of IP connectivity options
including unidirectional broadcast networks. Note that multiple access networks can
be used simultaneously (multi-homing). With a mobile router, a mobile data connec-
tion can be shared with other devices over wireless technologies like Wireless LAN
(WLAN) and Bluetooth or wired. When doing this with a mobile terminal this is
often called tethering. This creates a potentially moving network, e.g. when used in
a train.

In the next subsections we describe transparent mobility with Mobile IP, IP data
flows, and broadcast/multicast/unicast.

1.1.1 Mobile Internet Protocol

Mobile IP [35, 28] (MIP) allows transparency of network changes and allows to
maintain all TCP/IP connections while changing networks. MIP is mostly beneficial
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Fig. 1 Different IP connectivity options

for connections with longer duration. A lot of tasks on mobile devices (such as web
browsing and fetching/sending email) are not troubled so much by network changes
since they are done rather quickly and can be easily be repeated when they happen
to tail by a network change. Mainly longer sessions like Virtual Private Networks
(VPNs), large up/downloads, and multimedia sessions need to be maintained while
changing networks.

Mobile IPv4 [36] is the IETF standard for supporting mobility at the network
layer in IPv4 networks. The terminal denoted as the Mobile Node (MN) gets a home
IP-address assigned to be used for all communications. When the MN is not in its
home domain, a so-called Home Agent (HA) forwards (tunnels) traffic to the MN’s
current location in a foreign network. In the foreign network, the MN obtains a
Care-off-Address (CoA) from a Foreign Agent (FA) or a DHCP server, resulting in
a FA-CoA (which is the address of the FA itself) or a co-located CoA, respectively.
A co-located CoA has the advantage that an FA is not required in every visited
network. Each time an MN changes its CoA it must re-register it with its HA in
order to receive traffic directed to its home IP-address.

Mobile IPv6 [28][37] addresses a number of the Mobile IPv4 shortcomings such
as the triangle routing problem. Route optimisation in Mobile IPv6 circumvents the
triangle routing problem by sending binding updates, containing the current CoA of
the MN, from the HA to all correspondent nodes.

Extensions have been proposed to Mobile IP to also handle moving networks
with Network Mobility (NEMO). Examples of such moving networks are trains
and planes that share their connection to a celular network like Universal Mobile
Telecommunications System (UMTS) with the people they transport.

1.1.2 IP Data Flows

Communication in heterogeneous networks is a combination of data flows between
applications. These data flows can be connection oriented with protocols like Trans-
mission Control Protocol (TCP) and Stream Control Transmission Protocol [46]
(SCTP) or connection-less with protocols like User Datagram Protocol (UDP).



Challenges in Efficient Realtime Mobile Sharing 119

These flows can be protected from eavesdropping using security measures, and their
quality can be maintained using Quality of Service (QoS) measures.

Security of IP data flows can be done at multiple layers of the TCP/IP model:

• at the network access layer by encrypting the packet payload
• at the Internet layer by using Internet Protocol Security [29] (IPsec)
• at the application layer by using protocols like Secure Socket Layer (SSL) and

Transport Layer Security [21] (TLS) for secured bidirectional connections, and
Pretty Good Privacy [17] (PGP) for securing individual messages.

In order to provide QoS, packets of separate IP flows can be classified differently
(e.g. as best-effort, audio and video), such that they can be treated properly in the
network. QoS treatment involves all network layers in every network element in the
communication path, as illustrated in Figure 2. End-to-end QoS is determined by
the lowest weakest link among all network elements between sender and receiver,
and end-to-end QoS can be solved by dividing the problem along network domain
boundaries [32], as illustrated in Figure 2.

Fig. 2 End-to-end QoS across access, edge and core domains

1.1.3 Digital Broadcast, Multicast, Unicast

The main difference between broadcast, multicast and unicast is that broadcast is
destined to everyone that is able to listen. Multicast is for a selection of listeners,
and unicast is directed to a specific listener. A distinction can be made between
bidirectional broadcast in which the same (wireless) medium can be used to send
something back and unidirectional broadcast that is only one way. Unidirectional
broadcast can use a return channel on another access medium to send something
back.

Traditional broadcast uses (radio) technologies to broadcast content to a large
number of users, such as analog audio channels and Television (TV) via the air or via
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cable, and the last decade digital broadcast gradually became the new standard with
mainly Digital Video Broadcast (DVB) and to a lesser extend Advanced Television
Systems Committee (ATSC).

In fixed telephony, any of various Digital Subscriber Line technologies (xDSL)
is used for multicasting television to the end-users and offering interactivity with
Internet Protocol television (IPTV). Broadcasting all channels is not really an option
in xDSL since the last hop to the user is the dedicated twisted pair phone line which
currently only supports high data rates over small distances.

In the mobile telephony standards UMTS and Code Division Multiple Access
(CDMA), Multimedia Broadcast Multicast Service (MBMS) offers multicast and
broadcast on handsets and via data cards (e.g. for laptop). MBMS is an enhancement
feature of the UMTS architecture aiming at providing the capability for Broadcast
and Multicast Services in the network (under Release 6).

DVB is availabe in a number of types, including DVB-Satelite (DVB-S), DVB-
Cable (DVB-C), DVB-Terrestrial (DVB-T), and Digital Video Broadcast - Handheld
(DVB-H). All DVB data and digital data in ATSC is transmitted in Moving Picture
Experts Group (MPEG) transport streams, which enables transmission and storage
of audio, video, and data.

There are basically two types of multicast over IP, namely Source Specific Multi-
cast [12] (SSM) and Any Source Multicast [19] (ASM). In ASM the user expresses
its interest in a specific multicast group, in SSM, the user expresses interest in a com-
bination of a specific source and multicast group. In both cases the routers between
the source and destination need to make sure that the users that joined the multicast
group get the associated IP streams efficiently (without unnecessary duplication).

1.2 Wireless Sensor and Actuator Networks

A WSAN typically consists of a large number of low-power sensor and actua-
tor nodes. These nodes are equipped with a wireless transceiver, a small micro-
controller, a power source and multi-type sensors such as temperature, humidity,
light, heat, pressure, sound, motion, etc. Additionally, the nodes can be equipped
with actuators such as Light Emitting Diodes (LEDs), switches, and even motors.
WSAN nodes are some of the smaller devices in the IoT that collectively generate
context information that can enhance pervasive applications. When these WSANs
also have processing capabilities, they are also referred to as Pervasive Systems, i.e.
systems containing a large number of collaborating tiny sensing, actuating, routing,
and processing devices.

WSANs are commercially available in various forms, shapes, sizes, and func-
tionality running various operating systems (e.g. TinyOS [16] or AmbientRT [26]).
Interaction between sensor nodes and applications has not yet been standardized.

Applications involving WSANs are very diverse and involve one or a combi-
nation of various types of sensor networks. We can identify at least six types of
wireless sensor networks, namely (based on [31]):
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• Environmental Sensor Network (ESN): These are the very first type of wireless
sensor networks. Traditionally, ESNs were solely deployed for monitoring and
data collection purposes. ESNs are often large scale, static, non-dense, and are
deployed in harsh and unattended environments. Energy efficiency, long network
life-time and security have always been the major concerns of ESNs.

• Body Sensor Network (BSN): BSNs are sensor networks consisting of few
wireless sensor nodes on or around a living being’s body connected to a more
powerful device such as a smart phone. Monitoring of vital signs, tracking, and
data collection have been the main objectives of these sensor networks. Interac-
tion with sensor-enabled objects [15], such as a dumbbell or ball, is an interesting
upcoming usage area. BSNs are small scale, use different types of sensors and
are usually limited to single-hop wireless communication. Since personal infor-
mation can be collected by these networks, both security and privacy are major
concerns.

• Structure Sensor Network (SSN): SSNs consist of medium to large numbers of
wireless nodes usually attached to or in buildings (e.g., office), structures (e.g.,
bridges), infrastructure (e.g., rails) or deployed in specific venues (industrial
sites). Wireless nodes can also be attached to objects moving inside the struc-
ture and between structures. SSNs usually extend their wireless coverage with
multiple hops of wireless communication and often use a variety of sensors.

• Transport Sensor Network (TSN): Transportation means such as cars, trucks,
and trains, have a number of sensors. Over the past few years, many efforts have
been directed towards wireless communication and networking between trans-
portation vehicles (e.g. vehicle to vehicle communication via IEEE 802.11p).
Each individual vehicle can be seen as a sensor node, which locally observes its
own state while it also monitors its surroundings.

• Vehicle Sensor Network (VSN): The sensor data from within a moving vehicle
(e.g. a car, boat, train, plane) can also be transferred wirelessly (e.g. via General
Packet Radio Service (GPRS)) to a central server, and be monitored remotely
and/or merged with data from other sensor networks. In warehouse logistics,
VSNs are often used together with SSNs, e.g. when monitored goods are trans-
ported in a truck from one warehouse to the other.

• Participatory Sensor Network (PSN): Mobile phones are becoming more and
more equipped with sensors (e.g., GPS, accelerometer, gyroscope, camera) and
different types of connectivity mediums (Bluetooth, wifi, Global System for Mo-
bile Communication (GSM), etc.). This combination makes the mobile phone
and in fact people carrying them a valuable source of collecting and transmit-
ting information. Information collected by people through their mobile phones
can range from personal health conditions and their trajectory to environmental
conditions and pictures of the area in which they move around.

Mobility is typically covered within the WSAN, i.e. nodes within the WSAN can
move around and use alternative nodes to stay connected. Mobility of nodes across
WSANs and mobility of Internet-connected WSANs that are potentially used by
multiple applications are still research topics.
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The following application areas are considered [31], where WSANs are mobile
and are potentially used by multiple applications:

• Cool Chain Logistics: In the cool chain market, it is important to optimise the
quality of perishable products by ensuring optimal storage and transport condi-
tions. In addition, assets can be tracked when they enter or leave certain areas.

• Environmental/Habitat Monitoring: Monitoring is done in the environment or
the habitat of living beings, usually for extended periods where user-intervention
is either expensive or disturbing. Data mules are sometimes used to collect the
sensor information when no wireless coverage is available. In habitat monitoring
also the animals themselves can wear a sensor node.

• Surveillance: Building, vehicle and infrastructure monitoring to detect force-
fully opened or unlocked doors/windows, theft and damage.

• Smart Spaces: Smart spaces adapt to the needs of the users that enter and leave.
They typically contain sensors and actuators that can be monitored and controlled
by applications running in the environment and on user devices.

• Remote eHealth: In remote eHealth, sensor networks consist of few wireless
sensor nodes on or around a living being’s body. Typically, these nodes are inte-
grated with a smart phone or a stationary device at home. Monitoring vital signs,
and tracking are the main objectives of these sensor networks. Analysis is often
done offline but increasingly becomes real-time.

Table 1 lists which WSAN types are typically used in each application area, and
what items are mobile.

Table 1 Typical associations in specific application areas

Area Cool chain Environment Surveillance Smart Remote
/association logistics monitoring spaces eHealth
Mobile entity truck, node data mule, node vehicles user-device, object user-device
Domains depot, ware-

house
geographic area building, infras-

tructure
place clinic

WSANs areas, trucks sub-areas vehicles, areas,
different types

different types patients

Nodes roll contain-
ers

sensor node door, window sensor nodes sensors, ob-
jects

WSAN types SSN, VSN ESN SSN, VSN BSN, SSN, PSN BSN
Apps views, trig-

gers
views, triggers views, triggers experiences views, feed-

back

2 Multimedia Sessions

Multimedia sessions are sessions that contain one or more multimedia streams. In
this Chapter we mainly focus on audio and video streams. Examples of multimedia
sessions are Voice over IP (VoIP), audio/video teleconferencing, Video on Demand
(VOD) and IPTV. Multimedia session enablers are part of the IoM.
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This section first describes protocols for multimedia session control, then mo-
bility for multimedia sessions and then compares multimedia session mobility with
mobileIP.

2.1 Session Control

For controlling realtime multimedia sessions over the Internet between two or more
parties, a number of standards are available, namely:

• The Real Time Streaming Protocol [44] (RTSP) supports video-like control over
a multimedia session with a streaming server. It can for instance be used to estab-
lish, play, fast-forward, pause and stop a multimedia session containing multiple
media flows;

• Revision 5 of HTML (HTML5) which is still under development supports play-
ing audio and video files and is expected to support realtime multimedia playing
in a web browser using RTSP.

• The Jingle [24] protocol extension to Extensible Messaging and Presence Proto-
col [42] (XMPP) enables signalling via an XMPP server for multimedia session
setup;

• H.323 that uses telephony-style signalling from the International Telecommuni-
cations Union Telecommunications Sector (ITU-T);

• Session Initiation Protocol [11, 39] (SIP) using HyperText Transport Protocol
(HTTP)-style signalling from the Internet Engineering Task Force (IETF);

Apart from those, closed approaches are available such as Skype and the flash player.
RTSP and HTML5 are mainly used for controlling unidirectional multimedia

either from or to a streaming server and are not further considered. Jingle, H.323 and
SIP do support setting up a multimedia session with multiple multimedia streams in
any direction. Jingle does not support session mobility yet. There is one extension
for session transfer [50] that has the deferred state. Jingle is designed to interwork
with SIP. Because of the current lack of session mobility, this protocol is not further
considered.

H.323 [27] is a standard published by the ITU-T for audio, video and data com-
munication across IP networks. The H.323 Recommendation can be applied to
voice-only handsets and full multimedia video-conferencing endpoints, and others.
H.323 is part of the H.32X series for enabling video-conferencing across a range of
networks including Integrated Services Digital Network (ISDN), Public Switched
Telephone Network (PSTN) and IP networks.

H.323 does only provide seamless mobility while roaming when the network
point of attachment does not change during handover (see recommendation H.510
from the ITU-T, e.g. when a mobility mechanism like MIP is in effect, or when
all communication is tunnelled to the home provider network). H.323 is not further
considered in the remainder of this Chapter.

SIP, as described in [43] and [41], is a signalling protocol used for establish-
ing, maintaining, and terminating multimedia sessions and providing presence in-
formation in an IP network. Traditionally, resource discovery in SIP is done in a
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centralized manner, i.e. each domain has a local resource directory where all identi-
ties and their preferences are stored. SIP is adopted by the IP Multimedia Subsystem
(IMS) of the 3rd Generation Partnership Project (3GPP) [1]. Peer to Peer (P2P) SIP,
offers a distributed mechanism for resource discovery which can reduce (or even
eliminate) the need for centralized servers. In the remainder of this chapter only
traditional SIP is considered unless specifically stated otherwise.

SIP can, in addition, provide user mobility functionality because the identifi-
cation of users with SIP is independent of underlying IP addresses. Wedlund and
Schulzrinne in [49] proposed to use mobility support in SIP to support real-time
communication. Most current SIP user agents on mobile terminal do not support
these methods.

2.2 Multimedia Session Mobility

SIP has its own mechanisms for mobility management [49] for SIP-based applica-
tions as well as functionality for session adaptation.

Application layer mobility solutions, for example based on SIP, can either replace
or complement network-layer mobility [45].

No single approach to IP mobility applies across heterogeneous applications in
beyond 3G environments [33]. To meet the requirements of applications and deal
with harsh networking environments multi-layered mobility management solutions
and architecture are proposed, see for example [22] and [38].

2.3 Multimedia Session Mobility versus MobileIP

There have been a number of studies comparing SIP-based and MIP-based mobility
management. The comparisons of the performance of the two protocols in [49] and
[9] demonstrate that, in general, application-layer mobility management protocols,
such as SIP, perform worse than lower-layer protocols in terms of hand-off delay,
signalling overhead, and transparency. However, when suitability for deployment
in next-generation networks is considered, it appears that SIP is a better mobility
management solution for multimedia sessions, because it obviates the need for pro-
tocol stack and infrastructure changes [9]. A number of studies indicate that the
suitability of a mobility management solution depends primarily on the type of ap-
plication for which it is being considered. For long-lived TCP connections (such
as FTP) and most standard Internet applications (such as Web browsing and chat),
MIP offers a generic solution for roaming that seems to work well. However, for
real-time applications, SIP is recommended [48, 49], because real-time applications
(e.g., multimedia applications) have strict timing requirements that are not taken
into account by MIP because it is a network-layer protocol. To optimize roaming
behaviour, applications should be able to influence or even control the mobility man-
agement process, as they can when SIP is used as the mobility management solu-
tion. An additional benefit of using SIP for application-layer mobility management
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is that it allows applications to adapt their service behavior, based on the mobility
management strategy selected, to provide the best possible end user experience.

3 Federated Service Platforms

Service platforms (see Figure 3) enable access to service providers to devices that
are connected via heterogeneous networks. Federation between service platforms re-
alises a service control layer. This layer enables third-party service providers to offer
their services to roaming end-users, while being shielded from network-specific de-
tails. In addition, end-users with a Service Platform subscription can use the services
to which they are subscribed while switching access networks (including foreign
ones). The Service Platform adds value for functionality such as mobility manage-
ment, session control, authentication, user profiles, and user localization.

We first describe the functionalities of service platforms, then further detail mo-
bility management.

Fig. 3 Federated service platforms enabling services to mobile terminals

3.1 Functionalities

There are a number of different functionalities that a Service Platform can offer,
among others:

• Bridging legacy systems: E.g. a multimedia gateway can be used to bridge tele-
phony between GSM/PSTN/ISDN networks and VoIP.
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• Providing identity across federated service platforms: a user has a home service
platform and can use its identity to use foreign access networks and services
provided by other service platforms. This federated identity is one of the prereq-
uisites for the IoS.

• Multimedia and messaging: E.g. SIP application server, to handle voice, video,
and messaging applications. This functionality is an enabler for the IoM.

• Charging: real-time and offline charging for services. Example charging types
are time-based, volume-based, event-based.

• 3rd Party service interfaces: Example standards are the OSA/Parlay and their
RESTful successors [8] for Telecom-based service platforms.

• Seamless use of different Access Networks: i.e. providing mobility management,
see Section 3.2.

3.2 Mobility Management

To facilitate seamless continuation of services across access networks, users should
be able to roam seamlessly from one access network to another and/or attach to mul-
tiple access networks simultaneously (multi-homing). Mobility management, which
is the technical prerequisite for roaming behavior and service access, involves con-
trolling the network(s) to which the user’s terminal is connected and which service
runs through which access network. I.e. mobility management discovers new access
networks, and controls the handover between these networks [10]. It is also respon-
sible for roaming services (e.g. continuous access to SMS and IP services). The
services that can be supported on or across access networks depend on the charac-
teristics (e.g., the bandwidth restrictions) of these networks; certain services may not
be supported on certain networks. Therefore, it may be necessary to adapt ongoing
service sessions to changes in the network environment. A typical example of such
an adaptation is dropping video from an audio-video session for a low-bandwidth
access network.

Mobility management plays a key role in dealing with user and terminal mobil-
ity in beyond 3G-environments. Following [6] and [7], mobility management can
be defined as a functional component that firstly keeps track of the IP-addresses of
mobile end-users, and secondly modifies the IP routes of the ongoing sessions of
mobile end-users1. The mobile end-users’ IP-addresses can be tracked per session.
This Mobility management function enables other end-users to initiate new sessions
towards the mobile end-user. Similarly, modification of the IP routes of ongoing
sessions can be done collectively (for all sessions) or individually (per each ses-
sion). Modification of active sessions is subject to the requirements of the sessions
involved; examples of such requirements are minimal bandwidth and cost.

A mobility management system in the beyond 3G-environments described above
has the following characteristics:

1 A session can be an instantiation of a service that is established between two or more end-
points (i.e., users and/or machines). A more elaborate service concept is described in 4.1
and session concept is described in 4.2.
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• Mobility management concerns2 both user mobility and terminal mobility as-
pects. Therefore, the end-user (and not just her/his terminal) is the one whose
mobility is tracked and handled by the mobility management.

• An end-user is likely to be associated with multiple IP-addresses corresponding
to the active network interfaces of her/his terminal(s).

• Due to diverse requirements of heterogeneous applications in beyond
3G-environments, no single approach to IP mobility applies across these appli-
cations [33]. Therefore, the mobility management should provide multiple IP
mobility solutions at different layers of the OSI model to handle mobility issues
for services, individually or collectively.

• This asks for a multi-layered mobility management approach (i.e. mobility at dif-
ferent layers of OSI model) where the scope of the mobility management spreads
from each individual service (and its sessions) to an aggregation of all services
(and their sessions), associated with an end user. In other words:

– The IP address to be tracked by the mobility management is the routable IP-
address of the terminal interface, to which the end-user is attached for initiat-
ing a session of a particular service or any subset of services (this subset can
include all her/his services).

– The IP route to be modified by the mobility management corresponds to the
terminal interface, via which the end-user is involved in an ongoing session or
in any subset of ongoing sessions (this subset can include all her/his sessions).

• At any given time, the IP-address of an ongoing session of a service can differ
from that for initiating a new session of the same service.

4 Pervasive Service Platforms

A pervasive service platform (see Daidalos [4]) offers user experience in addition to
the Service Platform. This user experience can be composed from existing services
and be personalized and situation aware, by utilizing sensor information, context,
profiles, and history of the user and the environment. Even when the user is not
connected itself, the pervasive service platform and services can act on behalf of the
user. The context-aware and personalized service composition is an enabler for the
IoS, and context-aware multimedia services are an enabler for the IoM.

Pervasive Service Platforms are a distributed form of pervasive systems that pro-
vide a home base for the users, and give them a digital identity at that base. Feder-
ation of platforms allows the user to communicate with users at other bases and use
services provided at other bases. The federation of pervasive service platforms form
an enabling middleware for the IoT.

Other forms of pervasive systems can be organized as peering components (see
e.g. Hydra [23]) that can discovered and hooked-up dynamically, for instance when
they get close to one another.

2 A full solution involves the cooperation with other system functions like AAA, personal-
ization, session control, etc.
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In this section we describe the concepts for services, sessions, mobility and shar-
ing in pervasive service platforms (see Daidalos deliverable DII-124 [5]).

4.1 Service Concept

A service is defined as a (potentially distributed) software application that provides
certain functionality accessible via well-defined communication protocols. The type
of service is defined by the offered functionality and the supported access protocols.
Service sessions are running implementations of the service’s functionality and pro-
tocols. According to this definition the type of a service is defined by the communi-
cation protocols it supports and the functionalities it uses and offers. This definition
allows us to include a wide field of services including data services (e.g. a currency
translator or email) and usage/configuration of hardware devices (e.g. a display or
a printer). A service session is a concrete implementation of a service type that
is actually running. Services often follow a traditional publish/discover/subscribe
paradigm, meaning they are registered on a server, can be discovered by querying
this server, and once discovered a service can be accessed directly.

Table 2 Pervasive Service requirements

Characteristic Requirement Short description
Discoverable Required A pervasive service has to expose its functionality, the supported

protocols and its attributes in a standardised way, independent from
the particular service discovery protocol. Nevertheless, it has to sup-
port at least one (e.g. SLP).

Composable Required A pervasive service needs to be able to cooperate with other ser-
vices.

Context-aware Optional A service may be context aware, i.e. adapt according to for instance
situational, network or environmental changes.

Personalisable Optional A pervasive service may be aware of the user’s personal prefer-
ences, i.e. it may have parameters that can be personalised.

Private and Se-
cure

Optional A pervasive service may specify privacy and security requirements
when accessing sensitive user-related data.

A pervasive service is a service that exposes its functionality and attributes in a
standardized way, and is made available via specified service discovery protocols.
The service can be integrated into a composite service. It may be security and pri-
vacy aware, context aware and allow for personalisation. Table 2 summarises the six
requirements for a pervasive service.

The whole concept of the pervasive services is their adequacy as building blocks
for more complex services, denoted as composite service: A set of cooperating per-
vasive services. A composite service may also be a pervasive service (recursive
definition). A running composite service session is called a (composite service) ses-
sion. Since service sessions that are being part of a composite service session, it
may come and go frequently and necessary context information may change of-
ten, and therefore re-composition may need to be carried out regularly. During re-
composition, service sessions might be added, reconfigured, removed or replaced
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by alternative ones. At a certain point in time the composite service session will be
terminated, i.e. the composite service is stopped. During this process the individual
services are disconnected and released. A composite service may also be called an
application since the composite service provides the functionality to the end user.
In order to create a composite service, knowledge is needed about how a composite
service shall be created. This can be done both by the network provider, or by third
parties.

4.2 Session Concept

When discussing data connections and streams it is necessary to describe the relation
between the data packets, terminals, network nodes and services. This relation is
usually known as a session, and may not always be easily identified (e.g. the set of
packets under scope of a SIP application may not be identifiable by the traditional
double set of IP addresses and ports). Another characteristic of a session is that it
defines the relationship between a set of network nodes. For instance, a SIP session
will involve a number of network nodes (SIP clients, SIP proxy) that are involved
in the exchange of packets. The scope of what a session is varies with the aspect we
are tackling. The following types of sessions are identified:

• Network Access Session: Between a device (mobile terminal) and a wired or
wireless network. Especially for wireless networks, this usually involves authen-
tication to the network.

• Network Identity Session: Includes all Network Access Sessions that use the
same identity (or credentials) for authentication. This means e.g. having multiple
virtual or physical interfaces on a mobile terminal authenticated using the same
credentials.

• Transport Session: A transport session connects and/or exchanges data to and/or
from a node in the network. Multiple transport sessions can exist within the same
network access session, typical examples of transport sessions are TCP connec-
tions and UDP streams.

• Application Session: Contains (zero or more) transport sessions. Can exchange
application-specific packets among distributed application parts. An important
subtype of the application session is the multimedia session.

• Pervasive Session: A session that is directly mapped onto user goals and inten-
tions. Can be context-aware and personalizable. Will control overall coordination
of multiple application sessions that might interact with each other based on user
context.

The following paragraphs further detail these session types.

Network Access Session

The network access session starts with authentication of the user identity and
checking authorisation for its access from a given mobile terminal on a given net-
work interface to a specific access network. When authentication is not necessary,
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the network access session starts by connecting to the network. The network access
session ends when the network access is terminated on that network interface, which
could be the case when a re-authentication is necessary in another network (e.g. for
inter-domain mobility) or when the user logs off the mobile terminal etc. All other
sessions have to be supported on top of these network access session(s).

In relation to the access technology, a network access session is always bidi-
rectional, even when bidirectional technologies are being emulated using Unidirec-
tional Link Routing (UDLR). Nevertheless, we can be have mostly unidirectional
(e.g. authenticated + authorised broadcast access) or mostly bidirectional (e.g. wifi,
UMTS, broadcast access + return channel, etc.) access. This does not preclude for
a user with a DVB-enabled mobile terminal to access free information on the DVB
broadcast, or, after registration, to keep on receiving protected content for a given
time without any uplink (until registration times-out).

A network access session can have QoS guarantees as a whole, or for its con-
tained transport sessions. Also both the whole session and the sub-sessions can have
associated costs. The QoS guarantees and costs can differ when the network access
session is handed over to another network, or to another mobile terminal. During a
network access session, the Home Address (retrieved based on selected identity) of
the interface will stay the same, and only the CoA will change after a handover.

Transport Session

Within a network access session, several transport sessions can exist, the most im-
portant ones are TCP, UDP and SCTP. TCP is connection oriented, is bidirectional
and provides ordered reliable transport. TCP sessions have a clear start and end.
UDP provides messaging over IP, and these messages can be combined into streams
between the same sender and receiver(s). The end of a UDP session is much harder
to determine and an UDP session is usually unidirectional (or multi-directional in
case of multicast traffic). SCTP is message-oriented and can also ensure ordered and
reliable transport like TCP, on top of that it supports multiple data streams in parallel
within the same SCTP session and can support transparent failover in multihoming
scenarios. SCTP sessions have a clear start and end like TCP.

While authentication and authorisation are never done on the granularity of a
transport session, QoS control and mobility management are typically referring to
transport sessions. In case of a handover between different domains that requires re-
authentication, a transport session will typically continue, while the related network
access session changes.

Network Identity Session

A network identity session contains all concurrent (i.e. overlapping in time) Net-
work Access Sessions that use the same identity for authenticating to the network(s).
The same identity can be used for connecting to different physical interfaces using
different technologies, or to different logical interfaces on the same physical in-
terface. As long as the Network Access Sessions use the same identity they are
considered to be part of the same network identity Session.
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Application Session

Over these access sessions, applications are running their own sessions. One exam-
ple of an application session is a multimedia session; other examples are broadcast
services, context services, web services, and simple applications like telnet and ftp.
The simple applications and web services are more traditional sessions, and easier
to identify. The complexity of application sessions is reflected in complex services,
even if not multimedia. Other non-multimedia sessions may cover services such as
lookups for a restaurant, or cinema, access to traffic (jam) data, or download of
audio/video content for offline consumption (e.g. buying songs on iTunes). Some
of these services may actually relate multiple applications, and involve changes of
many connections and/or connection end-points. For those application sets an appli-
cation session is comprised of all data transactions which take place until a service
transaction (e.g. buy and download an mp3) is finished.

Any kind of control traffic (like multimedia session setup, RTCP control mes-
sages, TCP acknowledgements) related to an application is part of the application
session (typically consisting of several transport sessions), and that applications ses-
sions may as a whole be subject to mobility and QoS management. The level at
which this can be globally handled depends on the specific session characteristics.
The multimedia session is further detailed below.

Multimedia Session

A multimedia session (see also Section 2) can be established between two or more
endpoints (users or service). The session usually starts after an invitation of a partic-
ipant is accepted by another participant. A multimedia session can contain a num-
ber of multimedia streams and connections between the endpoints (usually audio,
video and/or instant messaging), and session-specific messages (signalling) can be
exchanged between the session participants. During the session a number of things
can change:

• Multimedia streams/connections can be dropped, added or moved to other end-
points (partial session mobility)

• Quality of multimedia streams/connections can be changed
• Endpoints of the session signalling can change network location
• Endpoints of the multimedia streams/connections can change network location

(e.g. handover or load-balancing when multihomed)
• Endpoints may join or leave the session
• Session may be transferred to another endpoint.

A multimedia session usually contains a control session on the control plane that
defines and controls media session endpoints on the data plane. Figure 4 shows how
the control session on the control plane and the media session endpoints at the data
plane are related to each other for a typical audio/video session between a mobile
node and a correspondent node.
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Fig. 4 Multimedia session with control, audio and video sessions

Pervasive Session

A pervasive session, in its simplest form, can be considered a collection of appli-
cation sessions, both multimedia and web service (or other) sessions. A pervasive
session will run a pervasive service, where the different parts of the service can be
engaged in different application sessions (e.g. in a multimedia session and/or FTP
session). Note that a Pervasive Session is contained inside an identity session. A per-
vasive session converges application sessions for a specific user experience, where
the convergence is guided by the application logic needed to satisfy the user needs.
So, while most connections and streams in a pervasive session could be setup by
application sessions like the multimedia session, the pervasive session also contains
the logic for context-aware starting and stopping of these sessions, adaptation of
itself and its parts.

As an example consider a unified conferencing (UC) pervasive service (running
in a network node) that is in charge of supporting virtual meetings between three
persons in any possible way (depending on the communication technology that is
available at any given context for the two people). If initially person A wants to use
UC to meet person B there are different scenarios that can be supported by UC:

• Both A and B have mobile phones available to them and can be engaged in a
phone conversation. In this case UC could set up a SIP session between A and B.

• While engaged in the SIP-based voice session, A and B might want to share a
document. UC might initiate an FTP session or issue a SIP instant message to
allow A send a file to B, and later to set up a data conferencing session where A
and B can collaboratively browse through the document.

• If A or B’s context changes in such a way that one of them gets access to a video
camera (e.g. after having moved to another room while in the conference) UC
might decide to add a video session to allow A or B see the other party.

• A third person C comes into the conference. C has access to only a chat pro-
gram. UC might choose to add a speech-to-text conversion session so that C can
participate in the conference without disturbing the conversation flow.
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• UC might detect that C cannot receive documents on FTP and does not have
any document sharing tool available. UC might decide in this case to print the
document under discussion to the printer that is located close to C.

The above example shows many characteristics of a pervasive session. UC com-
prises a pervasive session that implements a multiparty conference among three
people. This conference session can be regarded as an overlay application session
that is continuously initiating other application sessions depending on the needs of
the conference. For all these sub-sessions, the pervasive conference session keeps
track of states of the different nodes, is informed about new nodes (e.g. a printer)
becoming available, etc. An extended definition of a pervasive session might in-
clude application-initiated management of network access and transport sessions. It
is easy to see the usefulness of such a concept. For instance, UC above could be
extended to make active use of interface selection in order to set up and tear down
network access sessions. As long as none of the participants in a conference have
access to multimedia tools, UC might choose to use a low-bandwidth low-QoS net-
work connection. Once users get access to multimedia, UC might choose to initiate
network access and transport sessions to use better quality network available.

To summarize, a pervasive session has the following properties:

• It is a session that is often long-lived. I.e. it might live in the background and
respond to stimuli from its surroundings (e.g. start an application session when
there is a context change).

• It is heterogeneous, and will contain different types of sub-sessions. In its sim-
plest form, these sub-sessions will be all application sessions. In its extended
form, sub-sessions might also include network access and transport sessions. The
pervasive session is the overlay session that manages the sub-sessions.

• It might include resources from different administrative domains. This means
that setting up and tearing down sub-sessions might involve federation, authenti-
cation, etc.

• It will have several states. It might be running (actively using resources), sus-
pended (not reacting to any stimuli), waiting (in the background, reacting to
stimuli) etc.

4.2.1 Session Relationship Example

Figure 5 gives an example of intertwined session relationships. It shows that a net-
work access session can exist for different access technologies and that all network
access sessions for one identity are within the same network identity session. It
also shows that an application session can potentially contain multiple transport
sessions, e.g. a multimedia session (e.g. S3) can contain both a multicasted UDP
stream and a TCP connection for signalling via different access technologies (DVB-
X + GPRS), a broadcast session (e.g. S1) can contain multiple multicasted UDP
streams, and a WebService session (e.g. S5) can contain one or more TCP con-
nections. A context service (e.g. S10) can get context from application sessions,
sensors on a user device and sensor networks connected via different identities
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Fig. 5 Example Session relationships

(e.g. identity 1 and 2 over GPRS) and offer this context information or an infer-
enced version thereof for usage in all constituents of a pervasive session.

At a higher level, Application 1, could start Pervasive Session 1 which contains
multiple Application sessions, namely S1, S2, S3, S4 and S10. Application 2 could
start Pervasive Session 2, containing Application sessions S5, S6, S7, S8 and S9.

Regarding the relationships above, a set of information is needed in order to
keep the overall complex view consistent at runtime. Some of the needed shared
information is listed here:

• Identity-related information: The identity used to form a network access session
will be used for associated transport sessions. Utilizing the service platform as an
identity provider, this (network) identity could also be re-used by the applications
and pervasive sessions within the network access session. However, the identity
for those application sessions does not need to be shared.

• Preference outcomes: Preferences for using a Network Access Session might
depend on the Application Session running on top of it. This information needs
to be communicated.

• Context information: Context information might affect how lower-level sessions
are configured. Moreover, access to different network access sessions might guar-
antee or deny access to different sets of context sources.

4.3 Mobility

A distinction is made between the following types of mobility:

• user mobility, a user can access the network from multiple devices, i.e. the user
actually is able to connect and act in a seamless way from all mobile terminals.
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• device mobility, a device can change its attachment point to the network, i.e. it
handles mobility of network access sessions between different access networks.
When re-authentication is necessary, the change from one network access session
to another would also be considered terminal mobility (but may not be considered
seamless and may break running sessions).

• interface mobility, a session can be moved from one interface to another in the
same device.

• service mobility, the provider of a service can be moved during the provisioning
of that service.

• session mobility, a session or its parts can be transferred between devices.
• WSAN node mobility, a node moves within the WSAN or between WSANs.
• WSAN mobility, the WSAN may move and therefore change its network point

of attachment (device mobility) or change to another network interface (interface
mobility).

Different abstraction layers can be considered, both on the network side and the
terminal side to abstract technology specific issues, enabling both local and remote
communication for enhanced handover procedures. Handover can be initiated either
by the mobile node (mobile initiated handover) or by the network (network initi-
ated handover). More advanced concepts such as network aided mobile initiated
handover can also be considered.

Fig. 6 Audio stream endpoint moved from Mobile Node to Audio Node

Session mobility can be related to mobility of: network access sessions, transport
sessions, application sessions and pervasive sessions with associated transport ses-
sions (streams and network connections). Since application and pervasive sessions
can be composed of sub-sessions and services that use multiple network access ses-
sions, session mobility can have many aspects, and may cover several of the above
mentioned mobility types:

• Network Access Session Mobility: the network access session is changed from
one network interface to another, or is moved to another device. This would re-
quire support for multihoming from the network access provider.
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• Transport session mobility: a transport session is moved from one interface to the
other or between devices.

• Partial Session Mobility: either signalling/control or contained connections/
streams move

– Multihoming: part of a session moves from one to another network interface
– Multi-device: part of a session moves from one device to another device (see

Figure 6)

• Full Session Mobility: the whole session moves

– Multihoming: The whole session, including signalling, is moved from one
interface to another.

– Multi-device: The whole session, including signalling, moves to another de-
vice.

• Service Session Mobility

– Multihomed service session: Part of a composed service session moves from
one to another network interface of a device (could be service session on 3rd-
party server or on terminal).

– Part of a composed service moves from one device to another device (could
be 3rd-party service or service on terminal)

– When moving to another domain a candidate service can be instantiated in that
domain when the user, personalisation, or context indicates a that service to
be similar enough. Such a replacement of service instantiations is also called
re-composition.

4.4 Sharing of Content and Context

Content and context (including sensed information) can be shared from (mobile)
sources to multiple (mobile) destinations. Mobility here means that sources, destina-
tions and intermediate nodes can move and be temporarily unavailable. Movements
of source and destination may also happen simultaneously.

Realtime content and context have a notion of freshness and priority. In a lot
of situations, older data is no longer relevant after a temporal outage or limited
available bandwidth, and can be discarded, such as with video broadcast. In other
cases, such as cool-chain logistics, the history of context data needs to be recorded
but can arrive later.

When the number of destinations increases, unicasting to all destinations will
consume more bandwidth and processing power. To overcome this bottleneck,
one data stream can be sent towards a group of destinations and be divided there
(e.g. multicast). Also for checking who is allowed to get the data, the source may
not be able to handle all requests when the number of destinations increases.

The sharing can also be influenced by the destinations, not all destination may
require the same rate or selection of information. Therefore, remote configuration
is required, in a controlled manner. The configuration of one destination, should
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not affect the experience of another destination. For instance when a destination
requires a context update every 5 minutes, the others can still get it at the default 15
minutes and the source could sent it more frequently towards the first destination.
Something similar holds for actuation of the source, destinations can potentially
sent conflicting actuation commands, so control is required to determine who has
authority and priority to make these changes.

5 Research Challenges and Progress

This section describes research challenges and progress in a number of research
projects for realtime mobile sharing of multimedia and WSANs.

5.1 Mobility and Sharing in Heterogeneous Networks

For network mobility we distinguish changes in network attachment of devices1

(such as mobile phones) and mobile networks (such as a WLAN in the train). A
user would typically want to use the network or combination of networks that offers
the best cost, bandwidth and latency properties. And when networks are no longer
in reach, he/she would rather continue the applications seamlessly than restarting
them manually. Moreover, when multiple users are using the same wireless network
the user would not like his video stream to be interrupted by less time-critical traffic
such as file downloads. The challenge is therefore to offer seamless mobility across
heterogeneous networks and efficient sharing of wireless networks such as WLAN.

For optimum use of multiple networks progress has been made in the IST-
Daidalos project [4]. For efficient sharing of wireless networks a solution was re-
ported in [34], that shared knowledge on QoS queue-lengths. A recent approach is
that of IEEE 802.11e that uses a differentiated scheme with prioritized QoS classes
including best-effort, video and audio. IEEE 802.11e also has non-mandatory ex-
tensions that can enforce the traffic constraints per terminal and QoS class.

5.2 Mobility and Sharing of WSANs

When a WSAN in a truck or on a body is used by applications over the Internet, it
can temporarily lose network connectivity and may have to change to other networks
as it moves. These mobility changes have impact on the bandwidth and latency
of the information from WSAN, and on the reachability of the WSAN for remote
configuration and actuation. Conflicts can arise when multiple applications try to
send configuration and actuation commands to the WSAN. Another type of conflicts
can arise when WSANs that use the same wireless resources move in each other’s
coverage area.

1 Note that a mobile device can have multiple network interfaces that can be be connected
to different networks simultaneously. Normally applications just use the default network
interface, but they can use specific network interface for each connection they make.
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Progress has been made in the IST-SENSEI project [18] with a.o. 6LoWPAN [30]
and a binary web service protocol. In [14] a middleware solution is presented for
sharing WSANs. In [13] approaches for mobility and sharing WSANs are further
analysed.

5.3 Mobility and Sharing of Multimedia Sessions

A multimedia session is usually a combination of session control and multimedia
streams between endpoints. For multimedia session mobility we therefore distin-
guish between changes in network interface attachment1 of session control and mul-
timedia stream endpoints. The latter enables splitting a multimedia session across
multiple devices, e.g. move the video from your mobile to a nearby wall display and
moving it back later. Multimedia streams can also be shared by multiple recipients
when it is multicasted or otherwise duplicated, the challenge is to do this efficiently
with realtime content to a dynamically changing and mobile group of users.

Progress has been made in the Freeband 4Gplus project [40] and IST-Daidalos
project [3, 4]. A network-initiated method for splitting multimedia sessions is de-
scribed in [2]. In [47] an approach is described for efficient personalized sharing of
multimedia streams.

5.4 Service Platforms

A service platform offers a mobile terminal access to the network and services in
heterogeneous networks. Federation between Service Platforms realises a service
control layer that extends network and service usage to those of other service plat-
forms. Challenges for service platforms are offering appropriate QoS and security
while roaming, sharing your identity across networks and applications and enabling
anonymous use of web and multimedia applications.

Regarding progress, mobility schemes for maintaining sessions were analysed
in the Freeband 4Gplus project [40] and IST-Daidalos project [3, 4]. The IST-
Daidalos project also worked on virtual identities across network and applications,
with anonymity support.

5.5 Pervasive Service Platforms

Pervasive service platforms extend service platforms with composition of tailored
and context-aware services, streams, context, into an pervasive application. The
challenge for pervasive service platforms is to offer adaptability of the pervasive
application to all sorts of changes such as environmental, the situation the user is in,
the network attachment and the available bandwidth.

Regarding progress, the IST-Daidalos project [3, 4] proposes a pervasive ser-
vice platform that offers this adaptability. In the context of the IST-Sensei project,
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a framework was created to enable comparing and combining pervasive communi-
cation architectures.

6 Conclusion

In this chapter we have described the main concepts involved in realtime mobile
sharing, namely networks, sessions, services, mobility, federated service platforms,
sharing and pervasiveness. We have noticed that the combination of these concepts
can enable the IoT, IoS and IoM. We have also observed the dynamics of network
attachment, multimedia sessions and context and how they can trigger and enable
adaptations of pervasive applications. The bottom line is that sharing and mobil-
ity are intertwined, and the performance of realtime sharing and mobility handling
impacts the efficiency and scalability of pervasive applications. We expect that for
efficient realtime mobile sharing, support is required across the mobile device, the
network and the service infrastructure.
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Malware Detection and Prevention in RFID 
Systems 

Harinda Fernando1 and Jemal Abawajy 

Abstract. The threat that malware poses to RFID systems was identified only re-
cently. Fortunately, all currently known RFID malware is based on SQLIA. There-
fore, in this chapter we propose a dual pronged, tag based SQLIA detection and 
prevention method optimized for RFID systems. The first technique is a SQL 
query matching approach that uses simple string comparisons and provides strong 
security against a majority of the SQLIA types possible on RFID systems. To  
provide security against second order SQLIA, which is a major gap in the current 
literature, we also propose a tag data validation and sanitization technique. The 
preliminary evaluation of our query matching technique is very promising, show-
ing 100% detection rates and 0% false positives for all attacks other than second 
order injection. 

1   Introduction 

RFID (Radio Frequency Identification) is a technology that has been around for a 
significant amount of time but only really received significant attention in the last 
decade or so.  RFID is based on the concept of using electronic tags to identify and 
track physical objects, or people from a distance without physical or visual contact. 
The rapid evolution of RFID technology has led to the identification of a number of 
new types of RFID threats that were not an issue just a few years ago. One such ma-
jor security concern for RFID systems is their recently identified vulnerability to tag 
based malware. In [1] the vulnerability of RFID systems to SQLIA (SQL Injection 
Attacks) were proven when the authors demonstrated how a fully functional RFID 
virus can be used to infect and spread via SQLIA. SQLIA refers to a specific type of 
malicious attack in which the data provided by the user is integrated into a SQL 
query so as to make that input be treated as part of the code rather than part of the 
input. This paper not only highlighted the possibility of SQLIA attacks compromis-
ing RFID systems, it also illustrated how the specific architecture of RFID systems 
makes RFID malware a real possibility. RFID malware spread by infecting new tags 
and databases. The nature of large networked RFID systems such as global supply 
chain management systems mean that if such a virus was deployed it would  
spread to hundreds of thousands of tags and hundreds of different systems very fast. 

                                                           
Harinda Fernando · Jemal Abawajy 
Deakin University 
e-mail: {hsf,jemal.abawajy}@deakin.edu.au 



144 H. Fernando and J. Abawajy
 

Fortunately all currently identified types of RFID malware are based on SQLIA [2]. 
Therefore if we can successfully defend against tag based SQLIA then we can de-
fend against all currently know RFID malware.  

While the vulnerabilities that leads to SQLIA are well understood they still pers-
ist because no truly effective techniques for detecting and preventing them still exist 
[3]. A number of different techniques have been proposed for SQLIA detection and 
prevention in web applications, but none of them have been completely effective. In 
addition the differences in the architecture of web applications and RFID systems 
mean that most of the approaches proposed for web systems do not work well with 
RFID systems. The increase in storage capacity of RFID tags and the drop in their 
prices have motivated more users to develop RFID systems that store more and 
more data on the tag itself for ease of access increasing the amount of potential sys-
tems that can be infected [4]. Hence removing the vulnerability of RFID systems to 
SQLIA and therefore malware is currently a very high priority.  

Rather than developing a new solution from scratch we focused on three main 
priorities. (1) Understanding the differences in RFID systems and web based sys-
tems and therefore their vulnerabilities to SQLIA, (2) Identification of possible 
web based SQLIA defenses that can be successfully adapted for use in RFID sys-
tems and (3) Modification and improvement of those defense techniques so they 
are more suited for use in RFID systems. The technique proposed in this book 
chapter is a dual pronged defense mechanism for protecting RFID systems from 
tag-based SQLIA. The two techniques developed and presented are (1) Validation 
and sanitization of RFID based data to ensure that no “bad” data is used in gene-
rating dynamic queries and (2) Matching the structure of those dynamic queries 
with the legal structure for that query using simple string comparison.  

In this chapter we also present the results of the evaluation of the security af-
forded by the proposed technique. Therefore the main contributions of the work 
presented here are:  

1. Analysis and identification of differences in SQLIA in RFID systems and  
web systems and the identification of key requirements for any RFID defence 
techniques.  

2. Review of current SQLIA detection and prevention techniques and identifica-
tion of their weaknesses in relation to RFID networks.  

3. Creation of a SQLIA defence mechanism for networked RFID systems that 
meets the identified requirements.  

4. Evaluation of the proposed system to quantify its success rate.    

The rest of this chapter is organized as follows. Section 2 explains SQLIA. Sec-
tion 3 describes how malware can be mounted on RFID systems and analyses the 
main differences in RFID SQLIA and web based SQLIA. In Section 4 we present 
a literature survey of existing SQLIA detection approaches and analyze their 
weaknesses.  Section 5 contains an overview of the proposed technique and we 
explain it in further detail in subsections.  Section 6 explains how to develop the 
legal query structure strings that will be used in the query matching technique. We 
then present the results of the evaluation of our approach in section 7 and conclude 
in section 8. 
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2   SQL Injection Attacks 

To allow full use of the data stored in databases most systems allow the users to 
input various parameters that are then used as part of an automatically generated 
SQL query. These queries are then forwarded to the database and the system car-
ries out various processes based on the outcome of that query [5]. SQLIA are a 
unique form of malware that depends on injecting malicious SQL code (in the 
form of user input) into normal SQL queries and therefore the database. Accord-
ing to this definition a large number of different attacks possible databases such as 
tautologies, stored procedures, piggy backed queries, union attacks and attacks by 
errors all fall into the category of SQLIA.  

Imagine a web page which takes in a user name and password and displays the 
users profile information. Once the user inputs a user name and password and 
clicks the submit button the page will run a script that dynamically generates a 
SQL query which contains both the user name and the password input by the user. 
The auto generated SQL command will be something like 

SELECT * FROM users WHERE login = ‘usrnme’ AND password = ‘pswd’; 

Where usrnme is the username input by the user and pswd is the password input 
by the user. Now imagine the attacker inputs “hsf’ or 1=1 –” as username and 
“gshg” into the web fields. Then the resulting query is: 

SELECT * FROM users WHERE login = ‘hsf’ or 1=1 --’ AND password = ‘gshg’; 

Once this query has been generated it will be sent to the database for execution. 
The database will interpret everything after the WHERE keyword as a conditional 
clause and everything after -- would be ignored as a comment. Because “or 1=1” 
part of the query is always true its inclusion into conditional clause causes the 
statement to always evaluate to true. Therefore on receiving the above query the 
database would return all details of all users to the attacker after executing this 
query. This is just one simple example of the wide range of possible SQLIA on 
databases [6]. 

3   Malware in RFID Systems 

SQLIA can be used to attack RFID systems, additionally RFID malware attacks 
can be mounted using SQLIA as well. RFID malware is malicious code that when 
stored on RFID tags can propagate and when executed or used harm the overall 
system. Figure 1 shows a typical RFID system and illustrates how RFID malware 
can be used to infect the system via SQLIA using tags for the malicious data input. 
In typical RFID systems, the tags store data that is read by readers. This data is 
then forwarded by the readers to the middleware. The middleware uses the re-
ceived data to build dynamic RFID queries (queries which have the tag data  
embedded into them). These queries are then forwarded onto the database. These 
dynamically generated queries can either retrieve data from the database or update 
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Fig. 1 Tag based malware in RFID systems 

the existing data. Any results of the queries are sent back to the middleware.  
But unlike in web based systems where the data is sent back to the client that orig-
inally submitted the input data, in RFID systems the retrieved data is not for-
warded to the tags. When queried by business applications the middleware re-
trieves the information as required from the database and forwards it to the 
business applications.  

When an attacker wants to mount an SQLIA on this system, he saves the mali-
cious data on the tag itself. When a reader polls a tag containing the malicious da-
ta, it will read and forward that data to the middleware. The middleware will then 
use that data to build dynamic SQL queries which are malicious and forward them 
to the database for execution [7]. These queries will command the database to car-
ryout processes which compromise it or the data stored in it. In addition, properly 
written malicious data will act as a RFID virus and propagate to the database. Lat-
er on additional tags may be updated with the corrupted data stored in the data-
base. If the malicious data is written correctly this will cause the recently updated 
tag to also become infected and it will in turn go on to infect and compromise oth-
er system’s middleware and databases. This kind of RFID SQLIA malware can 
propagate extremely fast and infect a large number of tags and databases compro-
mising them all [8]. 

3.1   Differences in Web Based and RFID SQLIA 

Fortunately, attacking a RFID based system with a SQLIA is a lot more difficult 
proposition than attacking a web based system due to a number of reasons. In web 
based systems, because the dynamic SQL generation is carried out on the user  
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machine, the data needs to be validated on the user’s machine creating the need 
for distributed data validation. Additionally, in most big web sites there can be a 
very large number of constantly changing and expanding input sources in the form 
of interactive web pages. These web sites and pages can be built and maintained 
by external companies who are not too concerned about the security of the third 
party database they are accessing. This makes it extremely difficult to ensure the 
proper validation of all input into the system [6]. But in RFID systems the dynam-
ic queries are generated at a single point in the RFID middleware. Therefore  
proper validation can be carried out by a single point in the middleware as well. In 
addition, unlike in web applications where the input can vary considerable the data 
received from RFID tags have a much more limited scope. Hence setting up data 
standards and verifying those standards are also significantly easier in RFID sys-
tems. Consequently, input validation and sanitization is much easier in RFID  
systems compared to web based systems. But RFID tag data cleaning still has its 
challenges as well. One main difference in web data and RFID data is that web da-
ta is normally input as discrete blocks with each data field being input separately. 
But in RFID tags the data is stored as one contiguous block and it is up to the 
middleware to actually identify each field and separate the data block into its 
component field. Therefore decisions on how the data will be stored on the tag and 
what formatting standards will be used have to be made and enforced if RFID 
malware is to be successfully defended against [9].  

Another key feature of RFID systems is the limited amount of data stored on 
the tag and the limited access given to the tag. In web based systems, web clients 
may have full administrator access and may be able to input a vast number of dif-
ferent parameters for query generation, but in RFID systems tags are restricted to 
data input and even then the scope of the data is very limited. This allows the set-
ting of very strict data standards, as the type, size and amount of data expected 
from tags are known in advance. This along with the single generation point for 
dynamic queries (the middleware) makes it much easier to validate and sanitize 
input data coming from the RFID tags relative to input data from web based  
systems. In addition, the numbers of different types of SQL queries that are auto-
matically generated by the middleware are also much lower than the number of 
different queries generated in a web based system. Additionally, the limited num-
ber of queries and the fact that all those queries are set by the company itself and 
not outside companies makes the number of valid structures possible for the  
dynamically generated queries very low and easy to track.  

Finally RFID tags are treated as simple data containers as opposed to web pag-
es in web systems which are treated as input output devices. This means the tags 
can only provide raw data not queries. They also cannot perform or request for 
any other processes or data. RFID tags do not also receive data based on queries 
sent and cannot retrieve data from the backend databases. The tag updates are 
done by the middleware at its own choosing. Also, unlike in the web based sys-
tems where the queries are generated on an external client machine, the dynamic 
queries in RFID are all generated by internal servers. Therefore, it is not possible 
for potential attackers to gain access to the query structures beforehand making it 
that much more difficult to mount a SQLIA on a RFID system. 



148 H. Fernando and J. Abawajy
 

Table 1 Differences in web based SQLIA and RFID SQLIA 

 Web-based Systems RFID Systems 
Query generation lo-
cation 

External (at clients comput-
er) 

Internal (in middleware) 

Number of origin 
points for generated 
queries 

Very large (large number of 
different web pages and web 
sites) 

Single (only the middleware) 

Number of different 
valid query struc-
tures based on input 

Large and constantly chang-
ing 

Small and fixed 

Input output capa-
bilities of attack  
origin 

The web browser is both a 
input and output device let-
ting the user input parame-
ters and then view the results 
of the generated queries  

The tags are treated as simple 
data containers. They hold 
data that can only be updated 
by the readers of the system. 
They cannot request for data 
and they do not receive any 
feedback 

Data formatting and 
standards 

Hard to set due to large 
number of different input 
points and input values pos-
sible 

Can be easily set as tags con-
tents are known well in ad- 
Vance 

Number of possible 
inputs for query 
generation 

Very large and constantly 
increasing as more and more 
web pages and web sites are 
created which query the da-
tabase 

Small and known in advance 

Access to query struc-
tures by attacker 

Accessible as the query gen-
eration scripts must be sent 
to the attackers web browser 

Not accessible by attacker as 
all query generation is done 
by middleware 

 
Table 1 summarizes the major architecture differences of web based systems 

and RFID systems. These differences in architecture mean that some types of 
SQLIA’s cannot be mounted on RFID systems. In total there are 9 different types 
of SQLIA that can be mounted [6]. Out of this 9 only 6 can be mounted on RFID 
systems. The reduced number of attacks is mainly because RFID tags do not re-
ceive results or error messages and therefore attacks based on receiving feedback 
from the system in response to the SQLIA are ineffectual on RFID systems. Over-
all it is much more difficult to mount SQLIA attacks on RFID systems and there-
fore protecting against them become much easier for RFID systems as well.  

4   Related Work 

Because SQLIA attacks depend on inputting invalid data to be used when building 
queries, ensuring the validity of the inputs will mitigate a majority of the possible 
SQLIAs. Defensive coding practices are simple SQLIA prevention techniques that 
revolve around ensuring that all accepted inputs are validated before being  
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accepted [6]. Some of the best practices when it comes to defensive coding are in-
put type checking and encoding of inputs. 

The easiest data validation technique, input type checking consists of ensuring 
that the input data is type consistent with the expected data type for that value 
[10]. Because most SQLIA depends on inserting special characters or strings into 
inputs, these types of SQLIA can be blocked by this technique. In the same man-
ner if a max and min length of specific inputs are known beforehand this informa-
tion can be used in ensuring that additional characters have not been entered into 
the input [10]. As most SQLIAs require that the input is significantly larger than 
the expected length of the input this can catch a majority of the more complex 
SQLIA attempts. Another defensive coding technique: encoding of inputs consist 
of encoding the input in such a way as to ensure that the database does not mistake 
meta characters in the input for keywords, tokens or operators. Injection is often 
accomplished by tricking the system into accepting special characters embedded 
in string inputs as meta characters [6]. Hence, if the system can ensure that all 
string inputs are recognized as string and not meta characters attacks using these 
methods would fail.  

Overall defensive coding techniques still remain one of the simplest and best 
ways with which to prevent SQLIA. Unfortunately, in web systems, defensive 
coding is prone to human error, mainly due to the fact that most developers do not 
remember to put in the required validation at all possible input locations, and 
therefore have been discarded as being too unsecure [6].  But in RFID systems, as 
all dynamic queries are generated by the middleware at a single point, it is  
sufficient to put input validation at the single query generation point in the SQL 
middleware. Therefore defensive coding practices are well suited for SQLIA pre-
vention in RFID systems while remaining relatively simple and resource minimal. 

Because defensive coding techniques proved to be unreliable in practical web 
application scenarios, researchers have proposed and developed a wide range of 
other techniques to detect and prevent SQLIA. The new query development para-
digms proposed in SQL DOM [11] use encapsulation of database queries to  
provide a safe and reliable way to access the database. While these methods are 
secure they cannot be used for existing legacy systems without major redevelop-
ment. They also require programmers to learn completely new development 
process based on the query development paradigm which is a lot of extra work. 
The intrusion detection system presented in [12] uses an automated machine learn-
ing technique trained using a set of typical application queries to try and detect 
SQLIA. This system first build models of valid queries and then uses pattern 
matching during run time to ensure that all received queries match a valid query 
model. The success of this approach is directly based on the quality of the training 
set used and a bad training set can result in a system with a large number of false 
positives and negatives. Therefore the security afforded by this system is always 
questionable.  

SQL rand [13] is an instruction set randomization technique which uses a proxy 
based method and allows developers to create SQL queries using randomized in-
structions. This technique is based on cryptographic integrity check systems. 
Therefore, it not only places significant overhead on the system but its security is 
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also fully dependent on the security of the secret key used in the randomization of 
the queries. Static code checking is a method by which the source code is checked 
for various weaknesses that make it vulnerable to SQLIA. The main drawback of 
this approach is that because only static code is analyzed it can only spot a limited 
number of weaknesses. For example the approach presented in [14] can only 
detect and prevent tautologies, while the approach presented in [15] can only spot 
weakness to incorrectly types inputs. This means that these types of approaches do 
not provide sufficient security for RFID systems.  

Another detection technique, known as dynamic query pattern matching, con-
sists of a hybrid of static code analysis and dynamic run time monitoring. In this 
technique the code is analyzed for weaknesses and all legal query patterns are 
identified and documented during the static phase. Then the identified query pat-
terns are used to analyze and validate the SQL queries generated and submitted 
during the runtime monitoring phase.  The major difference in the systems em-
ploying this technique is the method with which the legal query patterns are stored 
and the method with which the structure of the dynamic queries are compared to 
the legal query patterns identified during the static phase.  

AMENESIA [16], SQLGuard [17] and SQL-Check [18] all use different varia-
tions of this basic technique.  AMENSIA uses a web crawler to identify possible 
input sources (hotspots) for the system. This makes it impossible to be used in 
RFID systems as they don’t have web inputs. Once all possible hotspots have been 
identified it uses the Java String analysis library to analysis the string operations 
carried out on each string of interest and deduct a non-deterministic finite automa-
tion that expresses all possible values the considered string can assume. Because 
the NDFA are an overestimate this technique may result in legal queries being 
mistaken for illegal queries. Both SQLGuard and SQL-Check take a different ap-
proach. They generate a parse tree to represent legal queries and compare them to 
the parse tree of the dynamically generated query. The difference is that SQL-
guard the model is deduced automatically while the model for SQL-Check is de-
veloped by the programmer.  Unfortunately both approaches use generated secret 
keys which must be kept secret and they both require the developer to use special 
intermediary libraries or to manually insert special markers in the code [3] which 
add unnecessary overhead as well as complications to the system. Additionally 
parse trees, especially for more advanced SQL queries, can be extremely compli-
cated and therefore properly comparing two parse trees are generally a very com-
plex task. Therefore, these approaches use considerably more resources than can 
be justified for use in RFID systems.  

In general all current query pattern checking techniques have two weaknesses 
in common in the context of their use in RFID systems.  

1. Un-needed complexity and computational overhead both in generating the legal 
query patterns and when comparing them with the patterns of dynamically gen-
erated queries. 

2. Weakness in the query models due to the automated manner in which they are 
built resulting in false positives and negatives.  
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As the above review shows the techniques developed for web based SQLIA detec-
tion and prevention do not work very well in the simpler environment of RFID tag 
based SQLIA. A majority of the proposed approaches are unnecessarily complex 
and resource intensive while some others are simply not compatible with RFID 
systems due the differences in the architecture of the two systems.  

While there has been a lot of work done in detecting and preventing web based 
SQLIA attacks very little work has been done on the same for RFID systems. The 
papers [19,20] discuss in detail how RFID systems can be subject to SQLIA at-
tacks but present very little work on how to detect or prevent them.  In [20] the au-
thors mention the possibility of using input validation or attribute code technology 
to detect RFID based SQLIA but does not elaborate any further. In [19] the  
authors list some areas the database server administration must take into consider-
ation when setting up the system but no further elaboration is done. In [8] the au-
thors discuss the possibility of infecting databases with traditional viruses using 
RFID SQLIA. But as the basis for infection is still SQLIA, prevention of SQLIA 
will stop this type of attacks. Once again in this paper the authors list some rudi-
mentary steps that can be taken to prevent this type of attack but no further elabo-
ration is done on how they can be implemented or the exact mechanism behind 
these suggestions. In [21] the authors present a digital forensic system for tracking 
and identify SQLIA attacks on RFID. This approach is only useful after the fact 
and cannot be used to either detect possible SQLIA before they are executed or to 
actually prevent their execution and is therefore unsuitable as a security technique 
is better suited as a forensic technique.  

Overall, key differences in RFID systems and web based systems mean that the 
solutions developed for web based systems do not directly translate to RFID sys-
tems too well: some uses automated systems that cannot be implemented within 
the confines of the RFID architecture while others employ unnecessarily complex 
systems that will place additional overhead on the system. In addition, very little 
work has been done in actually protecting RFID systems from SQLIA or SQLIA 
based malware. Because the architecture of RFID systems makes it possible to 
create and deploy RFID viruses based on SQLIA [1,8] it is imperative that a 
SQLIA detection and prevention method is developed for RFID systems taking in-
to account the unique architecture features that differentiate them from web based 
systems.  

5   Policy Based RFID Malware Detection and Prevention 

In this section we propose a simple yet effective policy based two pronged system 
for the detection and prevention of RFID tag based SQLIA. The method we pro-
pose is based on existing SQLIA detection techniques which have been proposed 
for use in web based systems. But we have modified and optimized those methods 
significantly so that they are better suited for use in RFID systems. We have done 
these modifications and optimizations based on the following key features that  
differentiate web systems from RFID systems.  
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1. RFID tag data is highly structured and of lower volume compared web based 
inputs. That data is also integrated into dynamic queries at a single point in the 
system: the middleware. Therefore intercepting, validating and sanitizing that 
data is much easier compared to doing it in web based systems.  

2. SQL queries are built by a single point in the middleware compared to web sys-
tems where they are generated on external client machines. Additionally the 
number of different types of dynamic queries is much less in RFID systems 
compared to web systems. 
 

We describe the proposed approach as “policy based” because it requires that the 
developers set a number of policies concerning the valid tag inputs and legal query 
structures for the system. In the following section we will describe the proposed 
approach in detail. 

5.1   Approach Overview 

The proposed system (Figure 2) compromises of two different techniques: RFID 
tag data cleaning and query pattern matching. Each technique has two main phas-
es: static analysis phase and runtime monitoring phase.  

 

Fig. 2 Policy based RFID malware detection and prevention 
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The first technique creates data validation and sanitization policies during static 

analysis and enforces those policies during runtime monitoring. This ensures that 
only “clean” data is used in generating dynamic queries. The second technique is a 
SQL query pattern matching technique based on simple string comparison me-
thods. This technique requires that the programmers define policies concerning the 
legal query structures (explained in section 6) during static analysis. The structure 
of the dynamically generated queries are then matched and validated, during run-
time, against the legal query structures defined in the policies.  

5.1.1   RFID Tag Data Cleaning 

SQLIAs depend on inputting data in unexpected or unusual formations and struc-
tures to be successful. Therefore the root cause of SQLIA is insufficient input 
cleaning [6]. To ensure full RFID tag data cleaning we employ two different 
processes: Validation and Sanitization. Validation ensures that the data received 
from the external source adheres to pre-defined set of standards. Sanitization en-
sures that the data does not contain any “bad” data such as special characters or 
key words that have specific meaning to the system.  

Data validation and sanitization has been dismissed as being unsuitable for se-
curing web systems. But key differences in the architecture of web systems and 
RFID systems make it a suitable option for securing RFID systems. Additionally, 
because data validation and sanitization uses simple string comparison techniques 
their overhead is minimal ensuring high throughput and scalability. There are two 
distinct phases/steps to RFID tag data cleaning. 

1. Setting validation and sanitization policies – This is carried out by a person 
with knowledge of both the contents of the tag and the DBMS used by the sys-
tem. It is carried out during static analysis. This includes policies on tag data 
details such as length, type and formatting of the data. You also need to set pol-
icies on illegal keywords and characters for each data field. 

2. Tag data validation and sanitization – This is done automatically by the sys-
tem during runtime monitoring. It is done by identifying inputs that do not 
match the validation and sanitization policies. 

5.1.2   SQL Query Pattern Matching 

While data validation and sanitization is one of the simplest and most effective coun-
termeasures to SQLIA there are methods by which it can be bypassed [6]. By using al-
ternate encoding mechanisms as well more complex SQLIA, attackers can bypass the 
data validation and sanitization process. To ensure security against these types of at-
tacks we propose a second security mechanism. This approach takes into account the 
structure of legal SQL queries for the system and compares it to the structure of the 
queries dynamically generated using RFID data. Our query pattern matching mechan-
ism takes advantage of the fact that SQL injection changes the structure of the query to 
identify potential SQLIA and prevent them from being sent to the database. 

The proposed approach is a simple and computationally minimal query pattern 
matching technique which employs string comparisons and is sufficient for pro-
tecting RFID systems. It is also easy to develop as most systems already include 
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simple string comparison functionality. Evaluation shows that it provides stronger 
or equivalent protection to what is offered by other query pattern matching sys-
tems such as [13,16,17] when implemented in the specific architecture present in 
RFID systems. The simplicity of the technique is possible because the query gen-
eration is done on the middleware which has access to the parse function calls of 
the database and not on external web pages run on client machines. The query pat-
tern matching approach technique consists of two steps: 

1. Defining legal query structure policies – done during the static analysis 
phase, this consists of giving each different query a unique identifier and defin-
ing their query structure in a format available and understandable by the mid-
dleware. This process is explained in detail in section 6. In our technique this is 
manually done by the developer who codes the dynamic query generation code. 
If any additional queries are added these will also need unique identifiers and 
query structure policies. 

2. Query structure matching – this consists of extracting the structure of dynam-
ically generated queries by parsing (but not executing) it and seeing if it 
matches the legal query structure for that type of query as defined in the legal 
query structure policies. 

5.2   Static Analysis 

During static analysis the first task is the creation of the validation policies which 
contain rules about the structure of tag data. For this, first data must be stored as 
separate values rather than one long contiguous block on the RFID tags. This can 
be done by first identifying all data fields that will be stored on the tag and by en-
suring that each field has a specific use. Then a method with which to identify 
each field needs to be developed. This can be done by giving each field a unique 
identifier, whether it is a number or name. E.G:- ID, Product Name, etc. Next key 
data features that can be used for validation of must be identified. Normally these 
are features such as data-type, max length, min length etc. Finally the values for 
each of the data features must be identified for each field and stored in a form 
which is available to the middleware. This is information such as data-type, max 
length and min length of each specific data field. Table 2 shows an example of a 
validation policy table for a simple system. 

Next the data sanitization policies must be set (Figure 3). As we have already 
identified and named/numbered all possible fields that will be stored on the tag, 
now we must create the sanitization rules for each of those fields.  There are two 
main requirements to fully sanitize data. Data must be clean of illegal specials 
characters (=, *, ; “ etc) and data must be clean of any illegal keywords, tokens or 
function names. (Keywords and tokens are defined here as strings or parts of 
string that have specific meaning to either the DBMS or other software that use 
data from the database). To do this for each identified field first analyze if any 
special characters are not allowed to be contained in that field. If so decide which 
characters are not allowed and store them in form available to the middleware. 



Malware Detection and Prevention in RFID Systems 155
 

Next for each identified field identify if any specific words are not allowed in that 
field. If yes decide which “bad” data (key words, special characters and reserve 
words etc) are not allowed and store them as the sanitization data which is availa-
ble to the middleware. Table 3 shows an example sanitization policy table. 

Table 2 Example validation policy table 

Field 
ID 

Field 
Name 

Data Type Max 
length 

Min 
length 

Structure 
of the data 
field 

Min 
possible 
value of 
data 

Max 
possible 
value of 
data 

1 Name Alphabet-
ic 

30 5 String N/A N/A 

2 Manu-
facture 
date 

Date 10 10 --/--/---- 01/01/2
000 

Current 
date 

3 Batch 
number 

Numeric 10 10 __-__-_ 000-
000-
0000 

999-
999-
9999 

4 Price Numeric 8 4 Number 0 1000 
5 Delivery 

Address 
Alphanu-
meric 

30 30 String N/A N/A 

 

Fig. 3 Sanitization policy creation 

Finally, during the static analysis phase, legal query structure policies must be 
created for each query that will be generated by the middleware. For this, first, all 
possible query types that incorporate RFID tag data and are dynamically generated 
by the middleware need to be identified and given a unique identifier. Then, the 
final syntax for each identified query must be defined and the legal query structure 
must be created (further explained in section 6). RFID systems have relatively lit-
tle dynamically generated queries containing tag input compared to web systems. 
Additionally all the queries are developed internally by the company who devel-
ops and runs the middleware and database. Therefore, we recommend that the 
programmer who develops the query generation software also define the legal 
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query structure for each query manually. This has the twin advantages of minimiz-
ing the coding required and ensuring the correctness of the developed query mod-
els without fear of over compensation inherent in models developed by automated 
systems. Once the legal query models have been developed, they must be saved 
along with the corresponding unique identifier of the SQL query for that model.  

Table 3 Example sanitization policy table 

Field 
ID 

Name Characters 
not  
allowed 

Character in-
stances not 
allowed 

Keywords 
not  
allowed 

Keyword 
instances 
not  
allowed 

1 Name YES / : * = - . ( ) ! > 
< ; 

YES IF, OR, 
SHUT, 
NULL 

2 Manufacture 
date 

YES : * = . ( ) ! < > ; N/A N/A 

3 Batch 
number 

YES / : * = . ( ) ! < > 
; 

N/A N/A 

4 Price YES / : * = - ( ) ! < 
> ; 

N/A N/A 

5 Delivery 
Address 

YES : * = - ( ) ! < > 
; 

YES IF, OR, 
SHUT, 
NULL 

 
To ensure continuing strength of the policies we recommend that the static ana-

lyses phase be an ongoing process with the rules being constantly updated as new 
functionality, dynamic queries and programs that access the database are added to 
the overall system. 

5.3   Runtime Monitoring 

Once all required policies have been identified during the static phase the sys-
tem enters the run time monitoring phase. During this phase the system reads 
data from the tags. When data is retrieved from the RFID tags it arrives at the 
middleware as a single stream of tag data (TD). Before the middleware can ap-
ply the validation and sanitization policies it must first identify and separate 
each individual field (tdi where i = 1 to n) in the stream. The field identifier (i) is 
then used to extract the validation policies (tdiFF) for that field from storage. 
Then for each individual field of data (tdi) the data feature values such as max 
length, min length and data-type (tdivj) must be extracted by analyzing the sepa-
rated data fields. Then those extracted feature values must be matched against 
the values stored in the validation data (tdiffj) to see if adheres to the proper data 
standard. If the values match the policies then the data are passed on for  
sanitization else it’s rejected and the tag is identified as being malicious in the 
malicious tag details. 



Malware Detection and Prevention in RFID Systems 157
 

Then the system needs to sanitize that data to ensure that it does not contain 
known “bad” data as defined by the sanitization policies. The sanitization function 
checks the data for illegal keywords/characters exist in the inputs as defined by the 
sanitization policies. To do this it takes the validated data (tdi where i = 1 to n) and 
retrieves the corresponding illegal keyword/character data (tdiK) for that field 
from the sanitization data. It then analyses tdi to see if any illegal tokens/keywords 
are included in that data. If any illegal tokens/keywords exist that data is rejected 
and the tag is marked as malicious. If it passes sanitization tdi is handed over to 
the query generation system. Algorithm 1 presents the algorithm for data cleaning 
based on preset policies. 

 
TD     - Tag data as a BLOCK 
tdi      - Tag data (TD) divided into n different fields with each field identified by i 
tdiFF   - The feature values (max length, data type etc) set for the tag data field tdi  
tdiffj    - The allowed value of feature j for tag data field i 
tdivj     - The actual value of feature j for tag data field i 
tdiK     - The illegal keywords/characters for tag field i 
 

Algorithm 1. RFID tag data cleaning algorithm 

INPUT: TD, tdiFF, tdiC, tdiK 
OUTPUT: Validated and sanitized RFID tag data 
BEGIN RFID tag data cleaning 

1. Receive tag data (TD) from a reader 
2. Split TD into the separate fields  (tdi,…,tdn) 
3. FOR EACH (tdi where i = 1 to n) DO 
4.         Identify the data field using i 
5.         Retrieve the feature values tdiFF = [tdiff1,…, tdiffm] for tdi  
6.         FOR EACH (tdiffj where j = 1 to m) DO 
7.                Extract the corresponding values tdivj from tdi 
8.                IF (tdivj does not match tdiffj) THEN 
9.                        Reject data 
10.                        Mark that tag as suspicious 

11.                ENDIF 
12.          ENDFOR 
13.          Retrieve the illegal keyword data tdiK for tdi 
14.                IF (any keywords in tdiK exist in tdi) THEN 
15.                         Reject data 
16.                         Mark that tag as suspicious 

17.                ENDIF 
18.          Forward tdi to SQL query engine 

19.    ENDFOR 
END RFID tag data cleaning 
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The next step during runtime is comparing the structure of the dynamically gener-
ated queries with the structures in the legal query structure policies. To do this the 
query matching modules must first receive a generated query (GQ) and the asso-
ciated identifier (ID) from the query generation module. When the query is  
received the module calls the parse function of the DBMS and inputs GQ as a pa-
rameter. The DBMS parses that query (but does not execute it) and returns the re-
sulting parsed query (GQp) back to the query matching module. The module then 
uses GQp to generate the actual query structure (QSa) of GQ. Then the module 
uses ID to retrieve the legal query structure policies (QSl) corresponding to GQ. 
Finally it compares QSl with QSa. If the two does not match the query is identified 
as a SQLIA and rejected. Otherwise it’s forwarded to the database for execution. 
The algorithm for this process is presented in Algorithm 2. 

 
GQ    – Dynamically generated query 
ID      - Unique identifier that associates GQ with the legal query pattern 
GQp   – GQ after is has been parsed by the database 
QSa    – Actual query structure of GQ as extracted from GQp 
QSl     – Legal query structure for GQ as defined by developer 
 
Algorithm 2. Query structure matching algorithm 

INPUT: GQ, ID, QSl 

OUTPUT: validated QS 
BEGIN Query structure matching 

1. Receive GQ and corresponding ID from middleware 
2. Submit GQ to a parse function of the DBMS 
3. Receive GQp as output of parse function 

4. Generate QSa by removing literal tokens from the parsed query GQp 

5. Use ID to retrieve QSl from storage 
6. IF (QSl != QSa) THEN 
7.         Reject query 

8. ELSE  
9.         Submit query to DBMS for execution 

10. ENDIF 
END Query structure matching 

6   Query Structure Creation and Comparison 

When developing a query structure format to be used in identifying legal queries 
we used the concept of tokens to decompose the query into its different constituent 
parts. We then use those different parts to develop a modular string based query 
structure for any given SQL query. This query structure indicates the logical  
structure of the query but removes any user inputs. Our technique is based on two 
important features present in all dynamic RFID queries 
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− Queries of the same type generated using different tag data will differ only in 
the user input values in the query. 

− The input from the tag will not change the overall logic and structure of the 
resulting dynamic queries. In other words the user input from the tag is not 
meant to have any SQL statements or sub statements. 

The main difference in our approach to other existing query structure matching 
techniques is query structure format and the method of comparison used. Unlike a 
lot of other similar systems which converts the tag structure into a XML document 
for analysis [22], or employ complex parse trees and compare them [17,18], or 
build finite automata for comparison purposes [16,23] we build string structures 
and use a simple string comparison to carry out the comparison. 

6.1   Query Tokenization 

The first step in creating legal query structures is separating the queries into the 
different types of tokens that it’s composed of. In our approach tokens are defined 
as individual string parts and can be one of five main types: Keywords, Sym-
bols/Operators, Identifiers, Literals and Comments 

− Keywords: These are words that have specific meaning to the DMBS 
(SELECT, FROM, INSERT, WHERE and predefined functions such as 
AVG(), SUM(), CONCAT()) 

− Symbols/Operators: These are either single or compound symbols that have a 
specific meaning to the DBMS (+, =, ‘,;, etc) 

− Identifiers: These are words that identify specific database components (table 
names, column names and user defined variables) 

− Literal: These are bits of code that indicate the literal value of an item (e,g:- 
scott, 23.56, 12/07/1982). In our system variables are also considered literals 
as the variable itself will be replaced by a literal value when the query is dy-
namically generated by the middleware. 

− Comments: Extra code that do not have any meaning to the database and is 
therefore ignored.  

The first three types of tokens are important for the logic and structure of the 
query. Literals are only user input, and these have no effect on either the logic or 
the structure of the query. The last type of token; comments, is used by the pro-
grammers to makes notes for future use and has no effect on the actual query. Le-
gitimate RFID tags are not meant to contain any of the first three types of tokens 
or comments and only contain actual values, or in other words the literals, con-
tained in the query. 

Keeping this in mind we begin developing SQL query structures as follow: The 
first step in creating the SQL query structures is to break the query down into its 
component string compromising of words and symbols and identify the type of 
each token each substring is. This is done as explained in the next section. 
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6.2   Query Structure Policy Generation 

Imagine a RFID middleware system which takes as input the tag ID and the prod-
uct it’s attached to as input from the tag and saves that data to a database table. 
The resulting query for this process is as follows: 

INSERT INTO product (tag_id, product_name) VALUES (‘tagid’, ‘productname’); 

In the above query ‘tagid’ and ‘productname’ are string variables which are read 
from the RFID tag. The tokenized version of the above query, with each bit string 
separated and identified, would be as shown in figure 4: 
 

Dark blue – keywords 
Orange – identifiers 

Green – operators/symbol 
Red – literals 

 

Fig. 4 Tokenized query 

Now if we strip the literals (the red background)  and replace them with “?” as 
a marker and remove comments from the query we get the common query struc-
ture for all dynamic queries generated for inputting product details into the prod-
uct table based on tag input which is as follows (figure 5): 

 

Fig. 5 Tokenized query with literals removed 

By replacing the literals with “?” we ensure that the structure does not take into 
account the changing values for each different query, allowing the tag input to 
change as required. By keeping the first three types of tokens we ensure that the 
structure contains all the data concerning the query logic and structure, allowing 
for the logic of the dynamic queries to be validated. We discard the comments as 
they play no part in the query and are not used by the database.  

Once the query structure is identified by stripping all the literals and comments, it 
is then converted into all lowercase (as SQL is not case insensitive) and saved as a 
string along with the unique identifier for that particular query type. In the same 
manner the query structure for all dynamically generated queries must be identified 
and analyzed. Table 4 shows a table containing some example query structures. 

Table 4 Legal query structure table 

Query 
Identifier 

Query Structure STRING policy 

1 insert into product (tag_id, product_name) values (?,?); 
2 select * from product where tag_id = ?; 
3 update product set stock_count = ? where product_id = ?; 
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6.3   Runtime Query Matching 

During runtime the query structure matching module receives the generated query 
and the query identifier which indicates which query pattern policy it should 
match. At this point the module first parses the received query and uses the result-
ing parse information to identify the different token types and strip it of any literal 
tokens and replace them with “?”. It then uses the received ID to retrieve the legal 
query structure string for the received query and compares it with the query struc-
ture string it generated. If the two match the query is validated and sent to the da-
tabase for execution if not its identified as containing a SQLIA and discarded.  

Our technique uses a much simpler method of comparison compared to the me-
thods used by other techniques such as parse trees, XML documents or finite. 
Most systems and programming languages have built in string comparison and 
manipulation controls which make implementing this kind of comparison easier 
than the more complex custom types. Additionally string comparison is also a 
much quicker and less resource intensive comparison method compared to the 
other more complex methods used. 

7   Security Evaluations 

The goal of the evaluations carried out and presented in this section is to test the 
effectiveness of the malware detection approach presented in this chapter. The se-
curity afforded by data cleaning is directly tied to the completeness and strength of 
the data cleaning policies. Therefore it is nearly impossible to quantify the security 
this approach can provide without knowing exactly the system details and the pol-
icies set by the developers for data validation and sanitization. Hence in this sec-
tion we will only discuss the additional security afforded by the RFID tag data 
cleaning approach at an analytical level. Additionally we will also present the re-
sults of the testing carried out for the query structure matching technique. 

7.1   RFID Tag Data Cleaning 

Input validation is one of the simplest and most effective ways of preventing the 
simpler types SQLIA [6]. Unfortunately because the security it affords depends on 
the strength of the data cleaning rules provided for the system. Therefore most da-
ta checking/cleaning techniques fail, not due to a flaw in its concept but due to 
weaknesses or incompleteness in the rules developed for them [6]. We have al-
ready analyzed the architecture of RFID systems and determined that RFID sys-
tems are better suited for input validation techniques as a security measure against 
tag based SQLIA than web based applications.  

To minimize possibility of weak or incomplete data cleaning policies we have 
used two different data cleaning techniques based on two different core concepts: 
validation which is based on the concept of white listing and sanitization which is 
based on the concept of black listing. The use of this combination enhances the secu-
rity afforded by the proposed technique by ensuring that more variables and factors 
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are taken into account by the people who develop the data cleaning rules. Addition-
ally the validation and sanitization policy creation process we have developed and 
presented in section 4.2 has been specially designed to ensure the strength and com-
pleteness of the policies created. This is done by ensuring that the policies take each 
separate data field into account. The policy creation process also ensures that mul-
tiple features and attributes of each data field are used in creating the validation and 
sanitization policies leading to much stronger and through policies. 

In addition to its simplicity and its effectiveness against simpler SQLIA the other 
reason we use validation and sanitization in our technique is protection against 
second order SQLIA. Unlike other SQLIA, second order injection attacks do not 
change the structure of the dynamically generated query [2]. Therefore SQLIA de-
tection techniques that rely on query structure/pattern matching, such as 
[13,15,16,11] and even the approach we have proposed, are ineffective against these 
types of attacks. Therefore second order injection still remains a very prominent 
threat to the security of most web and RFID applications. But, because RFID tag da-
ta cleaning does not depend on the query structure, but the rather the format and 
content of the input data, it can still be used to spot possible instances of second or-
der injection in RFID tags. Therefore in our proposal we have included the data va-
lidation and sanitization technique in addition to the query matching technique to 
ensure that there is some protection against second order SQLIA. But, the protection 
provided by data validation and sanitization techniques is only as strong as the data 
validation and sanitization rules/policies set for it by the developers. Therefore it is 
imperative that the analyses carried out in the static phase are complete and the rules 
created are comprehensive. It’s also important that the developers take into account 
the different other systems that will be accessing the RFID database and build the 
tag data cleaning rules with their weaknesses in mind.  

7.2   Query Structure Matching 

To carry out a thorough evaluation all three main types of dynamically generated 
SQL queries possible in RFID systems (SELECT, UPDATE, INSERT) had to be 
tested. Therefore we developed a number of queries of each type ranging from 
simple to complex and developed the legal query structure for each query. 

To evaluate our technique we used two programs. One is the freely available 
demo version of the General SQL parser (GSP Demo) downloadable at 
http://www.sqlparser.com/download.php. The other was a simple string comparison 
program written by us. For parsing of the dynamic queries we used the pretty print 
facility of the GSP Demo. All tokens except comments, strings and numbers were 
set to show with green font color. Comments were blue while strings and numbers 
were red. Once the query was parsed we replaced all red text (literals) with “?” and 
deleted all blue text (comments). The resulting string was then compared with the 
legal query structure using a simple string comparison program we wrote. The pro-
gram takes the dynamic query and strips any newline characters and any multiple 
spaces replacing them with single spaces. It then runs a single string comparison to 
compare result with the legal query structure input at the bottom of the program.  
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Table 5 Evaluation results 

 Select Queries 
tested(Detected) 

Update Queries 
tested(Detected) 

Insert Queries 
tested(Detected) 

Total (De-
tected) 

Tautologies 21(21) 21(21) N/A 42(42) 
Union query 18(18) 6(6) 12(12) 36(36) 
Piggy backed 
queries 

15(15) 15(15) 15(15) 45(45) 

Alternate en-
codings 

12(12) 12(12) 12(12) 36(36) 

Commenting 
queries 

2(2) 5(5) 1(1) 8(8) 

Total 68(68) 59(59) 40(40) 167(167) 
 
Not all types of SQLIA can be mounted on RFID systems. Therefore when test-

ing our system we only tested the types of attacks possible on RFID systems and 
ignored SQL attacks such as timing attacks, inference and illegal/illogical queries. 
Table 5 shows the breakdown of our testing process and the results obtained when 
testing malicious queries. 

For all types of queries and all types of SQLIA types tested our query structure 
matching technique was able to identify SQLIA with 100% efficacy. In addition 
during the testing process we also tested around 120-130 legal queries. All legal 
queries were allowed by the technique with a 0% false positive rate. Even though 
the testing was limited to around 300 queries in total and carried out at logical lev-
el rather than implementation level the 100% detection rate and 0% rate in false 
positives are very promising.   

In table 6 we compare the detection results of our approach against the security 
by some other SQLIA detection techniques. Please note the results do not take into 
account second order injection attacks. As the results show our approach is on par 
if not better than the best of the other approaches that are available in literature. 
Unfortunately, for three of the proposed techniques the original authors did not 
present their evaluation results. These papers are indicated with “Results not pre-
sented by original authors” in the table. 

Table 6 Security comparison table 

 Detection rate False Positive rate 
Proposed Approach 100% 0% 
AMNESIA [16] 100% 0% 
SQLCheck [18] 100% 0% 
SQLGuard [17] Results not presented by 

original authors 
Results not presented by 

original authors 
SQLrand [13] Results not presented by 

original authors 
Results not presented by 

original authors 
Tautology-checker [14] < 100% Not Available 
CANDID [24] 100% 0% 
SQLDOM [25] Results not presented by 

original authors 
Results not presented by 

original authors 
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Table 7 Comparison of SQLIA detection techniques 
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Proposed  
Approach 

1 1 1 1 1 1 Uses simple string compar-
ison 

AMNESIA  1 1 1 1 1 0 Uses NDFA which may 
over or under estimate the 
structures 

SQLCheck 1 1 1 1 1 0 Uses parse trees for com-
parison and secret keys 
which increase system  
overhead 

SQLGuard 1 1 1 1 1 0 Uses parse trees for com-
parison and secret keys  
which increase system  
overhead 

SQLrand  1 1 1 1 1 0 Use high over cryptograph-
ic techniques 

Tautology-
checker  

1 0 0 0 0 0 Only works for tautologies 

CANDID 1 1 1 1 1 0 Uses a dynamic method to 
guess the programmer in- 
tended query structure 

SQLDom 1 1 1 1 1 0 Needs a custom set of  
classes be built for each da-
tabase schema 
High overhead 

 

Additionally, as table 7 shows our technique is the only technique that actually 
has a possibility of detecting and preventing second order injections (given strong 
enough data cleaning rules). It is also one of the simplest approaches available as 
its uses only simple string comparison for both techniques compared to the more 
complex techniques used by other systems.  

8   Conclusions and Future Work 

In this chapter, we presented a simple but secure approach for detecting and pre-
venting tag based RFID SQLIA.  The overall technique consists of two different 
methods. The first method is a simple validation and sanitization technique for 
RFID tag data which is based on data validation and sanitization policies created 
by the developers based on tag data. This technique prevents ‘bad’ data from  
being used while building dynamic queries and is effective against second order 
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injection attacks. The second method is a SQL query structure matching technique 
which uses simple string comparisons to identify possible SQLIA. This technique 
has the advantage of protecting against all other SQLIA types possible on RFID 
systems while being simpler than other proposals that use more complex matching 
techniques such as parse tree validation [17] or query randomization [13] . 

The testing of the query structure matching method yielded very positive re-
sults. We tested all possible types of dynamic queries that may be generated in 
RFID systems with all possible types of attacks that can be mounted on those sys-
tems. In all more than 300 queries were tested with around 170 attacks and around 
130 legal queries. The testing showed a detection rate of 100% and false positive 
rate of 0%. Our approach (specifically the validation and sanitization technique) 
was specifically designed to protect against second order injection attacks on 
RFID systems. This type of SQLIA cannot be detected by any query matching 
system. This, to the best of our knowledge, is the only work in current literature 
that has looked at detecting and preventing this type of SQLIA in RFID systems. 
The main weakness of the proposed techniques is that the security against second 
order injection relies heavily on the data cleaning policies. To ensure the strength 
and completeness of the data cleaning policies we have a developed and presented 
a data cleaning policy creation methodology that is highly structured. This metho-
dology ensures that policies created by following it takes a large number of differ-
ent attributes into account and is as complete as possible. 

While the logical testing of our query matching technique was promising more 
thorough testing is required in actual deployed environment. Therefore as future 
work we plan to continue this work by implementing and testing our approach as a 
prototype and testing it in a runtime environment to evaluate its performance. We 
also plan on carrying out testing of our validation and sanitization technique by 
looking at real life RFID systems and developing realistic policies for the valida-
tion and sanitization of the tag data of those systems and then testing the security 
afforded by those policies against SQLIA. 
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Conceptual Model of Business Services 
Availability vs. Interoperability on 
Collaborative IoT-enabled eBusiness Platforms 

Natalia Kryvinska1 and Christine Strauss 

Abstract. Modern business background can be seen as a logical effect of eBusi-
ness, advanced integrated networks, Internet of Things (IoT), and software servic-
es. In such an environment, the IoT-centered application deployment and delivery 
models have revolutionized the way businesses interact, collaborate and transact 
with customers, suppliers, partners, employees and shareholders. Hence, with 
wide deployment of the distributed inter-enterprise Service Delivery Platforms 
(SDPs) over the Internet, there is an urgent need to understand and solve service 
traffic issues of the fast evolving architectures. Accordingly, the purpose of our 
work is to develop a conceptual model for performance analysis of software ser-
vices availability vs. interoperability in order to facilitate enterprises to attach their 
customers more tightly by an effective service delivery, which in turn optimizes 
business processes at different steps. Thus, we introduce and deliberate in this 
chapter a hypothetical model for the performance analysis of services availability 
and interoperability on the IoT-enabled inter-enterprise SDPs. We also figure and 
analyze imperative performance features of the model. The related open issues and 
future work are briefed correspondingly. 

1    Introduction 

In order to expose the role and the meaning of the IoT (Internet of Things) in/ 
for the eBusiness and business services delivery, we have used the following  
definitions of it:  

– “A global network infrastructure, linking physical and virtual objects  
through the exploitation of data capture and communication capabilities.  
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This infrastructure includes existing and evolving Internet and network devel-
opments. It will offer specific object-identification, sensor and connection  
capability as the basis for the development of independent cooperative services 
and applications. These will be characterized by a high degree of autonomous 
data capture, event transfer, network connectivity and interoperability”  
[45, 47]. 

– “A world where physical objects are seamlessly integrated into the information 
network, and where the physical objects can become active participants in 
business processes. Services are available to interact with these ‘smart objects’ 
over the Internet, query and change their state and any information associated 
with them, taking into account security and privacy issues” [46, 47]. 

– “In the future the Internet of Things may be a non-deterministic and open  
network in which auto-organized or intelligent entities (Web services, SOA 
components), virtual objects (avatars) will be interoperable and able to act in-
dependently (pursuing their own objectives or shared ones) depending on the 
context, circumstances or environments” [47, 48]. 

Besides, the emergence of the virtual enterprises and inter-enterprise virtual  
platforms is the opportunity to enable productivity gains as well as flexibility and 
responsiveness to customer and market dynamics that enterprises need to be com-
petitive in today’s environment. But, to take advantage of this opportunity and to 
succeed in this new environment, enterprises need to create service delivery and 
communication strategies that establish tighter connections among their em-
ployees as well as with partners and suppliers. Central to this focus is the service 
architecture that powers the enterprise interactions with customers, between enter-
prises on this platform, as well as the processes for delivering value to customers 
and shareholders.  

To enable enterprises to implement business strategies that are truly driven by a 
customer focus, it is required:  

– create an instant and seamless connection across enterprises: linking people, 
processes, systems and networks so the customers are better served; 

– provide seamless access to critical communications and business information 
to facilitate better, faster decisions and enable a more competitive enterprise;  

– deliver personalized services needed to build long-term customer relationships.  

Today’s business environment can be seen as a logical effect of eBusiness and ad-
vanced integrated networks, including the IoT, that have transformed business 
processes. The new “Net” and its applications deployment models have revolutio-
nized the way businesses interact, collaborate and transact business with custom-
ers, suppliers, partners, employees and shareholders [1 ÷ 7, 51].  

Thus, the purpose of our work is to develop a model enabling enterprises to at-
tach their customers more tightly by an effective service delivery enabling busi-
ness processes at every step of the way.  
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We classify here the service delivery platforms into the categories: Web 2.0, 
Service-Oriented Architecture (SOA) and Virtualization of Services. Sections 2 
and 3 respectively discuss contemporary concepts, architectures and technologies 
to support an effective services delivery and enable high services availability on 
SDP. Section 4 presents our approach towards hypothetical modeling of the  
service availability in the SDP environment. The numerical patterns/shapes of the 
conceptual model are presented in the section 5. Some practical model cases from 
the research literature are analyzed in the section 6. Section 7 concludes the chap-
ter and identifies future research. 

2   Contemporary Concepts, Architectures and Technologies to 
Support Effective IoT-enabled Business Services Delivery 

In relation to the definitions and characterizations exposed into the Introduction, 
the SDP (Service Delivery Platform) bridges distributed inter- and intra-enterprise 
IT environments over communications wireline/wireless networks to streamline 
new-services deployment and delivery. By combining technologies that deliver 
services to end users, SDPs facilitate communication between OSS/BSS (Opera-
tions Support System/Business Support System), applications spanning heteroge-
neous computing platforms as well as interfaces with physical network elements 
[8 ÷ 12, 49, 51]. 

Thus, an effective SDP must handle high-volume traffic loads with carrier-
grade reliability, and support a dynamic mix of service offerings to a growing  
subscribers’ base over constantly changing network configurations. SDPs need to 
include powerful quality assurance and performance monitoring tools for quick 
rollout and high quality of new services, fulfillment of partner SLAs (Service 
Level Agreements), problems preemption and rapid decision for both IT and 
Business Operations departments [8 ÷ 12]. 

Besides, the Web 2.0, Service-oriented Architecture (SOA), and Cloud Compu-
ting [14, 49, 50] are the most discussed issues among IT architects and business 
executives. Both technologies are on the edge of an exponential growth over the 
next few years, due to their flexibility, cost effectiveness, and ease of integration. 
Each technology creates highly distributed composite applications (e.g., other 
words - mash-ups) that connect components or subsystems to form higher-level 
functional systems or target applications, and meet the following requirements: 

– robust reliability with minimized latency and high availability; 
– multiple layers of security to protect against general and XML-specific attacks; 
– off-load of resource-intensive functions; 
– XML acceleration for faster and more efficient performance; 
– consistent high quality services; 
– highly productive, innovative composite applications that combine business 

applications with communication and collaboration services. 
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Fig. 1 Complex networked IT Architecture [13] 

The growing challenge for enterprise IT architects is that because the composite 
applications are highly distributed, interactions between components may require 
several traversals across various areas of the network, each increasing the possibil-
ity of inconsistent performance or security problems. And, in turn, it decreases the 
availability of business services or processes built upon these composite applica-
tions. This issue becomes even more critical when Web 2.0 technologies are  
applied in order to leverage resources outside of the enterprise domains, using ex-
ternal networks and the Internet. To assure that all elements of broaden composite 
applications operate quickly, efficiently, and securely, a pervasive, reliable net-
worked architecture is required. Besides, it is also important to understand the ad-
ditional role the underlying infrastructure plays in Web 2.0 and SOA applications 
[14 ÷ 18, 20]. 

However, the reason why enterprises have not yet applied high-availability dis-
tributed SDPs to their inter- and intra- infrastructures - is due to three primary 
challenges (Fig. 1): 

1. costs to implement additional hardware can be quite excessive, also including 
expenses associated with additional tools and training; 

2. complexity of developing and managing SDP solutions may be overwhelming 
for some organizations, including lock-step hardware and software upgrades; 

3. reliability can be questionable due to limited testing possibilities of the com-
plex solutions deployed [13, 15 ÷ 18]. 

The Web 2.0 mashups, e.g., web applications that combine data from more than 
one source into a single integrated tool, and the SOA are the most illustrative 
models of what today are generically known as composite applications. Composite 
applications (e.g., building blocks or milestones of inter-enterprise SDPs) are ap-
plication systems that are fundamentally enabled by network connectivity.  
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They are composed of loosely coupled subsystems to form a higher-level func-
tional system or target application. These subsystems can be data sources or ser-
vices that perform a particular function, accepting input from and providing output 
to the target application. Composite applications can provide tremendous flexibili-
ty and, properly designed, offer high levels of business agility and productivity 
due to their ability to be reconfigured relatively quickly. The underlying model of 
composite design is similar in both Web 2.0 and SOA applications (Fig. 2). 
 

 

Fig. 2 SDP model built upon SOA, Web 2.0 and other modern technologies [14] 

In addition, the Web 2.0 is an evolutionary phenomenon that can be viewed 
from different perspectives. The user perspective encompasses a powerful trend 
toward user empowerment: Web 2.0 environments are greatly enriched by the 
simple premise that users should also be allowed to be content providers. The 
most influential examples of the synergies sets in this approach include wikis 
(Wikipedia), popular blogs (Engadget), photo-sharing sites (Flickr), video-sharing 
sites (YouTube), and social networks (MySpace, Facebook). The two main ele-
ments of this prosperous delivery environment are the concept of software as a 
service (SaaS) and mashup applications. SaaS allows the Web browser to chal-
lenge traditional desktop software when it comes to application delivery. Mashup 
applications unite data from different sources using open, intuitive protocols such 
as Extensible Markup Language (XML) and Representational State Transfer 
(REST) to create a contextually relevant presentation. By presenting data in  
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innovative ways, mashups can significantly boost productivity, breaking down ar-
tificial barriers in data interpretation. A well-known example of a mashup is to 
combine data from a Web application such as Google Maps that uses a REST in-
terface, an architectural model for designing the easy flow of information via the 
Web.  

On the other hand, SOA is a design and architecture paradigm centered on the 
creation of component ‘services’ that can be combined to create business applica-
tion systems. SOA is an architectural philosophy that does not specifically require 
or align itself with any particular technology set. It is focused on providing a tigh-
ter affiliation between business process and IT architecture in a modular fashion, 
with the goals of providing business agility, flexibility, and cost-effectiveness in 
long-term use. The SOA service components exhibit some typical core characte-
ristics that deliver on the promise of flexibility, ease of integration, and cost bene-
fits. They are: 

– loosely coupled using defined interfaces; 
– internal functions, structure, and states are completely internalized and irrele-

vant to other components in the system; 
– can be combined and recombined as needed; 
– discoverable by other existing or new components or systems within the archi-

tecture; 
– amenable to service agreements, e.g., capable of providing and adhering to 

publishable service definitions that outline functional capabilities, interfaces, 
inputs, and outputs. 

The general idea of service orientation is to decompose functional processes into 
modular services or sub-processes that can be served by IT systems to optimally 
support higher-level business processes. The web services protocols such as XML 
and Simple Object Access Protocol (SOAP) currently serve as the standard tech-
nology set for SOA [14 ÷ 17, 19, 20, 51]. 

In the next sections we examine and model how services availability on enter-
prise SDPs can be increased when applying mathematical methods in combination 
with different available technologies. 

3   Enabling High Services Availability on SDP 

The enterprises with large-scale IT infrastructures are facing a double-edged chal-
lenge. The financial pressures exerted on IT budgets by the never-ending increase 
in demand for storage and compliance requirements, along with the ever-present 
need to provide resilient business continuity solutions. 

The advent of SOA has led to an unpredictability of demand. The assumption 
from end users, more so now than ever, and the applications demanded to be 
available 24x7, 365 days a year. This need for trust in systems is an essential part 
of expectations from customers, partners and employees. 

The benefits of virtualization in being able to reduce costs for large-scale or-
ganizations are undeniable. However, while server virtualization has brought  
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major benefits, it can also introduce potential vulnerabilities. In a physical server 
environment, loss of a single server has significantly less impact than in the virtual 
world where, workload dependent, the consolidation ratio of virtual machines run-
ning on a single physical server could be in the 10-15x range. A physical server 
failure can affect all of the virtual machines and applications running on that piece 
of hardware. Similarly failure of the virtualization layer itself impacts all running 
virtual environments. The complexity of this scenario grows as organizations 
standardize on server virtualization and deploy tier one applications in a virtual 
server environment. In short virtualization, while hugely effective in what it does, 
is not enough on its own to provide safeguards against unplanned downtime. Fur-
thermore, while server virtualization can address consolidation at the server level, 
it can be found desirable at the level of storage, data and applications. 

Some enterprises may not be in a position to deploy a grid infrastructure. The 
reasons for this may be one of enterprise size, footprint size, IT policy, outsourc-
ing, lack of budget. In these circumstances it is generally recognized as good prac-
tice for applications with non-intensive workloads to use server virtualization in 
order to maximize consolidation. 

However, where maximizing consolidation, availability and agility are of pa-
ramount importance, a combination of server virtualization and grid-based solu-
tions are the best way to maximize the benefits of consolidation, availability and 
agility. Working in tandem, they can ensure enhanced server virtualization, the 
ability to dynamically scale within and across nodes, and the dynamic resizing of 
virtual nodes. 
 

 

Fig. 3 Schematic arrangement of server virtualization with other technologies shaping SDP 
[13] 

Compared to other models of computing, IT systems designed and  
implemented in the grid style deliver a higher quality of service, at a lower cost, 
with greater flexibility. Higher quality of service results from having no single 
point of failure, a powerful security infrastructure, and centralized, policy-driven 
management.  
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Lower costs, meanwhile, derive from increasing the utilization of resources and 
dramatically reducing management and maintenance costs. Rather than dedicating 
a stack of software and hardware to a specific task, all resources are pooled and  
allocated on demand, which eliminates underutilized capacity and redundant ca-
pabilities. Grid and cloud computing also enable the use of smaller individual 
hardware components, which reduces the cost of each individual component and 
provides more flexibility to devote resources in accordance with changing needs. 

The progressive enterprises have to implement a combination of server virtualiza-
tion with grid and cloud computing to take advantage of database consolidation, 
 running multiple, disparate workloads on the shared resources of the grid. The conse-
quence is a more available, scalable, flexible and cost effective infrastructure resulting 
in better service levels to customers, users and partners (see an example in Fig. 3). 

Latest cloud-based solutions are now available that also offer all the benefits of 
server virtualization to single-instance databases on a physical hardware infra-
structure. Many databases can be consolidated into a single cluster with minimal 
overhead while providing the high availability benefits of failover protection, on-
line rolling patch application, as well as rolling upgrades for the operating system. 

With these next-generation solutions, the limits of server scalability decrease 
and if applications grow to require more resources than a single node can supply, 
they can be easily upgraded online. If the node becomes overloaded, users can mi-
grate the instance to another node in the cluster using an online migration utility 
with no downtime for application users [21 ÷ 25, 49, 50, 51]. 

4   Hypothetical Model to Increase Service Availability on  
Distributed SDPs 

The examination and improvements-modeling of system performance issues are 
essential tools in the development and engineering processes that can be used at 
all stages of the lifecycle of business services (Fig. 4) [18, 27]. 
 

 

Fig. 4 Theoretical Modeling Procedure [26] 
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Therefore, on the primary (i.e., pre-prototyping) stage, in order to model the 
SDP behavior as a reaction to the services availability variation, we consider it as 
a network of queues (M/M/2/K/K model) where the total number of customers 
(e.g., enterprise servers) is fixed and limited since no customers are allowed to ar-
rive or depart. This network is called closed network, which can be analyzed using 
Markov chains. And, the steady-state occupancy distribution has a product form 
under assumptions similar to those used for open networks. 
 

 

Fig. 5 Large scale, distributed SDP [14]  

Traditional services were provided by the service logic and data resident within 
the local machine. The capacity for these services is very much determined by the 
architecture and component capacities within the service node. The SDP has a dis-
tributed architecture in which service logic is executed cooperatively by different 
network elements that can be geographically dispersed (Fig. 5).  

An M/M/2/K/K is well known as the machine repair model or the cyclic queue 
model. In its context, there are K jobs cycling in a system consisting of K termin-
als or, in our case enterprise sub-servers, and two central Servers with a work 
queues. A job (e.g., request for a business service) is sent from a us-
er/workstation/sub-server to the Server after an exponentially distributed “think 
time” and after being processed by the Server the job enters another think phase at 
a user side. The input and output messages of a transaction are treated as a single 



176 N. Kryvinska and C. Strauss
 

 

composite service. Also, the “think” time and the Server processing time are con-
sidered as an average “operating” time.  

In general, an M/M/m/K/K model is presented a model of a system with K us-
ers and m parallel servers. There are at least as many users as servers. If K < m, 
then m - K servers are never used and may be discarded. The user’ think times are 
distributed exponentially with parameter λ. Service times at all Servers are distri-
buted exponentially with parameter μ. The system is in state j (j = 0, 1,…, K) if j 
users are waiting for their requests to be completed and K - j users are thinking. 
The instantaneous transition rate from state j to state j + 1 is equal to [27 ÷ 33, 51]: 
 

( ) 1; ..., 1, 0,, −=−= KjjKj λλ      (1) 

since each of the thinking users submits requests at rate λ. The rates from state j to 
state j-1 depend on whether the number of requests is less than the number of 
Servers, in a similar way to M/M/m/K/K model: 
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with ρ – server utilization  and p0 given by: 
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The throughput, T, can be obtained either as the average number of requests com-
pletions, or as the average number of requests submissions, per unit time. The 
former approach requires the average number of busy Servers, r: 
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The expression for the throughput is then T = rμ. Alternatively, we could find the 
average number of requests in service or in the queue, L: 
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Then the average number of thinking users is K-L. Since each of them submits re-
quests at rate λ, the throughput is equal to T = (K-L)λ. 

In the two special cases when m = 1 and m = K, the expressions have a simpler 
form. If there is a single Server, the steady-state probabilities are: 
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and, the throughput is equal to:  
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When the number of Servers is equal to the number of users, no request has to 
queue and users do not interfere with each other in any way. The steady-state dis-
tribution of the number of requests in service is binomial [27 ÷ 33]. 

The average number of busy Servers is:  
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The throughput is given by [32, 33]:  
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5   Numerical Patterns of the Model 

The conceptual model is a crucial tool in the development and engineering 
processes that can be used at all stages of the lifecycle of business services.  

Besides, simple, approximate models have a high value in the early stages to 
uncover major performance problems, which affect the design of the architecture 
before the cost of an alteration is too high. The design or conceptual models sup-
port prompt prototyping, allowing researchers to go through the three important 
stages: predict, design, and comparison [18, 27]. 

Thus, the model presented in this chapter, has to be viewed as a concept/vision, 
based on classical queuing theory formulations and patterns. In this section, we 
figured the patterns for the certain input parameters of our conceptual model.  
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Accordingly, the results of the formula’ calculations from the previous section 
have to be considered as the stencils or templates or prototypes, and certainly not 
as pragmatic values. 

Accordingly, Table 1 includes numerical patterns of the probability of 0 cus-
tomers in system for m = 2 servers. In Fig. 6, it is shown comparison of the proba-
bilities that there are 0 customers in system (K = 20) for m = 1 and 2 servers. And, 
as it was expected, the probability that there are no customers in system, of course, 
is higher for m = 2. 

Table 1 The Probability of 0 Customers in System (M = 2) 

λ (μ =1) p0 (K=1) p0 (K=2) p0 (K=5) p0 (K=10) p0 (K=20) 

0.001 0.999001 0.998003 0.995015 0.990055 0.980208 

0.1 0.909091 0.826446 0.618592 0.367955 0.086302 

0.2 0.833333 0.694444 0.392711 0.120186 9.35399∗10
-4 

0.3 0.769231 0.591716 0.253503 0.0340509 7.86557∗10
-6 

0.4 0.714286 0.510204 0.166091 9.27757∗10
-3 1.32061∗10

-7 

0.5 0.666667 0.444444 0.110535 2.66084∗10
-3 4.13873∗10

-9 

0.6 0.625000 0.390625 0.07481 8.33697∗10
-4 2.1027∗10

-10 

0.7 0.588235 0.346021 0.0515277 2.87008∗10
-4 1.5511∗10

-11 

0.8 0.555556 0.308642 0.0361251 1.07881∗10
-4 1.5343∗10

-12 

0.9 0.526316 0.277008 0.0257698 4.38542∗10
-5 1.9209∗10

-13 

0.999 0.500250 0.25025 0.0187502 1.92489∗10
-5 2.9695∗10

-14 

 

 

Fig. 6 The probability of no customers in system (K = 20) for m = 1 and 2 servers 
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In Table 2 and Fig. 7 are given numerical forms of the probabilities for finding 
k (K = 1-20, m = 2) in system. In comparison with m = 1 Server system, the prob-
ability of k customers in system, when m = 2 Servers is decreasing, because ser-
vice rate is growing. 

Table 2 The Probability of K Customers in System (K = 2; M = 2) 

λ (μ =1) p (K=1) p (K=2) p (K=5) p (K=10) p (K=20) 

0.001 0.000999 0.001996 0.0049751 0.00990055 0.019604158 

0.1 0.0909091 0.165289 0.309296 0.367955 0.172604712 

0.2 0.166667 0.277778 0.392711 0.240372 0.003741596 

0.3 0.230769 0.35503 0.380255 0.102153 4.7193∗10-5 

0.4 0.285714 0.408163 0.332182 0.0371103 1.0565∗10-6 

0.5 0.333333 0.444444 0.276339 0.0133042 4.1387∗10-8 

0.6 0.375 0.46875 0.22443 0.00500218 2.5232∗10-9 

0.7 0.411765 0.484429 0.180347 0.00200906 2.172∗10-10 

0.8 0.444444 0.493827 0.1445 0.00086305 2.4549∗10-11 

0.9 0.473684 0.498615 0.115964 0.00039469 3.4576∗10-12 

0.999 0.49975 0.5 0.0936573 0.0001923 5.933∗10-13 

 

 

Fig. 7 The probability of k customers in system (K = 20; m = 2) 

The average number of customers in system (e.g., in the queue or service) L is 
presented in Table 3 (e.g., some numerical shapes) and plotted in Fig. 8. 
 



180 N. Kryvinska and C. Strauss
 

 

Table 3 Average Number of Customers in System (M=2) 

λ (μ =1) L (K=1) L (K=2) L (K=5) L (K=10) L (K=20) 

0.001 0.000999 0.004991 0.00797 0.0178706 0.520955 

0.1 0.0909091 0.421487 0.565494 0.933449 9.09961 

0.2 0.166667 0.722223 0.837156 1.07753 5.16433 

0.3 0.230769 0.940829 0.966054 1.06821 3.86458 

0.4 0.285714 1.10204 1.02606 1.06317 3.13407 

0.5 0.333333 1.22222 1.05412 1.06742 2.73696 

0.6 0.375 1.3125 1.06818 1.07318 2.48467 

0.7 0.411765 1.38062 1.07654 1.07855 2.30245 

0.8 0.444444 1.4321 1.08277 1.08363 2.16323 

0.9 0.473684 1.47091 1.08826 1.08866 2.05468 

0.999 0.49975 1.49975 1.09341 1.0936 1.96996 

 

Fig. 8 Average number of customers in system (m = 2) 

In Table 4 and Fig. 9 we show the average time in system T (e.g., throughput), 
when m = 2 servers, and distribution of the service time is exponential. 

6   Literature Case Studies – Business Services Availability in 
the Collaborative Mobile Environment 

As it is observed and described correctly in [34], Web services and mobile data 
services are the newest trends in information systems engineering in wired and 
 



Conceptual Model of Business Services Availability vs. Interoperability 181
 

 

Table 4 The Average Time in System (e.g., Throughput) T (M = 2) 

λ (μ =1) T (K=1) T (K=2) T (K=5) T (K=10) T (K=20) 

0.001 0.000999 0.001995 0.004992 0.00998213 0.019479 

0.1 0.0909091 0.157851 0.443451 0.906655 1.09004 

0.2 0.166667 0.255555 0.832569 1.78449 2.96713 

0.3 0.230769 0.317751 1.21018 2.67954 4.84063 

0.4 0.285714 0.359184 1.58958 3.57473 6.74637 

0.5 0.333334 0.38889 1.97294 4.46629 8.63152 

0.6 0.375 0.4125 2.35909 5.35609 10.5092 

0.7 0.411765 0.433566 2.74642 6.24501 12.3883 

0.8 0.444445 0.45432 3.13378 7.1331 14.2694 

0.9 0.473684 0.476181 3.52056 8.02021 16.1508 

0.999 0.49975 0.49975 3.90269 8.89749 18.012 

 

 

Fig. 9 The average time in system (e.g., throughput) T (m = 2) 

wireless domains, respectively. Web services have a broad range of service distri-
butions while mobile phones have large and expanding user base. Further, Srirama 
et al. [34] comment extensively that current generation of mobile devices like 
smart phones, PDAs and other consumer devices, the wireless market is expand-
ing very fast. People are using such high-end mobile phones and devices for wide 
range of applications like mobile banking, location based services, e-learning etc. 
The situation also brings out a large scope and demand for software applications 
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for such high-end mobile devices. The biggest advantage of Web Services lies in 
its simplicity in expression, communication and servicing [34]. 

On the other hand, Tan et al. [35] discovered appropriately that adapting 
present Web services to the mobile environment has raised new Quality of Service 
(QoS) challenges for both service provider and requester. In a mobile Web servic-
es (MWS) scenario, a successful service invocation will depend on service appli-
cation, condition of mobile network, and capabilities of mobile device. Hence, 
from a client perspective, the availability of a service will depend on all three  
factors.  

They [35] also develop an Availability Checking Model (ACM), to determine 
the availability status of MWS by processing and referring to end-to-end service 
QoS parameters. This model introduces availability metrics to quantify service 
availability checking points.  

Other paper from Gebaur et al. [36] claims that the deployment of Web service 
in mobile environment will contribute to the success of mobile commerce.  

In the [37] authors study how to sustain the high availability and quality of 
Web services by using communities of Web services. They define that availability 
is the probability that a Web service is in functioning condition at a specific time. 
Communities of Web services gather Web services that provide the same functio-
nality, but not necessary with the same quality. Within this framework, an availa-
ble Web service can be selected or even substituted by another one when it fails. 
In this research, authors investigate also how to manage the community to sustain 
not only the high availability but also to guarantee the quality of service expected 
by the user. 

Besides, authors [37] explore and describe accurately that Web services are in-
tensively used for developing loosely-coupled, inter-enterprise business processes. 
Ideally, a Web service is required to accept all the requests of the users. However, 
a Web service can get busy with an overloaded demand and thus, cannot offer a 
good quality of service to the number of users that exceeds its capacity. This situa-
tion would cause inefficiency in offering service quality and consequently lead to 
a drop in the satisfaction value of the Web service that is assigned by the users. 
Thus, sustaining high availability of a Web service is a challenging but crucial is-
sue. For a Web service, failing to respond with an acceptable quality of service 
would cause a negative satisfaction of the users, and hence, drop the future num-
ber of requests [37]. 

In [38], the authors present a tool that bears the service quality within workflow 
management systems. They use mathematical models to meet specific goals for 
performance and availability due to outages of individual servers [37, 38]. 

As it is stated in the next [39] paper, for Web services to become a universal 
communication paradigm, mobile devices enabled with Web services should be 
considered as an equal participant of the service-oriented architecture. At this 
point, mobile devices play the role of clients, providers, or even brokers. To estab-
lish a distributed application framework, the paper [39] presents a light-weight 
framework for hosting Web services on mobile devices. The proposed framework 
contains several built-in functionalities such as the processing of SOAP messages, 
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the execution and migration of services, the management of context and service 
directory, and the publishing and discovery of services.  

The authors [39] indicate also that it is difficult to apply Web services to a mo-
bile environment because most of existing Web services have been developed tar-
geting desktops and wired environments. However, a mobile device will be 
changed into a powerful server, which can provide an independent service. Fur-
thermore, it is difficult to provide Web services on a mobile environment because 
of the intermittent disconnection of wireless network and the frequent change of 
context information. For example, if a Web service provider disappears or changes 
its position, then location information becomes invalid. If clients are not notified 
about these changes and their requests are not adjusted, the whole process is 
brought to a halt. However, if a Web service would be migrated to a relevant de-
vice, a user could receive the required service seamlessly. In this case, the migra-
tion of Web services is an essential technique for providing a user with services on 
a mobile environment [39]. 

In the next paper [40], the authors discuss the integration of QoS-aware search 
and personalization algorithms in order to discover effectual Web Services for the 
case of mobile web users. In recent years, mobile search services have gained a lot 
of interest in the mobile communication markets. A major drawback for mobile 
applications is the fact that mobile devices cannot process complex business logic 
due to their limited capabilities [40]. 

The ability to access and consume web services over mobile devices would al-
low users to expand the capabilities of their device by providing the necessary 
processing power [40, 41]. 

Awareness of non-functional features such as performance, reliability, security, 
and cost would enhance the automated WS selection and composition process. In 
the case of mobile Web Services, the need for qualitative search is extremely cru-
cial since mobile environments bear additional constrains like limited bandwidth, 
unpredictable response time and high probability of packet loss [35, 40].  

And to conclude, the performance and quality of a web service are important 
factors and are expected by parties utilizing the service, as mentioned in [42]. The 
authors propose and deploy in this paper a cost efficiency solution to provide for 
web services in a unique set of situation. They also claim that Web services 
present a simple method for creating interoperable applications directed towards 
the distributed environment. With this paradigm, distributed applications can be 
implemented through the composition of multiple web service components that 
are offered by a variety of vendors residing in various geographical locations. 
Since web services are generally part of an application composition, the preserva-
tion of quality and performance of individual services at some efficient level, are 
essential to limit the possibilities of partial failure and enhance overall application 
responsiveness [42, 43, 44]. 

7   Conclusions 

We have examined in this chapter how IoT, Web 2.0, SOA as well as other  
modern concepts and technologies (like cloud computing) along with composite 
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applications, integrated network services, and newest underlying technologies 
(like servers virtualization in combination with grid, cloud computing and conso-
lidating techniques) can help to create an optimal SDP foundation enabling to ful-
fill the potential as the next “disruptive force” of innovation on eBusiness  
platforms. We have also discussed and modeled here how SDP can provide key 
categories of critically important business services, e.g., basic enablement, per-
formance optimization with application enrichment, to ensure services availability, 
reliability, scalability, security, and predictable performance across diverse  
network/IT environments, and to support optimal alignment of composite applica-
tions with the business process they support [14 ÷ 17, 19, 20, 49, 50]. 

Besides, the analysis and modeling of system performance issues are essential 
tools in the development and engineering processes that can be used at all stages 
of the lifecycle of business services. Simple, approximate models have a high val-
ue in the early stages to uncover major performance problems, which affect the 
design of the architecture before the cost of rectification is too high. The design 
tools support rapid prototyping, allowing users to go through the three important 
stages: predict, design, and comparison. The questions of the development of new 
modeling methods for rapid analysis, and some others, like new performance 
standards, and closer connections between performance analysis and service de-
sign are the most interesting for the future wide deployment of business services 
[18, 27, 51]. 
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Organizational Control Reconfigurations for a
Robust Smart Power Grid

Evangelos Pournaras, Mark Yao, Ron Ambrosio and Martijn Warnier

Abstract. Large-scale cyber-physical infrastructures, such as the Smart Power Grid,
are envisioned as some of the core elements of the future Internet of Things. These
critical infrastructures move more and more beyond centralized management and
control by system operators and administrators. Overloading and failures in the
Smart Power Grid threaten the matching of demand-supply especially when new
emerging technologies are integrated such as micro-generation, renewable energy
resources and electrical vehicles. The integration of these technologies in the Smart
Power Grid make the concept of Internet of Things highly applicable in the energy
domain. The introduction of automated and decentralized protection mechanisms
requires embedded control elements that perform organizational reconfigurations
themselves in a spatially distributed environment. The dynamic input and output
binding between such control elements is an example of an organization reconfig-
uration that is traditionally managed offline during the design phase of a cyber-
physical system. An introduced computational intelligence for the purpose of such
organizational control reconfigurations requires the interoperation with the rest of
the control logic during runtime. This book chapter illustrates a model that makes
this interoperation possible: ALSOS-ICS, the Application-level Self-Organization
Services for Internet-scale Control Systems. Four incremental protection levels for
the robustness of the Smart Power Grid illustrate the requirements of organizational
control reconfigurations and the applicability of ALSOS-ICS in this domain.

1 Introduction

Cyber-physical systems within the Internet of Things are built by physical and soft-
ware elements of embedded control whose organization has traditionally been an
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offline design aspect. Input and output (I/O) of control elements are bound manu-
ally to form the control loops of a control application [27]. This is a design phase
that is usually not automated and occurs before system runtime [9]. However, the
Internet of Things require online and automated organizational control reconfig-
urations as cyber-physical systems scale and their elements become more inter-
connected, distributed and interactive. Reconfigurations become an integral part
of the computational intelligence that control elements should have. In this case,
organizational control means that the feedback control loops formed by the I/O
binding of the control elements are organized within a large-scale networked and
distributed environment of Internet of Things. Network abstraction, fault-tolerance,
latency, limited connectivity and shared resources are some of the challenges that
need to be addressed [24]. Introducing and modeling dynamic reconfigurations of
the organizational control in an Internet-scale control system is challenging. This is
because the physical assets of a cyber-physical system interoperate based on I/O sig-
nals and feedback loops, whereas, distributed software elements are usually event-
based, information-driven and are built by multiple layers of network abstraction.
This modeling gap introduces various integration and interoperation issues that are
identified in literature [15, 24]. Cyber-physical systems without organizational con-
trol reconfigurations cannot support the emergent application requirements of In-
ternet of Things. Therefore, the modeling of organizational control reconfigurations
is relevant and connects both of these related research areas [22]. This book chap-
ter illustrates a modeling approach of organizational control reconfigurations in the
application domain of the Smart Power Grid. This is a critical application domain
for the Internet of Things as a large number of physical and software assets of the
traditional electrical grid become more interconnected, intelligent and self-aware of
socio-technical factors that mandate their design and operation [20].

The protection of the Smart Power Grid from overloading or failures is a criti-
cal requirement that involves various organizational control reconfigurations such as
adjusting the load of a power line, switching the power flow to alternative distribu-
tion lines, turning on backup generators and restoring the system after a black-out.
Traditionally, these reconfigurations are coordinated manually by experienced sys-
tems operators supported by usually centralized data acquisition information sys-
tems [12]. This approach is limited and cannot remain as a long-term solution in the
future Smart Power Grid. The introduction of micro-generation, renewable energy
resources and electrical vehicles are some examples that indicate the future chal-
lenge and complexity of matching demand and supply within a robust and dynamic
Smart Power Grid. Therefore organizational control reconfigurations in an environ-
ment of Internet of Things need to be dynamic, automated and coordinated by the
computational intelligence of control elements able to interoperate for this purpose.

The first contribution of this book chapter is to illustrate how the interoperation
of the organizational control reconfigurations with the rest of the control application
logic, e.g. the protection of the Smart Power Grid, is made possible by modeling the
dynamic I/O binding of control elements as a control system within the Internet of
Things. This means that a number of software embedded control elements, running
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as a control application, dynamically configure the I/O binding of a second control
application that requires this dynamic I/O binding.

The second contribution of this book chapter is the illustration of four incremen-
tal protection levels for the robustness of the Smart Power Grid. These protection
levels are actual application scenarios of organizational control configurations con-
cerning the Internet of Things in the domain of the Smart Power Grid. The applica-
tion scenarios show why control elements need to dynamically bind with each other
on-the-fly and which protection measures these reconfigurations support. Within the
domain of the Smart Power Grid, dynamic I/O binding is not introduced as an al-
ternative protection mechanism such as the ones of [8], but as the means to make
these mechanisms more applicable within dynamic environments of the Internet of
Things.

This book chapter is organized as follows: Section 2 illustrates the model for
organizational control reconfigurations: ALSOS-ICS, the Application-level Self-
Organization Services for Internet-scale Control Systems. Section 3 outlines four
incremental application scenarios for the robustness of the Smart Power Grid that
require dynamic organizational control reconfigurations. Section 4 discusses the ap-
proach of ALSOS-ICS in the application domain of the Smart Power Grid and in
the more general development life-cycle of distributed embedded control systems.
Finally, Section 5 concludes this chapter and outlines future work.

2 Dynamic I/O Binding Reconfigurations

Two control elements are bound if there is at least one output from the first control
element wired to the input of a second control element. A binding reconfiguration
is defined by the rewiring of the input/output of a control element to a different
output/input respectively of the same or of another control element. A dynamic
binding reconfiguration means that this rewiring is automated during system op-
eration (online) with a minimum or absent centralized intervention. Dynamic I/O
binding reconfiguration requires system elements that should be capable to perform
these reconfigurations and should be able to interoperate with the rest of system
control logic. Existing solutions provide an offline [9], external [33] and/or central-
ized [10, 14, 23] configuration of I/O bindings.

Our earlier work [29] introduces a model for application-level reconfiguration of
dynamic I/O binding in Internet-scale control systems that is referred to in this chap-
ter as ALSOS-ICS, the Application-Level Self-Organization Services in Internet-
scale Control Systems. This model introduces a new type of control application that
provides reconfiguration services for dynamic I/O binding to other control applica-
tions. This type of control application is modeled as a control system, built by con-
trol elements that are able to interact with other control elements of the same API
but implemented for a different application scope. This approach allows a higher in-
teroperability and modularity between control applications and a higher flexibility,
integration and applicability of dynamic I/O binding reconfigurations in the domain
of cyber-physical systems and Internet of Things.
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Fig. 1 Positioning of ALSOS-ICS in the context of the Smart Power Grid

ALSOS-ICS is composed of three types of control elements: (i) the I/O discov-
ery sensor, (ii) the I/O decision controller and (iii) the I/O reconfiguration actuator.
These elements are bound to each other and also to elements that compose a dif-
ferent control application. The later application is the one that experiences dynamic
I/O binding capabilities provided by an ALSOS-ICS control application. The I/O
discovery sensor senses for possible I/O bindings and outputs these possible bind-
ings to the I/O decision controller. The possibility of gossip-based discovery sensors
is discussed in our earlier work [29]. The I/O decision controller selects to add or
remove I/O bindings based on the objectives of the control application that ALSOS-
ICS supports. These objectives may be represented as a fitness function or high-level
business rules and policies. The added and removed I/O bindings are the output to
the I/O reconfiguration actuator that modifies the I/O binding of the served control
application.

The coupling of ALSOS-ICS with control applications can be performed at dif-
ferent levels as illustrated in our earlier work [29]: (i) system-level, (ii) node-level
and (iii) element-level. This book chapter shows more specifically the relevance of
these levels in the Smart Power Grid. Figure 1 illustrates an overview of ALSOS-
ICS and its coupling to the Smart Power Grid.

In the system-level coupling, ALSOS-ICS is linked to a Distribution Automa-
tion System (DAS) that may perform various system optimizations such as power
flow optimization [5], secure fault isolation [2] etc. Data acquisition is, to an
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extent, centralized. A node-level deployment of ALSOS-ICS distributes I/O bind-
ing control over the Smart Power Grid at different control points such as power
lines, substations, etc. Because of a higher decentralization in node-level compared
to system-level, the ALSOS-ICS control elements require in this case more complex
interactions that guarantee access to remote information. Finally, coupling ALSOS-
ICS at the element-level introduces dynamic I/O binding control at the very low-end
control elements of the Smart Power Grid. In this case, control elements reconfigure
their I/O binding autonomously and in a fully decentralized fashion.

3 Application Scenarios

The Smart Power Grid may experience various (cascading) system failures or mal-
functions such as overloaded power lines, failures of power lines, physical disasters,
demand-supply imbalances or black-outs. These events require a broad range of
system reconfigurations and stabilizations to guarantee robustness and a continuous
system availability of the Smart Power Grid. Power reconfigurations that prevent
system failures or minimize their impact by isolating them, require a period of time
to be applied, depending on the type of reconfiguration. Time is a critical factor
for the prevention of system failures or the minimization of their impact by, for
example, isolating these failures. System operators cannot always make optimum
decisions especially when multiple transmission lines are affected simultaneously.
Automated and dynamic I/O binding reconfigurations are required to stabilize the
operation of the Smart Power Grid using computational intelligence embedded in
control elements.

This book chapter illustrates four application scenarios that together suggest an
incremental four-level protection approach based on dynamic I/O binding reconfig-
urations. The purpose of these application scenarios is not to introduce a new con-
crete protection mechanism but to underline the importance of dynamic I/O binding
requirements for the robustness of the Smart Power Grid. The four levels of Smart
Power Grid reconfigurations are the following:

1. Dynamic load-balancing of power lines: Power flow may exceed the capacity
of certain power lines when demand increases or neighboring power lines fail.
Rerouting power to alternative parallel power lines requires rapid I/O binding
reconfigurations to prevent cascading failures to a certain extent.

2. Dynamic switching of power flow: Generation, transmission and especially dis-
tribution networks are supported by multiple backup power lines and switches
that provide alternative power flow of the load served by a substation but also be-
tween different substations. System failures and maintenance can be managed by
dynamic and automated I/O binding reconfigurations of power lines and switches
instead of manual actions by system operators.

3. Dynamic allocation of operating reserves: Demand-supply imbalances due to
system failures or a sudden demand peak require system scaling. Operating re-
serves are back-up power generation that can be made available within a var-
ied time span depending on various technical constraints. Dynamic I/O binding
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reconfigurations are required to activate/deactivate operating reserves for a given
system situation.

4. Dynamic restoration after blackout: If a system failure occurs despite the above
mentioned protection actions, the power system is islanded and the restoration
of the system back to its normal operation is challenging. Islands should be inte-
grated again, generators should be activated gradually and this activation should
be coordinated with the rest of the generation available in the system.

This four-level protection approach can be realized by one or more cyber-physical
control applications built by three types of control elements bound in an overlay
network (application graph):

• Load sensor: This control element monitors load information from various physi-
cal assets of the Smart Power Grid. It is bound to protection controllers to provide
them with the necessary information.

• Protection controller: This control element coordinates the stabilizations re-
quired to guarantee the protection and robustness of the Smart Power Grid.

• Stabilization actuator: This control element adjusts the operation of various un-
derlying physical assets that contribute to the stabilization of the Smart Power
Grid.

The power supply required for the overlay network to function is crucial and is
designed to be independent of the state in the underlying infrastructure. This can
be technically achieved by the availability of dedicated small-scale backup genera-
tors or the utilization of batteries [7]. This section shows the dynamic I/O binding
requirements and services that such a control application can meet and consume
respectively by using ALSOS-ICS.

3.1 Dynamic Load-Balancing of Power Lines

This is the first level of dynamic reconfigurations applied for the prevention of cas-
cading and other failures. It concerns the load-balancing of power lines positioned
in parallel within the generation and transmission system. If a heavily loaded line
transmits an excess power load, this excess load can be rerouted to another under-
loaded power line positioned in parallel.

This load rerouting is possible in two ways: (i) Shifting the phase angle between
the voltages in the nodes adjacent to a power line or (ii) altering the line impedance.
The first approach is technically possible via a phase shifting transformer device
mainly used for the load-balancing of power lines [31, 32]. The second approach is
possible via a thyristor controlled series capacitor [13, 26]. This device is mainly
used for minimizing power oscillations. Other more complex devices that combine
these two functionalities with additional features are proposed in literature [1, 19]
resulting in improved stability of power lines.

Figure 2 illustrates the concept of load-balancing between two power lines. When
the power of a line reaches its capacity of 100 units, power balancing is performed
by rerouting 20 units to a line with power flow of 70 units and capacity of 130 units.



Organizational Control Reconfigurations for a Robust Smart Power Grid 195

These 20 units are the result of either the alteration in the voltage phase angle or in
the impedance of the power line. Note that, from an engineering point of view, these
alterations can be performed rapidly. However, the balancing compensation that can
be achieved is related to the technical specification of the lines and therefore this
approach has limitations. These limitations are out of the scope of this book chapter
and are discussed in related work [13, 26, 31, 32].

Fig. 2 Load-balancing of power lines by rerouting load from an overloaded line to an under-
loaded one

Figure 3 illustrates the bound control elements that manage the load-balancing of
transmission lines. Note that the control elements are bound in an overlay network
that manages the information generated by the physical assets of the transmission
lines. The load sensors in every power line output the load information to the pro-
tection controllers of the adjacent nodes. Based on this information, the balancing
controllers perform decision-making about the power rerouting. This decision is ex-
ecuted by a stabilization actuator that controls the phase angle or the impedance
of its controlled power line. More specifically, the information about the rerouted
load is translated by the stabilization actuator to an actual configuration in the phase
shifting transformer or the thyristor controlled series capacitor.

Note that, protection controllers require coordination. This is because a load-
balancing action should not cause an overload to other power lines in the transmis-
sion topology. Therefore, the protection controllers require an on-demand dynamic
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Fig. 3 The overlay network of control elements that balances the load between parallel trans-
mission lines

I/O binding provided by an ALSOS-ICS control application. Both (i) the I/O bind-
ing control application and (ii) the load-balancing control application are realized
by embedded software control elements and therefore interoperation between these
two control applications is possible.

For example, assume a (tree) branch of nodes that after a load-balancing action
is fed with a higher amount of power. Coordination can be performed by discover-
ing generator nodes within this branch that can decrease their energy supply after
load-balancing is performed to compensate. The protection controller of this gener-
ator node and the protection controller of the power line, in which a higher load is
rerouted can dynamically bound by an ALSOS-ICS control application to negotiate
and coordinate these operations. This coordination can be performed on-the-fly and
in an automated fashion without the intervention of systems operators.

3.2 Dynamic Switching of Power Flow

Within (i) a generation and transmission system as well as (ii) a distribution sys-
tem, power is possible to flow in different ways. This is crucial for (i) the protection
of the power grid [11] and (ii) its optimization based on market strategies or eco-
nomic and environmental policies [17, 25]. One way to control the power flow is
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by switching the power flow on or off between different nodes in a topology, e.g. in
the topology of the distribution system. Switching is technically possible by using
relays, switches, circuit breakers or reclosers [11]. Switching provides some form of
redundancy or flexibility as power can be made available via alternative distribution
paths. This provides the option to perform several critical operations [11, 27] such
as (i) system clearance, maintenance, repair or construction, (ii) load-balancing and
(iii) system restoration after blackouts as discussed in Section 3.3.

Figure 4 illustrates a dynamic switching scenario in a distribution system. The
topology consists of nodes that represent loads, such as households, that draw power
from specific feeders that are connected to substations. The control of the distri-
bution system is hierarchical and is managed by nested control areas [11]: (i) A
substation defines its control area, (ii) within which the feeders have their own con-
trol areas, (iii) within which feeder lines may also form their own control area.
Therefore, the distribution system can be controlled at different granularity levels.
For illustration purposes, Figure 4 focuses only on the control areas defined by the
feeders.

Assume that a number of simple closed switches can transfer power between
loads (i) within a control area and (ii) between different control areas. The switches
are configured at ‘on’ or ‘off’ according to a system optimization [11, 17, 25]. This
optimization guarantees that all loads are served and that there are no overloaded
feeder lines. However, as it is mentioned before, failures may happen due to demand
peaks, physical disasters or even cyber-attacks in the power grid. Failures result
in power outage in one or more households and may even cascade and cause new
failures in the distribution system. A coordinated switching of power flow is required
to stabilize the distribution system. Note that an automated control of switches is
possible via pole-top remote terminal units (RTUs) [30].

Control elements undertake this coordination by dynamically binding themselves
to control the switches and, therefore, manage the power flow in a distribution sys-
tem. Load sensors monitor the power flowing in a power line. This information is
output to the protection controller of the feeder control area. If a failure is detected
by this controller based on the input load information, an alternative power flow
needs to be discovered and utilized. Protection controllers are dynamically bound
and communicate to guarantee that switching of power flow does not influence other
parts of the system. Next, the protection controller of the affected control area is dy-
namically bound with stabilization actuators that control switches within the same
control area and in neighboring ones. These switches are turned on for a period of
time to deliver power to the affected households. This binding configuration may
last as long as the failures occurs and during repair/maintenance operations. Manual
actions by system operators are not required as long as the protection controllers are
able to coordinate the switching of the power flow.

Similarly to the previous scenario, the dynamic switching of power flow forms
a control application that is served by an ALSOS-ICS control application. The I/O
discovery sensors of ALSOS-ICS locate the feeder control areas and the switches
that when closed deliver power to the affected nodes. The I/O decision controllers
select the I/O binding reconfigurations required given state information provided by
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Fig. 4 Dynamic switching guarantees the power delivery in the loads of a distribution system
when a failure of power lines occurs. One or more switches can close enabling a load to draw
power from a neighboring control area that is served by a different feeder. Control elements
are dynamically bound with each other to coordinate the dynamic switching of power flow.

the protection controllers. Finally, the I/O reconfiguration actuators of ALSOS-ICS
bind the load sensors, protection controllers and stabilization actuators to handle a
failure occurred in the distribution system.

3.3 Dynamic Allocation of Operating Reserves

The first two protection levels illustrated in Section 3.2 and 3.3 may not be ade-
quate in some cases. For example, there are power lines that do not support the
technology for power balancing or do not have automated switches. Furthermore,
load-balancing has its limits especially when the power demand increases and ad-
ditional power supply is needed in the system. Backup generation is required in the
power infrastructure to match supply and demand without causing cascading fail-
ures by overloaded power lines. This backup generation is the operating reserves of
a power grid.

Traditionally, an operating reserve is a generating power capacity available on-
demand to the system operator within a period of time. An operating reserve is
usually activated to meet power demand in case of system disruptions, such as power
line failures or system maintenance. Although there are various operating reserves
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that match different system requirements, two main types of operating reserve are
used by system operators [4]:

• Spinning reserve: This is additional synchronized generated capacity available
in the system by increasing the power output of the online power generators.
Spinning reserve can also refer to responsive loads as a result of demand-side
energy management [21, 28].

• Non-spinning reserve: This is additional non-synchronized generated capacity
that can be made available to the system by offline power generators within a
longer period of time than spinning reserve. The power exchanged via power
flow gates between different transmission zones is also a form of non-spinning
reserve.

Figure 5 shows a simplified illustration of spinning and non-spinning reserves. This
extra capacity can be made available within 10 minutes approximately for a period
of approximately 30 minutes depending on the type of reserve and the technical
features of the physical assets that enable it [6]. Failures of power lines and cascad-
ing failures can be prevented by choosing the point where the additional power is
injected. For example, if the power lines adjacent in the main power supply of Fig-
ure 5 cannot support the extra power of spinning reserve, an alternative reserve that
is adjacent to lines with higher capacity can be selected. Furthermore, offline power
generators have a varying startup time that is also related to the actual power acti-
vated, referred to as ramp rate [6]. Multiple reserves can be activated and combined
to ensure the robustness of power transmission. Finally note that the traditional spin-
ning reserve is usually more expensive than the non-spinning one and therefore the
cost can also be a selection factor.

Operating reserve is traditionally activated manually by system operators as
agreed offline by market contracts [6]. As Smart Power Grids scale and becomes
more complex and dynamic, failures and their cascading effects cannot be man-
aged by system operators. An online, automated and dynamic allocation of operat-
ing reserves is required. Therefore, this section proposes the dynamic allocation of
operating reserves by software embedded control systems. Figure 6 illustrates the
control elements of a power line that is protected by three operating reserves: (i)
A spinning reserve in the supply node, (ii) a second spinning reserve that acts as a
responsive load enabled by a demand-side energy management mechanism and (iii)
a non-spinning reserve that remains offline under normal system operation. Each
power line and node, including the ones of the non-spinning reserves, have a load
sensor and a protection controller respectively. Furthermore, every node that acts
as an operating reserve has a stabilization actuator that activates and deactivates
the operating reserve. The protection controllers, that are adjacent to an overloaded
power line, check if a first-level reconfiguration is possible and adequate to balance
the load of the affected power line as illustrated in Section 3.1. If the first-level re-
configuration cannot be applied, the protection controllers either activate their local
reserve, if they have one, or coordinate with other remote protection controllers the
allocation of their reserves.
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Fig. 5 A power system with different operating reserves

Dynamic binding is required between the remote protection controllers to coordi-
nate the activation of operating reserves in a cost-effective manner. Furthermore, if
a non-spinning reserve is activated, the load sensor of its adjacent power lines may
need to be dynamically bound with the other adjacent nodes. An ALSOS-ICS appli-
cation can perform this service by inter-operating and configuring the I/Os bindings
in the control application of dynamically allocated operating reserves.

3.4 Dynamic Restoration After Blackout

Despite the aforementioned levels of protection, blackouts may still occur. Black-
outs in the USA have not decreased the last years and occur with higher frequency
during peak times [16]. During a blackout condition, the transmission and distribu-
tion system is clustered in one or more islands that cannot exchange power due to
failed power lines or nodes. These failures may be isolated or cascading. The latter
is the main cause of blackouts in power systems. During a cascading failure, a power
flow is forced to a rerouting that makes other lines and nodes overloaded and fail-
ing. This failing process is recursive. The system restoration after such a condition is
highly complex. A simple and arbitrary restoration of the failed units does not guar-
antee the system restoration back to normal operation. Demand draws the power that
is made available after restoration causing a new failure. Coordination is required
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Fig. 6 The overlay network of control elements that allocate and control operating reserves
for the protection of a power line from an overload

during the restoration process by interconnecting the islands and synchronizing the
power flow that is made available after a blackout. This coordination means that the
I/O binding of the cyber-physical control elements should be adjusted dynamically
during this process. Existing restoration approaches are mainly managed by system
operators that apply manual actions based on their experience [12].

Figure 7 illustrates an example of coordination performed for the restoration of
a system after a blackout. Note that this scenario assumes that there is available re-
served power for the control elements to perform their control tasks. Therefore, the
overlay network of the control elements is energized, connected and manageable
compared to the affected physical infrastructure. A simple cascading failure causes
this blackout. The sequence, in which the events occur, is numbered and illustrated
in order as follows: First, an unexpected failure occurs to one of the generators that
causes (i) a lower power injection in the system and (ii) the unavailability of its ad-
jacent transmission lines (event #1). Because of this failure, two events follow: (i)
The power of the second generator is rerouted to its second power line and (ii) the
spinning reserve of the second generator is activated. The activation occurs because
of the frequency drop that the failure of the first generator causes (event #2). This
increased load makes a second node overloaded and failing (event #3). This cascad-
ing failure clusters the power network in two islands. A blackout has occurred and
the system needs to be restored in a coordinated and timely fashion.
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Fig. 7 A sequence of coordination actions for a blackout restoration

The goal of the restoration strategy is to interconnect the islands that resulted af-
ter the blackout. This can be achieved by reversing the overload in the failing node.
Three actions are applied: (i) Activation of spinning reserve using demand-side en-
ergy management (event #4), (ii) activation of non-spinning reserve by turning on a
backup generator (event #5) and (iii) adjusting the generation in island ‘A’ to restore
the failed node (event #6). After these actions, the islands are again interconnected
(event #7). However, the activated non-spinning reserve cannot run for long and it is
an expensive power source. Therefore, power is imported from a neighboring zone
via a flow gate that interconnects the two zones (event #8). At the same time, the
non-spinning reserve turns off (event #9), the initial power generation is stabilized
(event #10) and demand is fully served again (event #11). These actions complete
the system restoration. Later on, if the failed generator is fixed, new adjustments
can be applied to remove the power dependency from the neighboring transmission
zone.

All these actions should be executed in a certain priority and timely fashion.
Synchronization is crucial. For example, the generator in island ‘A’ should be dy-
namically bound to the back-up generator in island ‘B’ to coordinate and adjust the
allocation of power that will enable the overloaded node to be available again and
interconnect the two islands. If actions are not coordinated, then new failures may
occur that may result in more isolated islands that cannot be energized. For this rea-
son, an islanding situation in the physical layer should not be reflected in the overlay
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network of control elements. The overlay network should remain connected and al-
low the control elements of ALSOS-ICS to inter-communicate between different
islands and therefore support the coordination and restorations actions. Note that, as
mentioned in Section 2, a gossiping protocol implementation for the I/O discovery
sensors is a relevant choice in this case. Gossiping builds and maintains a dynamic
well connected and non-clustered overlay network that remains robust even in case
of catastrophic failures [18].

Note that, dynamic blackout restoration actions are based on dynamic load-
balancing of power lines, switching of power flow and allocation of operating re-
serves. Therefore, more effective mechanisms for blackout prevention support a
more effective blackout restoration in case it occurs.

4 Discussion

The protection of the power grid is a highly challenging and complex problem that
should be decomposed and managed at different levels. This book chapter illus-
trates coordination scenarios within four incremental Smart Power Grid protection
levels. The protection requirements in each scenario are traditionally satisfied by
experienced system operators that apply manual actions assisted by centralized data
acquisition and supervisory systems. However, as micro-generation scales and be-
comes more decentralized, such an approach becomes cost-ineffective. A higher
level of automation is required, which means that control elements managing var-
ious physical assets need to become more interactive and intelligent. Distributed
computational intelligence requires a situational awareness that can be attributed to
a system if and only if its elements have the potential to be dynamically bound with
each other on-demand. Without dynamic I/O binding of control elements, coordina-
tion cannot always be achieved. This is exactly what the four incremental scenarios
for the protection of the Smart Power Grid show. For example, binding an offline
generator to the rest of the control elements when operating reserves are utilized is
required to control and coordinate the injected power flow in the system. Without
such a binding, a protection measure may cause new cascading failures.

The modeling approach of ALSOS-ICS couples dynamic I/O binding capabil-
ities with the rest of the control logic of a cyber-physical system. he Internet of
Things requires reconfigurable physical and software control elements that ALSOS-
ICS can dynamically bind and organize. ALSOS-ICS control elements are able to
interoperate as a control application with the rest of the control elements. This dis-
tinction suggests a split of concerns for system developers, yet, the context remains
within control systems of Internet of Things and their applications. More specifi-
cally, ALSOS-ICS developers, extending the work of application integrators, build
control elements that provide dynamic I/O binding capabilities to another group of
control elements, developed by domain-experts, that embed the main control ap-
plication logic. In the four application scenarios illustrated in Section 3, the main
domain-expert developer has knowledge about the protection of the Smart Power
Grid, and more specifically about the available repair and maintenance mechanisms.
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This developer provides the load-sensors, protection controllers and stabilization ac-
tuators. It assumes a certain level of interaction and communication capabilities that
ALSOS-ICS developers expose via, for example, interfaces. The actual I/O bind-
ing discovery, selection and reconfiguration is handled by the control elements of
ALSOS-ICS developed by network communication experts.

5 Conclusions and Future Work

This chapter illustrates application scenarios of organizational control reconfigura-
tions for the robustness of the Smart Power Grid. Each of these scenarios requires
some degree of coordination between control elements that manage various physical
assets. With the emergence of micro-generation and renewable resources, match-
ing supply and demand becomes challenging with an impact on the robustness of
the power grid. Coordination needs to evolve beyond the control of system oper-
ators, become more automated, decentralized and manageable by control elements
themselves. The coordination and computational intelligence of control elements re-
quires capabilities for dynamic binding reconfigurations in this case. The application
scenarios illustrated and discussed in this book chapter exactly show such required
capabilities for the protection of the Smart Power Grid. Dynamic binding recon-
figurations required for applications of the Internet of Things can be modeled as a
control application using the ALSOS-ICS model summarized in this chapter.
ALSOS-ICS allows a higher interoperation and modularity between control appli-
cations and a higher flexibility, integration and applicability of dynamic binding re-
configurations in the domains of the Internet-scale cyber-physical control systems.

Organizational control reconfigurations are required in other application domains
beyond the Smart Power Grid. ALSOS-ICS is application-independent and there-
fore various domains of Internet of Things, such as transportation systems, air vehi-
cles [34] etc., can make use of it.

Future work includes the actual implementation, testing and evaluation of Inter-
net of Things applications that are based on dynamic I/O binding of their control
elements. iCS [3] is a Java Micro Edition (JME) lightweight runtime environment
for distributed control applications that can be used for exactly this purpose. Fur-
thermore, a critical aspect that needs to be studied in the future Smart Power Grids
is the higher interdependence of the power infrastructure to the communication in-
frastructure.

Acknowledgements. This research is partially funded by NLNet, the NWO project ”RobuS-
mart: Increasing the robustness of Smart Grids through distributed energy generation: a com-
plex network approach” and the Pacific Northwest Smart Grid Demonstration Project.

References

1. Abdel-Moamen, M., Padhy, N.: Optimal power flow incorporating FACTS devices - bib-
liography and survey. 2003 IEEE PES Transmission and Distribution Conference and
Exposition 2, 669–676 (2003)



Organizational Control Reconfigurations for a Robust Smart Power Grid 205

2. Ahmed, M., Soo, W.: Development of customized distribution automation system (DAS)
for secure fault isolation in low voltage distribution system. In: 2008 IEEE Power and
Energy Society General Meeting - Conversion and Delivery of Electrical Energy in the
21st Century, pp. 1–7 (July 2008)

3. Ambrosio, R., Morrow, A., Noecker, N.: e-Business Control Systems. In: Proceedings
of the 2nd International Conference on Computing, Communications, and Control Tech-
nologies, University of Texas, Austin, TX, pp. 91–96. IEEE Computer Society (2004)

4. Ch, F.D.M., Bedoya, D.B., Jannuzzi, G.D.M., Da Silva, L.C.P.: Operating reserves pro-
vided by distributed generation. In: Proceedings of the 3rd IASME/WSEAS International
Conference on Energy & Environment, Stevens Point, Wisconsin, USA, pp. 219–224.
World Scientific and Engineering Academy and Society, WSEAS (2008)

5. Chen, C.-S., Tsai, C.-T., Lin, C.-H., Hsieh, W.-L., Ku, T.-T.: Loading balance of distri-
bution feeders with loop power controllers considering photovoltaic generation. IEEE
Transactions on Power Systems 26(3), 1762–1768 (2011)

6. Chen, J., Thorp, J., Thomas, R., Mount, T.: Locational pricing and scheduling for an in-
tegrated energy-reserve market. In: Proceedings of the 36th Annual Hawaii International
Conference on System Sciences, p. 10 (January 2003)

7. Divya, K., Østergaard, J.: Battery energy storage technology for power systems an
overview. Electric Power Systems Research 79(4), 511–520 (2009)

8. Fang, X., Misra, S., Xue, G., Yang, D.: Smart grid - the new and improved power grid:
A survey. IEEE Communications Surveys Tutorials PP(99), 1–37 (2011)

9. Gensler, T., Zeidler, C.: Rule-Driven Component Composition for Embedded Sys-
tems. In: International Conference on Software Engineering (ICSE): Workshop on
Component-Based Software Engineering (2001)

10. Georgiadis, I., Magee, J., Kramer, J.: Self-organising software architectures for dis-
tributed systems. In: Proceedings of the First Workshop on Self-healing Systems WOSS
2002, p. 33. ACM Press, New York (2002)

11. Greer, R., Allen, W., Schnegg, J., Dulmage, A.: Distribution automation systems with
advanced features. In: 2011 IEEE Rural Electric Power Conference (REPC), pp. C4-1–
C4-15 (April 2011)

12. Greitzer, F.L., Podmore, R., Robinson, M., Ey, P.: Naturalistic decision making for power
system operators. International Journal of Human-Computer Interaction 26(2-3), 278–
291 (2010)

13. Grunbaum, R., Pernot, J.: Thyristor-controlled series compensation: A state of the art
approach for optimization of transmission over power links. In: 1st International Forum
on Innovations in Power Links, pp. 15–20 (March 2001)

14. Guler, M., Clements, S., Kejriwal, N., Wills, L., Heck, B., Vachtsevanos, G.: Rapid Pro-
totyping of Transition Management Code for Reconfigurable Control Systems. In: Pro-
ceedings of the 13th IEEE International Workshop on Rapid System Prototyping (RSP
2002). IEEE Computer Society, Washington (2002)

15. Hammerstrom, D., Oliver, T., Melton, R., Ambrosio, R.: Standardization of a hierarchical
transactive control system. In: Proceedings of the Grid Interop 2009 Conference (2009)

16. Hines, P., Apt, J., Talukdar, S.: Large blackouts in North America: Historical trends and
policy implications. Energy Policy 37(12), 5249–5259 (2009)

17. Jalilzadeh, S., Hosseini, H., Nabaei, V., Govar, G., Zandi, M.: Multipurpose reconfigura-
tion of deregulated distribution networks using BGA. In: IEEE 2nd International Power
and Energy Conference, PECon 2008, pp. 1222–1226 (December 2008)

18. Jelasity, M., Voulgaris, S., Guerraoui, R., Kermarrec, A.-M., van Steen, M.: Gossip-based
peer sampling. ACM Trans. Comput. Syst. 25(3) (August 2007)



206 E. Pournaras et al.

19. Jiang, X.: Operating Modes and their Regulations of Voltage-sourced Converter Based
Facts Controllers. PhD thesis, Faculty of Rensselaer Polytechnic Institute, Rensselaer
Polytechnic Institute (2007)

20. Karnouskos, S.: Cyber-physical systems in the smartgrid. In: 2011 9th IEEE Interna-
tional Conference on Industrial Informatics (INDIN), pp. 20–23 (July 2011)

21. Kirby, B.: Load response fundamentally matches power system reliability requirements.
In: IEEE Power Engineering Society General Meeting, pp. 1–6 (June 2007)

22. Koubaa, A., Andersson, B.: A Vision of Cyber-Physical Internet. In: 8th International
Workshop on Real-Time Networks, RTN 2009 (2009)

23. Kramer, J., Magee, J.: Self-Managed Systems: an Architectural Challenge. In: Future of
Software Engineering (FOSE 2007), pp. 259–268. IEEE (May 2007)

24. Lee, E.: Cyber physical systems: Design challenges. In: 2008 11th IEEE Interna-
tional Symposium on Object Oriented Real-Time Distributed Computing (ISORC),
pp. 363–369 (May 2008)

25. Mamo, X., Mallet, S., Coste, T., Grenard, S.: Distribution automation: The cornerstone
for smart grid development strategy. In: IEEE Power Energy Society General Meeting,
PES 2009, pp. 1–6 (July 2009)

26. Maruf, N.I., Mohsin, A., Shoeb, A., Islam, K., Hossain, M.: Study of Thyristor Con-
trolled Series Capacitor (TCSC) as a Useful Facts Device. International Journal of Engi-
neering Science and Technology 2(9), 4357–4360 (2010)

27. Meier, A.: Electric power systems: a conceptual introduction. Wiley survival guides in
engineering and science. IEEE Press (2006)

28. Pournaras, E., Warnier, M., Brazier, F.M.: Local Agent-based Self-stabilisation in Global
Resource Utilisation. International Journal of Autonomic Computing 1(4), 350–373
(2010)

29. Pournaras, E., Yao, M., Ambrosio, R.: Dynamic composition and reconfiguration of
internet-scale control systems. In: 2011 Proceedings of the 5th IEEE International Con-
ference on Digital Ecosystems and Technologies Conference (DEST), pp. 233–240 (June
2011)

30. Santos, J., Silva, N., Rodrigues, P., Rodrigues, A., Marsh, D., Gomes, F., Pinto, C.M.,
Blanquet, A., Carrapatoso, A.: Electric grid versus data network architectures and stan-
dards Smart Grid as plug & play. In: IET Conference Publications, 2009(CP550),
p. 912 (2009)

31. Van Hertem, D., Verboomen, J., Purchala, K., Belmans, R., Kling, W.: Usefulness of DC
power flow for active power flow analysis with flow controlling devices. In: The 8th IEE
International Conference on AC and DC Power Transmission, ACDC 2006, pp. 58–62
(March 2006)

32. Verboomen, J., Van Hertem, D., Schavemaker, P., Kling, W., Belmans, R.: Phase shifting
transformers: principles and applications. In: International Conference on Future Power
Systems, p. 6 (November 2005)

33. Wang, L., Balasubramanian, S., Norrie, D.H.: Agent-based Intelligent Control System
Design For Real-time Distributed Manufacturing Environments. In: Working Notes of
the Agent Based Manufacturing Workshop, pp. 115–152 (1998)

34. Wills, L., Kannan, S., Sander, S., Guler, M., Heck, B., Prasad, J.V.R., Schrage, D., Vacht-
sevanos, G.: An open platform for reconfigurable control. IEEE Control Systems 21,
49–64 (2001)



Homesick Lévy Walk and Optimal Forwarding
Criterion of Utility-Based Routing under
Sequential Encounters

Akihiro Fujihara and Hiroyoshi Miwa

Abstract. The Internet of Things (IoT) is going to develop integrated and organised
networks of all things and beings in the world enabling autonomous computing and
information communication for the creation of new values in the future. For such
networks by IoT that accept a certain level of communication delay, but that must
realise highly-reliable message forwarding, Delay Tolerant Network (DTN) gives
a possible solution. Recently, DTN has attracted attention as a future network un-
der challenged network environments where communication delay, disruption, and
disconnect frequently occurs. In this chapter, we review some routing protocols for
efficient message forwarding in DTN. We also review some mobility models often
used for simulating motions of mobile nodes to evaluate the performance of DTN. In
this review, we propose our mobility model called Homesick Lévy Walk that mim-
ics human mobility patterns of an universal scale-free property of the frequency of
human contacts. After this, we also propose our utility-based routing protocol which
maximises the expected number of selected relay nodes being likely to encounter a
destination node under sequential encounters with nodes. We evaluate the perfor-
mance of our routing protocol by comparing with some performance measures of
some existing routing protocols under the condition that the Homesick Lévy Walk
is adopted as mobility model. We show that our protocol is comparable to others
in arrival rate of messages under a smaller number of message forwarding. We also
find that the performance of our protocol is stable up to a few hundred mobile nodes
and tends to be scalable with the number of nodes.

1 Introduction

The concept of the Internet of Things (IoT) aims to achieve integrated and organised
networks of all things and beings in the world enabling autonomous computing and
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information communication for the creation of new values in the future. Since many
things and beings are inherently mobile, IoT is inevitably needed to solve problems
regarding reliable wireless communication networks between movable nodes. For
such networks that accept a certain level of communication delay, disruption, and
disconnect, but its communication must be highly reliable, Delay Tolerant Network
(DTN) [1, 2] gives a possible solution to enhance the reliability. These networks
are sometimes called Mobile Ad-hoc NETwork (MANET) or Mobile Opportunis-
tic Network. , where dense mobile nodes form an ad-hoc network, or sparse ones
communicate opportunistically when they meet each other. In recent years, DTN
has attracted attention as one of possible information communication technologies
capable of achieving a great performance in communication speed and reliability
on the challenged environments. DTN can offer prompt and low-cost installation
even in places where infrastructure is still unprepared like rural areas in develop-
ing countries, or has already been collapsed like disaster areas. If this mission of
DTN is successfully accomplished, a possible practical application can be realised,
i.e., a data sharing and gathering system using a vast amount of decentralized au-
tonomous nodes which spontaneously collect environmental information. In disaster
situations, for example, we think that DTN technologies enable prompt gathering of
massive disaster information regarding disaster damage like dangerous areas and
impassable roads that avoid prompt disaster evacuation, and also safety confirma-
tion of victims [3, 4].

In message routing between mobile nodes in DTN, store-carry-forward scheme
is often used to relay messages from source nodes to target nodes. An image of this
scheme is illustrated in Fig. 1. Suppose that a source node A wants to forward a
message (Msg.) generated in node A to a target node C. They can move, but have no
chance to come close (or meet) enough to wirelessly communicate each other. As
shown in Fig. 1, the store-carry-forward scheme works if they have a common node
that they often meet (say, node B). By routing through a relay node B, the message
can successfully forwarded. In this scheme, here, there are two important points
we need to consider to achieve successful message routing: (1) mobility patterns of
mobile nodes that determines which node meets which node in common, and (2)
routing protocol (or message forwarding algorithm) that determines how to transfer
messages efficiently and reliably.

Some mobility models have been proposed to mimic the mobility patterns of
humans, animals, and vehicles for numerical simulations. Usually, mobility patterns
essentially consist of uncertainty and certainty of motions. To express them, some
randomness and regularity are used in mobility models. The randomness generally
comes from distance, direction, and timing of moving nodes. The regularity may
come from some special attraction points for nodes, such as home, workplace, and
so on. Selecting an appropriate mobility model is important to reasonably evaluate
the performance of routing protocols in DTN in practical situations.

On the other hand, many routing protocols in DTN have also been proposed. The
most primitive one is epidemic routing [5] where each node epidemically copies all
possessing messages with all encountered nodes as much as possible. This proto-
col makes use of all possible relay opportunities to achieve the best performance.
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Fig. 1 An image of the store-carry-forward scheme of message routing in DTN. A message
(Msg.) generated in a source node (A) can be transferred to a target node (C) via a relay node
(B) using their mobility patterns.

But, the number of copied messages exponentially grows as they copies messages
and the scalability of the whole network fails. In order to balance between the perfor-
mance and the scalability, controls of message replication and forwarding is impor-
tant. To overcome the difficulty of message flooding, there exists a class of utility-
based routing protocols [6] where an utility value representing how much reachable
to the destination is properly assigned to all nodes and messages are replicated in
some selected nodes whose utility is relatively high.

In our previous studies [7, 8], we proposed our mobility model named Home-
sick Lévy Walk (HLW) model that simply explains human mobility patterns of an
universal scale-free property of the frequency of human serendipitous encounters.
The HLW model has two essential properties: long-distance travelling and home-
sickness. For each time step, the walker determines long-distance travelling away
from home or going back to a hub of activity (home) with a certain fixed probabil-
ity. After this, we also proposed our utility-based routing protocol in DTN named
Optimal Forwarding Criterion Of Utility-based Routing with Sequential Encounters
(OFCOURSE) which maximises the expected number of selected relay nodes being
likely to encounter a destination node under sequential encounters with nodes. In
OFCOURSE routing protocol, we used the expected value of inter-contact times
between mobile nodes as the utility value, and the protocol decides which nodes to
forward a message copy based on a table of forwarding criterion given by optimal
stopping theory . We numerically evaluated the performance of our routing protocol
by comparing four performance measures (message arrival rate, the number of for-
warded messages, average hop counts of delivered messages, and average delay of
delivered messages) with some existing routing protocols under the condition that
the Homesick Lévy Walk is adopted as mobility model. We showed that our proto-
col is comparable to others in arrival rate of messages under a smaller number of
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message forwarding. The main contribution of this chapter is about the scalability
of the OFCOURSE routing protocol. We show that the performance is stable up to
a few hundred mobile nodes, and it tends to be scalable with the number of nodes.

The rest of the chapter is organized as follows. In Section 2, we review some
typical mobility models often used in the studies on routing protocols in DTN. We
also provide the detailed explanation of the Homesick Lévy Walk mobility model.
In Section 3, we also review some well-known routing protocols in DTN. Section
4 describes the algorithm of our routing protocol in details. In Section 5, we show
some results of the performance evaluation by simulating the performance measures
by changing the number of mobile nodes. Finally, we summarize our work and
discuss future directions of our results in Section 6 and 7, respectively.

2 Existing Mobility Models and Homesick Lévy Walk

Here, we briefly introduce typical and well-used mobility models for the context of
the performance evaluation in DTN or MANET [16]. We explain them by focusing
on two important properties: randomness and regularity . After this, we explain the
Homesick Lévy Walk model in details.

2.1 Random Walk

Random Walk (RW) is a most simple walk model that the walker randomly deter-
mines which distance and direction to hop by certain probability distribution func-
tions. Usually, the distance is given by an independently and identically distributed
(IID) random variable whose variance is finite, and the direction is by the uniform
distribution on [0,π). The motion of this walk is uncorrelated, i.e., completely gov-
erned by randomness, but no regularity in the traces. Random walk was sometimes
used for mobility patterns of humans and animals. But, some recent studies have
shown that they tend to often travel longer distances which seem to be given by a
fat-tailed distribution function.

In some close-range wireless communication experiments, such as Bluetooth,
Wi-Fi, and ZigBee, It has been reported that inter-contact time between human
carried mobile devices in a short time period (several days) obeys a truncated power-
law distribution [14]. This statistical property on inter-contact times can be ex-
plained even by random walk [15]. But, this power-law distribution usually becomes
unstable in longer time periods.

2.2 Random Waypoint

Random Waypoint (RWP) is a mobility model that the walker randomly determines
the next destination from one’s territory where one can move by a certain proba-
bility distribution (where the average distance to the next destination diverges in
general) in order to go there straight (or by a shortest path) with a certain velocity.
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Usually, the next destination is determined by a uniform distribution or properly
weighted one covered on the territory. As a modification, the velocity can also be
given by a certain probability distribution function. The motion of this walk is cor-
related in the sense that the walker go straight to the next destination. But, the se-
quence of destination positions is uncorrelated, which is the randomness of this
walk.

The random waypoint model is often used for mobility patterns of vehicles. The
power-law distribution of inter-contact time can also be explained by this model [15].

2.3 Lévy Flight and Lévy Walk

Lévy Flight (LF) is a mobility model that the walker flies to the next destination
given by a power-law distribution function whose variance diverges in general. The
probability distribution function is described as

p(l) ∼ 1/l2+μ , (1)

where l(> 0) is a flight length and 0 < μ ≤ 2 is a scaling parameter. The word
“Flight” means that the walker jumps directly to the next destination. When the
walker gradually move to the next destination with a certain velocity, the model
should be called Lévy “Walk” (LW) model.

When μ ≤ 0, since the average of p(l) diverges, the distribution function p(l)
becomes the same as a uniform distribution, meaning that the motion of Lévy Walk
is equivalent to that of Random Waypoint. When μ > 2, since the variance of p(l)
becomes finite, the motion of Lévy Walk becomes that of Random Walk.

These Lévy Flight and Lévy Walk behaviour is often observed in human and
animal mobility traces obtained by experiments with GSM and GPS [9, 10]. This
fact indicates that moderately long-distance travelling, where the average distance
is finite, but the variance of distance is divergent, is essential to the real human and
animal mobility patterns.

2.4 Homesick Lévy Walk

Homesick Lévy Walk (HLW) is a simple extended model of Lévy Walk that we
proposed to explain the frequency of serendipitous human encounters in daily life.
Here, first, let us introduce the background of our proposal of this model.

Our research group has conducted a wireless communication experiment using
human-carried mobile devices with Bluetooth and Wi-Fi to investigate the statistical
property of contact frequency between humans in long-term periods. Today, many
devices, such as smartphones, mobile PCs, portable game devices, and so on, have
included Bluetooth and Wi-Fi as standard equipment and they are often moving with
their possessors. By this experiment, we can obtain sampled data of the frequency
of human contacts since we can assume that one detection of a device means one
encounter or passing with another person. In total, eleven people participated in the
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Fig. 2 Some typical frequency distributions of human contacts by Bluetooth data of selected
four participants

experiment and go around as usual in daily life with carrying a PDA that scans
and detects nearby Bluetooth and Wi-Fi devices to collect data every 20 seconds on
average. The periods of the experiment varies with people from several months at
minimum to several years at maximum in this case. The collected data consist of
time stamp and MAC address of detected devices. We have analysed the statistical
property of contact frequency using the collected data.

Our analysis has shown that the Complementary Cumulative Distribution Func-
tion (CCDF) of human contact frequencies universally obeys a power-law distribu-
tion [7]. Typical CCDFs are illustrated in Fig. 2. The trend of straight lines on the
double logarithmic plot is a clear sign of the power-law distribution.

F(X ≥ x) ≡ F̄(x) ∼ x−k, (2)

where X is a random variable of human contacts, x is the number of human contacts
for a person, and k is a scaling exponent. The values of the scaling exponent seems
to varies with people between one and two.

As previously mentioned, the statistical property of human mobility traces has
been explained by the Lévy walk model. However, we have found that this model
cannot explain the power-law of contact frequency [7]. The reason for the discrep-
ancy mainly comes from a lack of the hub of activity, i.e., home. This is essential
to express the regularity in human mobility patterns, especially in the long-term
human mobility traces. Therefore, we cannot neglect the effect of periodic return to
home. We called this regularity homesick property. In this context, we have naturally
proposed the Homesick Lévy Walk (HLW) model.
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Fig. 3 A typical trajectory of (a) Random Walk, (b) Random Waypoint, (c) Lévy Walk (LW),
and (d) Homesick Lévy Walk (HLW). Small (red) circles indicate the initial start point. In
HLW, the circle is defined as “home,” i.e., the hub of activity.

Homesick Lévy Walk has two essential properties. The first one is long-distance
travelling . This is defined using Lévy Walk whose flight radius r is governed by a
power-law distribution with exponent 0 < δ ≤ 2, i.e.,

p(r) ∼ 1/rd+δ (3)

where d is the spatial dimension d. In this chapter, we normally consider d = 2.
The second property is homesickness . We defined homesickness as the decision to
return home after the walker reached its destination. In HLW, the walker decides to
return home with a given probability σ , otherwise it continues travelling to the next
destination. For simplicity, we define the position of home as the initial position of
the walker.

Note that when σ = 0, HLW becomes LW because of lack of the homesick prop-
erty. Furthermore, HLW becomes RW when δ > 2 and σ = 0, and also HLW be-
comes RWP when δ ≤ 0 and σ = 0. The difference between their trajectories is
illustrated in Fig. 3.

We performed numerical simulations to see the contact frequency between HLWs
in d = 2. This numerical result is illustrated in Fig. 4. As you can see, the contact
frequency of HLW shows the power-law distribution in Eq. (2), while that of LW
(σ = 0) decays exponentially. Therefore, we have found that HLW and LW give
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Fig. 4 Typical CCDFs for the contact frequency values F̄(x) employing LW(σ = 0) and
HLW(σ > 0) in numerical simulations where the number of HLWs is N = 103, the duration
of simulation time is T = 105[s], the scaling exponent is δ = 0.2, and the homesick probability
σ = 0.0,0.2,0.4,0.6,0.8 (dots) with their least squares fittings (solid line)

completely different statistical property of the contact frequency. Therefore, we can
conclude that the existence of home is important to express human mobility patterns
more accurately.

The Homesick Lévy Walk model can also extended to multiple return sites, for
example, home and workplace. It is also interesting to consider this type of exten-
sions, but one return site is enough to simply explain qualitative behaviour of the
frequency of human contacts.

3 Routing Protocols in Delay Tolerant Networks

Here, we briefly introduce routing protocols in DTN. Since DTN usually allows
communication delay, it is hard for all nodes to accurately understand rapid changes
occurring among the whole network. Therefore, DTN routing protocols is often
given by some heuristic algorithm in general. Many routing protocols have been
proposed (See [6]), but we explain here four typical protocols: Epidemic routing,
Spray and Wait, PRoPHET, and MaxProp.

By paying attention to how the protocols replicate message copies and forward
them to the destination, we can categorise these protocols into two types: epidemic
type and utility-based type. In epidemic type, there is no clear criterion to select
which nodes to transfer messages. In general, epidemic type routing create mes-
sage copies as many as possible and nodes relay them between nodes based on
first come, first forward policy and wait for the chance that one of them happens
to reach the destination. In utility-based type, on the other hand, nodes calculate
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some utility value to distinguish which nodes are likely to often meet, then forward
message copies preferentially to nodes which have high utility values. In general,
the epidemic type is effective if network resources (for example, the buffer sizes of
nodes for memorising forwarded messages) are fully available. On the other hand,
the utility-based type is effective if network resources are lacking or tightly limited
and the loss of forwarded messages by buffer overflow should be avoided.

3.1 Epidemic Routing

Epidemic routing [5] is a routing that a node uses every communication oppor-
tunity to distribute possessing message copies to other encountered nodes if they
don’t possess the copies. Since message copies spread epidemically, therefore, this
routing achieves the fastest message transfer to the destination. However, epidemic
spreading of message copies exponentially increases the number of messages in
the network, which causes network congestion if network resources are lacking or
limited.

3.2 Spray and Wait

Spray and Wait [11] routing is an epidemic type routing modified by limiting the
number of allowable message copies c in order to lower network resource utili-
sation and avoid the network congestion. There are two phases in the Spray and
Wait routing: the spray phase and the wait phase. In the first phase, a node spray
message copies based on the “first come, first forward” policy until the number of
copies reaches the allowable number c. In the second phase, the node waits for one
of sprayed messages happening to directly reach the destination. As can be seen,
Spray and Wait is originally a two-hop routing. But, it is also extended to a multi-
hop version where the number of message copies is saved for forwarded nodes and
the sum of message copies is controlled to become equal to the maximum allowable
number of message copies c in total. An image of the difference between two-hop
and multi-hop versions is illustrated in Fig. 5.

3.3 PRoPHET

The Probabilistic Routing Protocol using History of Encounters and Transitivity,
abbreviated as PRoPHET [12], is a utility-based protocol which utilise a history of
the number of encounters with nodes as the utility function. This utility function
called delivery predictability Pt(i, j), where t is an index of time step and i, j are
node indices, gives likelihood of node i meeting with node j.

Each node i calculates Pt(i, j) for all j �= i when it meets node j using following
equations, i.e.,

Pt+1(i, j) = Pt(i, j)+ α(1−Pt(i, j)), (4)

Pt+1(i,k) = Pt(i,k)+ β (1−Pt(i,k))Pt+1(i, j)Pt( j,k), (5)
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Fig. 5 Difference of forwarding message copies between two-hop and multi-hop versions
when the number of allowable message copies is c = 6. Node s is the source node which has
the original message. Node t is the target node to transfer one of message copies. Nodes r are
relay nodes that message copies are forwarded from Node s. Solid and dotted allows indicate
the message forwarding.

for all nodes labeled by k �= i, j, where 0 ≤ α,β ≤ 1 are constants. Furthermore, for
each time step, the delivery predictability gradually decreases as time passes, i.e.,
the aging effect of Pt(i, j) is described as

Pt+1(i, j) = γPt(i, j), (6)

for all nodes labeled by j �= i, where 0 ≤ γ < 1 is an aging constant. This equa-
tion plays a role of forgetting contact information in the distant past. In PRoPHET,
the parameters are initially given by α = 0.98,β = 0.25,γ = 0.75 in usual cases,
followed by the setting of the original paper [12].

In the PRoPHET routing protocol, node i forwards message copies to encoun-
tered node j if the delivery predictability of node i to destination node l, P(i, l), is
higher than that of node j, P( j, l). This heuristic selection mechanism based on the
delivery predictability can reduce the number of message copies and contribute the
network congestion.

Note that the sum of delivery predictability P(i, j) over other nodes j �= i isn’t al-
ways equal to one because of the aging effect. Therefore, the delivery predictability
is no longer a probability value.

3.4 MaxProp

MaxProp [13] is also a utility-based protocol that estimates delivery likelihood as
the utility value to find efficient relay routes with high arrival rate and low com-
munication delay. When node i and node j meet each other, they update its contact
frequency f (i, j). Furthermore, a graph with n nodes is generated, where n is the
number of nodes in the network, and edges are linked when f (i, j) > 0 and the
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weight of the edge between node i and j is given by 1− f (i, j). Then, the deliv-
ery likelihood is calculated by the sum of weights on a shortest path from i to the
destination node. Nodes select a relay path with the lowest value.

In general, the calculation of the delivery likelihood in MaxProp is harder than
that of the delivery predictability in PRoPHET because MaxProp also calculates a
shortest path. In some cases, however, MaxProp can keep higher performance of
message delivery rate.

4 Optimal Forwarding Criterion for Utility-Based Routing
under Sequential Encounters

In this section, first, we briefly introduce the optimal stopping theory that generally
provides an optimal stopping time where a certain profit can be maximised. After
this, we explain our routing protocol based on the optimal stopping theory. We also
show the performance evaluation of our routing protocol by comparing some perfor-
mance measures with those of existing routing protocols in DTN which explained
in the previous section. Finally, we also mention about the scalability of our proto-
col by showing some numerical results with changing the number of nodes in the
network.

4.1 Optimal Stopping Theory

Optimal stopping theory provides us when to make a decision for maximising the
expected value of a certain profit in a time series of events governed by random
variables with their profit functions. For example, the optimal stopping theory is ap-
plied for decision problems on timing of machine replacement, asset managements,
employments, and financing.

The optimal stopping theory generally assumes the following two conditions.

• a time series of n(< ∞) events governed by random variables: X1,X2, · · · ,Xn,
• a series of profit functions by the n events: y0,y1(x1),y2(x1,x2), · · · ,yn(x1, · · · ,xn)

∈ R.

An agent observes sequentially the series of random variables, X1,X2, · · ·. For each
i step after i events X1 = x1,X2 = x2, · · · ,Xi = xi are observed, the agent makes a
decision whether to stop with gaining the profit yi(x1, · · · ,xi) or not. Since n is finite,
the agent must decide until the final n-th event.

In this case, we can solve this problem by backward induction. Since the agent
must decide to stop at the final n-th event, the expected maximum profit at the
n-the event Vn that we need to consider in this problem can be described by
Vn(x1,x2, · · · ,xn) = yn(x1,x2, · · · ,xn). At the (n−1)-th event, the agent compares the
profit gained if the stopping will be decided, yn−1(x1, · · · ,xn−1), with the expected
value of profit that will be gained if the stopping isn’t decided, E(Vn(x1, · · · ,xn−1,Xn)
|X1 = x1, · · · ,Xn−1 = xn−1). Therefore, the expected maximum profit Vn−1 at the
(n−1)-th event is described as follows.
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Vn−1(x1, · · · ,xn) = max{yn−1(x1, · · · ,xn−1),
E(Vn(x1, · · · ,xn−1,Xn)|X1 = x1, · · · ,Xn−1 = xn−1)}. (7)

For the (i)-th event (1 ≤ i ≤ n−2), the expected maximum profit Vi(x1, · · · ,xi) sat-
isfies the following relation as well.

Vi(x1, · · · ,xi) = max{yi(x1, · · · ,xi),
E(Vi+1(x1, · · · ,xi,Xi+1)|X1 = x1, · · · ,Xi = xi)}. (8)

The equation (8) is called the optimality equation. As can be seen, we can cal-
culate all Vi for 1 ≤ i ≤ n using Eq. (8) recursively, like the dynamic program-
ming. Here, we can define the optimal stopping time as the first time iopt when
the expected maximum profit becomes Viopt (x1, · · · ,xiopt ) = yiopt (x1, · · · ,xiopt ), or
equivalently yiopt (x1, · · · ,xiopt ) ≥ E(Vn(x1, · · · ,xn−1,Xn)|X1 = x1, · · · ,Xn−1 = xn−1).
Therefore,

iopt = min{(1 ≤)i(≤ n) : Vi(x1, · · · ,xi) = yi(x1, · · · ,xi)}, (9)

is the optimal stopping time.
Ano and Tamaki [17] generalised this problem to that of maximising the expected

maximum profit (or probability) when in total m(≥ 2) stopping decisions are allowed
in a time series of n events. First, they considered the following three values.

• V (m)
i : the expected maximum profit at the i-th event under the condition that more

m stopping decisions are allowed.

• U (m)
i : the expected probability at the i-th event if the agent make a stopping deci-

sion and will obtain the best profit of all under the condition that more m stopping
decisions are allowed.

• W (m)
i : the expected probability at the i-th event if the agent doesn’t make a stop-

ping decision and will obtain the best profit of all under the condition that more
m stopping decisions are allowed.

In order to solve this problem, they also derive the optimality equation as follows.

U (m)
i =

i
n

+W (m−1)
i , (10)

W (m)
i =

n

∑
j=i+1

i
( j−1)

V (m)
j , (11)

V (m)
i = max

{
U (m)

i ,W (m)
i

}
, (12)

for i = 1,2, · · · ,n− 1. Using the following initial values W (0)
i = V (0)

i = 0 for i =
1, · · · ,n and V (m)

n = 1 for m = 1, · · · ,n, we can calculate the three values for all n and
m In this case, the optimal stopping time under the condition that more m stopping

decisions are allowed is defined by i = i(m)
opt with first satisfying U (m)

i ≥ W (m)
i , or

equivalently,
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i(m)
opt = min{i : U (m)

i ≥W (m)
i }. (13)

We apply this strategy of the optimal stopping theory to our routing protocols in
DTN by replacing the profit with the probability of encountering a node for making
a decision whether to forward messages.

4.2 Proposed Routing Method

We consider a network with n + 1 nodes. We assume that each node experiences n
encounters with the other nodes in a time series and makes c decisions to forward
message copies based on the optimal stopping theory . Our proposed method is a
utility-based routing whose utility is given by the expected value of inter-contact
times with the other nodes. The core idea of our routing protocol is to utilise the
results by Ano and Tamaki [17] in order to maximise the expected number of c
selected nodes being likely to reliably reach the copies to destination nodes.

Our method can be explained by the following three steps. The first step is to
introduce the calculation of the expected value of inter-contact times for each node
using the history of encounters. The second step is to explain how to create an
optimal forwarding criterion for selecting nodes with a high-ranked utility. The final
step is to show an algorithm to forward message copies based on the utility values
and the optimal forwarding criterion.

Step 1. Calculation of Utility Values

Let Ii, j(t) be the number of encounters between nodes labeled by i and j with inter-
contact time t, and τi, j be the elapsed time from the last encounter with nodes i and
j to the present. By using Ii, j(t) and τi, j , the expected value of inter-contact times is
defined as follows.

Eτi, j [t] =
∑t≥0 tIi, j(t + τi, j)
∑t≥0 Ii, j(t + τi, j)

(14)

Node i calculates Eτi, j [t] as the utility values at every encounter with node j for
1 ≤ j ≤ n, j �= i.

Step 2. Calculation of the Optimal Forwarding Criterion

We consider Pn,r
i,r′ as the probability that the i-th encountered node is at the r′-th

place in the ranking of utility values now and will be finally at the r-th place after
meeting all n nodes, where 1 ≤ i ≤ n and 1 ≤ r′ ≤ r. Assume that, for simplicity, the
chance of encountering a node is equally probable. Then, Pn,r

i,r′ can be calculated by

the complementary event of Pn,r
i,r′ , i.e., P̄n,r

i,r′ .

As shown in Fig. 6, P̄n,r
i,r′ can be interpreted as the sum of the probabilities of

independent events that the first i−1 encountered nodes include l nodes which are
finally within the m−th place for all 0 ≤ l ≤ r′ −1. Therefore, Pn,r

i,r′ is described by
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Fig. 6 An image for the calculation of P̄n,r
i,r′

Pn,r
i,r′ = 1− P̄n,r

i,r′ (15)

= 1−
r′−1

∑
l=0

rCl
(i− l)l((n− r)− (i− l−1))i−l

(n− i+ 1)i
,

for 1 ≤ r′ ≤ r, where (a)i = a(a + 1) · · ·(a +(i−1)).
We consider an optimisation problem of selecting at most k message forwarded

nodes i1, · · · , ik in order to maximize the total sum of Pn,r
i,r′ , i.e.,

max
1≤i1,···,ik≤n

{
Pn,r

i1,r′ + · · ·+ Pn,r
ik,r′

}
. (16)

To solve this problem, we introduce a set of quantities,

(Un,r
i,r′,k,W

n,r
i,k ,V n,r

i,r′,k),

for 1≤ i≤ n, 1≤ r′ < r, 0≤ k ≤ c. Un,r
i,r′,k is the expected value that i−th encountered

node will be within r-th place in the whole n sequence of encountered nodes when
k copies of message are still allowed and a message is forwarded to node i with the
r′-th place now. W n,r

i,k is the expected value that i−th encountered node will be within
r-th place in the whole n sequence of encountered nodes when k copies of message
are still allowed and a message is not forwarded to node i. V n,r

i,r′,k is defined by the

maximum of the above two expected values Un,r
i,r′,k and W n,r

i,k .

By definition, Un,r
i,r′,k and W n,r

i,k are given at i = n as follows.

Un,r
n,r′,k =

{
1 (r′ ≤ r and r′ > 0)
0 (r′ > r or r′ = 0) ,

W n,r
n,k = 0,

By using these as initial values, the original problem can be solved by calculating
the following recursive relations.
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Fig. 7 The order of recursive calculations for evaluating the set (Ui,k,Wi,k,Vi,k). Here, for
simplicity, we abbreviate the original set (Un,r

i,r′,k,W
n,r
i,k ,V n,r

i,r′,k) as (Ui,k,Wi,k,Vi,k).

Table 1 Examples of the criterion

r′ n = 10,r = 4,c = 2 n = 30,r = 6,c = 5
1 Forward if i ≥ 3 Forward if i ≥ 4
2 Forward if i ≥ 5 Forward if i ≥ 8
3 Forward if i ≥ 6 Forward if i ≥ 11
4 Forward if i ≥ 7 Forward if i ≥ 13
5 Do not Forward Forward if i ≥ 16
6 Do not Forward Forward if i ≥ 17

Un,r
i,r′,k = Pn,r

i,r′ +Wn,r
i,k−1 (17)

W n,r
i,k =

1
i+ 1

i+1

∑
l=1

V n,r
i+1,l,k (18)

V n,r
i,r′,k = max{Un,r

i,r′,k,W
n,r
i,k } (19)

In these recursive equations, we can see the decrement of index i+ 1 → i in Eq. (5)
and the increment of k− 1 → k in Eq. (4), therefore these values can be calculated
backwardly with i and forwardly with k, respectively. This recursive image is shown
in Fig. 7.

Remember that Un,r
i,r′,k ≥W n,r

i,k satisfies initially at i = n. Also, Un,r
i,r′,k decreases and

W n,r
i,k increases gradually with solving backwardly with i in general. Therefore, there

exists a point i∗ such that Un,r
i,r′,k ≤ W n,r

i,k for i ≤ i∗. This point indicates the starting
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point to forward messages to node i ≥ i∗ in the optimal strategy because Un,r
i,r′,k ≥

W n,r
i,k means that forwarding to node i is better than not forwarding by definition.

Two examples of the optimal forwarding criterion when n = 10,r = 4,c = 2 and
n = 30,r,c = 5 are shown in Table 1.

We briefly mention the order of calculation to generate the table of the op-
timal forwarding criterion. To do this, we need to calculate all the values of
(Un,r

i,r′,k,W
n,r
i,k ,V n,r

i,r′,k) for 1 ≤ i ≤ n, 1 ≤ r′ ≤ r, 0 ≤ k ≤ c, and 1 ≤ r ≤ n, which is

O(3cn3) values in total because the calculations should be done for all the four
subscripts i,r′,k,r. As shown in Eqs. (4) and (6), it needs one addition or one max-
imization for Un,r

i,r′,k or V n,r
i,r′,k, respectively. As shown in Eq. (5), however, it needs

at most n additions and one division for W n,r
i,k . Therefore, the major bottleneck for

generating the table is to calculate W n,r
i,k , and the order of calculation is consequently

given by O(3cn4). This is a large amount of calculation when n is large, so we have
to control n properly. We also mention that since the above calculations are inde-
pendent of utility values, we can create the table beforehand to reduce load in each
sensor node.

Step 3. Forwarding Algorithm

Here we show an algorithm to select forwarding nodes in consideration of both
the expected value of inter-contact times and the optimal forwarding criterion. The
inputs of our algorithm are n,r,c and Un,r

i,r′,k,W
n,r
i,k for all 1 ≤ i ≤ n, 1 ≤ r′ ≤ r, and

0 ≤ k ≤ c. Un,r
i,r′,k,W

n,r
i,k are calculated beforehand to use in the algorithm. We also use

C as a sorted sequence of utility values in ascending order and vi as a expected value
of inter-contact times with nodes i. A pseudo code of the algorithm is described as
follows.

Require: n,r(≤ n),c: Integers; Un,r
i,r′,k,W

n,r
i,k : Criterion

Ensure: Optimal forwarding
i ← 1
C ← φ
while i ≤ n and k > 0 do

if Encounter with node i then
Recalculate vi

Insert vi to C and sort C in ascending order
r′ ← (Rank order of vi)
if Un,r

i,r′,k ≥W n,r
i,k then

Forward message to node i
k ← k−1

end if
i ← i+ 1

end if
end while
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Note that the number of encountered nodes n can be estimated by calculating the
average frequency of encounters in a certain given time T . Although we take into
consideration the optimization of only single-hop routing in our algorithm, we can
easily extend our method to the multi-hop routing by adding the phase of exchanging
the utility sequence C with other nodes. When node i meets node j and have the
utility sequence of node j, node i forwards a message to node j if the utility value
of node i to the destination node is less than that of node j to the destination node,
which is the simple multi-hop version of OFCOURSE. To avoid message flooding,
in this case, we also take into consideration that the number of message copies is up
to a given value c.

5 Performance Evaluation

In this section, we compare the performance of the multi-hop version of OF-
COURSE to that of other well-known routing protocols in DTN: Epidemic routing,
Spray and Wait routing , PRoPHET, and MaxProp. using some performance mea-
sures. We investigated the changes of these measures by the buffer size of nodes
under the condition that the Homesick Lévy Walk model is adopted as the mobility
model.

5.1 Evaluation Measures

We consider the following four performance measures for the comparison.

• Message arrival rate:
The ratio of the number of message copies that finally arrive at destination nodes
to the total number of generated messages,

• The number of forwarded messages:
The total number of forwarded message copies by nodes,

• Average hop counts:
The averaged hop (forwarding) counts of messages between the source node to
the destination node over the ones which are successfully forwarded to the desti-
nation,

• Average delay:
The averaged elapsed time after the messages are generated over messages which
are successfully forwarded to the destination.

5.2 Simulation Setup

We consider the cases that n = 50,200 nodes on the d = 2 dimensional space with
100× 200 rectangular area. We adopt HLW as the mobility model. The nodes are
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randomly distributed on the area as the initial condition and the initial position of
the node is assumed to be the home of HLW. The parameter δ in Eq. (3) which influ-
ences the distance to the destination is independently given by a fixed value assigned
to each node and is determined by the uniform distribution on the interval [1.5,2).
We consider the case that the return probability to home are σ = 0.0,0.2,0.5,0.8.
The velocity of all mobile nodes is randomly selected from the uniform distribu-
tion on [0,3). The communicable range of nodes where nodes can forward message
copies is fixed with the radius rd = 1.5.

Some additional parameter for the protocols are summarised as follows. In Spray
and Wait routing [11], the maximum allowable number of message copies c = 5. In
PRoPHET, parameters for calculating the delivery predictability are α = 0.98,β =
0.25,γ = 0.75, which is fixed with the same values by the original paper [12]. In
OFCOURSE, the maximum allowable number of message copies c = 5, the rank of
nodes r = min{(c+n)/2,n}, and the time steps of forwarding messages T = 4,000.

The Duration time of simulations is in total 15,000 steps which consist of the
following three phase. The first 10,000 steps is for the learning phase to collect
data regarding the mobility pattern of nodes only for PRoPHET, MaxProp, and OF-
COURSE Routing protocols (There is no learning phase in Epidemic and Spray and
Wait routing protocols). The next 4,000 steps are for message generation and rout-
ing phase where all the nodes generate a message at each 400 steps, and the rest
1,000 steps just for the routing phase.

In the message generation phase, the size of message created by nodes is one
and the message is stored to each buffer of nodes. As the method of buffer man-
agement, we adopted First-In, First-Out (FIFO) meaning that when the buffer is full
and a new message comes, it overwrites the new one on the oldest message in the
buffer. Therefore, a message fails to relay to a destination node if and only if all the
messages copied and distributed to buffers of nodes are overwritten by aging.

5.3 Simulation Results

Numerical results in relations between the buffer size and the arrival rate to desti-
nation nodes for each routing protocol are shown in Fig. 8. In general, the arrival
rates of all the protocols increase with increasing the buffer size. We can see that the
arrival rates of messages gradually degrade as increasing σ . However, the perfor-
mance of OFCOURSE is relatively improved more than the others under stronger
homesickness.

Numerical results in relations between the buffer size and the number of for-
warded messages on ways to destination nodes in the network are shown in Fig. 9.
We can see that although the number of forwarded messages in the OFCOURSE
routing is almost as small as that of the Spray and Wait routing, those of PRoPHET
and MaxProp are comparable in the arrival rates, especially in n = 200. In this sense,
the performance of OFCOURSE is more efficient than that of the other utility-based
routing protocols.
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Fig. 8 Relations between the buffer size and arrival rate where the number of nodes and the
return probability to home are fixed respectively as follows. (a) n = 50, σ = 0 (LW), (b)
n = 200, σ = 0 (LW), (c) n = 50, σ = 0.2 (HLW), (d) n = 200, σ = 0.2 (HLW), (e) n = 50,
σ = 0.5 (HLW), (f) n = 200, σ = 0.5 (HLW), (g) n = 50, σ = 0.5 (HLW), (h) n = 200,
σ = 0.8 (HLW). The markers in the legend are that Epidemic (red and circle), Spray and
Wait (blue and square), PRoPHET (green and triangle), MaxProp (yellow and pentagon), and
OFCOURSE (pink and diamond).
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Fig. 9 Relations between the buffer size and the number of forwarded messages where the
number of nodes and the return probability to home are fixed respectively as follows. (a)
n = 50, σ = 0 (LW), (b) n = 200, σ = 0 (LW), (c) n = 50, σ = 0.2 (HLW), (d) n = 200,
σ = 0.2 (HLW), (e) n = 50, σ = 0.5 (HLW), (f) n = 200, σ = 0.5 (HLW), (g) n = 50,
σ = 0.5 (HLW), (h) n = 200, σ = 0.8 (HLW). The markers in the legend are that Epidemic
(red and circle), Spray and Wait (blue and square), PRoPHET (green and triangle), MaxProp
(yellow and pentagon), and OFCOURSE (pink and diamond).
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Fig. 10 Relations between the buffer size and the average hop counts where the number of
nodes and the return probability to home are fixed respectively as follows. (a) n = 50, σ = 0
(LW), (b) n = 200, σ = 0 (LW), (c) n = 50, σ = 0.2 (HLW), (d) n = 200, σ = 0.2 (HLW),
(e) n = 50, σ = 0.5 (HLW), (f) n = 200, σ = 0.5 (HLW), (g) n = 50, σ = 0.5 (HLW), (h)
n = 200, σ = 0.8 (HLW). The markers in the legend are that Epidemic (red and circle), Spray
and Wait (blue and square), PRoPHET (green and triangle), MaxProp (yellow and pentagon),
and OFCOURSE (pink and diamond).
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Fig. 11 Relations between the buffer size and the average delay time where the number of
nodes and the return probability to home are fixed respectively as follows. (a) n = 50, σ = 0
(LW), (b) n = 200, σ = 0 (LW), (c) n = 50, σ = 0.2 (HLW), (d) n = 200, σ = 0.2 (HLW),
(e) n = 50, σ = 0.5 (HLW), (f) n = 200, σ = 0.5 (HLW), (g) n = 50, σ = 0.5 (HLW), (h)
n = 200, σ = 0.8 (HLW). The markers in the legend are that Epidemic (red and circle), Spray
and Wait (blue and square), PRoPHET (green and triangle), MaxProp (yellow and pentagon),
and OFCOURSE (pink and diamond).
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Numerical results in relations between the buffer size and the average hop counts
until messages arrive at the destination node are shown in Fig. 10. Our routing pro-
tocol always keeps smaller average hop counts than other routing protocols except
the Spray and Wait protocol which is two-hop routing.

Numerical results in relations between the buffer size and the average delay time
until messages arrive at the destination node are shown in Fig. 11. A weak point of
the OFCOURSE routing is the longest delay of all. This result comes from waiting
to make best decisions for which node to forward message copies based on the
optimal forwarding criterion . If T becomes larger, the protocol needs more time to
wait. This indicates that the appropriate parameter selection of T (or identically n)
is essential to ensure the performance in the OFCOURSE routing.

6 Conclusion

In this chapter, we investigated some properties of the OFCOURSE routing proto-
col as an effective store-carry-forward and utility-based routing protocol in DTN
by using the expected value of inter-contact times as its utility value and the op-
timal stopping theory. The optimal forwarding criterion which enables to select at
most c nodes in order to maximize the expected number of selected nodes being
within the r−th place and forward message copies reliably to the destination nodes.
As a realistic mobility model, we adopted Homesick Lévy Walk which explains the
scale-free properties of both travelling distances and the contact frequency observed
in our experimental data. We compared the performance of our protocol with other
well-known epidemic and utility-based type routing protocols. Although the OF-
COURSE protocol has longer delay for relaying message copies to the destination
nodes in general, it also achieve the comparable performance in the message arrival
rate, keeping the better performances in the number of forwarded messages and the
average hop counts compared to the others as increasing the number of nodes n,
which means that the OFCOURSE routing protocol tends to have the good scalabil-
ity as it is.

The Spray and Wait routing protocol may be competitive to the OFCOURSE
protocol. However, the main difference between them is the order of the forward-
ing and wait phases. For the Spray and Wait protocol, forward first, then wait. For
the OFCOURSE protocol, on the other hand, first wait for learning, then forward
based on the optimal forwarding criterion. The performance of the Spray and Wait
protocol depends on the instance of mobility patterns because it is not always true if
some nodes that meet earlier become better relay nodes to destination nodes. In our
protocol, due to the optimal stopping theory, the performance of the arrival rate is
averagely stable for any instance. We think that this is the advantage of our protocol.
This is also true in the multi-hop Spray and Wait protocol.

We hope that the OFCOURSE routing protocol will contributes to the future
network systems in the concept of IoT for achieving integrated and organised infor-
mation communications between all movable things and beings in the world.
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7 Open Issues

It is necessary for future work to consider some better method to determine the
parameters in the OFCOURSE protocol, such as n (or identically T ), r, and c ap-
propriately according to DTN environments. This is because the delay of relaying
message copies might become quite long. Possibility of controlling the delays by
choosing appropriate parameter values in the optimal forwarding criterion should
be investigated in details.
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Hybrid Cloud Architecture for VANET
Simulations

O. Terzo, K. Goga, G. Caragnano, L. Mossucca, D. Brevi,
H.A. Cozzetti, and R. Scopigno

Abstract. The Intelligent Transportation Systems technology is meant to improve
the traveling experience, for instance increasing the safety of transportation and the
effectiveness of traffic management, and enhancing the environmental impact. Cur-
rently, the standardization of VANETs has reached a satisfactory stage but, despite
this, only partial experimental data is available. In fact, on-field experiments are
often too expensive, cannot be exhaustive (i.e., they cannot afford to test all the pos-
sible scenarios and settings), cannot be carried out in fully crowded scenarios (with
many vehicles and communication systems) and will allow only limited compre-
hension (providing only high-level statistics).

Nonetheless, due to the complex phenomena involved in VANET (high mobility,
large number of nodes and harsh environmental conditions), protocols and applica-
tions need to be extensively tested in order to guarantee reliable solutions. For this
reason network simulators still play a vital role for VANETs. In fact, simulations
can support both the protocol design and subsequent evaluation phases providing
results and feedback under a wide range of conditions and at a lower cost than any
experiment.

The objective of this work is to fill this gap through the proposal of a new architec-
ture based on a virtual cloud computing environment for optimal scheduling of batch
simulations in a hybrid cloud environment. This solution will allow improvements to
be made on the performance achieved by the currently available methodologies.

Keywords: Cloud computing, Vehicular Ad-Hoc Networks, Network Simulation,
Hybrid Architecture, Scheduling, IoT, Mobility.

1 Introduction

The Internet shows ever higher levels of heterogeneity (physical/real, digital and
virtual, devices and device models, communication protocols, cognitive capabilities,
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etc.) so different entities in terms of functionality, technology and application fields
are expected to belong to the same communication environment. This is confirmed
by the European Research Cluster on the Internet of Things (IoT), which addresses
the large potential for IoT-based capabilities in Europe who have developed a vision
of Future Internet [1] based on standard communication protocols where different
domains are merged, namely: Internet of Media (IoM), Internet of Services (IoS)
and Internet of People (IoP).

1.1 The Internet of Things and Cloud Computing

The Internet of Things is an information network made of physical and virtual things
(with their own identities and attributes) seamlessly integrated into one in which
communications need to take place both between people and between people and
their environment. Instead, IoS denotes software components that are delivered via
different networks and via Internet; IoM subtends novel approaches to share and
distribute media contents, including scalable video coding and 3D video processing:
media are flexibly managed and dynamically adapted to the network conditions so
as to give rise to innovative applications (such as massive multi-player mobile games
and digital cinema).

This future network of networks is laid out as Public and Private infrastructures
dynamically extended and improved by edge points created by the things that con-
nect one to another. Nowadays there are several types of devices comprising dif-
ferent types of networks that can communicate with several applications over the
Internet. Network devices connect with the Internet through an interface and then
communicate with applications via a backhaul network that is the communications
backbone of Internet infrastructure. Communication will be seen more among ter-
minals and data centers as in the case of Cloud Computing, than among nodes, as in
current networks.

In particular, the IoT is creating a dynamic network of billions of wireless iden-
tifiable things communicating with one another and integrating the developments
of concepts like Pervasive Computing, Ubiquitous Computing and Ambient Intelli-
gence. Meanwhile, the emergence of Cloud computing has created the application
and device management backbone needed to scale to and support billions of con-
nected objects.

It was also introduced and discussed among the scientific community [1] if and
how the Internet of Things could be related to cloud systems at all. The outcome
could be summarized as: the Internet of Things (but also IoM, IoS, etc.) will cer-
tainly have to deal with issues related to elasticity, reliability and data management
etc.; conversely, resources in cloud computing are of a type that can host and/or
process data.

Cloud computing is a model for enabling ubiquitous, convenient, on-demand net-
work access to a shared pool of configurable computing resources (e.g., networks,
servers, storage, applications, and services) that can be rapidly provisioned and
released with minimal management effort or service provider interaction [2]. The
cloud is made up of at least three deployment models:
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Fig. 1 Logical representation of the IoT flexibility model, as taken from [1]

1. Public Cloud. The infrastructure is available to the general public (or to large
industry groups) according to a pay-as-you-go model. The cloud is owned by an
organization selling cloud services. The advantages of public cloud service are
manifolds: it is easy and inexpensive to be setup, because hardware, application
and bandwidth costs are covered by the provider; it offers a scalable (i.e., pro-
gressive) approach to meet needs; resources are not wasted because you pay for
what you use.

2. Private Cloud (also called internal cloud). The cloud infrastructure is operated
exclusively for an organization. It can be a proprietary network or datacenter that
uses cloud computing technologies such as virtualization1. The private cloud can
be managed by the organization or a third party, being either on premises or off
premises. It is designed to offer the same features and benefits of a cloud systems,
but removes a number of objections to the cloud computing model, including
worries about the possible control of corporate data, security threats, and issues
connected to regulatory compliance.

3. Hybrid Cloud model merges two or more cloud models (private or public) that
remain unique entities but are bound together by standardized or proprietary tech-
nology which enables data and application portability.

1.2 Simulation of Ubiquitous Networks Over Cloud: Topicality in
the IoT Paradigm

Nowadays, cooperation among nodes has been demonstrated to enable several func-
tions in very different environments. This is also confirmed by the mushrooming

1 Cloud computing steps forth the idea of virtualization, which was initially circumscribed
to demand paging and supervisor calls. In the last ten years, the use of virtualization in
modern data centers increased on one side and to improve overall productivity by letting
many more users work on it simultaneously. Even more, the cost of electricity power and
the spreading green policies make virtualization more and more attractive.
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paradigm of “Ubiquitous Networking”, which is also addressed by ITU in the frame-
work of Next Generation Networks (NGN) of SG11 [3]. Ubiquitous networking in-
cludes very heterogeneous media and applications spanning from Wireless Sensor
Networks (WSN) to Vehicular ad-hoc Networks (VANETs), from Internet of Things
to Machine-to Machine (M2M) paradigm.

The aforementioned models are very different from one to the other: in fact,
they subtend different technological enabler and roadmaps (as discussed in [4] and
require specific standardization efforts (as for M2M in its new Committee [5]).

Despite these differences, there are also strong commonalities among them: for
instance they involve some spreading of communications so benefiting from exten-
sive access and a cooperative approach: cooperation among cars in VANETs is to
prevent accidents; cooperation among sensors in some WSNs facilitates the collec-
tion of extensive environmental information; accessibility and virtual representation
of information, in IoT, also supports an increased ambient intelligence. Even more,
WSNs, IoT, VANETs and M2M will have to face large numbers of nodes and, con-
sequently, adhere to a self-organizing paradigm able to manage possible scalability
issues. In fact, the self-organizing networks are networks intrinsically able to sup-
port a random number of nodes in any time of operation, with a very dynamic and
reactive approach. The objects represented by IoT, for instance, would encode 50 to
100 trillion objects, and be able to follow the movement of those objects. It has been
claimed that human beings in surveyed urban environments are each surrounded by
1.000 to 5.000 traceable objects [6].

However, ubiquitous networks do not present only commonalities but also in-
terdependencies. For the sake of exemplification, in ubiquitous networks, made of
billions of parallel and simultaneous events, massive parallel IT systems (parallel
computing) will be required to manage the complexity of data available. This need
is expected to push forward the request for new distributed computational models
(such as grid and cloud computing) and for a distributed and secure way to collect,
save and render available a huge amount of data: as a matter of fact, these com-
plex structures also subtend to an interaction which can be assimilated to the IoT
and M2M frameworks. In a different perspective, the study of ubiquitous networks
requires computational approaches which themselves motivate the distributed com-
puting, hence ubiquitous networking.

It is the aim of this chapter to substantiate the previous statement through the
study of a particular case, involving VANETs. VANETs are an incumbent and one
of the most challenging ubiquitous networks: they have been studied, so far, by
means of hundreds of huge simulations, due to their safety-critical purpose (requir-
ing extensively proven results), complex propagation environments, large number
of nodes and events and, last but not least, joint mobility and communication, all of
which make simulations heavier.

Even more, the validation of any new VANET feature or mechanism would re-
quire multiple new simulations. This itself hinders the deployment of new VANET
solutions unless new solutions appeal for a higher scalability of the simulations. This
chapter will show how distributed computing can be beneficial to the scalability of
VANET simulations, providing quantitative and measurable results.
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Fig. 2 An application scenario demonstrating the use of distributed computing for the real-
time monitoring of VANETs and vehicular traffic, following three main logical steps: (1)
Collection of vehicular information, (2) Traffic-routing decisions based on real-time simula-
tions, (3) Distribution of traffic management information through the VANET

Notably, the approach here presented can be extended, in future, beyond the case
of modeling by simulations, so as to also cover a real-time processing. Suppose that
one needs to make decisions for the routing of vehicular traffic and to inject these
policies leveraging the existing VANET protocols. In this case the following logical
steps should be covered:

1. Collection of vehicular information (through a WSN, a VANET or other ubiqui-
tous networks);

2. Traffic-routing decisions based on real-time simulations, necessarily over dis-
tributed resources, for the sake of scalability. This step could include also the
simulation of policy efficacy, considering existing VANET protocols;

3. Distribution of traffic management information through the VANET;
4. Continuous monitoring of the effectiveness of traffic routing and feedback onto

the provisioned policies.

The steps from 1 to 3 are also depicted in the example of Fig. 2.
This scenario makes the mutual connections among different types of collective

intelligences over IoT ever more complex: vehicular traffic may be represented and
monitored according to an IoT paradigm, continuously processed over distributed
intelligence and actuated through the cooperative approach enabled by VANET
communications.

The potentially critical role of cloud computing emerges ever more dramati-
cally in the case of VANETs: in fact, an overall multi-layer VANET simulation
should collect and mutually coordinate the results from different simulation plat-
forms which distinctively address specific phenomena (e.g., propagation, network-
ing, mobility, etc.).

An example would be where results were presented in a novel paradigm for com-
bining different simulators [7]. The approach is based on the IEEE Standard for
Modeling and Simulation (M&S) High Level Architecture (HLA).
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There are also further possible points of contact between VANET and cloud com-
puting: while they are not covered in this chapter, a brief discussion is here presented
for the sake of clarity.

The challenge revolving around these possibilities include cloud architecture be-
ing built by the vehicles themselves, the creation of car clouds, and also the enabling
of new services [8]. For example, a company’s parking lot will embody a sink of
computational resources and/or storage and could be used, as a classic public cloud
infrastructure - given a certain rewarding policy. In this case a novel perspective is
provided, quite converse to the initial statements: cars do not use cloud potential
but could even build a cloud. Interestingly, these scenarios pose new challenges that
should be faced in the future: for example nodes could leave the network (due to mo-
bility) or vary their computational resources made available to the cloud, depending
on the state of the vehicle. As mentioned before, this topic is beyond the scope of
this chapter and it can represent the next generation technology in VANET research.

The remainder of this chapter is structured as follows. First the introduction is
completed by a discussion on the topic of cloud computing in the general framework
of IoT. Section 2 is devoted to the introduction of the topic of VANET in general
and, then, of VANET simulations, primarily focusing on the aspects connected to
scalability. Section 3 describes cloud computing and, in more detail, the so-called
elasticity model. Section 4 puts things together and shows a practical case in which a
hybrid cloud architecture is leveraged to carry out several heavy VANET simulation
tasks. The aim of the proposed solution is to show the most effective distribution of
the designated tasks, thus Section 5 is meant to present the performance evaluation
and lastly, conclusions are drawn in Section 6.

2 VANET Networks: Characteristics and Scalability Issues

A Vehicular Ad-hoc Network is composed of vehicles exchanging data on a wireless
channel, internationally set in the 5.9 GHz range [9]. Due to the wireless connection
and mobility, VANETs rely on temporary links that carry the communications be-
tween nodes. In a simplified taxonomy VANET communications can be classified
into V2V (Vehicle to Vehicle) and V2I (Vehicle to Infrastructure, that is a network
of fixed VANET nodes) although other classes have been recently proposed.

Currently, the infrastructure is forecast by the standards, but is not yet manda-
tory in VANETs: this is to prevent the need for an additional prohibitive cost as a
prerequisite for the deployment of VANET. On the other hand, this means that the
network must be able to work in a completely distributed manner and without a
centralized coordinator: the main effect is on the medium access control protocol
(or MAC the protocol coordinating transmissions in the wireless medium), which
must be able to work in absence of any central coordinator, that is, in a decentralized
(fully distributed) way.

As already said, the main purpose of VANETs is the enforcement of safety;
however, to encourage the deployment, also non-safety, possibly commercially dis-
tributed, services are planned (e.g., for traffic improvement and drivers comfort).
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Given the primary safety purpose, the reliability and security of data exchange in-
side VANETs must be carefully addressed.

Even more, the standardized solutions by IEEE (IEEE 802.llp [10]) and ETSI
(ETSI EN302571 [11]) are based on the well-known IEEE 802.11 (WiFi) standard.
In fact, IEEE 802.11 includes the most common decentralized MAC protocol, which
is based on the CSMA/CA algorithm: each station senses the medium before trans-
mitting (Carrier Sensing) and prevents simultaneous transmission through a statisti-
cal waiting time (Collision Avoidance).

CSMA/CA is simple and well-known, however the Scientific Community has
some major concerns about its flexibility capabilities to support timely and reliable
delivery of real-time messages, as required by safety oriented applications, espe-
cially under congestion and in presence of obstructions (hence hidden terminals).

This constitutes a major threat to the extent that two counteractions are be-
ing studied: the Specialist Task Force STF395 of ETSI has investigated both (i)
congestion-control algorithms [12] and (ii) distributed, connection/oriented, syn-
chronous slotted protocols [13, 14]. Among the slotted protocols MS-Aloha [15, 16]
has been demonstrated, through simulations, to potentially improve communica-
tions both under congestion and with hidden terminals.

Overall, VANETs, despite being standardized, still require studies to overcome
their current limitations. Despite the availability of IEEE 802.11p transceivers, these
analyses are carried out primarily by simulations: on-field experiments are often too
expensive, cannot be exhaustive (i.e., they cannot afford to test all the possible sce-
narios and settings), cannot be carried out in fully crowded scenarios (with many
vehicles and communication systems) and allow only a limited comprehension (pro-
viding only high-level statistics).

Simulations will serve not only the purpose of improving protocols, but also the
validation and consecutive introduction of new services based on VANET commu-
nications. For example, some new paradigms are being discussed, such as the V2G
(Vehicle to Grid) for joint management of the green routing of cars, of the charging
state of the vehicles and the availability of charge on the energy-grid. Similarly, V2C
(Vehicle to Cloud), could be the solution for traffic management, as preliminary dis-
cussed in Section 1.2. With V2C, information related to the traffic, to the pollution,
etc., could be collected and elaborated in real time in order to give feedback to the
drivers, with the VANET becoming an extension of the Internet of Things, con-
nected to a cloud. These scenarios will, of course, require a preliminary validation
by simulations, too.

Having said that however, VANET simulations still play a vital role. In the fol-
lowing subsection the issues connected to them are now introduced.

2.1 Scalability of Simulations

The increasing attention of the scientific community in regards to VANETs has
encouraged researchers to study and develop more and more accurate and realis-
tic simulation tools. There is a lot of software used in VANET research [17, 18].
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Fig. 3 A well known VANET scenario: safety enforcement through wireless communications
between cars approaching a crossroad

Network simulation has been demonstrated to lead to results which are close to
what is found in practice [19]: this is a notable result achieved through a long lasting
process of simulator improvement. Over the last few years more and more features
have been added, especially to the open-source simulators thanks to the contribu-
tions from a large scientific community: attenuation and obstruction models, fading
description, and more detailed analyses of the phenomena inside the receiver, for
instance, have increased the realism of simulations.

Such richness in detail involves heavy computational loads: thus, the lack of sup-
port for multiprocessing by network simulators may become a critical weakness. For
example both softwares NS-2 [20] and NS-3 [21] (the well-known and most used
network simulator for vehicular networks) are monolithic programs which cannot
exploit the presence of a multicore to speed up the simulations. An exhaustive sur-
vey and comparative study of these tools can be found in [22].

The lack of parallelism in network simulators could become even more critical in
the future. Firstly, concerning the number of vehicles, todays simulations consider
hundreds of nodes but, for real complex urban scenarios, thousands of nodes should
be supported. Even further, considering mobility, node positioning should change
over time and possibly, also change depending on protocol exchanges (VANET-
driven rerouting of vehicular traffic).

Another aspect that heavily affects the simulations is the wireless channel model.
Usually the wireless channel is modeled by simple fading models (i.e., Nakagami)
and often the scenario is approximated as free space within an urban environment,
as well. A more realistic simulation should involve ray tracing techniques to include
the effects of obstructions and scatterers from the real world. Radio Frequency (RF)
simulations are very heavy and scarcely computationally scalable. The authors have
proposed a method [23] to summarize results from ray tracing simulations so as to
integrate them within NS-2: the method, called RADII 2, subtends the computation
of all possible paths and the resulting received power between each couple of points
on a map.

2 RADII: RAy-tracing Data Interpolation and Interfacing.
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The process is useful to minimize the load of the simulation but with the draw-
back of adding an approximation in the calculus and involving some manual steps
(not automatically computed). As a result, if computational loads were not a prob-
lem, the direct ray-tracing simulations could be preferred to the models created by
RADII. Furthermore, the richness of wireless models could be further increased to
include the characterization of antenna behavior (i.e., the actual antenna radiation
pattern) and Multiple Input Multiple Output (MIMO) techniques.

Simulations could be made more realistic by also taking into account the other
vehicles surrounding each transmitter and receiver. Typically, simulators manage
vehicle as entities without dimensions which do not influence signal propagation.
In its current state of art, some early experimental works addressed this problem
but the impact of this aspect has been largely neglected in simulations although it is
expected to be relevant and computationally heavy [24].

In the near future, simulations should take in account further additional informa-
tion. For instance, upper layer protocols (e.g., CAM messages [25] regarding the
status of the car) could be managed. This intelligence, in principle, will allow an
evaluation regarding safety effectiveness in specific scenarios, giving a complete,
top-down characterization. This will increase the computational load too.

Overall parallel computing appears very critical for the sustainability of future
network simulations. It will require implementation of new network simulators, so
as to enable parallel computing itself.

However, parallel processing can be leveraged also by monolithic programs. This
is the case when several simulations need to be carried out in order to understand
how a certain parameter (e.g., transmitted power, priority of messages, number of
nodes) affects the quality of transmissions. In this case the simulations could poten-
tially benefit from spreading over a network of computational resources throughout
the cloud. This however requires a deeper understanding of the parameters which
may affect the complexity of VANET simulations and allow the best allocation of
cloud resources to each simulation.

3 Cloud Computing: Elasticity Model

Cloud Computing fortifies some concepts on how to build highly scalable Internet
architectures and presents new aspects that revolutionize the way in which applica-
tions are deployed. The cloud has introduced changes in several processes, practices,
philosophies and fed up service-oriented architectural principles that industry ex-
perts have deemed important [26]. Traditional (non cloud-ready) applications were
built adhering to models and philosophies which cloud has surpassed, as briefly
discussed previously.

3.1 Design of Scalable Cloud Architectures

A Hybrid Cloud infrastructure is designed to provide conceptually infinite scalabil-
ity [27]. However, it is not possible to leverage all that scalability available in the
infrastructure if the architecture is not scalable.
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So, when designing a cloud architecture, a critical analysis must address the iden-
tification of the monolithic components and the bottlenecks within: this is to be
aware of the areas where it is possible to exploit the on-demand provisioning capa-
bilities; the main application can be better adapted to a scalable paradigm, so as to
best benefit from the cloud.

There are different characteristics of an efficient scalable application:

• increasing resources result in a proportional improvement in performance;
• heterogeneity;
• efficiently;
• resilience;
• the more it grows, the more cost effective it should become (per-unit cost reduces

as the number of units increases).

These aspects should become an implicit part of a cloud application and IT special-
ists should keep it in mind when design new architecture: architecture and infras-
tructure will be mutually synergic and lead to the expected scalability.

3.2 Elasticity and Scalability

Fig. 4 shows different approaches which a cloud architect can consider when deliv-
ering a solution which matches the scalability demanded by the application.

The first approach is called scale-up and it is not concerned by scalable applica-
tion architecture; it is possible to invest heavily in larger and more powerful com-
puters (vertical scaling) to accommodate the demand. This approach usually works
but up to a point: it could either cost a fortune (Large capital expenditure in the dia-
gram) or the demand could exceed the capacity before the new big iron is deployed
(see “insufficient hardware” in Figure 4).

Instead the traditional scale-out approach creates an architecture that scales hor-
izontally so that the investments in the infrastructure are in small chunks. Most
large-scale applications follow this approach: they distribute the components (of the
application), federate their datasets and employ a service-oriented design. This ap-
proach is often more effective than a scale-up approach. However, this still involves
predicting the demand at regular intervals and subsequently deploying an infrastruc-
ture in chunks to meet the demand. This often leads to excess capacity and constant
manual monitoring.

A non-cloud infrastructure generally needs to predict the amount of computing
resources your application will use over a period of several years. If you underesti-
mate, your applications will not have the horsepower to handle unexpected traffic,
potentially resulting in customer dissatisfaction. If you over-estimate, you will waste
money with superfluous resources. The on-demand and elastic nature of the cloud
approach (automated elasticity), however, enables the infrastructure to be closely
aligned (as it expands and contracts) with the actual demand, thereby increasing the
overall utilization and reducing cost.
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Fig. 4 Elasticity and scalability in cloud

Elasticity is one of the fundamental properties of the cloud: it allows to scaling of
computing resources up and down easily and with minimal friction. It is important
to understand that elasticity will ultimately drive most of the benefits of the cloud.

4 VANET Simulations Over Cloud

This section presents the practical case of VANET simulations over a hybrid cloud
infrastructure.

For the sake of clarity, before implementing the cloud infrastructure, tests were
made in a traditional system. The objective of such tests is to learn how to estimate
the execution time of simulations and system performance when working in a non-
cloud (Section 4.2). The tests will drive the sizing of the cloud infrastructure whose
technical characteristics are presented in the following paragraphs (Section 4.3–4.4).

This section also presents in 4.5 the scheduling core which makes it possible to
properly distribute simulation tasks on a hybrid cloud platform.

4.1 Learning Phase

The first key step, called learning phase, is meant to enrich the “knowledge” of the
computational resources required by each simulation, depending on its main settings.
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Notably, learning phase is carried out only once, at the beginning, when the whole
architecture is implemented. Afterwards, when the service is active, the system will
auto-learn by each task, updating the estimation of simulations. This phase is es-
sential for the optimization of the overall simulation process. In fact, the scheduling
core of the architecture leverages the information to distribute simultaneous works
among several hardwares.

The learning phase involves a preliminary definition of the main metrics address-
ing the computational load. Based on the authors’ experience, the following three
simulation metrics (SM) have been considered:

1. amount of allocated memory (RAM);
2. simulation time;
3. size of the output file.

Different combinations of these parameters are expected to produce a different im-
pact on the overall computational load. In order to derive a precise analysis of the
used resources, a simulation set is tested and each of them is performed sequentially
(without any other process in parallel) over a single machine (worker node).

In all the simulated VANET scenarios, the number of vehicles is fixed through-
out the simulation, their mobility patterns are a priori known, all the mobile nodes
generate packets at a same rate and the transmitted power is the same across the
network. Consequently, the following high-level parameters have been considered
to assess the SMs:

1. number of vehicles;
2. simulated (elapsed) time (sec);
3. application rate - packet/sec (Hz);
4. transmitted power (dBm).

A large set of simulations (more than 100) have been carried out to accomplish the
learning phase. The following settings have been adopted:

• number of vehicles [50, 100, 250, 500, 750, 1000];
• simulation time [40, 100] sec;
• application rate [5, 10, 15] Hz;
• transmitted power [7, 10] dBm.

Through this, it can be supposed to achieve a satisfactory initial knowledge about
the computational demand subtended by simulations of vehicular networks. The
outputs of the simulations have been measured by the SMs. These raw results have
been rounded up into discrete values to facilitate the measurement and the schedul-
ing operations; conversely, the approximation is considered negligible with respect
to the implicit statistical variations in the measurements, and negligible also with
respect of other hardly measurable dependencies (on the operating system, on the
used hardware, etc).

The values resulting from the learning phase constitute a worst-case starting point
which is refined while the following jobs will run. Table 1 shows the resulting raw
values: they facilitate the assignment of appropriate weights to simulations for the
task composition.
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Table 1 Some simulation results of the learning-step

Sim #Vehicles Simulation Tx Pkt Elapsed RAM Output
Time [sec.] Power [dBm] rate [Hz] time [hh:mm:ss] [Mbyte] size [Mbyte]

Sim 1 1000 100 10 15 03:39:20 409.9 24400
Sim 2 1000 100 10 10 03:27:53 386.2 23900
Sim 3 1000 40 7 10 03:40:53 181.8 23990
Sim 4 1000 40 7 5 02:06:37 179.8 12364
Sim 5 750 100 10 15 03:39:07 150.1 23900
Sim 6 750 100 10 10 03:38:13 147.4 23307
Sim 7 750 40 7 10 01:57:09 141.8 14785
Sim 8 750 40 7 5 01:07:46 135.5 7400

4.2 Proposed Architecture

This subsection is meant to present and substantiate the decisions made in designing
the hybrid cloud architecture which was adopted for VANET simulations. Concepts
like “elasticity” and “virtual environment” have already been introduced: they have
emerged, respectively, due to dynamic nature of cloud and to move a scientific-class
application from a fixed physical environment to a virtualized cloud environment.
Even more, the concept of hybrid architecture [2] on a cloud computing environment
can be recalled: in the authors’ experience, resulted as being particularly beneficial
in improving simulation performance.

Indeed, to perform many VANET simulations, a large amount of computing
power is required, but if you have to build a large scale system it may be too ex-
pensive: one should invest in hardware (server, routers, power supply, racks), power
management, cooling and personnel costs.

Cloud computing renders IT infrastructures easier to manage, and, at the same
time, provides high performance, massive scalability and reliability. However, a pure
private cloud environment cannot always provide all the resources required by an
application without considering an unpredictable growth. As an application grows
in popularity and complexity, the available resources of the private cloud may no
longer be sufficient and as a result, many organizations consider a hybrid cloud
solution which allows strategic access to both the private and public cloud resource
pools. A hybrid cloud architecture opens the application to the infinite resources of
the public cloud.

A hybrid architecture fits well to the needs of researchers addressing the prob-
lem of performing simulations or very intensive tests for a short period of time,
without needing to buy additional hardware. Not making such an investment would
mean having to avoid hardware that might be unused most of the time. For this
study, a cross-platform architecture was used: it consists of interconnected Vir-
tual Machines. The system is developed according to a hybrid cloud computing
model [2]. According to the NIST definition, a hybrid cloud is a combination of
a public and private cloud that interoperates. In this model users typically out-
source non-business-critical information and processing to the public cloud, while
keeping business-critical services and data in their control. In this work the hybrid



246 O. Terzo et al.

architecture comprises two systems: the first consists of VMs belonging to a private
cloud platform, the second is a set of VMs available from a public cloud platform
(for our experiments we used Amazon EC2). Both private and public cloud are fully
integrated and managed as a whole environment able to perform a large number of
simulations in parallel.

In regards to the simulation platform, a network simulator tool NS-2 has been
chosen as it is widely accepted within the scientific community. However – this is
very important – any other network simulator cold be used.

4.3 Overview of the Cloud Infrastructure

Cloud Computing has gained a lot of popularity in recent years. Cloud customers
outsource their computation and storage to public providers and pay for their service
on demand. Cloud providers offer a highly reliable and scalable infrastructure for
deploying web-scale solutions, with minimal support and administrator costs, and
made flexibility.

For this study’s hybrid architecture, authors adopted a cloud computing service
hosted in Amazon Elastic Compute Cloud (EC2). Amazon EC2 is an IaaS (Infras-
tructure as a Service)[2] and it is part of Amazon’s cloud computing platform, Ama-
zon Web Services (AWS). EC2 was chosen because it is currently a feature-rich,
stable and commercial public cloud. It also offers a web service through which
users can boot an Amazon Machine Image (AMI)[28] to create an “instance” (vir-
tual machine) and rent virtual machines. Amazon EC2 is based on the XEN para
virtualization technology [29] and it is possible, as well, to size instances based on
EC2 Compute Unit (ECU) [30].

Amazon adopts virtualization technology that allows you the possibility of a flex-
ible configuration with the characteristics of a resource instance. Therefore, the fea-
tures of the virtual machine (such as the number of CPU cores, the processing power
per core, memory, performance I / O, etc.) are fully user-configurable parameters
and a server can be chosen from a series of configurations. Even the operating sys-
tem and the software that runs on the virtual server can be completely customized
by the user (restrictions may apply to the OS kernel). One of the most interesting
feature is that user can create an image of the software configuration that can be
used on multiple servers.

Amazon offers pay-per-use services, so that resources are paid based on: the pro-
cessing capacity of each instance, the size of storage requests (GB) and network
traffic generated [30]. Concerning the addressing, elastic IP addresses are used: they
are static IP (IPv4) designed for dynamic cloud computing; they belong to the ac-
count and not to a virtual machine instance and exist until it is explicitly released by
the user [30].

For the sake of completeness, there are several providers that offer almost the
same services as Amazon EC2. Amazon EC2 was used for this study because it
offers the best price/value ratio [31], in the authors’ perception. Currently, com-
pared to other platforms (e.g. GoGrid) Amazon EC2 has a lower time of resource
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allocation and release that affects the costs and generally the Amazon EC2 instances
have better performance compared with similar systems, for the sequential opera-
tions (typical to scientific computing) [31].

4.4 Public Cloud Platform with Amazon EC2

A hybrid cloud necessarily needs to connect two different facilities: a private and a
public cloud. The hybrid cloud architecture (see Fig. 5) consists of a master node
and three worker nodes on the private cloud and one worker node on the public
cloud (Amazon EC2). Nodes are virtual machines with a linux operating system
and all the required services. The private cloud virtual machines (guests) reside on
two different hosts (connected to a 100 Mbps Ethernet network). Virtual machines
use bridged networking, so that virtual interfaces are used to connect to the external
network through the physical interface, appearing as regular hosts to the network.

Fig. 5 Hybrid cloud architecture for VANETs

Hardware configuration of nodes is very similar for processors, and disks but
different in the amount of memory (RAM) allocated. In a private cloud, nodes are
fully virtualized [29] and use two virtualization solutions:

• XEN - The Xen virtualization platform is an open source software and it is one of
the few hypervisors that supports both para virtualization and full virtualization.
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Xen Hypervisor is the direct interface between guest virtual machines and the
hosts hardware, and receives all requests for CPU, I/O and disk usage. Due to
the separation between the OS and hardware, the hypervisor can run multiple
operating systems safely and concurrently.

• KVM - Kernel-based Virtual Machine is a full virtualization solution for Linux
on x86 hardware containing virtualization extensions (Intel VT or AMD-V). It
consists of a loadable kernel module, kvm.ko, that provides the core virtualiza-
tion infrastructure and a processor specific module, kvm-intel.ko or kvm-amd.ko.

In addition, master node hosts a database that contains all the information about
simulation weights, machines configuration and virtual machines states. At each
simulation file, a weight is assigned according to the required RAM memory, read
from simulation weight table; the table on machine characteristics is updated with
the data about the free memory (RAM), processor speed (CPU) and available disk
space of each virtual machine. Further, the table on virtual machines state stores
information about availability of VMs.

The Task Scheduler resides on the master node, which is an application developed
in java language, building tasks (one or more simulation files to be executed) based
on the free memory of the worker nodes and sends them to the available VMs.
In each worker node an agent and a system monitor runs. Periodically, the agent
detects whether there are tasks to be performed and executes them. The agent also
sends information about the status of the worker nodes (active, inactive) and about
the system load (e.g. free memory) to the database.

4.5 Scheduling Algorithms

When the cloud platform is fully operational, each worker node is ready to run
its simulations. The user prepares a set of simulations that must be performed and
transfers them to the master node. The simulations are described and detailed in
OTcl language scripts. The process starts when the master node receives a subset of
simulation (Object Tcl files) to be executed. A Task consist of a set of n simulations
that the master node has to distribute among the worker nodes in order to perform
them in parallel. To prevent resources’ overload, worker nodes compute a task at
a time. According to the initial analysis, it is possible to detect the weight of each
simulation file in terms of used resources. In fact, a relation is inferred between the
simulation files and the allocated memory (RAM) ( see Section 4.1).

Through a scheduling algorithm, a master node builds a task tailored to the avail-
able memory (RAM). In this way, each node executes a task that allocates only the
RAM required to run the whole process. Scheduling is performed by a task sched-
uler which is a software module installed on the master node: it can be considered
the core of the cloud infrastructure. The scheduler continuously reads information
from the database to check the availability of the nodes and the queue of simulation
files waiting for processing.

The scheduler builds tasks through three steps: detecting available nodes, acquir-
ing memory info and selecting simulation files. In the first step, the master node
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queries the database to know how many and which worker nodes are in available
state. When a worker node changes state from available to running, it will receive a
task to execute. Instead, when a worker node changes from running to available, it
has completed the execution of the task and can accept a new one.

During the second step, task scheduler queries database to obtain the exact value
of free memory of each worker node.

In step three, after compiling a list of available worker nodes, the scheduler se-
lects a subset of simulations from the queue and collects them in a single new task.
Finally, a task is delivered to each worker node.

The task builder is an algorithm that assembles a set of simuations (OTcl files)
according to the criterion described below. First of all, OTcl queue file is identified;
then the relevant OTcl files are selected so that the sum of the weights (memory
allocated by a simulation) does not exceed 90% of the total available memory on the
worker node. As an additional rule of thumb, the maximum number of simulation
files to be executed in parallel should not be greater than 4, so as to prevent the
CPU overloading. The task created is sent to the respective worker node and then
the agent runs all the simulation files in parallel.

When the processing is concluded, the agent reports to the database that the
worker node is ready to accept new tasks. The algorithm will continue from the
beginning until the queue of files is emptied.

5 Performance Analysis

The first practical result were obtained during the learning phase (simulation time,
size of the output file and amount of allocated memory (RAM)) and were used also
for the initial design of the cloud platform. In particular, the weight of each simula-
tion mainly depends on the memory (RAM) required by the simulation. The weight
of each simulation is used by the task scheduler to create the appropriate tasks and
spread them among worker nodes. Size of the output files were used in order to
create virtual machines with hard disks of the appropriate size. The simulation time
obtained during the learning phase was compared with simulation time on the hybrid
cloud platform in order to amend the values.

The hybrid cloud platform is composed of five virtual machines, four of them
reside on the private cloud and one on the public cloud (Amazon EC2). The charac-
teristics of the virtual machines are shown in Table 2.

The Amazon EC2 instance is an EBS [32] Standard Large Instance (m1.large)
with the following characteristics [30]:

• 7,5 GB of memory;
• 4 EC2 Compute Units3 (2 virtual cores with 2 EC2 Compute Units each);
• 850 GB of instance storage;
• 64 bit platform;
• cost $0.36 per hour.

3 One EC2 Compute Unit provides the equivalent CPU capacity of a 1.0-1.2 GHz 2007
Opteron or 2007 Xeon processor.
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Table 2 Virtual machines characteristics

VMs OS CPU model Virtual CPU RAM (GB) Kernel
cloud-master Debian Squeeze Intel Xeon 5140 2 1 Linux 2.6.32-5-

6.0.2 @ 2.33 GHz xen-amd64
cloud-pr-01 Debian Squeeze Intel Xeon 5140 2 3 Linux 2.6.32-5-

6.0.3 @ 2.33 GHz xen-amd64
cloud-pr-02 Debian Squeeze Intel Xeon 5140 2 2 Linux 2.6.32-5-

6.0.3 @ 2.33 GHz xen-amd64
cloud-pr-03 Debian Squeeze Intel Xeon X5660 2 7.5 Linux 2.6.32-5-

6.0.3 @ 2.80 GHz amd64
cloud-pu-01 Debian Squeeze Intel Xeon E5507 2 7.5 Linux 2.6.32-5-

6.0.1 @ 2.27 GHz xen-amd64

For the performance analysis 46 simulations were executed, while three types
of test assessed the effectiveness of the scheduling algorithm, resource checks and
memory usage.

5.1 Effectiveness of the Scheduling Algorithm

The aim of this test is to demonstrate that scheduling algorithm improves perfor-
mance if compared to the sequential execution of simulation files. In this test, the
algorithm assigns tasks to worker nodes considering only the available memory
(RAM) according to the condition:

Wt = k×Mn (1)

where:
Wt is the weight of the task to be executed by the worker node;

Wt = (μ1 + μ2 + μ3 + . . .+ μn) (2)

μn is the weight of a simulation file;
k - is a multiplier coefficient; Mn is the allocated memory of the worker node.
In this test k=1 so the Task Scheduler assigns the tasks according the condition:

Wt = Mn (3)

In order to accomplish this test 46 simulation files were divided into 20 tasks. In
Table 3 the following data is shown: tasks executed on the virtual machine, number
of simulation files, execution time using the task scheduler and execution time of
simulation files performed sequentially.

The values of this table are represented also in Fig. 6: the use of the scheduling
algorithm decreases the simulation time for those tasks made of multiple simulation
files (Task 1, 3, 4) and it is almost the same for the tasks made up by a single
simulation file (Task 2, 5, 6).
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Table 3 Simulation time on cloud-pr-03

Task Simulation files Time (hh:mm:ss) Time seq (hh:mm:ss)
Task 1 4 01:22:44 1:54:25
Task 2 1 01:29:09 1:30:33
Task 3 2 00:52:28 1:42:24
Task 4 2 00:44:36 1:22:10
Task 5 1 00:34:05 0:34:21
Task 6 1 00:33:10 0:33:28

Fig. 6 Simulation time on cloud-pr-03

Notably, the latter tasks are generated when the weight of a simulation file μ1

almost equals the available memory Mn of the worker node μ1 ≈ Mn and the task
scheduler is not able to add any other simulation file to the task, since no simulation
file meet the condition:

μ2 < Mn − μ1 (4)

The total simulation times of all the tasks executed over the hybrid cloud platform
are shown in Table 4. The most powerful virtual machines are cloud-pr-03 and
cloud-pu-01: they are respectively assigned 6 tasks (11 simulation files) and 2 tasks
(9 simulation files). This happens because the task scheduler assigns preference to
the most powerful machines the tasks containing grater weight simulation files (that
is requiring more available memory and computation time).
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Table 4 Total simulation time using the scheduling algorithm

VMs Tasks executed Simulation files Time(hh:mm:ss)
cloud-pr-01 3 10 00:59:30
cloud-pr-02 9 16 00:52:30
cloud-pr-03 6 11 05:36:12
cloud-pu-01 2 9 01:39:37

Fig. 7 Total simulation time sequential execution vs. scheduling algorithm

In Fig.7 the total simulation time of the validation algorithm is compared to the
total simulation time of the sequential execution. It can be noted that the use of the
Task Scheduler reduces the total simulation time significantly (by almost 48%).

5.2 Scheduling Algorithm Optimization - Resource Usage

During the preliminary phase of the validation, it was found that smaller virtual
machines (see Table 4) remained in available state for long periods of time – with-
out performing tasks – because only simulations exceeding weights were available.
Thus the scheduling algorithm was modified in order to optimize the resource usage,
considering the free memory (RAM) of the worker nodes: if there is a worker node
in an available state but without enough free memory to execute the simulation files
of the queue, it is assigned a task (consisting of a single simulation file) to be per-
formed. This means 46 simulation files, divided into 23 tasks, have been executed –
as shown in the Table 5.



Hybrid Cloud Architecture for VANET Simulations 253

Table 5 Total simulation time using the optimized algorithm

VMs Tasks executed Simulation files Time(hh:mm:ss)
cloud-pr-01 5 11 03:20:15
cloud-pr-02 10 17 03:24:23
cloud-pr-03 4 10 02:32:02
cloud-pu-01 4 8 03:17:36

Fig. 8 Total simulation time scheduling algorithm vs. optimized algorithm

Altogether, comparing the results obtained and plotted in the Fig.8, the optimized
algorithm reduces the simulation time considerably.

5.3 Scheduling Algorithm Optimization - Memory Usage

During first two tests on the effectiveness of the algorithm and optimization of the
resources, the parameter k was set to the value 1 (see Eq. 1), so that each virtual
machine was assigned a task equal to its allocated memory (RAM). However, to un-
derstand how the simulation time changes as a function of the coefficient k, the same
46 simulation files were executed using the optimized algorithm, but with changes
to the coefficient k = 1.5,2,2.5,3. Results are shown in Fig. 9 the hybrid cloud
platform performance improves up to k = 2, while beyond performance worsens.
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Fig. 9 Total simulation time for different k coefficients

6 Conclusions

Internet of Things paradigm is creating a network of billions of wireless identifiable
things communicating with one another and integrating developments from con-
cepts like Pervasive Computing, Ubiquitous Computing and Ambient Intelligence.
These are increasing the amount of data to be elaborated and stored considerably :
system based on Cloud computing can help these needs.

VANETs represent a particular type of ubiquitous network of the future. VANETs
not only will require cloud computing for their management in the future, but also
leverage cloud capabilities today for the purpose of simulations. Indeed a solution
is here proposed, based on a novel Hybrid Cloud Computing platform, and aimed to
improve performance of the heavy computation required by VANET simulations.

The adopted infrastructure is a cross-platform cloud architecture made up of vir-
tual machines which allow the running of a large number of simulations in parallel
in order to reduce the total simulation time. The analyzed simulation software (NS-
2) could not exploit the benefit of a multiprocessor environment which means that
the number of performed simulations is tied to the number of machine processors.
The Head of architecture is a scheduler that is used to assign simulations to VMs
after merging them into tasks, depending on available resources (memory) on each
node.

From a research perspective, the impact seems promising. In fact, results demon-
strate that a deep resource optimization is achieved, while execution time and costs
of simulations is significantly reduced by acting on the available memory (RAM) in
each node.
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The simulation time is reduced by almost 48% by a scheduler that assigns the
various tasks to the virtual machines optimizing certain parameters.

For the authors now, the main issue which remains open concerns the manual
work necessary to arrange the simulation files: the automation of this process could
make the overall scheme even more adaptable and this will be part of the authors’
future work.
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Constructing Large Scale Cooperative
Multi-Agent Systems from Semantic P2P
Networks

Lican Huang

Abstract. When we construct ”Smarter Planet” by gathering all information and co-
operating all objects of physical and digital world in the era of Internet of Things,
the agents as hubs and gateways play very important roles. As the Network be-
comes huge scale, large scale multi-agent systems become more and more impor-
tant. Multi-agent systems play important roles in various applications. However,
large scale multi-agent systems encounter many big issues such as scalability and
inter-operability. This chapter presents a different approach of large scale multi-
agent system architecture based on semantic P2P Network– Virtual Hierarchical
Tree Grid Organizations (VIRGO) in mathematic terms. Other than unstructured
and DHT-based structured P2P networks, VIRGO keeps the semantic meanings of
the nodes according to their roles in the communities. In VIRGO approach, the
agents are identified as domain names classified by the semantic meaning of roles
in the organizations. The agents construct the VIRGO network by joining the virtual
groups with the same names as their domains. We proof by mathematics that in this
approach each agent has at least one path to communicate with any other agent and
the performance is effective as maximin hops is less than log(N), where N is total
number of agents. The performance bottle-neck of tree-like topology can be avoided
by cache policies. Here, we also introduce a SQL-like language for inter-operation
among agents. The application cases of large scale multi agent systems based on
semantic P2P networks are also described.

1 Introduction

Recently, the term ”Internet of Things” [1] becomes very hot. We can construct
”intelligent earth” like the project ”Smarter Planet” [2] by gathering all information
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and co-operating all objects of physical and digital world in the future. All objects
are uniquely identifiable by the IDs such as Radio-frequency identification (RFID)
and URI[3], and can be virtually represented in the Network. Various information of
physical world gathered by various sensors and information generated by computers
or input by Human Beings are collected by hubs and gateways, which distribute and
cooperate the information among all the objects in the Network. In the infrastructure
of IOT, the functions of these hubs and gateways can be implemented by agents.
Furthermore, based on the information and rules, the agents may produce action
commands which change the status of the other objects. Therefore, agents play very
important roles in the ”Internet of Things”. As the Network become huge scale,
large scale multi-agent systems (MASs) become more and more important.

A multi-agent system is a system composed of multiple interacting intelligent
agents. In MASs , a single agent can not solve the problem solely due to the in-
complete information or capabilities, thus, multi agents must work cooperatively;
As there is no system global control and data are distributed, thus, effective com-
munication among agents is required. When MASs are small scale, it is easy to
satisfy the above requirements. However, as the Internet becomes prerequisite of
human life, large scale Multi-Agent Systems (MASs) on the Internet become more
and more important. This Internet scale multi agent systems can be used in many
applications such as gaming , social simulations, etc. But, this Internet scale MASs
will encounter many big issues such as scalability and inter-operability.

The potential solution for these problems of Internet scale MASs is adoption
of P2P technologies. The P2P technologies are classified into two kinds. The un-
structural P2P technology such as Freenet[4] using flooding way has shortage of
heavy traffic and un-guaranteed search. The structural P2P technology using DHT
such as Chord [5] loses semantic meaning. Due to the lacks of nodes’ semantic
meanings, the cooperation for the large scale multi-agents encounters big problems.
Unlike traditional P2P technologies , this chapter presents a different approach of
large scale multi-agent systems based on semantic P2P Network – Virtual Hierar-
chical Tree Grid Organizations (VIRGO) [6][7][8][9][10] .Other than unstructured
and DHT-based structured P2P networks, VIRGO keeps the semantic meanings of
the nodes’ roles in the communities. In VIRGO approach, the nodes are identified
as domain names classified by the semantic meaning of roles in the organizations.
The nodes construct the VIRGO network according to their domains, which form a
coalition of vertical virtual organizations. In every node, on the top of VIRGO an
intelligent agent is implemented to collect and analyze the related knowledge infor-
mation from other agents and send action commands to other agents. Each agent
can communicate with others for several intermediate hops. The agent use SQL-like
language to inquiry or act by the complex conditions.

The rest of this chapter is as follows: section 2 describes Large Scale Multi Agent
Systems Architecture based on Semantic P2P Network; section 3 presents Formal
Definition of Large Scale Cooperative Multi-Agent Systems, section 4 describes
application cases of large scale Cooperative multi agent system based on semantic
P2P networks, and finally we give conclusions.
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2 Large Scale Multi Agent System Architecture Based on
Semantic P2P Network

Virtual Hierarchical Tree Grid Organizations (VIRGO) [6] is a domain-related hi-
erarchical structure hybridizing un-structural P2P and structural P2P technology.
VIRGO consists of prerequisite virtual group tree, and cached connections. Vir-
tual group tree is similar to VDHA [11] , but with multiple gateway nodes in
every group. Virtual group tree is virtually hierarchical, with one root-layer, sev-
eral middle-layers, and many leaf virtual groups. Each group has N-tuple gateway
nodes. In VIRGO network, random connections cached in a node’s route table are
maintained. These cached connections make VIRGO a distributed network, not just
a virtual tree network like VDHA. With random cached connections, the net-like
VIRGO avoids overload in root node in virtual tree topology, but keeps the advan-
tage of effective message routing in tree-like network. As the change of contents in
route table, VIRGO uses different lookup protocol and maintenance protocols from
VDHA(as Figure 1 shown).

In the architecture of VIRGO for multi-agent systems[12], nodes, each of which
implements one intelligent agent [13], construct multi-tuple virtual hierarchical tree
topology (as Figure 2 shown).

2.1 Formal Definitions

Definition 1. Agent: Software hosted in computers, which can automatically acti-
vate its functions according to environment, with Universal Unique Identification
denoted as AgentUUID, and several AgentVGIDs, which are hierarchical domain
names( or sometimes called as nodeID). For example, licanhuang@zstu.edu.cn indi-
cating that Dr. Lican Huang is working with Zhejiang Sci-Tech University in China,
and licanhuang@bupt.edu.cn indicating that he is also a guest researcher of Beijing
University of Posts and Communications.

Agent set A = { ai , i = 1...n },
where ai is an agent.

Definition 2. Virtual Group: Virtual group is formed virtually by agents according
to their interests or roles in the communities.

All Virtual Group set (VG )
V G = {gi j, i = 1...n, j = 1...m},
where i is layer of virtual group, and j is the order of virtual group in the layer.
Virtual Group Subset (VGS)
V GS ⊆VG
groupID: every group has ID which is sub domain name.
V GID = {gIDi j, i = 1...n, j = 1...m},
That is, gi j has groupID gIDi j. Here, VGID is the set of all groupIDs.
For example, cn is root virtual group ID. domains such as edu.cn, zstu.edu.cn are

IDs of the offspring groups.
parent group , son group, offspring groups
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Fig. 1 Topology of Virtual Hierarchical Tree Grid Organizations

Fig. 2 Topology of large scale multi agents based on Semantic P2P Networks

When groupID gIDi j is the maximum substring of gIDi+1,l, gi+1,l is called as
son groups of gi j; gi jis called as parent of gi+1,l. Offspring groups are those groups
whose substring of gIDs contain gIDi j,
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g11 is root virtual group without parent group, denoted as RVG. In the above
example, its groupID gID11 is cn. It has son g21 whose groupID gID21 is edu.cn.
g21 has son g31 whose groupID gID31 is zstu.edu.cn. g21 has a parent group g11.
edu.cn and zstu.edu.cn are son groups of cn. When gi j has no offspring groups, it
is called as leaf group, denoted as lgi j. In the above example, the leaf groupID is
zstu.edu.cn

Definition 3. offspring: the function to find the subset of offspring groups for a
group.

o f f spring(gi j) = {gi+l,k|subString(gIDi+l,k) ⊃ gIDi j,k = 1...m, l = 1...n− i}.
Definition 4. son: the function to find the subset of son groups for a group.

son(gi j) = {gi+l,k|isMinLength(gIDi+l,k,gi+l,k ∈ o f f spring(gi j))}.
Definition 5. isWithinGroup: the function to judge the agent a with the state of
having joined the virtual group gi j.

isWithinGroup(a,gi j) = {true, f alse}
if isWithinGroup(a,gi j) == true , denoted by a � gi j ;

if isWithinGroup(a,gi j) == false , denoted by a � gi j;

Definition 6. isCached: the function to judge agent b cached by agent a into agent
a’s route table.

isCached(a,b) = {true, f alse}
if isCached(a,b) = true , denoted by a � b;

Definition 7. Subgroup: the function to find a son group of gi j which agent a joins
group gi j and this son group in the same time.

subgroup(gi j,a) = son(gi j)|(a � son(gi j))
⋂

(a � gi j);

Definition 8. upgroup: the function to find the parent group for a group
upgroup(gi j) = gi−1,k|i > 1,gi j ∈ son(gi−1,k);

Definition 9. agent: the function to find the set of agents joining gi j

agent(gi j) = {ak|(ak � gi j),k = 1...q}
Definition 10. Directed Connection: Agent a can communicate with agent b di-
rectly. That is, agent a knows agent b address.

isDirectConnect: the function to judge if agent a communicates agent b directly.
isDirectConnect(a,b) = {true, f alse}
if isDirectConnect(a,b) == true , denoted by a −→ b;

Definition 11. cacheconnect: the function to find the set of agents directly con-
nected by agent a due to cached information such as agent a’s IP address.

cacheconnect(a) = {ai|(a � ai), i = 1...k}
Definition 12. treeconnect: the function to find the set of agents directly connected
by agent a for tree topology (N-tuple virtual group tree).

treeconnect(a) = {∑(agent(gi j)|a ∈ agent(gi j), i = 1...n, j = 1...m}
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Definition 13. routetable: the function to find the set of agents listed in the agent
a’s route table. An agent keeps all directed connections with other agents in its route
table.

routetable(a) = {treeconnect(a)
⋃

cacheconnect(a)}
Definition 14. Gateway Agent: gateway agent joins several different layers of
virtual groups.

gatewayagenta = a ∈ agent(gi j)
⋂

a ∈ agent(upgroup(gi j))
⋂

...

Definition 15. N-tuple Virtual Group Tree: N-tuple virtual group tree is a hi-
erarchical tree formed by virtual groups. Among the agents of the lower layer vir-
tual groups, N-tuple gateway agents in each group are chosen to form upper-layer
groups, and from the agents of these upper- layer groups to form upper-upper-layer
groups in the same way, and this way is repeated until a root-layer group is formed.

N-tuple Virtual Group Tree: satisfies the following conditions:
1. VG set is tree T,
(a) g11 is root RVG;
(b) ∃upgroup(gi j)

⋂
(|upgroup(gi j)| = 1) , where gi j ∈V G, i = 2...n, j = 1...m;

2. ∀((ak � gi j)
⋂

(a � gi j))a −→ ak , k = 1...|agent(gi j)|, i = 1...n, j = 1...m ;
3. if |agent(gi j)| >= Ntuple then

|{ak}| = Ntuple, where (ak � upgroup(gi j))
⋂

(ak � gi j), i = 2...n, j = 1...m,k =
1...l

else
|{ak}| = |agent(gi j)|, where (ak � upgroup(gi j))

⋂
(ak � gi j), i = 2...n, j =

1...m,k = 1...l

Definition 16. VIRGO Topology: VIRGO topology is 4-tuple(VG, A, Ntuple,
Cache), where VG is set of virtual groups, A is set of agents, Ntuple is n tuple repli-
cated virtual tree, and Cache is the set of cached nodes.

VIRGO topology satisfies the following conditions:

1. N-tuple virtual group tree;
2. definitely, treeconnect(a)⊆ routetable(a),∀a ∈ A ;
3. optionally , cacheconnect(a)⊂ routetable(a),∀a ∈ A .

Definition 17. Path
Let a, bi and c are agents, where i=1...k. if a−→ b1 or a � b1, b1 −→ b2 or b1 � b2,
... bk−1 −→ bk or bk−1 � bk, and bk −→ c or bk � c, then there exists a path a to c
, denoted by a � c. Note: bi may be optional.

Definition 18. Direct Path
Let a, bi and c are agents, where i=1...k. if a −→ b1 , b1 −→ b2 , ... bk−1 −→ bk ,
and bk −→ c , then there exists a direct path a to c, denoted by a �−→ c. Note: bi may
be optional.
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2.2 Theorems Related to VIRGO

Lemma 1. (Path Transitive)
If a � b and b � c , then a � c.

Proof. Let a, vi, i = 1...k , ui, i = 1...l and c are agents. Supposing there are interme-
diary vi, i = 1...k in a � b and intermediary ui, i = 1...l in b � c . Due to a � b ,
a −→ v1 or a � v1, v1 −→ v2 or v1 � v2, ... vk−1 −→ vk or vk−1 � vk, and vk −→ b
or vk � b. In the same way, Due to b � c , b−→ u1 or b � u1, u1 −→ u2 or u1 � u2,
... ul−1 −→ ul or ul−1 � ul , and ul −→ c or ul � c. By the definition 17, therefore
a � c.

Lemma 2. (Bidirectional Direct Connection )
In N-tuple virtual group tree, if a −→ b , then b −→ a.

Proof. Let a � lgkl and b � lgmn . If lgkl = lgmn, then
b −→ a by definition the condition 2 of the definition 15. If lgkl <> lgmn, a −→ b
means ∃gop|a ∈ gop

⋂
b ∈ gop. Therefore, b −→ a. Note: gop is upgroup of both lgkl

and lgmn.

Lemma 3. (Bidirectional Direct Path)
In N-tuple virtual group tree, if a �−→ c , then c �−→ a .

Proof. Let a, bi, i = 1...k and c are agents. Supposing there are intermediary bi, i =
1...k in a �−→ c . Due to a �−→ c , a −→ b1, b1 −→ b2, ...bk−1 −→ bk , and bk −→ c
. By the lemma 2, c −→ bk, bk −→ bk−1, ..., b2 −→ b1 , and b1 −→ a . Therefore,
c �−→ a

Lemma 4. (Path to Root)
In N-tuple virtual group tree, ∀ai,∃r ∈ agent(RVG),ai �−→ r .

Proof. Let ai ∈ agent(lgkl), ∃b|b � lgkl
⋂

b � upgroup(lgkl) by the condition 3 of
the definition 15. (Here, b may be a when |agent(lgkl)|= 1). Thus, ai −→ b. ∃c|c �
upgroup(lgkl)

⋂
c � upgroup(upgroup(lgkl) for the same reason, thus, b −→ c.

After finite steps in the same way, we can reach RVG. That is: ∃r � RVG, u −→ r.
So, ai −→ b, b −→ c, ..., u −→ r. By direct path definition 18, ai �−→ r .

Theorem 1. (Connection’s Theorem)
Let set A formed into VIRGO topology defined by the definition 16, then every two
agents (a,b) exist at least one path. a �−→ b and b �−→ a.

Proof. By lemma 4, ∃r ∈ agent(RVG), a �−→ r ; and ∃w ∈ agent(RVG), b �−→ w
,by lemma 3,w �−→ b; Mention that r and w belong to the same set (agent(RVG)), by
the condition 2 of the definition 15 , r �−→ w . Therefore, a �−→ r , r �−→ w, w �−→ b.
Therefore, by lemma 1, a �−→ b. By lemma 3, b �−→ a.

Theorem 2. (Random Trace’s Theorem)
Let set A formed into VIRGO topology defined by definition 16, then every two
agents (a,b) communicate as a random path trace.
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Proof. Let a, vi and b are agents, where i=0...k. vi are intermediary agents which
are gateways of communications. Route table of agent a contains treeconect and
ramdom cacheconnect agents. ∀ai ∈ routetable(a), ai �−→ b by Theorem 1 (Con-
nection’s Theorem). Thus, the different numbers of paths which can be chosen is
about |routetable(a)| at agent a. In the same way, the different numbers of paths
which can be chosen is about |routetable(vi)| at agent vi. Therefore, the total num-
ber of paths is:

|routetable(a)|+ ∏i=k
i=0|routetable(vi)|.

Therefore, the communication path would be random.

Theorem 3. (VIRGO Complexity ’s Theorem)
Let set A formed into VIRGO topology defined by definition 16, then complexity is
effective.

Proof. 1. Space Complexity
space complexity = |routetable(ai)|,where i=0...n.
By the definition 16,
|routetable(ai)| = |treeconect(ai)|+ |cacheconect(ai)|.
|treeconect(ai)| = ∑k=p

k=h |agent(gkl)|, where ai ∈ agent(gkl),k = h..p
So, maximum of |treeconect(ai)| is tree depth× maximum of |agent(gi j)|.
Because of Tree topology,
maximum of |treeconect(ai)| = tree depth× log|gi j |(|A|)
2. Time Complexity
As the same of proof process for Connection’s Theorem, the hops of path for

every two agents(a,b)is less than 2× tree depth.
The tree depths are about:
tree depth = log|gi j |(|A|)
Therefore, VIRGO complexity is effective.

2.3 Construction and Maintenance of VIRGO Agent

In VIRGO agent, all Agents are formed into N-tuple virtual organization tree. The
Virtual Hierarchical Overlay Network can be established by manual or automati-
cally by establishment protocol.

Definition 19. operation join: Agent a joins the virtual group gi j.
a =⇒ gi j

Definition 20. operation createnewgroup: Agent a create new virtual organization
gi j .

a � gi j

Definition 21. function groupset(agent a): to find all possible groups from Agent
a’s AgentVGID .

groupset(a) = {gi j|gIDi j is substring of a’s AgentVGID }
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Definition 22. function group(agent a): to find all groups which agent a is within .
group(a) = {gi j|a � gi j }

Definition 23. function send(message mes, agent a): send message to agent a.

Definition 24. function sendgroup(message mes, agentset {ai} ):
send message to agent group ai, i =1...k.

Definition 25. function shareprefixs (agent a, agent b ): find groups which share
same prefixes between agent a and b’s AgentVGID .

sharepre f ixs(a,b) = {gi j|gi j ∈ groupset(a)
⋂

gi j ∈ groupset(b)}
Definition 26. function minLenthgroup (VGS): find groups which have minimum
length of groupID among group subset VGS.

minLenthgroup(VGS) = {gi j}|isMinumLength(gIDi j)
⋂

gi j ∈VGS

Definition 27. function maxLenthgroup (VGS): find groups which have maxium
length of groupID among group subset VGS.

maxLenthgroup(VGS) = {gi j}|isMaxiumLength(gIDi j)
⋂

gi j ∈V GS

Definition 28. function maxshareprefixs (agent a, agent b ): find group which
shares same maximum prefixes between agent a and b’s AgentVGID .

maxsharepre f ixs(a,b) = gi j|gi j ∈ groupset(a)
⋂

gi j ∈ groupset(b)
⋂

gi j ∈
maxLenthgroup(sharepre f ixs(a,b))

Definition 29. function lookupfirstagent: to find the first agent which shares the
same virtual group with joining agent.

lookupfirstagent( a join) = a ∈ agent(gi j)|gi j ∈ maxsharepre f ixs( a join,a);

Definition 30. function difgroups: to find the different group set between agents a
and b.

difgroups( agent a, agent b) = {gi j|gi j ∈ groupset(a)
⋂

gi j /∈ groupset(b)}
Definition 31. function lookagent: to find out agent a which a is within group o:
that is: a � o.

lookagent( group o ) = a|a ∈ agent(o)

Definition 32. function checkIsGroup: to find out whether agent a is within group
o; that is: a � o or a � o.

checkIsGroup(agenta,groupo) = {a � o,a � o}

2.3.1 Setup New VIRGO Agent

The Setup New VIRGO Agent Algorithm establishes a new VIRGO Agent
network.
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Algorithm 1. Setup New VIRGO Agent Algorithm
∀gi j ∈ groupset(a) a�gi j ,a =⇒ gi j;

2.3.2 Agent Join Protocol

When a Agent ( a join ) joins VIRGO agent, it first connects with an entrance
agent(ent), through entrance agent it finds one of Agents which shares the maximum
prefixes with the joining Agent, then the joining Agent sends the JOINMESSAGE
to the latter,the latter will broadcast the message to all Agents in the virtual organi-
zation which a join will join. Agent Join Protocol Algorithm describes a new Agent
a join joins VIRGO agent.

2.3.3 Agent Leave Protocol

In the following, the Leave protocol describes a Agent aleave leaves the network.

Algorithm 2. Agent Join Protocol Algorithm
1. a join.send(JOINMESSAGE,ent);
2. a = ent.lookup f irstagent(a join);
3. a join.send(JOINMESSAGE,a));
4. ∀o ∈ di f groups(a join,a)a join �o; a join =⇒ o);
5. oi j = maxsharepre f ixs(a join ,a);
6. do {
a.sendgroup(JOINMESSAGE,agent(oi j );
∀al ∈ agent(oi j){

al .send(CONFIRMAT IONMESSAGE,a join);
al .RouteTableAdd(a join);
a join.RouteTableAdd(al ); }

}
7. i f oi j == RVO break;
8. prevg = oi j;oi j = up(oi j);
9. a = ai ∈ agent(oi j);
} while |ak ∈ agent(oi j)

⋂
ak ∈ agent(prevg)| < ntuple;

Algorithm 3. Agent Leave Protocol Algorithm
le f tO = o ∈ group(aleave)|isMinLength(oID);
do {
∀ai ∈ agent(le f tO){
aleave.send(LEAV EMESSAGE,ai);
ai.send(CONFIRMAT IONMESSAGE,aleave);
ai.RouteTableDelete(aleave);
set le f tO = subgroup(le f tO);

) while(!lea fVirtualorganization(le f tO));
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2.3.4 Fault Agent Discovery Protocol

The Fault Agent Discovery Protocol describes a fault Agent a f ault being discovered
by other agent adiscovery .

2.3.5 Fault Agent Replacement Protocol

The Fault Replacement Protocol describes that a fault Agent a f ault discovered by a
agent adiscovery is replaced by other agent areplacement .

Algorithm 4. Fault Agent Discovery Protocol-Heartbeat Algorithm
do {
∀gi j{

a = random(ak ∈ agent(gi j));
a.sendgroup(ALIV EREQMESSAGE,agent(gi j));
∀al ∈ agent(gi j){
al .send(ALIV RESPEMESSAGE,a)};
do{

timesleep(nseconds);times++;
a.sendgroup(ALIV EREQMESSAGE,noresponse(agent(gi j )));

}while(times < TryTimes);
adiscovery = a;
a f ault = al ∈ noresponse(agent(gi j )) ;

}
}

Algorithm 5. Agent Fault Replacement Algorithm
o = adiscovery.maxLenthgroup(group(a f ault ));
b = adiscovery;
do{
a = b.lookagent(o);
b.send(RepalceMessage,a);
ol = ol ∈ Subgroup(o)

⋂
ol ∈ groupset(a f ault );

i f (a.checkIsGroup(a f ault ,o)){
al = a.lookagent(ol )

⋂
al � o;

al =⇒ o;
a = al ;

}
b = a;
o = upgroup(o);
} while(o �= RV G);
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3 Formal Definition of Large Scale Cooperative Multi-Agent
Systems Based on Semantic P2P Networks

Agent has order action to ask other agents to execute some actions; execution action
ordered by other agent ; inquiry action to ask other agents to answer information;
answer action to answer other agent’s inquiry. The formal definitions are given as
the following:

As before, A is set of agents. VG is whole set of groups.

Definition 33. operation order: agent a orders agent b to execute( a and b can be
the same agent), denoted by:

a � b
orderset(O) = {ai � b j,ai ∈ A

⋂
bi ∈ A}

Definition 34. operation grouporder: agent a orders agents belong to virtual group
gi j who satisfy search condition to execute. denoted by:

a � agent(gi j)
grouporderset(GO) = {ai � agent(gkl),ai ∈ A

⋂
gkl ∈V G}

Definition 35. operation execution: agent a execute action ordered by other agent.
denoted by:

a � b
executionset(E) = {ai � b j,ai ∈ A

⋂
bi ∈ A}

Definition 36. operation inquiry: agent a inquiries information of agent b . denoted
by:

a � b
inquiryset(I) = {ai � b j,ai ∈ A

⋂
bi ∈ A}

Definition 37. operation groupinquiry: agent a inquiries information of agents be-
long to virtual group gi j who satisfy search condition . denoted by:

a � agent(gi j)
groupinquiryset(GI) = {ai � agent(gkl),ai ∈ A

⋂
gkl ∈V G}

Definition 38. operation answer: agent a answers information of agent b. denoted
by:

a � b
answerset(W ) = {ai � b j,ai ∈ A

⋂
bi ∈ A}

Definition 39. ACT set is the union of all action sets.
ACT = {O

⋃
GO

⋃
E

⋃
I
⋃

GI
⋃

W}
Definition 40. State set S defines all states of all agents. State set Si defines all
states of agents ai. S = { Si, i =1...n}
Definition 41. VIRGO agent is large scale multiagent system which is defined as
8-tuples:

V IRGO agent = {A,VG,Ntuple,Cache,S,ACT,SFn,AFn}
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Here, A,VG,Ntuple, and Cache which define VIRGO topology according to the
definition 16.

SFn := S×ACT −→ S;
AFn := S −→ ACT ;

3.1 Distributed Action for Large Scale Cooperative Multi-Agent
Systems

The agents in large scale multi-agent systems can inquiry other agents’ information
and tell other agents how to act. Sometimes, we do not know any information except
action conditions. This leads to a big issues in traditional large scale multiagent
systems.

We use semantic P2P networks and SQL-like act language to solve the problem.
In VIRGO agent system , the AgentVGID is defined as the local-part@global-hier-
part. The global part is similar as domain name. The local part is local name such as
IBM. Unlike domain name in DNS, the global-hier-part of AgentVGID has the se-
mantic meanings of the topics the users are interested in. For example, Alice is a fan
of Britney Spears, she can join virtual group of Britney.popular.music; in the mean-
time, she is a staff of mit.edu, therefore, her AgentVGID is also Alice@mit.edu.
The peers join virgo network according to their domain names (global-hier-part).

Agents use statements to query from and/or act other agents. The agents can
use various communication languages. We prefer the SQL-like Act language as the
following:

act::= ACT actscripts
ON domainref
[WHERE search_condition];

Here, ACT is the verbal for action; actscripts is the defined actions; domainref is
for Domain Name, search condition is similar to SQL statement in Database. The
SQL-like Act language has advantage for acting subsets of agents with the specific
properties.

The distributed action execution process is as the following: source peer (agent
asource ) sends ACT MESSAGE, which contains SQL-like act statement defined
above, to nearer peer. The nearer peer will route to the even nearer peer by cal-
culating theoretical hops. Repeat this process, until the nearest gateway peer has
been found. Finally, the nearest gateway peer broadcasts the message to the mem-
ber peers in the virtual group; and the member peers will check their properties
database(PDB). If the nodes match the search conditions, these nodes will execute
the actions defined in the ACT message. Finally, the nearest gateway peer collects
these result information and responds to the source peer. The detailed algorithm is
listed as Distributed Act Algorithm.

Definition 42. mintheoryhop: the function to find an agent in route table which has
minimum hops to destination group.



270 L. Huang

mintheoryhop(a,g) = {b|b ∈ routetable(a)
⋂

b with minimum hops to destina-
tion group g }
Definition 43. parsergroup(ACTMESSAGE.domainref): resolve the group in
sql-like act statement in ACTMESSAGE.

Definition 44. samegroup(AgentVGID, gi j): boolean function to judge if two
group names are equal.

Definition 45. a.matchup( ACTMESSAGE.search condition): agent a checkup
its property database with search condition in sql-like act statement in ACTMES-
SAGE.

Algorithm 6. Distributed Act Algorithm
1.asource.send(ACTMESSAGE,a ∈ mintheoryhop(asource,

group(ACT MESSAGE.domainre f ));
2.do {

a.send(ACT MESSAGE,b ∈ mintheoryhop(a,
parsergroup(ACT MESSAGE.domainre f ));

set a = b;
}while!samegroup(a.AgentV GID, parsergroup(ACT MESSAGE.domainre f ));
3. a.sendgroup(ACT MESSAGE,

ci ∈ agent(parsergroup(ACT MESSAGE.domainre f ));
4. ∀ci ∈ agent(parsergroup(ACT MESSAGE.domainre f )){

i f ci.matchup(ACTMESSAGE.search condition){
ci.execute(ACT );
ci.send(ResultMessage,asource);
}

}

4 Case Applications

4.1 Simulation of Social Society Based on Semantic P2P Network

Social sciences study aspects of human society. Traditionally, social sciences may
use empirical methods or critical analysis to study social phenomenon. Some social
scientists use critical theory to deduce knowledge by the examination and critique
of society and culture such as dialectical materialism of Karl Marx. Other social sci-
entists try to transform quantitative and qualitative aspects of social phenomena into
numerical variables. They often use empirical techniques such as questionnaires,
field-based data collection, archival database information and laboratory-based data
collections, and use mathematical models to analyze the collected data or to simulate
the social phonomania[14]. IT technologies are widely used in social science; one
of those is computational social science. There are many analysis models to study
society, however, today’s society is too complex to analyze. Therefore, simulating
social society is alternative for society study.
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Here, we describe the large scale multi-agent systems based on semantic P2P
networks–virtual hierarchical tree Grid organizations(VIRGO) to simulate social
society with millions of computers and sensors. The virtual social persons which
simulate human’s actions and responses by computer algorithms, join virtual orga-
nizations as similar as real organizations. The nodes hosting virtual social persons
construct n-tuple overlay virtual hierarchical overlay network(VIRGO) according to
the domains of their joined virtual organizations.

For easy implementation, we use quantized virtual society to model the real soci-
ety . The quantized virtual society is the virtual society in which things are quantized
and the actions to be taken are chosen by scores among the candidate actions.

4.1.1 Definition of Quantized Virtual Society

Virtual society, which simulates real society, consists of virtual social person and
organizations [9]. The quantized virtual society is the virtual society in which things
are quantized and the actions to be taken are chosen by scores among the candidate
actions. We give several definitions in the following:

Definition 46. SocialElementSET: the union of people set(personSET), organiza-
tion set(organizationSET) and government set(governmentSET).

Definition 47. resourceSET: all useful resources people, organizations, govern-
ments held such as house, clothes, food, electricity, water, land, etc.

Definition 48. resourceTypeSET: The resources can be classified as private, pub-
lic. Private resources can be classified as person owned, organization owned and
government owned. The private resources can only be used by the owners, but it can
be exchanged between owners. The public resources can be used by different peo-
ple, organizations and governments. The resources can be also classified as mutual,
which can only be used by one member of SocialElementSET at the same time, and
sharable, which can be used by different members of SocialElementSET at the same
time. The resources can be further classified as consumable, whose amount are re-
duced after use, unchangable, whose amount are unchanged after use , and earnable,
whose amount are increased after use.

Let us define:
OwnTypeSet = {private,public}
useTypeSet = {mutual, sharable }
consumeTypeSet {consumable,unchangable,earnable}

Therefore,
resourceTypeSET = OwnTypeSet × useTypeSet × consumeTypeSet
Every resource has one element of resourceTypeSET as its attribute.

Definition 49. Wealth value: resources quantized as wealth like money in real so-
ciety.

quantizeWealthFun: the function to quantize the resources to wealth value.
quantizeWealthFun: (resourceSET)−→ R;
R is real set.
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Definition 50. power value: power refers to the ability to influence or control oth-
ers in organizations or governments. The power can be enlarged through hierarchical
organizations.

quantizePowerFun: the function to quantize the resources and roles in organi-
zations into power value.

quantizePowerFun:(resourceSET,roleSET )−→ R;
R is real set.

Definition 51. role: the role or position in organization.
roleSET: all roles of all people in all organizations.

Definition 52. Quantized Virtual Social Person(QVSP): which simulates real
person in Quantized society.

QV SP = {resourceHeld,need,desire,curRoles,
ability,wealth value, power value}

Here, resourceHeld is subset of resourceSET the person held or shared. The need
is the subset of resourceSET plus minimal wealth value and power value the person
needs to survive. The person’s desire is subset of resourceSET plus wealth value
and power value the person hope to obtain. The curRoles refers to the position in
virtual social organizations the person held. Every role has attribute of life value,
which must be larger than 0. The ability is the set of functions referring to abilities
to earn money, power,resources, etc. That is:

ability func:=(resourceSET,roleSET,wealth value,power value)−→
(resourceSET,roleSET,wealth value,power value);

Definition 53. SocialAgent: Software hosted in computers, which can automati-
cally simulate person behaves by activating its functions according to environ-
ment, with Universal Unique Identification denoted as AgentUUID, and several
AgentVGIDs, which are hierarchical domain name( or sometimes called as nodeID).
For example, alice@IBM.com.

SocialAgent set A = {ai, i = 1...n},
where ai is an SocialAgent.

Definition 54. Quantized Virtual Social Person Set: all persons in the society,
denoted by QVSPSET.

Definition 55. Quantized Virtual Social Organization(QVSO): which simulates
real organizations in Quantized society.

QV SO = {goal,members,social relation,
architecture,resource, li f e value,wealth value,
power value}

Here, goal is the set of goals of the organizations. Members are subset of
QVSPSET who join the organization. Social relation is the relations of virtual social
persons. Architecture is organizations’ architecture such as hierarchical tree struc-
ture. Resources refer to the resources held by the organizations. The virtual social
organization has the life value which must be larger than 0, the wealth value which
the organizations uses to exchange resources or power such as TAX, and the power
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value which the organizations use to affect virtual social persons within the organi-
zations or other organizations.

Virtual society is an organization with sub organizations. The organizations may
have hierarchical structures or other type structures. Virtual society is formed by
virtual social organizations. The quantized virtual society is the virtual society in
which things are quantized and the actions to be taken are chosen by scores among
the candidate actions. So,

Definition 56. Quantized Virtual Society: which simulates real society.
Quantized virtual society = {status,score,

QVSOSET,organization network}
Here, status is the salability of the society; the organization networks are net-

works formed by organizations. Score is measurement to judge the virtual social
society. QVSOSET is set of QVSO.

We model quantized virtual social persons as agents[15]. They join virtual organi-
zations of VIRGO equal to the quantized virtual social organizations.

Definition 57. VIRGO Virtual Society Topology: VIRGO virtual society topol-
ogy is 4-tuple(VO, A, Ntuple, Cache), where VO is set of virtual organizations, A
is set of SocialAgents, Ntuple is n tuple replicated virtual tree, and Cache is set of
cached nodes.

VIRGO virtual society topology satisfies the following conditions:

1. N-tuple virtual organization tree;
2. definitely, ∀ a ∈ A ∃ treeconnect(a) ∈ routetable(a) ;
3. optionally , ∀ a ∈ A ∃ cacheconnect(a) ∈ routetable(a) .

4.2 Semantic P2P Network for e-Business

Traditionally, e-Business uses Client/Server technologies, in which the consumers
and producers do businesses through the third parties like Alibaba.com. When most
of the enterprises deploy management systems and Web Servers, the more wide
scope of e-Business such as e-Business corporations of many partners for the whole
supply chain is target of e-Business. However, the complex business activities are
not easily modeled and implemented by several third parties. When a lot of Small to
Medium Enterprises (SME) have their own Internet business servers and/or Enter-
prise Resource Planning systems, large scale multi-agent systems based on semantic
P2P Network are the potential for the solution of the e-Business corporations. The
large scale multi-agent systems based on semantic P2P Network can do distributed
complex action execution by SQL-like statements.

Figure 3 shows the architecture of VIRGO for e-Business, in which two-tuple
virtual hierarchical tree topology (the nodes in different layers connected with dash
line are actually the same node). Every enterprise’s node has an intelligent agent [13]
which contains the component of VIRGO implementation. The agent will commu-
nicate with the other enterpriser management systems such as ERP,SCM, etc.
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Fig. 3 Architecture of VIRGO for e-Business

All enterprises are classified according to a given enterpriser classification method
such as International Standard Industrial Classification of All Economic Activities
(Isic), Rev.4 [16].

Figure 4 shows the topology of some enterprises classified as ISICV4.
By using the SQL-like query language, the enterprise agents can finish tasks co-

operatively.
Operation 1
To advocate information about new HAV vaccine products to all drug wholesaler,

we can use the following Statement:
Advocate noticeContext On enterprise.wholesale.drugwholesale where prod

=”HAVvaccine”;
Operation 2
To bid eggs with lowest price from all egg companies. We can use the following

Statement:
Bid lowestPrice On enterprise. Agriculture-forestry-fishing.animalproductwhere

prod =”egg” and schedule = ”2009-08-20” and quality = ”best” and amount
=”10000”;

Operation 3
To procure paper packages from all paper package factories, we can use the

following Statement:
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Fig. 4 Enterprises classifications

Procure Procurement-workflow-scripts1 On enterprise. Manufacturing.paper-
and-paperproducts.paperContainer where prod =”HAVvaccinePackage” ;

5 Conclusion

This paper presents large scale multi-agent system(MAS) VIRGO Agent based on
semantic P2P Network– Virtual Hierarchical Tree Grid Organizations (VIRGO).
The agents are identified as domain names classified by the semantic meaning of
roles in the organizations , and construct the VIRGO network by joining the virtual
groups with the same names as their domains. The performance of this approach
is effective as maximin hops less than log(N), where N is total number of agents,
and avoids the performance bottle-neck of tree-like topology by cache policies. We
here give mathematical definitions for VIRGO Agent, and proof by mathematics
that in VIRGO Agent each agent has at least one path to communicate with any
other agent. We also define distributed Action for large scale multi-agent systems
by introduced SQL-like language. Two case applications of large scale coopera-
tive multi-agent system(MAS) VIRGO Agent based on semantic P2P Networks are
discussed.

Acknowledgements. This paper is supported by Hangzhou Domain Zones Information
Technology Co.Ltd. The copyright of the software is owned by Hangzhou Domain Zones
Information Technology Co.Ltd.



276 L. Huang

Term Index

Internet of Things(IOT): All things both in physical and digital world are tagged
by unique identification Ids and can be represented virtually in the Network.
Radio-frequency identification (RFID): The unique tags of objects by using radio-
frequency electromagnetic fields for the purposes of automatic identification and
tracking.
Sensor: equipment gathers information of physical world.
Agent: Software hosted in computers or intelligent equipment, which can take roles
of hub and gateway and automatically activate its functions according to environ-
ment.
Multi-agent system (MAS): system composed of multiple interacting agents within
an environment.
Large scale multi-agent system : system composed of huge amounts of multiple
interacting agents in the Network.
Virtual Hierarchical Tree Grid Organizations (VIRGO): a domain-related hier-
archical structure by hybridizing un-structural P2P and structural P2P technology.
Among the agents of the lower layer virtual groups, N-tuple gateway agents in each
group are chosen to form upper-layer groups, and from the agents of these upper-
layer groups to form upper-upper-layer groups in the same way, and this way is re-
peated until a root-layer group is formed.
Virtual group: Virtual group is formed virtually by agents according to their inter-
ests or roles in the communities.
Semantic P2P Network: a new type of P2P networks in which nodes are
classified as DNS-like domain names with semantic meanings such as Alice @Brit-
tney.popular.music. Semantic P2P networks contains prerequisite virtual tree topol-
ogy and net-like topology formed by cached nodes. Semantic P2P networks keep
the semantic meanings of nodes and their contents. The nodes within semantic P2P
networks can communicate each other by various languages. Semantic P2P network
can execute complicated queries by SQL-like language.
Large scale multi-agent system based on semantic P2P Network: system com-
posed of huge amounts of multiple interacting agents whose IDs are represented
by domain-like names. These agents form semantic P2P network according to their
interests.
Distributed Action for Large Scale Cooperative Multi-agent System: the agents
in large scale multi-agent systems can inquiry other agents’ information and tell
other agents how to act. Agents use statements to query from and/or act other agents.
The agents can use various communication languages such as SQL-like Act lan-
guage.
SQL-like Act language: The format of SQL-like Act language is as the following:
act::= ACT actscripts ON domainref [WHERE search condition]. Here, ACT is the
verbal for action; actscripts is the defined actions; domainref is for Domain Name,
search condition is similar to SQL statement in Database.
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An Efficient, Secure and User
Privacy-Preserving Search Protocol for
Peer-to-Peer Networks

Jaydip Sen

Abstract. A peer-to-peer (P2P) network is a distributed system in which
the autonomous peers can leave and join the network at their will and share
their resources to perform some functions in a distributed manner. In an un-
structured P2P network, there is no centralized administrative entity that
controls the operations of the peers, and the resources (i.e., the files) that the
peers share are not related to the their topological positions in the network.
With the advent of the Internet of Things (IoT), the P2P networks have
found increased interest in the research community since the search proto-
cols for these networks can be gainfully utilized in the resource discovery
process for the IoT applications. However, there are several challenges in de-
signing an efficient search protocol for the unstructured P2P networks since
these networks suffer from problems such as fake content distribution, free
riding, whitewashing, poor search scalability, lack of a robust trust model
and the absence a of user privacy protection mechanism. Moreover, the peers
can join and leave the network frequently, which makes trust management
and searching in these networks quite a challenging task. In this chapter, a
secure and efficient searching protocol for unstructured P2P networks is pro-
posed that utilizes topology adaptation by constructing an overlay of trusted
peers and increases the search efficiency by intelligently exploiting the for-
mation of semantic community structures among the trustworthy peers. It
also guarantees that the privacy of the users and data in the network is pro-
tected. Extensive simulation results are presented and the performance of
the protocol is also compared with those of some of the existing protocols to
demonstrate its advantages.
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1 Introduction

During the past few years, in the area of wireless communications and network-
ing, a novel paradigm named the IoT which was first introduced by Kevin Ash-
ton in the year 1998, has gained increasingly more attention in the academia
and industry [45]. By embedding short-range mobile transceivers into a wide
array of additional gadgets and everyday items, enabling new forms of commu-
nication between people and things, and between things themselves, IoTwould
add a new dimension to the world of information and communication. Unques-
tionably, the main strength of the IoT vision is the high impact it will have on
several aspects of every-day life and behavior of potential users. From the point
of view of a private user, the most obvious effects of the IoT will be visible in
both working and domestic fields. In this context, assisted living, smart homes
and offices, e-health, enhanced learning are only a few examples of possible ap-
plication scenarios in which the new paradigm will play a leading role in the
near future [5][7]. Similarly, from the perspective of the business users, the most
apparent consequences will be equally visible in fields such as automation and
industrial manufacturing, logistics, business process management, intelligent
transportation of people and goods.

The real power of the IoT lies in the universal connectivity among all de-
vices and objects. However, it calls for interoperability so that the service
requestors must know the features offered by the service providers, and it
should be possible for the service requestors to understand what the service
providers have to offer by semantic modeling. This is a key issue for stepping
towards ubiquitous services, where the new or modified services may appear
at any time, and towards device networks that are capable of dynamically
adapting to the context changes as may be imposed by the application. This
calls for a middleware which will interface between the devices and the ap-
plications. Since the devices need to communicate with each other, there is
a need for a naming and addressing scheme, and a mechanism for search
and discovery. Moreover, since each device is mapped to an identity (through
naming and addressing), there are serious security and privacy concerns. All
these challenges should be tackled by the middleware. One efficient approach
for developing the middleware platform for IoT is using a multi-agent sys-
tem. In a massively distributed system like the IoT, several agent platforms
will exist each having a set of agents running and registered with a directory
facilitator (DF). Problem, however, arises when the agents from different
platforms will have to search the remote DFs and interact with the agents
located on the remote platforms. In these scenarios, the agents will have to
use resource discovery protocols which are similar to the file searching pro-
tocols in a purely unstructured P2P network. Hence, efficient searching in
unstructured peer-to-peer network has a direct contextual relevance to the
resource discovery in IoT applications. We provide below a brief descussion
on the P2P networks before presenting the motivation and contribution of
this chapter.
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The term P2P systems encompasses a broad set of distributed applications
which allow sharing of computer resources by direct exchange between sys-
tems. The goal of a P2P system is to aggregate resources available at the edge
of Internet and to share it co-operatively among the users. The file sharing
P2P systems have particularly become popular as a new paradigm for infor-
mation exchange among large number of users in the Internet. These systems
are more robust, scalable, fault-tolerant and they offer better availability of
resources than the traditional systems based on the client-server model. De-
pending on the presence of a central server, the P2P systems can be classified
as centralized or decentralized [44]. In the decentralized architecture, both
the resource discovery and the resource download happen in a distributed
manner. The decentralized P2P architectures may further be classified as
structured or unstructured networks. In structured networks, there are cer-
tain restrictions on the placement of the contents and the network topologies.
In unstructured P2P networks, however, the placement of the contents is un-
related to the topologies of the networks. The unstructured P2P networks
perform better than their structured counterparts in dynamic environments.
However, they need efficient search mechanisms and they also suffer from nu-
merous problems such as: possibilities of fake content distribution, free riding
(peers who do not share, but consume resources), whitewashing (peers who
leave and rejoin the system in order to avoid penalties) and the lack of scala-
bility in searching. The open and anonymous nature of the P2P applications
leads to a complete lack of accountability of the contents that a peer may put
in the network. The malicious peers often use these networks to carry out
content poisoning and to distribute harmful programs such as Trojan Horses
and viruses [47]. Distributed reputation based trust management systems have
been proposed by the researchers to provide protection against the malicious
content distribution in a distributed environment [1]. The main drawbacks
of these schemes are their high overheads of message exchange and their
susceptibility to misrepresentation by the malicious nodes. Guo et al. have
proposed trust-aware adaptive P2P topology to control the free-riders and
the malicious peers [29]. In [16] and [55], a topology adaptation approach is
used to minimize the distribution of inauthentic files by the malicious peers
in P2P networks. However, these schemes do not work well in the unstruc-
tured networks. The unstructured P2P networks also suffer from the poor
search scalability problem. The traditional mechanisms such as controlled
flooding, random walker and topology evolution all lack scalability. Zhuge
et al. have proposed a trust-based a probabilistic search algorithm called P-
walk to improve the search efficiency and to reduce unnecessary traffic in
P2P networks [68]. In P-walk, the neighboring peers assign trust scores to
each other. During the routing process, the peers preferentially forward the
queries to the highly ranked neighbors. However, the performance of the al-
gorithm in large-scale unstructured networks is questionable. To combat the
free-riders, various trust-based incentive mechanisms are presented in [57].
Most of these mechanisms, however, involve large overhead of computations.
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To combat the problem of inauthentic downloads as well as to improve
search scalability while protecting the privacy of the users, this chapter
proposes an adaptive trust-aware protocol that is robust and scalable. The
proposed protocol increases the search efficiency by suitably exploiting the se-
mantic community structures formed as a result of topology adaptation, since
most of the queries are resolved within the semantic communities. Moreover,
it effectively combines the functionalities of a robust trust management model
and the semantic community formation thereby making the searching pro-
cess secure and efficient while protecting the privacy of the users. The trust
management module uses direct observations by a peer about its neighbors
as well as the indirect observations reported by neighbors about the peers
in its neighborhood. The direct observations are referred to as the first-hand
information, while the observations reported by the neighbors of a peer are
referred to as the second-hand information. The trust management module
computes the trust metrics for different peers, and based on the values of the
trust metrics, it segregates the honest peers from malicious peers using both
first-hand and second-hand information. The semantic community formation
allows topology adaptation to form cluster of peers sharing similar contents
in the network. The formation of the semantic communities also enables the
protocol to form a neighborhood of trust which is utilized to protect user
privacy in the network. The work presented in this chapter is an extension
of our already published work [49] [50]. The specific contributions made in
present work are: (i) the usefulness of the proposed protocol in the context
of the IoT has been identified, (ii) an extensive state-of-the-art survey of the
existing searching mechanisms for P2P networks has been presented so that
the specific contributions of the proposed protocol can be understood clearly,
(iii) the impact of the phenomena of node churning and free riders on the
proposed protocol are analyzed, and (iv) a detailed comparative analysis of
the proposed protocol with two existing protocols is presented.

The rest of the chapter is organized as follows. Section 2 discusses some of
the existing search protocols for structured and unstructured P2P networks.
Section 3 presents the proposed protocol for secure and privacy-aware search-
ing. Section 4 introduces various metrics to measure the performance of the
proposed protocol. In Section 5, we present the performance results of the
protocol based on the metrics defined in Section 4. A brief discussion is also
made on the comparative analysis of the performance of the proposed pro-
tocol with some of the existing similar protocols in the literature. Section 6
concludes the chapter while highlighting some future scope of work.

2 Related Work

In this section, we briefly describe some of the searching protocols for P2P
networks existing in the literature. We broadly divide these protocols into
three categories: (i) general searching schemes, (ii) secure searching schemes,
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and (iii) privacy-preserving searching schemes. The primary objective of the
schemes under the general searching category is to enhance the search effi-
ciency - i.e., to reduce the search time, to increase the scalability, and fault-
tolerance etc. The secure searching schemes attempt to incorporate security
into the searching mechanisms by defending against various possible attacks
on the peers and the overall network. The privacy-preserving searching mech-
anisms protect peer (i.e., the user) privacy while carrying out the searching
operation. In the following subsections, we briefly discuss some of the cur-
rently existing schemes under each of these three categories of search.

2.1 General Searching Schemes in P2P Networks

De Mello et al. have proposed a searching mechanism that is based on the
discovery of trust paths among the peers in a P2P network [20]. Li & Wang
proposed a global trust model based on the distance-weighted recommen-
dations to quantify and evaluate the peers in a P2P network [36]. Adamic
et al.[4] propose random-walk strategies in power-law networks(refer to Sec-
tion 3.1), and find that by modifying the walkers to seek out for the peers
having high degrees, the search performances in P2P networks can be greatly
enhanced. However, such strategies lack scalability and do not perform well
in a network having large number of peers.

Condie et al. presented a protocol named adaptive peer-to-peer technolo-
gies (APT) for the formation of adaptive topologies to reduce spurious file
downloads and free riding. The peers connect to those peers from whom they
are most likely to download the authentic files [16]. The peers add or remove
their neighbors based on local trust and connection trust which are decided
based on the transactions history. The scheme follows a defensive strategy for
punishment since the peers follow the same strategy of punishment for both
the malicious peers as well as the neighbors through whom they receive the
responses from the malicious peers. This punishment strategy is relaxed in
the reciprocal capacity-based adaptive topology protocol (RC-ATP), wherein
a peer connects to others which have higher reciprocal capacities [55]. The
reciprocal capacity of a peer is defined based on its capacity of providing good
files and also on its ability of recommending the source of authentic files for
download. While the RC-ATP scheme provides better network connectivity
than the APT scheme and it also reduces the cost due to the inauthentic
downloads, it has a large overhead due to the topology adaptation. Kam-
var et al. proposed an algorithm that reduces the number of downloads of
inauthentic files in a file-sharing P2P network [34]. Each peer is assigned a
unique global trust value that is computed based on the historical activities
of the peer in the network. A distributed and secure method based on power
iteration is also presented for computing the global trust values of the peers.
Based on the global trust values, the malicious peers are identified and iso-
lated from the network. Xiao et al. have proposed an adaptive connection



284 J. Sen

establishment (ACE) protocol that constructs an overlay multicast tree by
including each source peer and the neighboring peers within a certain diame-
ter from the source peer [60]. It further optimizes the connecting edges in the
overlay graph that are not included in the tree while retaining the scope of
the search. The protocol is fully distributed since the peers do not need global
knowledge of the whole overlay network while using the search protocol.

In [61], which is known as Gnutella v0.6 system, a two-layer hierarchical
structure is deployed. The peers are categorized into two types: the leaf-peer
and the ultra-peer. The leaf-peers have connections with their respective ultra-
peers, while the ultra-peers have connections with their own leaf-peers as well
as with the other ultra-peers. The leaf-peers can initiate lookup requests,
receive lookup responses and respond to requests for which they have exact
answers. An ultra-peer forwards the lookup requests to other the ultra-peers
or the leaf-peers to which the ultra-peer is connected, if it exactly knows
which leaf-peer has answers to the requests. At the ultra-peer level of the
hierarchy, a flooding mechanism is used for forwarding the lookup requests.

Hsiao et al. have addressed the topology mismatch problem in unstruc-
tured P2P networks using a novel topology matching algorithm [30]. In the
proposed algorithm, each peer creates and maintains a constant number of
overlay connections with other peers in a distributed manner. Tang et al.
have proposed an analytical scheme that studied the search performance in a
P2P network under time-to-live (TTL)-based search [56]. In [67], a fully dis-
tributed protocol named distributed cycle minimization protocol(DCMP) has
been presented that minimizes duplicate messages by eliminating any possi-
ble redundant cycles of the messages. Lin el al. proposed a dynamic search
algorithm which combines the strategies of flooding and random walk [38].

Li et al. have proposed a consistency maintenance scheme for heteroge-
neous P2P systems with shorter convergence time and light-weight
bandwidth consumption by taking into consideration the network locality
information and the heterogeneity of peer capacities in the network [37].
Martinez-Yelmo et al. have proposed a two-level hierarchical P2P overlay
architecture for inter-connection of different P2P session initiation protocol
(P2PSIP) clusters [40].

Zhang & Hu have presented a protocol for P2P search with the assistance
from a partial indexing service based on the interests of the peers and the
data popularity [66]. Yang & Yang proposed a two-level hybrid P2P system
to make use of the advantages of both structured and unstructured P2P
networks [65]. The upper level of the system is a structured core network
which forms the backbone of the hybrid system while the lower level consists
of multiple unstructured P2P networks each of which is attached to a super-
peer at the upper level. Huang-Fu et al. proposed a hybrid P2P system for
mobile devices that utilizes the short message service as the control protocol
to identify the address of the called peer [31]. In the proposed scheme, the
mobile station integrated services digital network (MSISDN) number, i.e.,
the telephone number, is used as the globally unique identification for each
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participating peer. Joung & Lin have proposed a fully decentralized algorithm
to build a hybrid P2P system that does not need any human intervention and
does not involve any centralized gateway to select the peers or to guide the
peers to build a structured overlay [32].

Gkantsidis et al. [26] propose several hybrid search schemes for unstruc-
tured P2P networks. The authors have studied the performances of the search
strategies in terms of several metrics such as: the number of distinct peers
discovered, the number of messages propagated (i.e. communication over-
head), and the maximum response time for the search queries. The authors
have evaluated the performance of normalized flooding in non-regular P2P
networks to show that normalization in flooding effectively tackles the prob-
lems caused by non-regularity in the network. It has also been shown that
1-step replication is helpful in search by random walk as well as search by
normalized flooding, especially when the network has a small number of su-
pernodes. The authors have utilized the theory of random graph to develop
new algorithms based on edge criticality heuristics [35] used in the theory of
approximate algorithms[58].

2.2 Secure Searching Schemes in P2P Networks

While efficiency of searching has been the major focus in most of the afore-
mentioned schemes, security has also attracted attention of the researchers.
Balfe et al. have discussed how the concepts of trusted computing can be
applied to secure P2P networks [6]. The authors have argued that the central
problem in securing P2P network lie in the fact that these networks do not
have any stable verifiable peer identity verification mechanism. This leads to a
major conflict between the requirements of anonymity of the users to protect
their privacy and an increasing need to provide robust access control, data
integrity, confidentiality and accountability services. The authors have shown
how the trusted computing group (TCG) protocols for direct anonymous at-
testation (DAA) can be used to enforce the use of stable, platform-dependent
pseudonyms so that spoofing attacks can be prevented. The proposed scheme
also uses the DAA protocol to build entity authentication using pseudonyms
for establishing secure communication channels between any given pair of
peers.

Dingledine et al. [22] and Douceur [23] discuss various ways in which the
spoofing attacks can be launched by malicious peers in a network that does
not have a trusted central authority to verify the identities of the peers. The
authors have proposed the use of reputation of the peers and the micro-cash
schemes to detect such attacks. Sit & Morris [54] present a framework for
performing a security analysis in P2P networks. The authors have proposed
a taxonomy of attacks at the various layers of the communication protocol
stack in the peers. At the network layer, attacks have been identified in the
routing table lookup, maintenance, and route discovery process. The possible
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attacks on the file storage systems in the peers, and various types of denial
of service (DoS) attacks on the peers and on the overall network have also
been identified.

A large number of studies have been carried out on the reputation and
trust management in both the unstructured and the structured P2P net-
works. The reputation schemes such as EigenTrust [34] and PeerTrust [63]
have been proposed to work on top of the structured P2P networks such as
CAN [41] and P-Grid [3]. Aberer & Despotovic have proposed a scheme to
identify the dishonest peers based on the complaints received from the honest
peers in the network [2]. However, since the scheme uses the negative feed-
backs only, no distinction can be made between an honest peer and a peer
which has not been active for some time or a newly joined peer. The Eigen-
Trust scheme proposed by Kamvar et al. [34] evaluates the trust information
provided by the peers based on their trustworthiness. The scheme utilizes
a novel normalization process in which the trust ratings of a peer are aver-
aged and normalized. However, the normalization may lead to partial loss
of important information on the original distribution and variance of trust
function.

In a scheme proposed by Damiani et al. [19], the trustworthiness of file is
determined based on a voting mechanism invoked among the participating
peers in a P2P system. However, the scheme does not distinguish between the
votes of the peers having high reputation values from those of the peer with
low reputation. Hence, peers having low reputation values can manipulate the
final result of the vote thereby making the scheme unreliable. Xiong & Liu
[62] propose a scheme for evaluating trust in the peers in a P2P e-commerce
environment. Cha & Kim propose a reputation management scheme based
on the unbiased collective intelligence of the nodes in a P2P network for
identifying and removing fake multimedia files [12].

2.3 Privacy-Preserving Searching Schemes in P2P
Networks

Since the protection of the privacy of the users has become a critical require-
ment over the years, the researchers have attempted to address this issue
in P2P protocol designs. One easy way to preserve the privacy of the users
in network communication is to deploy some fixed servers or proxies for this
purpose. For example, in the Publius system [59], the identity of a publisher is
protected by encrypting the data communicated in the network, and manag-
ing the key distribution among k servers by using the mechanism of threshold
cryptography [21][52]. Some anonymity schemes based on the use of a trusted
third party server have been presented in [64]. A scheme called ”APES” has
been proposed to achieve mutual anonymity in a peer-to-peer file sharing
system [46].
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One popular approach for preserving peer privacy in a P2P system is to
reveal the identity of the previous peer only over an entire multi-hop route
from a source to a destination. FreeNet [15][14], Crowds [43], Onion routing
[28][42], and the shortcut responding protocol [64] are few examples of this
approach. Although very effective for hiding the identity of the peers, this
approach has a serious problem in P2P systems. In a P2P system, the logical
neighbor of a peer may be far away in terms the physical distance. Multi-hop
communications over such long links usually lead to high rate of packet drops,
delay, and jitter.

Lu et al. propose a trust-based privacy preservation scheme for P2P data
sharing [39]. The proposition is based on selection of a trusted peer as the proxy
during the data acquirement. The requester peer sends the request and receives
the data through the proxy without revealing its identity. Since the real iden-
tity of the requester is never revealed during the communication, the privacy
of the requester node is protected. However, in an structured P2P network, the
selection and maintenance of the trusted peers for each peer is difficult due to
the dynamic nature of the network topology and the autonomy of the peers.
Hence, the scheme is difficult to deploy in real-world networks.

In [53], a peer-to-peer personal privacy protocol (p5) has been proposed for
protecting the privacy of a sender-receiver pair. In this protocol, the packets
from a source are transmitted to all the members of a broadcast group to
which the source and the receiver belong, instead of sending the packets
to the receiver only. To ensure confidentiality of the message, each packet
is encrypted by the sender using the public key of the receiver. In order
to maintain the traffic level in the network at a constant level, the peers
generate noise packets if they have no real packets to send. The use of noise
packets makes it impossible for an eavesdropper to distinguish a data packet
form a noise packet. The anonymity is achieved at the cost of the suboptimal
utilization of the network bandwidth.

Goel et al. have proposed a peer-to-peer communication system - named
Herbivore - that can ensure provable anonymity of the peers [27]. The idea
behind its design is borrowed from the well-known dining cryptographer net-
works [13]. To make the anonymization protocol scalable, the network is
logically partitioned into a large number of small anonymizing cliques. For
anonymizing one bit of information, Herbivore has to propagate at least
2(k - 1) bits, where k is the size of the clique in which the message is be-
ing communicated. Moreover, if a node has to send a packet, for achieving
anonymity, all the other peers in the same clique will have to send at least
the same amount of data. This results in a high communication overhead in
the protocol.

The Motivation of the Proposed Protocol: The protocol presented in
this chapter draws its motivation from the APT [16] and RC-ATP [55] pro-
tocols. However, there are some significant differences between the protocol
presented in this chapter and the APT and the RC-ATP protocol. First, in
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the proposed protocol, the links in the original overlays are never deleted in
order to avoid network partitioning. Second, in presence of malicious peers,
the robustness of the proposed protocol is higher than that of the APT and
the RC-ATP protocol. This claim is validated by the simulation results pre-
sented in Section 5. Third, as APT and RC-ATP both use flooding to locate
resources, they have the typical problem of scalability in searching. The pro-
tocol presented in this chapter takes the advantage of semantic communities
formation to improve the quality of service (QoS) of search by reducing the
search time and increasing the rate of authentic file downloads. Fourth, APT
and RC-ATP do not employ any robust trust model for ensuring security in
searching and for protecting the user identity and data privacy. On the other
hand, the central module of the proposed protocol is a robust trust man-
agement framework, which is responsible for securing the searching process
and protecting the privacy of the peers and their data. Finally, unlike the
APT and the RC-ATP protocols, the proposed protocol punishes the mali-
cious peers by blocking all the queries which originate from these peers. This
ensures that the malicious peers are not allowed to consume the resources
and the services available in the network.

3 The Secure and Privacy-Aware Searching Protocol

This section is divided into three sub-sections. In Section 3.1, various pa-
rameters and the network environment of P2P network for which the pro-
posed protocol is designed are discussed. In Section 3.2, the proposed search
protocol is presented. Finally, Section 3.3 describes how the user privacy is
protected in the proposed searching protocol.

3.1 The Network Environment

To obtain reliable results, the proposed protocol is evaluated on a realistic
P2P network model. The factors that are taken into consideration in designing
the protocol are discussed below.

(1) Network Topology: The topology of a P2P network plays an impor-
tant role in the formation of trust among its peers and for efficient operation
of a search protocol in the network. Following the work in [16] and [55], in
the current proposition, the P2P network has been modeled as a power law
graph. In a power law network, the degree distribution of the peers follows a
power law distribution, in which the fraction of peers having degree L is L−k

where k is a network dependent constant. In the network environment, a cer-
tain percentage of the peers are randomly chosen to act as malicious peers.
The malicious peers distribute bogus files in the network. As the protocol
executes, the peers adjust topology locally to connect to those peers which
have better chance to provide good files in future, and drop the malicious
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peers from their neighborhood. The network links are categorized into two
types: connectivity link and community link. The connectivity links are the
edges of the original power law network which provide seamless connectiv-
ity among the peers. To prevent the network from being partitioned, these
links are never deleted. On the other hand, the community links are added
probabilistically between the peers who know each other, and have already
interacted with each other before. A community link may be deleted when
the perceived trustworthiness of a peer falls in the perception of its neigh-
bors. The formal procedure of computing trust of a peer is discussed later in
this section. However, informally, it may be said that the value of the trust
metric of a peer i as computed by another peer j increases when the peer j
has some positive experience while interacting with the peer i (i.e. getting
an authentic file from peer the i). A negative experience (i.e. getting a bogus
file) leads to decrease in the trust value. A limit is put on the additional
number of edges that a peer can acquire to control the bandwidth usage and
the query processing overhead in the network. This increase in network load
is measured relative to the initial network degree (corresponding to the con-
nectivity edges). Let final degree(x) and initial degree(x) be the initial and
the final degree of a node x. The relative increase in connectivity (RIC) as
computed in (1) is constrained by a parameter called edge limit.

RIC(x) =
final degree(x)

initial degree(x)
≤ edge limit (1)

(2) Content Distribution: The dynamics of a P2P network are highly
dependent on the volume and the variety of the files that each peer chooses
to share. Hence a model reflecting the real-world P2P networks is required.
It has been observed that the peers are, in general, interested in a subset
of the contents in the P2P network [17]. Also, the peers are often interested
only in the files from a few content categories. Some categories of files are
more popular than the others. It has been shown that the Gnutella content
distribution follows the zipf distribution [48]. In the proposed scheme, the files
are assigned to the peers at the network initialization phase as follows: The
peer i is assigned some content categories Ci and the peer i is given an interest
level for each content category c ε C. Finally, the peer i is assigned files F
according to its content categories and interest levels in those categories. Each
distinct file f(c,r) is uniquely identified by the content category c to which it
belongs and its popularity ranking r within that category [48].

Accordingly, in the proposed protocol, the content categories and the file
popularity within each category are both modeled as zipf distribution with
α = 0.8.

Content distribution model : In the proposed scheme, we assume that there
are 32 content categories. It must be noted that the number of content cat-
egories can be any positive integer n. However, for the evaluation of the
performance of the proposed protocol, we have used 32 content categories.
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Table 1 An illustrative content distribution among peers

Peers Content Categories

P1 C1, C2, C3

P2 C3, C4, C6, C7

P3 C2, C4, C7, C8

P4 C1, C2

P5 C1, C5, C6

Let the content categories be C = {c1, c2,..., c32}. Each content category is
characterized by its popularity rank. For example, if c1 = 1, c2 = 2 and c3
= 3, then c1 is more popular than c2 and hence it is more replicated than c2
and so on. Since, the files in the more popular categories are searched and
queried more frequently, more number of these files are stored and replicated
than the files belonging to the less popular categories. This strategy ensures
that more number of files belonging to the popular categories are available,
which, in turn, makes the searching process faster and efficient. More details
on the way in which the content categories are assigned to the peers and the
interest levels of the peers are modeled can be found in [48].

As already discussed earlier, the peers are assumed to be interested in a
subset of the total available contents in the network. Accordingly, each peer
initially chooses a number of content categories and shares files only in those
categories. In the proposed protocol, each peer randomly chooses between
three to six content categories. The files belonging to more popular categories
are shared more in numbers. Table 1 shows an illustrative content distribution
among 5 peers in a network. The category C1 is more replicated as it is the
most popular category. Peer 1 (P1) shares files of three categories: C1, C2,
C3. As explained earlier, P1 shares maximum number of files in category C1,
followed by category C2 and so on. On the other hand, Peer 3 (P3) shares
maximum number of files in category C2 as it is the most popular among the
categories of files chosen by it.
(3) Query Initiation Model: The authors in [48] have shown that the
peers usually query for the files which are available in the network, and which
belong to the content categories of their interests. However, the number of
queries a peer issues may vary from peer to peer. Using the Poisson distribu-
tion this is modeled as follows: If M is the total number of queries issued in a
cycle, and N is the number of peers present in the network, query rate λ = M
/ N is the mean of the Poisson process. The expression: p(# ofqueries = K)

= e−KλK

K! gives the probability that a peer issues K queries in a cycle. The
probability that a peer issues a query for the file fc,r depends on the peer’s
interest level in category c and rank r of the file within that category.

When a peer generates a query, instead of generating a search string, it
generates the category and the rank (i.e., popularity) of the file that will
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satisfy the query. On receiving the query, each peer checks whether it supports
the file category and if so, whether it shares the file.
(4) Trust Management Engine: A trust management engine is designed
which helps a peer to compute the trust ratings of the other peers based on
the past transactions, as well as on the recommendations of its neighbor. For
computing the trust values of the peers, a method similar to the one proposed
in [24] is followed. The framework employs a beta distribution for reputation
representation, updates and integration. The first-hand information and the
second-hand information (recommendation from neighbors) are combined to
compute the reputation value of a peer. The weight assigned by a peer i to a
second-hand information received from a peer k is a function of the reputation
of the peer k as maintained in the peer i. For each peer j, a reputation Rij

is computed by a neighbor peer i. The reputation is embodied in the Beta
model which has two parameters: αij and βij . αij represents the number of
successful transactions (i.e., the number of authentic file downloads) that the
peer i had with the peer j, and βij represents the number of unsuccessful
transactions (i.e., the number of unauthentic file downloads). The reputation
of the peer j as maintained by the peer i is computed using (2).

Rij = Beta(αij + 1, βij + 1) (2)

The trust metric of a peer is the expected value of its reputation and is given
by (3).

Tij = E(Rij) = E(Beta(αij + 1, βij + 1)) =
αij + 1

αij + βij + 2
(3)

The second-hand information is presented to the peer i by its neighbor peer
k. The peer i receives the reputation Rkj of the peer j from the peer k
in the form of the two parameters αkj and βkj . After receiving this new
information, the peer i combines it with its current assessment Rij to obtain
a new reputation Rnew

ij as shown in (4).

Rnew
ij = Beta(αnew

ij , βnew
ij ) (4)

In (4), the values of αnew
ij and βnew

ij are given by (5) and (6) as follows.

αnew
ij = αij +

2αikαkj

(βik + 2)(αkj + βkj + 2)(2αik)
(5)

βnew
ij = βij +

2αikβkj

(βik + 2)(αkj + βkj + 2)(2αik)
(6)

To prevent against bad-mouthing and ballot-stuffing attacks [10][18], the peers
assign higher weights to the first-hand observations (i.e. direct observations)
made by them, and less weights are given to the evidences provided by the
other peers (i.e., the second-hand information). As mentioned earlier in this
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section, the second-hand observations received from different peers are also
weighted in proportions to the values of their respective reputation met-
rics. To incorporate these issues while updating the reputation values using
the second-hand information, the Dempster-Shafer theory [51] and the belief
discounting model [33] are employed. The use of these models leads to the
derivation of the expressions in (5) and (6).

To make the trust management system robust against sleeper attack [25],
where a peer behaves honestly for a sufficiently long time to acquire a good
reputation and then starts misbehaving and exploiting the system, the pro-
posed system assigns more weights to the recent observations for computing
the aggregate reputation metrics of a peer. In this approach, the reputation
metrics of a peer are periodically decreased by a weight w, using (7) and (8).

αnew
ij = w ∗ αij (7)

βnew
ij = w ∗ βij (8)

The choice of the weight w in (7) and (8) and the interval at which the
reputation updates are made are two tuneable parameters. In [11], a technique
has been proposed for computing the weight(w) by comparing the reputation
evolution in the system with and without the weighting parameters.

As mentioned earlier in this section, the trust value of a peer is computed
as the statistical expected value of its reputation. The trust value of a peer
lies in the interval [0, 1]. The peer i considers the peer j as trustworthy if
Sij ≥ 0.5, and malicious if Sij < 0.5. In the implementation of the proposed
protocol, we have used an LRU (least recently used) data structure which is
maintained in each peer to keep track of the most recent transactions the peer
had with maximum of 32 peers. However, the choice of the number of peers
whose transaction history is maintained in each peer is a tuneable parameter,
which can be increased or decreased based on the memory and the computing
capabilities of the peers.
(5) Identity of the Peers: Each peer generates a 1024 bit public/private
RSA key pair. The public key serves as the identity of the peer. The iden-
tities are persistent and they enable two peers that have exchanged keys to
locate and connect to one another whenever the peers are online. In addi-
tion, a distributed hash table (DHT) is maintained that lists the transient
IP addresses and the port numbers for all the peers and for all the appli-
cations running on the peers. The DHT entries for the peer i are signed by
the peer i and encrypted using its public key. Each entry is indexed by a
20 byte randomly generated shared secret, which is agreed upon during the
first successful connection between the two peers. Each peer’s location in the
DHT is independent of its identity and is determined by hashing the client’s
current IP address and the DHT port. This prevents any possible systematic
monitoring of the targeted regions of the DHT key space, since the region for
which each peer is responsible is determined by the peer’s network address
and the port.
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(6) Node Churning Model: In P2P networks, a large number of peers may
join and leave at any time. This activity is termed as node churning. To simu-
late node churning, prior to each generation (a set of consecutive searches), a
fixed percentage of nodes are chosen randomly as inactive peers. These peers
neither initiate nor respond to a query in that generation, and they join the
system later with their LRU data structure cleared. The clearing of the LRU
data structure ensures that these peers do not have any historical information
about their past transactions with other peers in the network. Since in a real
world network, even in presence of churning, the approximate distribution of
content categories and files remain constant, the contents of the peers under-
going churn are exchanged with the peer remaining in the network, so that
the content distribution model of the network remains unchanged.
(7) Threat Model: The malicious peers adopt various strategies (threat
models) to conceal their behavior so that they can effectively disrupt the
activities in the network, and yet go undetected. The proposed protocol con-
siders two threat models. The peers which share good quality files enjoy
better topological positions after topology adaptation. In the threat model
A, the malicious peers attempt to circumvent this effect by providing good
files (occasionally) with a probability - known as degree of deception- to lure
other peers to form communities with them. In the threat model B, a group
of malicious peer joins the system and provides good files until the connec-
tivity of the peers reaches a maximum value - the edge limit. The peers then
start acting maliciously by spreading fake contents in the network. In Sec-
tion 5, we will see how effective these strategies are in disrupting the network
operations.

3.2 The Proposed Search Protocol

The network learns the trust information through the search process, and
updates the trust information and adapts then topology based on the outcome
of the search. An ideal search protocol should satisfy several requirements
such as: (a) It should have a high search efficiency and search quality - i.e. it
must have the ability to download authentic files in a short period of time,
(b) it should have a minimal overhead in terms of computation, storage and
message passing, (c) It must provide incentives to the peers which share a
large number of authentic files, (d) it should be self-policing in the sense that
a peer should be able adjust its search strategy based on the local estimate
of the network connectivity, and (e) it should be able to protect the privacy
of its users. The proposed search protocol has been designed to satisfy each
of these requirements.

The proposed protocol works in three steps: (i) search, (ii) trust comput-
ing and verification, and (iii) topology adaptation. Each of these steps is
discussed in the following.
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Search: A time to live (TTL) bound search is used. At each peer, the query
is forwarded to a subset of its neighbors; the number of neighbors is decided
based on the local estimate of connectivity. The connectivity index for the
peer x is denoted as Probcom(x) and is given by (9).

Probcomm(x) =
current degree(x)− initial degree(x)

initial degree(x)(edge limit− 1)
(9)

When Probcom for a node is low, the peer has the capacity to accept new
community edges for expanding the community structure. Higher the value
of Probcom, it is less likely that the neighbors will disseminate the queries.
As the protocol executes, the connectivity of the good peers increases and
finally reaches a maximum value. At this time, the peers focus on directing
the queries to appropriate communities which may host the specific file rather
than expanding the communities. For example, if peer i can contact at most
10 neighbors and Probcom of i is 0.6, it forwards the query to: 10 x (1 - 0.6)
= 4 neighbors only. The search strategy is changed from the initial TTL-
limited breadth first search (BFS) to a directed depth first search (DFS) with
the restructuring of the network. The search process operates in two steps:
query initiation and query forward. These steps are described in the following.

Fig. 1 Neighbor selection by peer P for forwarding the query string (c2, f4). The
community edges and the connectivity edges are drawn using solid and dotted lines
respectively. The peers that receive the query for forwarding are shaded.
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(i) Query Initiation: The initiating peer forms a query packet containing
the name of the file (c, r) and forwards it to some of its neighbors along with the
Probcom and the TTL values. The query is disseminated using the following
neighbor selection rule. The neighbors are ranked based on both their trust-
worthiness and their similarities of interest. Preference is given to the trusted
neighbors sharing similar contents. Among the trusted neighbors, the commu-
nity members having their contents matched to the query are preferred. If the
number of community links is not adequate enough, the query is forwarded
through the connectivity links also. The various cases of neighbor selection
are illustrated in Fig. 1. It is assumed that in each case only two neighbors
are selected for forwarding a query. When the query (c2, f4) reaches the peer
P , following four cases may occur. In Case 1, the peer P has sufficient number
of community neighbors (two community neighbors) sharing files in the cate-
gory c2. Hence, these peers are chosen for forwarding the query. In Case 2, the
number of community neighbors sharing the requested category of file is not
sufficient enough - only one community neighbor has the file in the category c2.
In this scenario, the community neighbors sharing the c2 and the c6 categories
of files are preferred over the connectivity neighbor sharing the file category
c2 for forwarding the query. This is because of the fact that the peers forward
queries to the community peers which have higher trust values than the con-
nectivity peers. In Case 3, there is only one community neighbor that shares
the file category c2. Hence that neighbor is chosen for the purpose of query for-
warding. Among the remaining connectivity neighbors, the most trusted one
containing the c6 category is selected. In Case 4, there are no community neigh-
bors. Assuming that the peer P has the same level of trust for all its neighbors,
the neighbor sharing the matching content category c2 is chosen for forward-
ing the query. Among the rest of the neighbors, the peer c6 is chosen randomly
(since only two forwarding peers are to be selected).

When a query reaches peer i from peer j, peer i forwards the query further
in the network as discussed below.
(ii) Query Forwarding: (i) Check the trust level of the peer j : The peer i
checks the trust rating of the peer j through the check trust rating algorithm
(explained later in this section). The selection of the peers for further for-
warding of the query is done accordingly. (ii) Check the availability of the file:
If the requested file is found, a response is sent to the peer j. If the TTL value
has not expired, the following steps are executed. (iii) Calculate the number
of messages to be sent : The number of messages to be sent is calculated based
on the value of Probcom.(iv) Choose the neighbors: The neighbors are chosen
using the neighbor selection rule. The search process is shown in Fig. 2. It
is assumed that from each peer, the query is forwarded to two neighbors.
The matching community links are preferred over the connectivity links to
dispatch the query. The peer 1 initiates the query and forwards it to two
community neighbors 3 and 4. The query reaches the peer 8 via the peer 4.
However, the peer 8 knows from its previous transactions with the peer 4
that the peer 4 is malicious. Hence, it blocks the query. The query forwarded
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by the peer 5 is also blocked by the peer 10 and the peer 11 as both of them
know that the peer 5 is malicious. The query is matched at four peers: 4, 6,
9 and 12. The search process is shown in Fig. 2.

Fig. 2 The breadth first search (BFS) tree for the search initiated by peer 1

Topology Adaptation: The responses are sorted by the initiating peer i
based on the reputations of the resource providers, and the peer having the
highest reputation is selected as the source for downloading. The requesting
peer checks the authenticity of the downloaded file. If the file is found to
be fake, the peer i attempts to download the file from other sources until
it is able to find the authentic resource or it does have any sources left for
searching. The peer then updates the trust ratings and possibly adapts the
network topology after a failed or a successful download, to bring the trusted
peers closer to its neighborhood, and to drop the malicious peers from its
community. The restructuring of the network is controlled by a parameter
known as degree of rewiring which represents the probability with which a
link is formed between a pair of peers. This parameter allows the trust infor-
mation to propagate through the network. The topology adaptation consists
of the following operations: (i) link deletion: The peer i deletes the existing
community link with the peer j if it detects the peer j as malicious. (ii) link
addition: The peer i probabilistically forms a community link with the peer
j if the resource provided by the peer j is found to be authentic. If RIC ≤
edgelimit, for both the peers i and j, only then an edge can be added, subject
to the approval of the resource provider peer j. If the peer j finds that the
peer i is malicious (i.e., its trust value is below the threshold), it doesn’t
approve the link.

Fig. 3 illustrates a topology adaptation on the network topology shown in
Fig. 2. In the example shown in Fig. 3, the peer 1 downloads the file from
the peer 4 and finds that the file is spurious. It reduces the trust score of the
peer 4 and deletes the community link 1-4. It then downloads the file from
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Fig. 3 Topology adaptation based on outcome of the search in Fig. 2. Malicious
nodes are shaded in gray color.

the peer 6 and gets an authentic file. The peer 1 now sends a request to the
peer 6, and the latter grants the request after checking its trust value. Hence,
the community edge 1-6 is added. The malicious peer 4 loses one community
link and the peer 6 gains one community edge. However, the network still
remains connected by the connectivity edges which are shown in dotted lines
in Fig. 3.

It may be noted that the addition of a community link is a more expensive
operation than the deletion of a community link. However, if the number of
malicious peers in a network is not too high, the link addition operation will
be less frequent after the formation of semantic communities and stabilization
of the topology adaptation. Hence, except during the initial semantic com-
munity formation phase, the overhead of the protocol operation will never be
high. This will be discussed in more detail in Section 5.

Checking of the Trust Rating of the Peers: The trust rating of the
peers is used at various stages of execution of the protocol to make a decision
on the possible source for downloading a file, to stop a query forwarded from
a malicious node and to adapt the topology. A least recently used (LRU) data
structure is used at each peer to keep track of the 32 most recent peers it has
interacted with. When no transaction history is available, a peer seeks for the
recommendations from its neighbors using a trust query message. When the
peer i doesn’t have the trust score of the peer j in its LRU history, it first seeks
for the recommendation about the peer j from all of its community neighbors.
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If none of its community neighbors possesses any information about the peer
j, then the peer i initiates a directed DFS search. The trust computation
model has been presented in Section 3.1.

3.3 Privacy-Preservation in Searching

The trust-based searching protocol described above does not guarantee any
privacy requirement of the requester (i.e. the initiator of the query). For
protecting the privacy of the user, several enhancement of the protocol are
proposed. Following cases are identified for privacy preservation.

Fig. 4 Identity protection of the requesting peer i from the supplier peer k by use
of trusted peer j. REQ and RES are the request and response message respectively.

(a) Protection of the Identity of the Requesting Peer: In this case,
as shown in Fig. 4, instead of sending the request straightway to the supplier
peer, the requesting peer asks one of its trusted peers (which may or may not
be its neighbor) to look up the data on its behalf. Once the query propaga-
tion module successfully identifies the possible supplier of the resource, the
trusted peer serves as a proxy to deliver the data to the requester peer. Other
peers including the supplier of the resource will not be able to know the real
requester. Hence, the requester’s privacy is protected. Since the requestor’s
identity is only known to its trusted peer, the strength of privacy is depen-
dent on the effort required to compromise the trusted peer. As mentioned in
Section 3.1, the message communicated by the peers are encrypted by 1024
bit RSA key, which is a provably secure algorithm. Hence, the privacy of the
requester peer is protected.

Fig. 5 Protecting data handle using trusted node. Peer i and k are the requester
and the supplier peer respectively. Peer j is the trusted peer of the requester peer i.

(b) Protecting the Data Handle: To improve the achieved privacy level,
the data handle may not be put in the request at the beginning. When a
requester initiates the request, it computes the hash value of the handle and
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reveals only a part of the hash result in the request sent to its trusted peer.
The steps 1 and 2 in Fig. 5 represent these activities. Each peer receiving
the request compares the revealed partial hash to the hash codes of the
data handles that it holds. Depending on the length of the revealed part,
the receiving peer may find multiple matches. This does not, however, imply
that the peer has the requested data. Thus this peer will provide a candidate
set, along with a certificate of its public key, to the requester. If the matched
set is not empty, the peer constructs a Bloom filter [9] based on the left parts
of the matched hash codes, and sends it back to the trusted peer. The trusted
peer forwards it back to the requester. These are represented by the steps 3
and 4 in Fig. 5. On examining the filters, the requester can eliminate all peers
that do not have the required data from the candidate data supplier list. It
then encrypts the complete request with the supplier’s public key and gets
the requested data with the help from its trusted peer. The steps 5, 6, 7 and
8 in Fig. 5 represent these activities. By adjusting the length of the revealed
hash code, the requestor can control the number of eliminated peers. The
level of privacy is improved manifold since the malicious peers now need to
compromise the trusted peer and also break the Bloom filter and the hash
function in order to attack the privacy protection scheme.
(c) Hiding the Data Content: Although the privacy-preservation level has
been improved during the lookup phase using the previous two schemes, the
privacy of the requester will still be compromised if the trusted peer can see
the data content when it relays the packets for the requester. To improve the
privacy level and prevent eavesdropping, we can encrypt the data handle and
the data content. If the identity of the supplier is known to the requester, it
can encrypt the request using the supplier’s public key. The public key of the
requester cannot be used because the certificate will reveal its identity. The
problem is solved in the following manner. The requester generates a symmet-
ric key and encrypts it using the supplier’s public key. Only the supplier can
recover the key and use it to encrypt the data. To prevent the trusted peer of
the requester from conducting a man-in-the-middle attack, the trusted peer
is required to sign the packet. This provides a non-repudiation evidence, and
shows that the packet is not generated by the trusted peer itself. The privacy
level has been improved, since now in order launch an attack on the privacy
of the requester, a malicious peer needs to break the encryption keys as well.

4 Performance Metrics for the Proposed Protocol

To analyze the performance of the proposed protocol, several metrics are
defined. In this section, we provide a detailed discussion on these metrics
which are used to evaluate the protocol performance. The performance results
of the protocol based on these metrics are presented in Section 5.

(a) Attempt Ratio (AR): A peer keeps on downloading files from various
sources based on their trust ratings till it gets the authentic file. AR is the
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probability that the authentic file is downloaded in the first attempt. A high
value of AR for the honest peers is desirable for a searching scheme to be
efficient and scalable.
(b) Effective Attempt Ratio (EAR): It measures the cost of downloading
an authentic file by a good peer in comparison to the cost incurred by a
malicious peer. If P (i) be the total number of attempts made by the peer i
to download an authentic file, EAR is given by (10).

EAR = (
1

M

M∑
i=1

1

P (i)
− 1

N

N∑
j=1

1

P (j)
) (10)

In (10), M and N are the number of malicious and good peers issuing queries
in a particular generation. For example, EAR = 50 implies that if a good peer
needs one attempt to download an authentic file, a malicious peer will need
two attempts.
(c) Query Miss Ratio (QMR): Since the formation of semantic communi-
ties takes some time, there will be a high rate of query misses in the first few
generations of search. However, as the protocol executes, the rate of query
miss is expected to fall for the good peers. QMR is defined as the ratio of the
number of search failures to the total number of searches in a generation.
(d) Hit per Message (HM): Due to the formation of the semantic com-
munities in the network, the number of messages required to get a hit is
expected to fall down as the network topology stabilizes. HM measures the
search efficiency achieved by the proposed search protocol and it is defined
as the number of query hits per message irrespective of the authenticity of
the file being downloaded.
(e) Relative Increase in Connectivity (RIC): After a successful down-
load, a requesting peer attempts to establish a community edge with the
resource provider, if it is approved by the latter. This ensures that the peers
which provide good community services are rewarded by providing them with
an increased number of community neighbors. The metric RIC measures the
number of community neighbors a peer gains with respect to its connectivity
neighbors in the initial network topology. If Dinit(i) and Dfinal(i) are the
initial and the final degrees of the peer i, and N is the number of peers, then
RIC for the peer i is computed using (11).

RIC(i) =
1

N

∑
i

Dfinal(i)

Dinit(i)
(11)

(f) Closeness Centrality (CCen): Since the topology adaptation effec-
tively brings the good peers closer to each other, the length of the shortest
path between a pair of good peers decreases. This intrinsic incentive for shar-
ing authentic files is measured by the metric CCen. The peers with higher
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CCen values are topologically better positioned. If Pij is the length of the
shortest path between the peer i and the peer j through the community edges
and if V denotes the set of peers, then CCen for the peer i is given by (12).

CCen(i) =
1∑

jεV Pij
(12)

(g) Clustering Coefficient (CC): It gives an indication about how well the
network forms cliques. CC plays an important role in the choice of the TTL
value in the search protocol. With higher values of CC, lower TTL values can
be used in the search operation. If Ki be the number of community neighbors
of the peer i, then the CC of the peer i is computed using (13).

CC(i) =
2Ei

Ki(Ki − 1)
(13)

In (13), Ei is the actual number of community edges between the Ki neigh-
bors. CC of the network is taken as the average value of all CC(i)s.
(h) Largest Connected Component (LCC): The community edges con-
nect the peers which have similar content interests and have sufficiently high
mutual trust among each other. If we focus on the peers which share a par-
ticular category of contents, then we can observe that the community edges
form a trust-aware overlay. However, it will be highly probable that the trust-
aware overlay graph will be a disconnected graph. LCC is the largest con-
nected component of this disconnected overlay graph. In other words, LCC
of the network can be taken as a measure of the goodness of the community
structure, since it signifies how strongly the peers with similar contents and
interests are connected with each other.
(i) Trust Query Propagation Overhead (TQPO): The peers build trust
and reputation information by collecting and using both the first-hand and
the second-hand information. A trust query message is propagated when the
trust information about a peer is not available locally in a peer. A trust query
message involves one DFS round without any backtracking. The overhead
incurred due to the trust query propagation is measured by the metric called
trust query propagation overhead (TQPO). TQPO is defined as the total
number of distinct DFS search attempts per generation. It may be noted
that a trust query may be initiated multiple number of times for a single file
search operation - to select a trusted neighbor or to approve a community
link.
(j) Topology Adaptation Overhead (TAO): It gives an idea about the
overhead due to the topology adaptation and it is measured by the number
of community edges that are added or deleted in one cycle of operation of
the search protocol. The larger the number of addition and deletion of the
community edges, higher will be the associated overhead.
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5 Performance Evaluation of the Proposed Protocol

A discrete time simulator written in C is used for simulating the protocol.
In the simulation, 6000 peers, 18000 connectivity edges, 32 content categories
are chosen. The values of the degree of deception and the degree of rewiring
are taken as 0.1 and 0.3 respectively. The edge limit value used is 2.5. The
TTL values for the BFS and the DFS are taken as 5 and 10 respectively.
Since one of the objectives of the simulation is to show higher scalability of
the proposed protocol, the number of peers and the number of connectivity
edges in the simulated network are chosen to much higher than those used
in simulating the APT [16] and the RC-ATP [55] protocols, while the TTL
value for BFS is kept constant. The values of the simulation parameters are
presented in Table 2.

Table 2 Simulation parameters

Parameters Values

No. of peers 6000

No. of connectivity edges 18000

No. of content categories 32

Degree of deception 0.1

Degree of rewiring 0.3

Edge limit 2.5

TTL for BFS 5s

TTL for DFS 10s

No. of search per generation 5000

No. of generations per cycle 100

The discrete time simulator simulates the protocol repeatedly on the power
law network and outputs all the metrics averaged over the generations.
Barabasi-Albert generator [8] is used to generate initial power law graph with
6000 nodes and approximately 18000 edges. The number of search per gener-
ation is taken as 5000 while the number of generations per cycle of simulation
is 100.

To check the robustness of the protocol against attacks from malicious
peers, the percentage of malicious peers is gradually increased. Fig. 6 illus-
trates the cost incurred by each type of peers to download the authentic
files. It can be observed from Fig. 6(a) and Fig. 6(b) that with the increase
in the percentage of the malicious peers in the network from 10% to 20%,
the AR for the malicious nodes increases while the AR for the honest peers
falls marginally. Since AR indicates the cost (in terms of number of attempts
required for downloading an authentic file) incurred by a peer, it can be con-
cluded that as the percentage of the malicious peers is increased, the cost
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incurred by the malicious peers to download the authentic files decreases
while that of the good peers increases.

It is also observed from Fig. 7 that the EAR values for the peers decrease
as the percentage of the malicious peers in the network is gradually increased
from 10% to 60%.

Fig. 6 AR for various percentages of malicious peers in the network. In (a) 10%,
in (b) 20% nodes are malicious.

Fig. 7 EAR of honest peers for various percentages of malicious peers in the net-
work. In (a) 10% - 30%, in (b) 40% - 60% peers in the network are malicious.

It is evident from Fig. 7 that when 10% of the peers in the network are
malicious, the average EAR is 80; i.e., on the average, if a good peer needs one
attempt to download an authentic file, a malicious peer needs 5 attempts.
The peers which share high quality files acquire good reputation and earn
more community edges and eventually disseminate the query through the
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community edges only. As the queries are forwarded via the trusted peers at
each hop, the probability of getting the authentic files in the first attempt in-
creases. However, as the queries forwarded by the malicious peers are blocked
by the good peers, they need more attempts to download the good files. It
may be observed from Fig. 7(b) that when the percentage of the malicious
peers in the network is 60%, the value of EAR drops to 30. Hence, as long as
the percentage of the malicious peers in the network does not exceed 60%,
the good peers have higher probability to get the authentic files in their first
attempts as compared to the malicious peers. The results, therefore, indicate
that the proposed protocol can withstand attacks by the malicious peers till
such peers are less than 60% of the total number of peers in the network.

Fig. 8 Avg. EAR for various percentages of malicious peers in the network with
and without the trust management module

The performance of the proposed protocol is compared with an equivalent
power law network with no trust management framework in place. Since
the proposed protocol allows addition of the community edges, therefore, to
keep the number of edges in both the networks equal, additional edges are
introduced between the similar peers in the equivalent network. Fig. 8 shows
the comparison of the average EAR values. In the network without trust
and reputation management, the value of EAR drops to zero when 50% or
more of the peers in the network are malicious. However, in the network
with the proposed protocol in place, even when 60% peers in the network
are malicious, the value of EAR is consistently sustained at 20. This clearly
demonstrates the robustness of the proposed protocol.

Fig. 9 shows the QMR experienced by both the types of peers for varying
percentages of the malicious peers in the network. Initially, the value of QMR
is high as no interest-based communities are formed and the searching is
essentially a blind (i.e., brute force) one. As the protocol executes further,
the peers with similar content interests come closer to each other (in terms



An Efficient, Secure and Privacy-Preserving Search Protocol 305

Fig. 9 QMR for various percentages of malicious peers in the network

of number of hops between them), and the queries are forwarded through
the community edges. As a result, the value of QMR drops for the good
peers. It is observed from Fig. 9 that the steady state value of the QMR
for the good peers is less than 0.2, and the value of QMR is independent of
the percentage of the malicious peers in the network. This is a significant
performance achievement of the proposed protocol. For the malicious peers,
the steady state value of QMR is 0.4. The high value of QMR for the malicious
peers is due to the fact that the queries from the malicious peers are blocked
by the good peers. It is evidently clear from the results that the proposed
protocol effectively rewards the peers which share large number of authentic
files in the network, which in turn helps in making the searching protocol
efficient.

Fig. 10 shows variation of the value of HM for both the types of peers.
Although, the value of HM for the good peers reaches a steady state as the
topology matures, for the malicious peers, the value of HM fluctuates quite
appreciably. The HM for the malicious peers sometimes attains higher values
than that of the good peers. Since the queries forwarded by the malicious
peers are blocked, HM for these peers are sometimes higher than those of the
honest peers. The hit here does not mean authentic hit. The authentic hit of
the good peers is higher than that of the malicious peers as these peers have
higher AR values.

Fig. 11 shows the variation of the RIC for each type of peers under threat
model A. It may be observed that the RIC for the good peers increases to 2.4
(constrained by the parameter edge limit), whereas for the malicious peers,
the RIC does not increase beyond 1.2. With the increase in the percentage of
malicious peers, the saturation rate slows down albeit the final value remains
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Fig. 10 HM for the malicious and the honest peers in the network. Percentage of
malicious peers in the network is 10.

Fig. 11 RIC for various percentages of malicious peers under threat model A. In
(a) 20% and in (b) 40% peers in the network are malicious.

the same. This shows that the proposed protocol provides better connectivity
to the peers which share large number of authentic files. At the same time,
the malicious peers are blocked gradually and their community edges are
deleted.

Fig. 12 shows the variation of RIC under threat model B. Since in this
model, a malicious peer provides fake files after it has achieved a high connec-
tivity and then stops acting maliciously when it has lost sufficient number of
community edges, fluctuation in the RIC persists throughout the simulation
period.

Fig. 13 presents how the closeness centrality (CCen) of the good and the
malicious peers varies in the community topology. In computation of CCen,
only the community edges have been considered. It may be observed that the
steady state value of the CCen for the good peers is around 0.12. However,
for the malicious peers, the CCen value is found to lie in between 0.03 to
0.07. This demonstrates that the malicious peers are driven to the fringe of
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Fig. 12 RIC for various percentages of malicious peers under threat model B. In
(a) 20% and in (b) 40% peers in the network are malicious.

Fig. 13 Closeness centrality for various percentages of malicious peers in the net-
work. In (a) 20% and (b) 40% nodes are malicious.

the network, while the good peers are allowed to form communities among
them.

Higher values of CCen also indicate that the good peers have smaller av-
erage shortest path length between them. In the simulation, the diameter of
the initial network is taken as 5. At the end of a simulation run, if there is
no path between a pair of peers using the community edges, then the length
of the shortest path between that pair is assumed to be arbitrarily long, say
15 (used in Fig. 14). As shown in Fig. 14, the average shortest path distance
(ASPD) decreases from the initial value of 15 for both the honest and the
malicious nodes. However, the rate and the extent of decrease for the good
peers are much higher due to the formation of the semantic communities
around them. For the malicious peers, after an initial fall, the value of ASPD
increases consistently and finally almost reaches the maximum value of 15.
On the other hand, the average value of ASPD for good peers is observed
to be around 6. Since the good peers are connected with shorter paths, the
query propagations and their responses will also be faster among these peers.
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Fig. 14 Avg. shortest path distance vs. generations of search at the step of ten
for various percentages of malicious peers. In (a) 30% and in (b) 40% nodes are
malicious.

Fig. 15 Clustering coefficient for different percentages of malicious peers in the
network. In (a) 20% and in (b) 40% of the peers are malicious.

Fig. 15 shows clustering coefficient (CC) for each type of peers. Since the
community edges are added based on the download history and the peers
having good reputation gain more community edges, the CC is high for the
honest peers. This leads to the formation of triangles in the peer communities.
To counter this phenomenon, the search strategy adapts itself from the BFS
to the DFS to minimize redundant message flows in the network. Since the
edges are added based on the download history and similarity of interest, the
communities of the peers are formed which are connected to other community
by hub of peers having interest in multiple content categories. This leads to
lower ASPD for the good peers.

Fig. 16 depicts the size of the largest connected component (LCC) for each
of the 32 content categories. It may be observed that the average size of
the LCC for all content categories remains constant even if the percentage
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of the malicious peers in the network increases. This clearly shows that the
community formation among the good peers is not adversely affected by the
presence of the malicious peers.

The average value of the LCC in the proposed protocol is further compared
with that of an equivalent graph for various percentages of the malicious peers
and the results are presented in Fig. 17. It may be observed in Fig. 17 that
the value of the LCC in the proposed protocol remains almost constant ir-
respective of the percentage of the malicious peers in the network. However,
the average LCC in the equivalent network (without the proposed protocol)
falls sharply with the increase in the percentage of the malicious peers. This
clearly shows that the proposed protocol is effective in forming the seman-
tic communities for all types of file categories even in the presence of high
percentage of the malicious peers.

Fig. 16 Largest connected components (LCC) for different content categories

Fig. 18 shows that as the topology of the network matures, the steady
state value of the trust query propagation overhead (TQPO) becomes quite
low. The value of TQPO is less than 10 when 10% of the peers in the network
are malicious. Even when the network has 40% of its peers malicious, TQPO
gradually decreases and reaches a value of 20 in 100 generations. Hence, the
trust propagation module has little impact on the system overhead, since the
trust information is efficiently distributed in the trust-aware overlay topology.

The overhead due to the topology adaptation in the proposed protocol is
also investigated. As mentioned in Section 4, the overhead due to the topology
adaptation is measured by the metric TAO, which is defined as the number
of community edges added or deleted in a generation. Fig. 19 shows the vari-
ation of TAO for different percentages of the malicious peers. It is observed
that the value of TAO starts falling from an initial high value and oscillates
with small amplitudes. This is due to the fact that initially the edge capac-
ities of the peers are not saturated and they acquire the community edges
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Fig. 17 Avg. LCC for different percentages of malicious peers in the network with
the proposed protocol and without the protocol in an equivalent network

Fig. 18 Overhead of trust query propagation for 10% and 20% malicious peers in
the network

rapidly. As the protocol executes further, the good peers acquire relatively
stable neighborhood resulting in a sharp decrease in the value of TAO. In
the subsequent generations, the value of TAO fluctuates slightly since the
good peers delete the existing edges with the malicious peers as soon as the
malicious peers are detected, and the new community edges with the fellow
good peers are added. With the increase in percentage of the malicious peers,
the fluctuation in the values of TAO also increases as more number of peers
get added and deleted in the network. However, in all cases, the value of TAO
falls sharply and attains a very low value once the community topology of
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Fig. 19 Overhead due to topology adaptation under the presence of various per-
centages of malicious peers. In (a) 20% and in (b) 40% of the peers in the network
are malicious.

Table 3 Avg. LCC values for different percentages of node churning

% of Node Churn Avg. LCC

10 58

20 46

30 40

40 35

50 28

the peers becomes stable. This shows that the proposed protocol introduces
a very small overhead in computation for topology adaptation process.

We have also studied how effectively the proposed protocol distinguishes
the free riders from the malicious peers. As mentioned in Section 1, the free
riders are those peers who do not share any resources with the other peers but
they enjoy the resources of the other peers in the network. In the simulation,
we have modeled the free riders as those peers who share up to 10 files
in the content distribution model. The percentage of the free riders in the
network is taken as 40. Since the free riders do not share any files, these
peers will not be able to form any semantic communities. Accordingly, the
RIC for these peers should be as low as those of the malicious peers. On the
other hand, since unlike the malicious peers, the free riders do not distribute
any spurious files, their presence does not cause much adverse impact on
the network services. Hence, these peers are not penalized as much as the
malicious peers. Accordingly, the AR values for the free riders should be
higher than those of the malicious peers. The results presented in Fig. 20
validate this hypothesis.
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Fig. 20 AR and RIC values for the good peers, the free riders and the malicious
peers for various percentages of malicious peers in the network. The percentage of
free riders is taken as 40.

Fig. 21 Effect of node churning on EAR for various percentages of node churning
with the proposed protocol in operation

Finally, we have studied the effect of node churn in the performance of
the proposed protocol. Since, node churn is a natural phenomenon in a P2P
network, it is essential that the search protocols should be efficient in the
event of an occurrence of a large degree of node churn. Node churn causes
disruption in the semantic communities of the peers. Hence, it leads to in-
crease in the value of the QMR and decrease in the value of the EAR. Table 3
presents the average size of the LCC for various levels of node churn in the
network, when the proposed protocol is under operation. Fig. 21 shows the
effect of node churn on the EAR for various percentages of node churning.
It may be observed that the performance of the proposed protocol degrades
gracefully with the increase in the percentage of nodes being churned.

The performance of the proposed search protocol is summarized in Fig. 22.
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Fig. 22 Summary of the performance metrics of the proposed search protocol
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Comparisons with Existing Protocols: In the following, we provide a
brief comparative analysis of the proposed protocol with two similar proto-
cols existing in the literature. In [34], a method named eigen trust has been
proposed to minimize the impact of the malicious peers on the performance
of a P2P system. In this scheme, the global trust value for each peer is com-
puted by calculating the left principal eigen vector of a matrix of normalized
local trust values. Since the trust and reputation computations are robust,
the mechanism is able to sustain a high value of the AR (i.e. the fraction
of authentic file downloads) for the good peers even when the percentage
of the malicious peers is as high as 80. In contrast, the proposed protocol
in this chapter can support a high value of AR for the good nodes as long
as the percentage of the malicious peers in the network does not exceed 60.
However, the scheme based on eigen trust is computationally intensive, and
it is susceptible to produce unreliable results in the event of any Byzantine
failures of some of the peers. On the other hand, the proposed protocol in
this chapter has a light-weight trust management module that is robust yet
efficient in identifying the free riders and Byzantine peers while improving
on the QoS of searching.

In the APT protocol [16], as the topology stabilizes, all the paths from the
good peers to the malicious peers are blocked, and the characteristic path
lengths of these two types (good and malicious) of peers are distinctly differ-
ent - while the good peers have shorter path lengths between them, the mali-
cious peers are driven to the fringe of the network. However, in the proposed
protocol in this chapter, the good peers and the malicious peers still remain
connected through the connectivity edges since these edges are not deleted
during the protocol operation. The presence of the connectivity edges pre-
vents any possibility of network partitioning, which makes the protocol more
robust and fault-tolerant. Moreover, the scalability of the proposed protocol
is higher than that of the APT protocol, since it uses a light-weight trust
engine. More importantly, the APT protocol does not have any mechanism
to protect the privacy of the peers. The proposed protocol provides a very
robust and reliable mechanism for protecting the privacy of the peers and
their data. This makes it more suitable for deployment in the real-world P2P
networks.

A comparative analysis of three protocols - the APT protocol [16], the RC-
ATP protocol [55], and the proposed protocol in this chapter- is presented in
Fig. 23. It can be observed that the proposed protocol outperforms the other
two protocols in terms of its higher scalability, robustness against network
partitioning, and its ability protect privacy of the peers and the messages
communicated in the network.
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Fig. 23 A comparative analysis of three protocols - APT, RC-ATP and the pro-
posed protocol

6 Conclusion

In many IoT applications, resource discovery protocols are required which
need to perform efficiently in a distributed and large-scale environment. An
efficient and secure search protocol for unstructured P2P networks will be
an ideal candidate for this purpose. Hence, the P2P architectures and their
protocols are finding increasing relevance and adoption in IoT middleware
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design. In this chapter, we have presented a search protocol for unstructured
P2P networks that solves several problems e.g., inauthentic downloads, poor
search scalability, combating free riders, and protecting the user and the
data privacy. The protocol exploits the topology adaptation done by the
peers and uses a robust trust management mechanism to isolate the malicious
peers while providing topologically advantageous positions to the good peers.
Due to the topology adaptation, the good peers are able to form semantic
communities which enables them get faster and authentic responses to their
queries. On the other hand, the malicious peers are driven to the fringes of
the network so that the queries from these peers have longer paths to travel
to receive responses. In some situations, the queries from the malicious peers
are blocked so that these peers do not receive any response to their queries at
all. A large number of metrics are defined for evaluating the performance of
the proposed protocol, and the protocol is simulated in a power-law network.
The simulation results have demonstrated that the protocol is robust even in
presence of a large percentage of malicious peers in the network. A detailed
comparative analysis of the performance of the protocol is made with two
existing similar protocols so that the advantages of the proposed protocol
can be clearly understood. As a future plan of work, we intend to carry out
an analysis of the message overhead of the privacy module under different
network topologies and for different selection strategies of the trusted peers.
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The Tailored Fabric of Intelligent Environments

James Dooley, Hani Hagras, Vic Callaghan, and Martin Henson

Abstract. The traditional Internet of Things (IoT) vision states that passive, every-
day objects are uniquely identified through some computer-readable means such as
barcodes or RFID so that electronic systems can identify them. The identity is then
used to retrieve a virtual representation for the object - a source of information that
forms the basis for context awareness, decision making or action invocatoin. It was
envisioned that every object in the world could be tagged and that the Internet could
provide the network across which these “things” could be active (resolved, inter-
acted, etc.). In this chapter, we describe how this vision converges with the vision
for Intelligent Environments (IEs) as Ubiquitous Computing deployments that are
endowed with an Ambient Intelligence. In particular we see the marriage of passive-
objects from IoT and active-objects from IE as symbiotic if real-world deployment
can ever be achieved - it is from these objects that the fabric of IEs will be woven.

1 Introduction

As the vision for an Internet of Things (IoT) becomes closer to reality, the number of
objects that are deployed in the real world with a digital presence increases towards
a massive scale. Familiar objects that already exist around us in the spaces we oc-
cupy will be given a digital-identity and possibly endowed with computational and
communication capabilities. They, along with new and novel objects that include
the virtual, will be interconnected and reflected by a digital presence. Collectively,
these objects form part of the IoT – a massive distributed system that requires in-
frastructure to enable operation, discovery and management while simultaneously
protecting scope, security and privacy. With such a rich and diverse landscape of
information, there arises the necessity for standard middleware and novel Artificial
Intelligence (AI) to be used in dealing with / operating such a body of knowledge
that results.
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This chapter introduces the concepts that outline how active and passive objects
are interconnected and unified in the real world. Collectively they form the fabric
from which Intelligent Environments (IEs) are constructed and provide a layered
support for intelligent agents and software applications to operate atop. The for-
mation of an agent population within an IE results in an emergent and collective
Ambient Intelligence (AmI) that exists as a product of interaction, cooperation and
even competition among intelligent agents. The model scales-up to form a view
of the world as a set of interconnected IEs between which human users and their
subservient agents may roam. The purpose of this effort is to facilitate a better qual-
ity of life and continuity-of-experience as perceived by human inhabitants through
environmental adaptation.

Herein, we describe convergence between the IoT and IE research fields.
Although the two are distinct in their vision, the real world will be deployed by
a hybrid of both - this chapter identifies how the envisioned Large-Scale Intelligent
Environments (LSIEs) infrastructure can support the digital identity that is given
to passive objects by mixed technologies such as RFID and barcodes. Conversely,
the IoT vision enhances the operation of IEs by enabling passive objects to exist
along-side active objects (which have embedded computation and communication
capabilities).

Sect. 2 introduces the more significant IoT and IE literature that has led us to the
present state-of-the-art. This includes a description of the four “living-labs” that we
have constructed on the University of Essex campus. Sect. 3 then presents a view of
the world that scales from individual passive / active objects, through the IEs they
occupy and up to clouds as virtual collections of IEs. Sect. 4 describes the significant
requirement on enabling technology - such as middleware for the interconnection of
entities (Sect. 4.1) and agents, applications and virtual appliances for intelligent
operation (Sect. 4.2). The material discussed is then illustrated through the use of
a case study in Sect. 5. The chapter is then summarised and concluded with some
remarks on future work in Sect. 6.

2 State of the Art

In 1991, Mark Weisers seminal work [1] described a grand “Ubiquitous Comput-
ing” (UC) vision for our future in which computer technology becomes transpar-
ently embedded in the world around us. This takes a user-centric approach in which
the cognitive load of technology on people is reduced by making technology recede
into the background of our lives, beyond human perception. This is in contrast to
the modern day model of people staring “awkwardly” at a desktop screen - inter-
acting on the terms of technology. The emergence of mobile-computing can be seen
as a stepping stone between the two where users are always connected through the
device they carry with them. In the years since, UC has flourished and stimulated a
great many works that span the entire spectrum of technology and society. The re-
lated fields of UC, IE, IoT, AmI and Pervasive Computing all offer variations around



The Tailored Fabric of Intelligent Environments 323

the same theme with focus on specific parts of the problem space. In the following
two sub-sections, we focus on the more significant works in the IE and IoT areas.

The convergence of these two areas is object-centric and relies on the availabil-
ity of common infrastructure. The real world will likely be the result of work that
evolves from both IE and IoT fields and so the convergence of the two must be
achieved. The problems of infrastructure and sensor availability that afflict the IoT
vision are implicitly solved by the IE vision, whilst the IE need for a mix of passive
and active objects is augmented by the IoT body of knowledge.

2.1 Internet of Things

Circa 1999, the IoT concept was suggested as a means to connect the internet to the
physical world through the large-scale deployment of sensors. The intended pur-
pose was to remove the dependance of humans by machines in acquiring informa-
tion and to allow the information to be directly sampled from the real-world. With
this proposition, the “Auto-ID Centre” was established. The purpose of the Auto-ID
Centre was focused towards the investigation into Radio-Frequency IDentification
(RFID) technology so that everyday objects could be given an Electronic Product
Code (EPC) to aid supply-chain management [2] [3]. The work carried out under
this Centre surpassed the standardisation of RFID and also investigated other asso-
ciated problems, such as the specification of a common description language used
to describe objects, processes and environments [4].

The “Cooltown” project explored the possibilities of linking every object in the
world to a web-presence [5]. The work made use of several contact and non-contact
sensing technologies and was motivated to link the physical and virtual worlds to-
wards a mobile computing vision. Of note, this work examined other works in the
field and classified the nature of links between a physical and virtual object by ap-
plication [6] :

• Physical Browsing: The association of digital documents with physical objects -
users designate entities that interest them, and thereby obtain documents (pages)
about them.

• Content Repositories: The association of some digital content with physical
objects - so that users may transfer the content to one another or move it from
place to place by passing the corresponding object around.

• Copy-and-Paste: The temporary association of content with a physical “clip-
board” object - so that users can copy content from a source and paste it to a
sink.

• Communication Points: The association of communication medium with phys-
ical objects - so that users who encounter the same object can communicate (for
example using bulletin boards, email, voicemail, etc.).

• Physical Icons: The association of actions with physical objects - so that users
can invoke actions such as turning a light on, by manipulating a physical object
(in a similar fashion as selecting an icon on a desktop PC will invoke some
action).
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The authors of [6] also describe Physical-Icons as inputs to computational functions
where the physical object can be mapped to a virtual entity. We would however argue
that this deserves its own classification:

• Object Reflection: The association of a virtual entity with a physical object
- so that a user can identify an object, for the system to manipulate in some
way through its virtual counterpart (for example identifying a camera will then
provide a user-interface for the virtual functions of the camera, such as “view
photos”). The identification of users can also be considered as part of this
classification.

Various technologies have been used to achieve the tagging of objects so that they
can be identified uniquely, reliably and quickly by electronic systems [7]: Visual
Object-recognition [8] [9], barcodes [10] [11], 2D barcodes (such as QR codes) [12],
Infrared beacons [13] and badges [14], Ultrasound [15] [16], RFID [17], Ubisense
(an RF-based realtime location tracking technology) [18], Wi-Fi [19], etc.

The salient point of the original IoT work is to identify “passive” objects (objects
which have no computational or communication capabilities beyond that required
to identify themselves) and to then do something based on that identity. It is worth
noting that the tagged objects are passive - they do not actively do anything them-
selves, but rather the system that identifies them will carry out some action based on
that recognition.

Fig. 1 The typical IoT architecture

Fig. 1 shows the typical architecture taken: an application uses some sensing
apparatus to observe an object in the real world. A database is then queried over the
internet (or some other network) to resolve necessary information from the identity
that has been gained from the real-world object. The application can then use this
information to achieve its functional operations.
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As the work towards an IoT progresses with works such as [20], the vision
evolves and converges with that of the IE field. In particular the inclusion of not
just passive objects, but active ones as well is increasingly popular. This now causes
confusion as to what the “things” in the IoT actually are [21] - “are they sensors,
are they devices, or are they passive objects?”

2.2 Intelligent Environments

As a multi-disciplinary research area, there are a huge variety of topics into which
IE researchers delve. Consequently, this results in diverse approaches being taken to
construct “living labs” in which the research is conducted. For example, the Cisco
“Internet House” was constructed on a full building scale, but its purpose was to
showcase a home with always-on Internet connectivity and appliance automation
(where the home and its appliances could be controlled over the internet). Similarly,
the Philips “HomeLab” [22] was a fully functional apartment whose purpose was
aimed more at user experience evaluation through the use of monitoring technolo-
gies (such as cameras and microphones). The greater extent of technology deploy-
ment in the MIT “Placelab” also took place in a dedicated apartment scale space
and focused on the space construction, technology deployment and user experience.
The Stanford “iRoom” [23] and National Institute for Science and Technology
(NIST) “smart space” [24] have investigated the deployment of ubiquitous com-
puting in the office / meeting room context. The Fraunhofer inHaus-Center run two
labs called the “SmartHome” and “SmartBuilding” for research into many different
areas of innovation including user interfaces [25], an area of research also investi-
gated by the “iRoom” at LIMSI [26]. Facilities such as the Duke University “Smart
Home” have been used primarily for student projects, while the more recent emer-
gence of community-lead “hackerspaces” around the world have promoted public
participation in technology-oriented projects. Being rich in interconnected comput-
ing devices, sensors and actuators, these “technology rich” environments are the
precursors to the IE - lacking only a quality of intelligence that is achieved through
the deployment of suitably endowed software, such as intelligent embedded-agents.

Recognising this disparity, researchers have deployed intelligence into numerous
spaces. At the University of Colorado, the “Adaptive Home” used a centralised
neural-network based controller that monitored approximately 75 sensors (light,
temperature, sound, motion, door/window state, etc.) and then took appropriate
action on related actuators in the home [27]. Over the lifetime of this lab, many
experiments were conducted and results published regularly. Such a rich publica-
tion history also exists for the Georgia Institute of Technology “Aware Home” that
explores a huge diversity of subject areas including sociological applications such
as assisted-living and home-care [28]. The “PEIS home” at the Orebro University
further extends the capability of environment manipulation that lies within control
of software intelligence by deploying and integrating mobile robots into its infras-
tructure [29]]. Elegantly, some labs (such as the iRoom at the German University
in Cairo [30] and the MavHome at Washington State University [31]) are used to
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experiment with populations of software agents that provide the ambient intelli-
gence (this is especially interesting when considering emergent behaviour from pop-
ulations of agents that compete or collaborate).

At the turn of the century, when technology became cheap, small and abundant,
there was a renewed energy in the field of UC. Works such as [32] were stimu-
lated and the “disappearing computer” [33] was being chased. Among the fray of
projects that we spawned, the e-Gadgets (extrovert gadgets) project was started and
focused on the creation of pro-active “Intelligent Artefacts” [34]. In support of this,
the Intelligent Dormitory (also known as the “iDorm”) was constructed as a test-
bed that mimicked a single room student accommodation where individuals could
stay for short periods of time (1-2 weeks). Within this seemingly normal place,
heterogeneous technology was embedded and interconnected to form a grid com-
puting deployment [35]. The iDorm identified and motivated continued work into
the various challenges of UC, such as the Pervasive Home Environment Network
(PHEN) project that continued to investigate the middleware and end-user interaction
challenges [36].

Fig. 2 The University of Essex iSpace (living-area)

A range of devices, technologies and networks were used and almost every
aspect of the space could be monitored or controlled by the software agents that
constantly executed and evolved. This has been previously and comprehensively
described over years of publication, such as in [35] [37] [38]. In combination with
desktop PCs and hand-held devices; motion, pressure, temperature and light sen-
sors sampled the world, blinds could be opened / closed, lamps and lights could be
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dimmed / switched, doors could be unlocked, heaters / coolers could be controlled,
etc. From this work, the “iSpace” (a fully functional apartment, shown in Fig. 2
discussed more in Sect. 5) and the “iClassroom” [39] were evolved.

The salient point to note about the IE field is that objects are considered “ac-
tive” - they are envisioned to have embedded systems and communications capa-
bilities within them and so are able to perform tasks themselves. The combination
of infrastructure and a population of these active-objects results in a complex and
dynamic distributed system - one that intelligent agents are envisioned to operate,
thus giving spaces an AmI quality . The overall IE resource is itself intended to be
adaptable to changes in context and user preference through software agents that not
only sense the real world, but also act upon it through actuators (see Fig. 3).

Fig. 3 The sense / act cycle that software agents conduct

3 The World View

Beyond the test-beds of research and proof-of-concept works; the realisation of the
UC / IoT / IE visions in the real world rely on operation at large-scale. To date this is
something that the IoT field has accomplished very well and that the IE field is only
just beginning to venture into [40] [41]. From a top-down perspective, our future
world can be seen as a set of geographically distributed IE “Spaces” - intercon-
nected by the internet (Fig. 4). Users roam through the physical world entering and
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exiting these IEs in a transient nature - each user having a distinct “role” in each
and carrying with them a digital profile that contains their data, agents, preferences,
etc. [42] [43]. Users can then be considered to have a history of occupancy within
a subset of the IE superset (i.e. through the life of a user, that user will have visited
some of all the Spaces that exist within the world).

Fig. 4 An architecture for a “world-of-spaces”

Within this model, there are two distinct architectures that come together: the
inter-Space and intra-Space . The inter-Space architecture is large-scale and formed
by the interconnection of Spaces over a large network such as the global internet.
The intra-Space architecture is concerned with how a space is composed from its
constituent devices and entities. We use the concept of an abstract “Entity” [44] to
describe the uniquely identifiable digital-presence for an object of some form (such
as a sensor, actuator, file, process, user, place, etc.) regardless if it is real, virtual,
logical or otherwise. Entities reside on physical devices and are grouped into sets
that are published together by a “Peer” to a Space (Fig. 5).

In its simplest description; a Space (S) is a virtual machine (VM) that is dis-
tributed over a set of interconnected Peers that communicate through a network
using secure middleware [45] . This virtual machine abstraction provides the con-
ceptualisation that a space is centralised (with the associated advantages of manage-
ment and security), even though it is indeed distributed (with the inherent properties
of scalability and robustness). Several independent and isolated Spaces can exist
across the same set of network-connected devices.
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Fig. 5 Construction of a Space from its fabric (“devices”, “peers” and “entities”)

The Space Controller (SC; Fig. 4) represents the convergence of the inter-Space
and intra-Space architectures. Itself an Entity; the SC acts as a gateway between
locality and the wider large-scale. It also has the responsibility to manage the Space,
its identity, members, etc. Through this gateway, Entities within a Space can be
securely and safely accessed from outside. This model represents the convergence
of IE and IoT towards a structured “internet-of-entities” .

4 Enabling Technology for IoT and IE convergence

A UC deployment is implicitly a distributed system - it relies on the interconnec-
tion of many computing devices and their software components across a network.
Fig. 6 shows this and also shows the enabling technologies that are deployed across
those devices. Of note, the middleware component (Sect. 4.1) must exist on every
device that wishes to participate in the distributed system. This provides network
transparency for the software that is deployed on top of the middleware - allow-
ing higher level components to operate. Virtual Appliances can be formed, while
Agents, Applications and entities can communicate to achieve behaviour and func-
tionality within an IE (Sect. 4.2).

In the remainder of this section, these enabling technologies are presented.

4.1 Middleware

Middleware provides a common functionality to higher level software such as agents
and applications while abstracting the underlying implementation. It is the enabling
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Fig. 6 A distributed system involving many devices, middleware, agents, applications and
entities

technology that permits the processes on a single computing device to be rendered
in a wider distributed computing environment - local resources can be exported
and remote resources imported. As discussed in Sect. 3, the realisation of a con-
verged IoT / IE reality depends on two kinds of architecture - the inter-Space and
the intra-Space. While they must both support the same functionality (such as Entity
discovery, interaction, eventing / subscription, etc.) they require slightly different
approaches that are tailored to the conditions under which they must operate. The
Space-Controller represents a convergence of these two approaches. At an inter-
Space level, functionality is required to connect between spaces across the internet,
while at the intra-Space level the emphasis is on the interconnection of Entities on
a local network. The purpose of these architectures is to provide an end-to-end sup-
port for the interconnection of communicating entities that may reside in separate
Spaces on a global scale.

Many approaches have been investigated for middleware that operates at the
intra-Space level, [44] [46] but the core functionality that has been evolved here
has not been scaled-up to an inter-Space level (although the proposition of this has
been suggested [47], it is still an open and exciting area of investigation):

• “Entity Discovery”: The ability to discover a previously unknown entity given
some search parameters - this is a particularly difficult thing to achieve in a dis-
tributed system that is subject to any real entropy. On a large scale (such as
searching web-pages on the internet for content) this is usually achieved by cen-
tralised “Search Engines”, while on the intra-Space level it is realistic to use
distributed search requests through broadcast / multicast messaging.

• “Entity Resolving”: The ability to resolve an entity identity to the current loca-
tion of the entity so that further interaction may occur (by routing messages to
it). On the WWW, a URL acts as both a page identity and location, but in the IE /
IoT vision, entities may be mobile and move from location to location - identity
and location should therefore be de-coupled.
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• “Interaction”: The ability to send messages to an entity and receive responses.
• “Eventing”: The ability to subscribe to an entity so that it may send asyn-

chronous messages back (this is in contrast to polling that is inefficient, par-
ticularly on a large scale).

Technically, the scope of approaches used to achieve functional middleware varies,
but the two most common are Remote Procedure Call (RPC) and Message-Oriented
Middleware (MOM). These are very distinct in their approach - the former treats
remote objects like local ones and presents software with a proxy of some form
upon which procedures can be invoked as if it were a local resource, while the latter
achieves communications by routing messages between entities. More recently, the
concept of leveraging web technologies (HTTP, SOAP, etc.) and applying them in a
service oriented fashion has attracted much attention. Although most of the work in
this area still focuses on the use of larger, more powerful desktop / server hardware,
the performance limitations are plainly seen when attempting to apply the same
techniques with embedded systems that are less capable of processing the compar-
atively large message sizes that are typically encoded in XML documents (despite
some more recent work in the past few years towards overcoming this limitation
[48] [49]).

It has become a popular practice to use these underlying technologies as simply
a transport mechanism and expose an Object model to the higher levels through
an API. This approach provides a more convenient / usable middleware (that can
sometimes be swapped out for alternative middleware) for higher level software
to utilise. As part of this, the middleware layer will typically also incorporate ex-
tra features to aid with reliability and quality-of-service such as automatic failure
detection and selection of new candidates. In some cases, the higher level API ac-
tually dictates the underlying model and results in what has come to be known as
Object-Oriented Middleware (OOM). The early Object Request Broker (ORB) ap-
proach [50] is quintessential of this kind of middleware and attempted to provide an
implementation independent specification (through the Interface Description Lan-
guage - IDL) from its inception. This approach is still popular and has resulted in
many flavours of OOM, such as [51], while forming the basis for further investiga-
tions such as the emergence of Reflective middleware [52] that makes assurances
regarding the fidelity between an Object and its remote representations on the client
side.

It is well-understood that there is a necessity for entity identity that is unique
across space and time in a distributed system. Active-objects pro-actively present
their own identity to the Space in the form of an Entity , but passive-objects have
no way to achieve this and rely on the infrastructure to carry out the correct actions
following identification. Passive objects must therefore be resolved from their ID
by using logic / knowledge that exists either within an application / agent, a Space,
a user-profile or some other entity in the wider world. The effect of resolving a
passive-object identity can vary depending on what that object ID links to and the
context in which it is used (see Sect. 2.1: Physical-Browsing, Content-Repositories,
Copy-and-Paste, Communication-Points, Physical-Icons, Object-Reflection). For
example; an RFID tag that is linked to a user ID - when the tag is identified by
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an access-control agent (that identifies users at a door and controls the door lock),
the agent will seek to establish if that user has permission to enter and either unlock
the door or provide some feedback to the contrary. However, the same tag linked
to the same user in a different context will have a different effect - for example if
the tag is identified to a coffee table, then that table may undergo some adaptation
such as display artwork / messages. Likewise, an RFID tag that is linked to a song /
album and identified by the same table may display the artwork for that music and
begin playback via a media control agent. This is further explored in Sect. 5.

4.2 Agents, Applications and Virtual Appliances

Across the large-scale of deployment that is the world of Spaces, there is a very large
scope for “things-that-do” as consumers of existing information and producers of
synthetic information. The purpose of software that falls under any of these cate-
gories is to achieve some functionality - i.e. to do something. The variation among
them is due to how that something is done:

• Applications: These are pieces of software that are designed to achieve some
specific function and are generally developed to operate in the same way as tra-
ditional distributed system software - interacting with distributed entities across
a network. For example, a digital photo-frame that loads image entities across
the network and shows them sequentially on a display. This kind of application
may also expose some interface that allows other things-that-do to manipulate its
behaviour (for example, to pause on the current photo or flick through to the next
photo).

• Agents: These are somewhat more complex than standard applications; agents
are embedded with some form of AI or computational intelligence and are char-
acterised by being pro-active, that is they do not simply react to user control, but
actively operate independant of it. Some, but not all, will also have a capability to
learn from experience and self-adapt behaviour / structure. While they can oper-
ate independantly, there is also a huge scope for populations of interacting agents
that cooperate and compete. Agents have been used extensively in the IE field,
where they are given the ability to interact with the real world through sensors
and acuators (see Fig. 3).

• Virtual Appliances: Virtual appliances can be constructed at runtime by linking
together several component entities [53]. For example, a music-player can be
constructed by linking a data source (for example an mp3 entity) to a decoder and
then to one or more speakers. By assigning input and output “ports” to entities,
simple graph-theory can be applied to construct a great number of appliances
from the same set of component entities - it is the flow on information between
them that achieves functionality. The appliances can be constructed, modified and
deconstructed in real-time by simply linking / unlinking their IO ports. Hence,
applications are recombinant [54].

All three kinds of things-that-do are portable across Spaces and can travel with a
user from Space-to-Space. They do however all rely on middleware functionality
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to resolve component dependencies from those entities that are available at runtime
(a process known as “Runtime-Discovery”). This concept can be extended to im-
prove reliability / robustness to component failure by swapping out components for
“better” ones as and when they are found.

While virtual appliances are essentially instantiated by the interconnection of en-
tities, they are inherently bound to intra-Space deployment. Applications and agents
can, however, reside “in the cloud” and peer into Spaces by interacting with entities
that are accessible through the Space-Controller. This is especially useful consid-
ering that user-profiles will have some presence and dependance upon the cloud to
facilitate the migration of digital assets from Space-to-Space.

A mixed population of things-that-do within an environment gives the user an ex-
perience that has a variable level of autonomy and transparency. This eases the cog-
nitive load on the user by hiding away some decision-making and operation whilst
making others overt. Filtering of user-direction makes the increasingly technolog-
ical world more tractable without removing the sense of control that users need in
order to be accepting of UC. In particular, as a user moves from Space-to-Space they
experience a continuity of experience as the environment is adapted to the prefer-
ences of the user. This gives an impression that there is a collective and coordinated
AmI at work on behalf of IE occupants.

5 Case Study: The Essex iSpace

The iSpace is a purpose-built, fully functional apartment that resides within the
School of Computer Science and Electronic Engineering (CSEE) at the University
of Essex, UK (see Fig. 2). Its layout consists of a main living area, kitchen, bedroom,
study-room, bathroom and control room. A false ceiling and false walls provide ad-
ditional space to hide technology such as sensors, actuators and computational de-
vices from small embedded systems up-to full desktop PCs. As a UC deployment
the iSpace is equipped with numerous sensors that sample the various phenomena
of the real world, actuators that manipulate aspects of the environment, computa-
tional devices that run software and a firewall protected network that interconnects
the entire resource. The architecture of this deployment is shown in Fig. 7, where the
Ethernet / WiFi backbone can easily be seen as the convergence of many devices,
some of which act as gateways into specific technologies. UPnP is deployed as a
middleware that homogenises the heterogeneous and distributed UC resources, thus
providing a consistent and accessible view of the network for software agents and
applications. At the time of writing (March 2012), there are over 100 UPnP devices
deployed within the iSpace network, each representing an entity of some form (logi-
cal, virtual, real, etc.). The availability of dynamic-discovery, event-subscription and
action-invocation within this living-lab allows loosely-coupled agents and applica-
tions to interact directly with every entity on the network - UPnP device / service
types define common interfaces; sensors can produce asynchronous events and ac-
tions can be invoked to achieve some function (such as turning on a light). While a
few implementations have been used, the UPnP functionality is primarily achieved
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through the use of a Java based library called Youpi that was developed as part of the
Atraco project . This library has been released as open-source and is used in both
living-labs (such as the LIMSI iRoom ) and commercial products (such as those
offered by inAccess networks).

Fig. 7 Architecture of technology deployment within the iSpace

Although each gateway device in the iSpace is unique in its configuration, there
are two main types. The first configuration uses a Java based OSGi framework that
provides component management. Bundles of functionality (including the middle-
ware) are deployed in this framework and can be done so dynamically during run-
time. In this configuration a single runtime exists on the device and capabilities are
added by installing bundles of functionality. This is easy to manage and efficient in
operation due to the fact that only one instance of the middleware is running per
device (and so only one middleware runtime needs to communicate over the net-
work). In the second configuration, each component of functionality is wrapped in
its own application. This requires more effort to manage and is less efficient from
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the perspective of the middleware, but is necessary where multiple components need
to be deployed to a device and each component has been developed using different
languages / tools. For example, our Windows PC-3 has two applications deployed
on it (as shown in Fig. 7):

1. A Java application that advertises functionality to control Curtains and also pro-
vides a management GUI. This application operates its own instance of the mid-
dleware, has the control logic in-built and communicates via a RS-232 serial
connection to the curtain actuators.

2. A C++ application that advertises functionality for the Ubisense real-time loca-
tion tracking system (RTLS). This application operates its own instance of the
middleware that wraps the installed software system (a Windows based applica-
tion) through a C++ API.

While some of the bundles / applications wrap functionality by communicating di-
rectly with microcontrollers (as is the case for the curtains, lights, Phidget sensors
/ actuators and X10 devices) others exploit programming APIs of other software
packages (such as the Ubisense RTLS and the Lonworks sensors / actuators), or
have the exposed functionality in-built (such as is the case for the HTML5 based
user interfaces and media repositories). The technical details regarding each imple-
mentation is beyond the scope of this chapter and could be realistically achieved
using several approaches - what should be noted is the functionality they provide
and the way in which they can be utilised. For example it is important to under-
stand that a light can be advertised, described, manipulated and inspected through
its software representation that is made available to agents / applications that are
distributed across the network. In this specific example, three separate lighting tech-
nologies are used in parallel throughout the iSpace - but to a software consumer, a
light of each type is indistinguishable from a light of any other type as the interfaces
they implement are the same. The heterogeneity of the numerous components in the
iSpace is homogenised through the middleware, allowing a single consistent model
to be used.

The iSpace is an excellent experimental facility for multi-disciplinary research,
this is especially useful across the spectrum of UC investigations where there is
a symbiotic relationship between computer-science and social-science; two of the
demonstrations from its portfolio are described below to holistically illustrate the
concepts introduced through this chapter: “FollowMe” and “HotSpot” . Both of
these demonstrators make use of RFID technology to recognise user-initiated events
- a form of HCI that permits explicit user control. The experimental setup is the same
for both the demonstrators and is shown in Fig. 8 below.

In particular, a multi-agent approach is adopted and the deployment consists of
the following entities that are used to achieve desired operation:

1. Real Entities

a. Spot-Lights: Eight dimmable spot lights are embedded in the ceiling of the
living / kitchen area. Each is individually represented by a single UPnP device
and can have its state (on / off) and intensity (0-100) controlled.
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Fig. 8 Experimental setup of entities within the iSpace living-area for both FollowMe and
HotSpot

b. Light-Level Sensors: Light sensors embedded in the walls and ceiling of the
iSpace provide localised measurements for light-levels and can be used to-
gether to build a picture of the overall lighting conditions in the space. Values
from each sensor can be retrieved through action invocation or by subscribing
to the UPnP device for asynchronous event notifications.

c. Curtains: Two windows are equipped with motorised curtain controls. Each
window is represented as a single UPnP device and can be in one of two states:
OPEN or CLOSED.

d. RFID-Readers: Two RFID readers are deployed - embedded into the furni-
ture of two contextual zones (markers indicate where a user must “tag-in”).

e. Screens: Of the six screens available, three are used within these demon-
strators. Each shows a full-screen HTML5 web-browser that is connected to
the UI agent (each screen provides a unique ID to the UI agent through the
URL that it GETs). The HTML5 web-sockets feature is used to maintain a
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bi-directional link with the UI agent - this allows events to flow asynchronously
in both directions.

i. Screen-1: A 40” LCD TV with a touch-sensitive overlay. This screen is
used as a user interface.

ii. Screen-2: A 40” wall-mounted Plasma screen used as an ambient media
display.

iii. Screen-3: A table-top projection (top-down LCD projector onto kitchen
table) that provides user interface through a wireless trackpad.

2. Virtual Entities

a. Light-Group: The eight “real” spot-lights can be addressed / controlled
through a single UPnP device that represents them as a virtual group. Virtual
light groups also exist for each of the contextual zones, but are not utilised in
FollowMe / HotSpot.

b. Curtain-Group: In a similar way to the Light-Group; the Curtain-Group pro-
vides a single and convenient representation for the two curtain devices to be
treated as one.

3. Logical Entities

a. User Context-Agent (UCA): This software agent has knowledge of fixed
RFID reader locations a priori. It also has a database of known-users, each
with an associated identity, RFID-tag and profile. A subscription to the two
UPnP RFID readers allows RFID events to be monitored (the location of the
event can be inferred by using the ID of the source RFID-Reader). A UPnP
interface allows other agents to access user profile information and to sub-
scribe for user context changes that are initiated when a user “tags-in” to a
zone. Non-user RFID tags can be registered within a user-profile to generate
specific events to subscribers (this is discussed further in the FollowMe and
Hotspot sub-sections).

b. Lighting-Agent: This Fuzzy-Task Agent (FTA) [55] controls the spot-lights
to achieve lighting adaptation in response to context events from the UCA.
A subscription to light-level sensors provides feedback from the environment
and a fuzzy membership function is used in conjunction with the learned user
preferences for light-levels.

c. UI-Agent: This software agent has knowledge of fixed screen locations a
priori and provides a HTML5 web-server for each screen to connect to (each
screen provides a unique screen ID when it connects). This agent subscribes
to the UCA and will modify the content of each individual screen when a user
context change event is received.

d. Media-Player: A UPnP media player is used to render audio and video on
demand. When active it occupies full-screen on Screen-1 (replacing other ac-
tive screen content such as the environment UI). For simplicity, the audio is
simply output through the TV speakers, but could be direted to some other
UPnP audio renderer if desired.
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Why are there virtual groupings for lights / curtains? There are two reasons for
this: firstly, it is more convenient and robust to develop software that deals with
one remote resource than many. Secondly, Action invocation over a network using
middleware has an inherent problem - it incurs a time overhead. More specifically,
the current open-source “Youpi” implementation used requires ∼100ms to invoke
an action on a UPnP device. And so, when an agent / application wants to achieve
something like turn on a bunch of lights, there is a perceivable delay between the
first and last light illuminating. Using a singly addressable group removes this prob-
lem as only one action invocation is required and so the individual lights respond
together.

5.1 FollowMe

In this demonstrator, the user-interface for a specific occupant will migrate from
screen-to-screen as he / she roams through the iSpace - thus it follows the user [46].
This relies on knowledge of screen locations (which are fixed) and user location
(which is dynamic).

Fig. 9 RFID-tag attached to the keys of a user

When a user touches an RFID-tag (such as the one shown in Fig. 9) onto a
reader, the UCA attempts to match the identity to one in its database. If the tag
matches one registered as a user-context-tag, then a context-change event is dis-
tributed to all subscribed listeners. This event consists of the user-ID, a timestamp
and a location-ID (inferred from the RFID-reader-ID). If the user is not already
logged-in to the space, the listeners will utilise the user profile (available from the
UCA) to configure certain aspects of the environment. The Lighting-Agent sets the
appropriate light level and curtain state, the media player stops any currently play-
ing media (and may start some background music if the user-profile specifies this
preference), the UI-Agent transfers the UI to the screen closest to the user location
(Screen-1 or Screen-3) and then sets the artwork on Screen-2 to the user preference.
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A textual message is also popped-up on Screen-2 so that the user is informed of
what just happened.

As the user roams through the iSpace, they can touch-in to other locations - this
prompts the UCA to generate a new context-change event to all subscribed listeners.
When the UI-Agent receives this event it will migrate the UI from whichever screen
it is currently on and transfers it to the screen at the new user location.

5.2 HotSpot

In this demonstrator, a user can explicitly express some wish to the iSpace by placing
an RFID-tagged object onto a reader. Fig. 10 shows three kinds of tagged objects -
a document, some DVDs and a toy duck. The effect of each object on the space is
specified in the user profile - it should be noted that a single object can therefore have
a different effect depending on which user is currently logged-in. For the purpose of
this discussion, we will present one of the authors profiles (physical document maps
to digital document, DVDs map to movies and toy duck maps to music).

Fig. 10 RFID-tagged objects: a) a document, b) two DVDs, c) a toy duck

When a tagged object is placed on the reader, the UCA attempts to match the
identity to one in the current user profile. Described below are the effects of three
kinds of entity that are linked:
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1. Document: A context-change event is generated by the UCA to indicate the user-
activity is “reading”. The Lighting-Agent adapts the lights and curtains to the
user preference for this task (for example all lights to full brightness and curtains
open). The UI-Agent displays a digital form of the document (PDF) on Screen-2
and the Media-Player stops any current video / music.

2. Movie: A context-change event is generated by the UCA to indicate the user-
activity is “watching-movie”.The Lighting-Agent adapts the lights and curtains
to the user preference for this task (for example all lights to low brightness and
curtains closed). The UI-Agent displays coverart on Screen-2 while the Media-
Player goes full-screen on Screen-1 and then begins playback of the movie
(streamed from a URL source over the network).

3. Music: Here the Genre of the linked music playlist is examined by the UCA in
order to further specify the generation of a context-change event. As a result,
the UCA notifies its listeners to indicate a “relaxing-with-music” activity. The
Lighting-Agent adapts the lights and curtains to the user preference for this task
(for example all lights to low brightness and curtains closed). The UI-Agent dis-
plays coverart on Screen-2 while the Media-Player goes full-screen on Screen-1
and then begins music playback (streamed from a URL source over the network).

6 Conclusions and Future Challenges

In this chapter we have discussed the convergence of IoT and IE approaches into a
workable model that caters to both active and passive objects. A case study of the
University of Essex iSpace is provided in which two demonstrators are described
that illustrate the discussed convergence.

The abstraction of all things as entities allow software populations to make use
of common functionality in order to reason with and manipulate a vast array of
“things”. And so, the entities that form the fabric of an IE can be tailored to the
preferences of a user. This is facilitated by middleware that renders a homogeneous
distributed system from heterogeneous “things”. To ease the need on humans for
direction and orchestration, intelligent agents collectively form an AmI that interacts
with the real world through the use of sensors and actuators - providing a quality of
intelligence that achieves autonomy.

The grand vision we have is for a world of Spaces, where each space constitutes
an IE. People will be able to roam from Space-to-Space and enjoy a continuity of
experience. There is still a lot of work to be done to achieve this. In particular, the
inter-Space and intra-Space relationships need to be integrated and aligned to allow
universal and global interoperability. The work towards realising AmI must also
make breakthroughs, particularly in the support of multiple-users from its current
proof-of-concept state in which single user scenarios are the norm. Security and pri-
vacy must also see a vast improvement before widespread adoption is made; perhaps
the grandest challenge of all however, is to address the legal and societal boundaries
to acceptance. The world is certainly becoming more accepting of technology in
society - mobile phones, set-top boxes, tablet computers, etc. are already pervasive
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and have broken down the “digital divide” that once excluded certain groups of
people from adoption. However, the more exciting current trend is the emergence
of a global community that includes hobbyists and professionals alike that are in
particular taking advantage of cheap and freely-available electronics such as [56]
[57] [58] to realise new and novel creations that contribute to the IoT - an exemplar
of technology in society.

What next could we envision once we have this world of Spaces ? perhaps Spaces
that are structurally reconfigurable - a challenge more for architects and engineers
within this, a multi-disciplinary field.
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Generalized World Entities as an Unifying IoT 
Framework: A Case for the GENIUS Project 

Gian Piero Zarri* 

Abstract. After having briefly discussed some possible interpretations of the (still 
at least partially ambiguous ambiguous) “IoT” term, this Chapter sums up the 
aims and the main characteristics of an on-going IoT-inspired project, GENIUS. 
GENIUS concerns the creation of a flexible, internet-based, IoT cognitive 
architecture, able to support a wide range of ‘intelligent’ applications focused  
on the recognition and interaction with the so-called Generalized World Entities 
(GWEs). The GWE paradigm intends to fill up the present fracture between the 
detection of entities at the sensor/physical level and their 
representation/management at the conceptual level. It deals in a unified way with 
physical objects, humans, robots, media objects and low-level events generated by 
sensors and with GWEs at higher level of abstraction corresponding to complex, 
structured events/situations/behaviours implying mutual relationships among 
GWEs captured at lower conceptual level. GWEs of both classes will be 
recognised and categorised by using, mainly, a conceptual “representation of the 
world”, ontology-based, auto-evolving and general enough to take into account 
both the “static” and “dynamic” characteristics of the GWEs. When all the GWEs 
(objects, agents, events, complex events, situations, circumstances, behaviours 
etc.) involved in a given application scenario have been recognised, human-like 
reasoning procedures in the form of “set of services”, general enough to be used in 
a vast range of GWE-based applications, can be used to solve real-life problems. 
Details about the use of the GWE paradigm to set up an “Ambient Assisted Living 
(AAL)” application for dealing with the “elderly at home problem” are provided 
in the Chapter. 

Keywords: Generalized World Entities, IoT, Ontologies, Sensor Level, 
Inferences. 

1   Introduction 

This Chapter describes the general aims of the GENIUS (GENeralIzed world 
entities, a Unifying iot Support) project and outlines the technical/scientific 
procedures already specified (and partially implemented) in the framework of this 
project. Based on previous (European) initiatives and experiments, GENIUS is 

                                                           
Gian Piero Zarri 
Sorbonne University, LaLIC/STIH Laboratory, 
Maison de la Recherche, 28 rue Serpente, 75006 Paris, France 
e-mail: zarri@noos.fr, gian_piero.zarri@paris-sorbonne.fr 



346 G.P. Zarri
 

presently led and carried on and by staff associated with the LaLIC/STIH 
Laboratory of the Sorbonne University in Paris, France.  

Besides its (actual and future) concrete achievements, see next Sections, 
GENIUS would also like to contribute to the theoretical developments of the IoT 
domain by introducing some clarifications about the object of study of this 
discipline. 

As well-known, in fact – and in spite of the early inclusion of IoT, by the US 
National Intelligence Council (NIC) [1], among the six “disruptive civil 
technologies” with potential impacts on US Interests out to 2025 – a stable and 
universally accepted definition of the domain of interest covered by the “IoT” 
term is still lacking. For example, as a heritage of the first years of existence of 
this discipline (strongly influenced by the RFID technology [2]) and according to 
a quite reductive physicalist approach, the “T” of “IoT” is systematically assumed 
to mean merely “physical Things”. Let us look, e.g., to this passage in the 
introductory Chapter of a recent book on the architecture of IoT – in all the 
subsequent citations of this Section, “italics” means “emphasis added”: “A 
minimalist approach towards a definition may include nothing more than things, 
the Internet and a connection in between. Things are any identifiable physical 
object independent of the technology that is used for identification or providing 
status information of the objects and its surroundings…” [3: 8]. Not too different 
is the position expressed in the beginning of Atzori and colleagues’ survey paper: 
“The basic idea of this concept (IoT) is the pervasive presence around us of a 
variety of things or objects – such as Radio-Frequency IDentification (RFID) tags, 
sensors, actuators, mobile phones, etc. – which, through unique addressing 
schemes, are able to interact with each other …” [4: 2787]. However, other 
definitions evoke also the existence, in a IoT context, of “virtual things” along 
with the previous “physical objects”, see Santucci, “…It (IoT) refers to a world 
where physical objects and beings, as well as virtual data and environments, all 
interact with each other in the same space and time” [2: 4] or the CERP-IoT 
(CERP = Cluster of European Research Projects) definition: “…Internet of Things 
… is defined as a dynamic global network infrastructure with self-configuring 
capabilities … where physical and virtual ‘things’ having identities, physical 
attributes, virtual personalities and using intelligent interfaces are seamlessly 
integrated into the information network” [5: 6]. Unfortunately, some ambiguities 
subsist when trying to determine which sort of entities correspond exactly to the 
“virtual things”. In the majority of cases, these virtual entities seem simply to 
denote a sort of Internet image of the ordinary physical things bringing in some 
additional information see, in this context, this statement that appears frequently 
within the Chapters of the book on the architecture of IoT mentioned above: “The 
Internet of Things links uniquely identifiable things to their virtual representations 
in the Internet” [6: 253]. According to a possible “ontological” interpretation, 
these virtual things could then correspond to those “concepts” that supply a 
generalized ‘abstract’ view of all the possible low-level ‘identifiable’ entities, see 
also Section 3.2 below. But we can also find traces in the literature of “virtual 
things” endowed with proper and independent characteristics and corresponding to 
events, services, actions or, as in [7: 145], to “immaterial logistics objects”: 
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 “… immaterial logistics objects can be considered to be Intelligent Products with 
intelligence located in the network, but without a physical manifestation … For 
instance, orders, invoices …”. In these last cases it is unclear, however, why an 
order should be “immaterial” and why the event concerning issuing or satisfying 
this order should be “virtual”. 

The GENIUS project capitalizes on the contrary on the so-called Generalized 
World Entities (GWEs) paradigm. This last makes use of a unique conceptual 
formalism to, on the one hand, overcoming the persistent “physicalist” tendencies 
still affecting the IoT domain and, on the other, compensating for the present, 
limited abilities of the IoT-like techniques to generalize from observed situations, 
to adapt to new, dynamic contexts, or to take care of human intentions/behaviours. 
The formalism should then be able to deal in a standardised and uniform way not 
only with (known and unknown) physical objects, but also with (human and 
mechanical) agents, events, situations, circumstances, behaviours etc. and their 
evolution in time, as well as with the relationships between all these generalized 
world entities. 

In the following, Section 2, we will first explain in some depth the GWE 
concept by using a detailed example. Section 3 will describe the operational 
procedures (identification and low-level description of the GWEs, categorization, 
reasoning based on their full recognition, “model of the world” etc.) allowing us to 
make concretely use of the GWE paradigm. Section 4 will consist in the 
description of the use of GWEs in the context of an “Ambient Assisted Living 
(AAL)” real-life scenario. Section 5 is a short “Conclusion”. 

2   The GWE Paradigm 

2.1   General Context 

Independently from the ambiguities about the exact limits of the IoT domain 
discussed above, there is a growing consensus about the need of introducing some 
“deep reasoning” capabilities into the artefacts/procedures actually used in this 
domain. This will allow them to go beyond their (relatively limited) present 
possibilities of taking given situations into account, of smoothly adapting to their 
environment and of operating in unforeseen circumstances. Current solutions must 
often be tailored to specific tasks and environments and still require lengthy 
human supervision. We would like, on the contrary, to make use of 
artefacts/procedures able to deal autonomously and in a somewhat ‘intelligent’ 
way with complex activities like planning, monitoring, recognition of complex 
environments, reasoning, detection of intentions/behaviours, etc. – all tasks that, in 
one way or another, pertain surely to the IoT domain.   

At the same time, a whole panoply of tools like advanced knowledge 
representation systems, powerful inference techniques, semantic-based advanced 
services etc. – that could represent, at least in principle, a suitable solution for 
adding more ‘intelligence’ to the IoT-like techniques – has been developed in a 
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cognitive science community context. The set up of ‘bridges’ between the two 
environments would then appear both a logical and useful step.   

The implementation of this merged approach implies, however, solving some 
difficult problems, technical problems first. To give only an example, the adoption 
of this ‘merge’ implies, among other things, the capacity of ‘translating’ into a 
conceptual model, making use of ontologies and rules, the outputs of those 
sensor’s systems that anyway represent, in the IoT domain, the privileged way of 
acquiring data from the environment. Given the theoretical and practical 
divergence between these “signals” – often in numerical form – and the symbolic 
“concepts” of the cognitive approach, this passage represents an obstacle 
particularly uneasy to surmount. Moreover, there is also a sort of ‘working 
environment gap’ between the two communities, that of the “IoT scholars” and 
that of the “cognitive scholars”: the tools they utilize are quite different 
(algorithmic and probabilistic techniques on one side, ontological engineering on 
the other) and used normally for quite different purposes.  

Several teams all around the world are already working in this ‘bringing 
together’ framework, with some interesting results obtained, for example, in the 
IoT-related domain of “cognitive robotics” [8, 9, 10]. To enhance intelligence of 
robots in complex real-world scenarios, recent research trends aim, in fact, to 
introduce high-level semantic knowledge in different functions of robots such as: 
mapping and localization, scene understanding, smart and seamless interactions 
with human and environment for ambient assisted livings and ubiquitous spaces.  

As already stated, the GENIUS project is built around the notion of “Generalized 
World Entities” (GWEs). From a concrete point of view, GWEs can consist of 
physical objects, humans, robots, of media objects like text, images, video and 
speech, and of low-level ‘events’ where information is generated by sensors. In 
addition, GWEs can also represent entities at a higher level of abstraction – 
generalisations, in a sense, of the “virtual things” discussed in Section 1 – such as 
complex, structured events/situations/behaviours/circumstances originated from the 
mutual interactions and relationships among GWEs captured at a lower conceptual 
level see, e.g., the examples of complex GWEs originated in an AAL context 
reproduced in Table 1 below, Section 4. GWEs are then characterized by the 
presence of extensive spatio-temporal information. The GENIUS project involves 
then the main following aspects: 
 
• The use of advanced methods and formalisms to recognize, describe and 

reason about the occurrences of “Generalized World Entities” (GWEs) that, as 
already discussed, are not limited to ‘physical things’ but provide a uniform 
framework to represent objects, human or mechanical agents, events, 
situations, behaviours and their evolution in time, as well as their relationships. 

• The conception and implementation of tools for creating and maintaining the 
links between the descriptions of the GWEs at conceptual (ontological) level 
and their concrete instances, as these last are perceived from the real world 
through the use of any possible sort of video, audio, RFID etc. sensors. Note 
that the possibility of realising an easy, uniform passage from the “sensor 
level” to the corresponding” conceptual level” is crucial for filling the gap 
mentioned above, and it represents the main difficulty to be overcome in this 
context.   
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• The development of reasoning (inference) procedures under the form of a ‘set 
of services’ (for accident avoidance, monitoring, planning, expectation/ 
discovering of possible behaviours etc.), general enough to be used in a vast 
range of GWE-based applications and that do not need to refer to any previous, 
lower-level recognition effort. 

• The validation of the resulting cognitive architecture through the implementation 
of real-world scenarios (proofs of concepts), able to demonstrate the versatility 
and general-purpose nature of the proposed approach. 

 
To attain its objectives, the GWE paradigm makes use of several conceptual tools, 
relatively unusual in a ‘standard’ IoT environment; they are, mainly:  
 
• A conceptual “representation of the world” – built up, at least partially, on the 

basis of already existing tools – that is ontology-based and auto-evolving (see 
further details in 3.2 below) and is general enough to take into account both the 
‘static’ and ‘dynamic’ characteristics of the (known and unknown) GWEs. The 
representation must be able to deal in a unified way with objects, human 
beings, robots, events, situations, circumstances, behaviours etc. and their 
relationships: all these entities – the last in particular – are handled in fact as 
first class citizens in the framework of the ontological formalism. 

• A set of inference rules – and the corresponding inference engines – that work 
at different levels of granularity and that are able to:  

 
– Solve knotty cases concerning the correct description of the features 

initially associated, at the ‘physical’ level, with the GWEs through the use 
of sets of sensors in particularly complex events/situations.  

– Find a correspondence between these low-level features and the high level 
conceptual descriptions included in the world representation by taking into 
account all the incoming GWEs through on-line updating. 

– Implement the reasoning techniques to be used to infer all the possible 
consequences/suggestions for actions that can be derived from having 
completely recognised/described a given (complex) event/situation.  

2.2   A First Example 

To explain simply what “GWE” means in practice and, at the same time, clarify 
the general philosophy of the GENIUS project, let us consider a partially blind 
senior (or a baby) who is moving in an environment where there is an object along 
their projected path. The object can be a dangerous obstacle, e.g., a table, or a 
relatively harmless one, e.g., a newspaper or a puddle. 

To fully understand this (highly schematised) situation (see Fig. 1), three 
independent GWEs must be recognized and dealt with: the “person”, the “object” 
and a “MOVE complex event” where the GWE corresponding to the “person” fills 
the subject/actor/agent “role” and the GWE corresponding to the “object” (the 
obstacle) fills the location/direction “role”. From an ontological point of view, the 
first two GWEs correspond to instantiations of ‘standard’ concepts like human_being 
and physical_object, whilst the third GWE corresponds to the instantiation of a 
different (and more complex) type of conceptual entity that is used to represent the 
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(dynamic) events/situations/circumstances/behaviours arising from the 
interrelationships of the previous, lower level entities. In this last case, conceptual 
notions like that of “semantic predicate” (e.g., MOVE) and “functional role” (e.g., 
SUBJECT) must be used. All along this Chapter, the terms set in Arial font will refer 
to the high-level conceptual representation language used in GENIUS, i.e., NKRL 
(Narrative Knowledge Representation Language), see [11, 12] and Section 3.2 below. 
More precisely, the Arial terms including “underscore” characters denote concepts, 
like “human_being” (lowercase letters), or instances (individuals), like “JOHN_” 
(uppercase letters). Arial terms without underscores denote semantic predicates 
(“MOVE”) or functional roles (“SUBJECT”) when set in uppercase letters, formal 
descriptions of general situations (“templates” in NKRL terms) like 
Move:AutonomousPersonDisplacement, see below, when set in lowercase letters.        

The first move to implement in order to model the situation of Fig. 1 consists 
now in i) recognizing the presence of the three GWEs, ii) assigning automatically 
a provisional identifier (URI-like) to each of them and mainly iii) extracting a set 
of ‘features’ (in the most general meaning of this term) useful for their initial 
characterization. To do this, standard techniques can be used, typically coupling a 
network of (wired or wireless) sensors of different types for detecting motion and 
localization – ‘invasive’ like cameras or GPS or ‘less invasive’ like RFID, contact 
switches and pressure – with signal processing algorithms capable of recognizing, 
e.g., edges, corners, interest points, curvatures etc. on the basis of a search for 
discontinuities. Note that the set of features associated in this way to each GWE is 
not yet the proper ‘recognition’ of the corresponding entity but only a sort of ‘low-
level description’ built up from information provided by many different sensors. 
With respect, e.g., to the GWE corresponding to the movement of the person 
towards the obstacle, this movement can correspond simply, at this ‘feature’ level, 
to identify the presence of the same entity in two different positions. 

 

Fig. 1 A simple example illustrating GWEs’ main features 



Generalized World Entities as an Unifying IoT Framework 351
 

The proper “recognition/categorization” of the three GWEs is carried out in a 
following phase, by associating the three provisionally identified entities to the 
corresponding “conceptual descriptions” that are part of the auto-evolving general 
ontology of the GENIUS project. This last provides the specific ‘description of the 
world’ that is appropriate for a particular running application. “Recognition” must 
then be understood here as “conceptual recognition”, i.e., the fundamental phase that 
transforms the ‘physical’ description of the starting situation/event into a 
‘conceptual’ (ontology-based) description of this situation/event/behaviour, 
authorising then the use of all the possible Artificial Intelligence, Cognitive 
Sciences, Semantic Web etc. querying/reasoning/inferencing tools. 

The provisional identifiers attached to the three GWEs in the previous phase are 
then removed and changed into conceptual labels in the style of TABLE_1 (or 
PUDDLE_1, NEWSPAPER_1), AGEING_PERSON_1 (or BABY_1) and 
PERSON_DISPLACEMENT_1 to indicate the fact that they have now                    
been categorized as instances of ‘standard concepts’ like table_, puddle_, 
ageing_person or baby_ and of ‘dynamic situations/events/behaviours…’ like 
Move:AutonomousPersonDisplacement. Basically, this recognition phase utilizes 
both i) standard machine learning techniques, syntactic or probabilistic (Bayesian) 
that make use of the collected features to identify a given entity, and ii) unification 
techniques for combining these features with those characterizing the general 
conceptual classes (table_, Move:AutonomousPersonDisplacement etc.) to which the 
GWEs will eventually be associated. Note that the representation of a conceptual 
entity (of an NKRL “template”) like Move:AutonomousPersonDisplacement must 
be sufficiently complete and structured to be able to give rise to an instance – e.g., 
the GWE PERSON_DISPLACEMENT_1 – described as the MOVE of a “subject” as 
AGEING_PERSON_1/BABY_1 towards a “location” like TABLE_1/PUDDLE_1, and 
must then make use of advanced conceptual tools in the style of semantic predicates 
(MOVE), functional roles (SUJET), etc., see again 3.2 below.   

Having recognized the unknown GWEs, the last step consists then in 
‘reasoning’ about the global situation (by using an “extended production rules” 
approach, see 3.4) in order to implement the ‘action plans’ proper to the 
situation/event that has been recognized. In this simple example, we must then 
infer that, if the obstacle is a puddle or a newspaper, an action to stop the 
movement of the elderly person or the baby it is not necessary, but their 
movement must be certainly halted if the object is, for example, a table or a glass 
door.  

The above scenario is very basic, and has been introduced only to show how a 
high-level GWE corresponding to a complex situation can be built up by 
aggregating GWEs of lower order in the framework of a coherent conceptual 
model. The scenario can, however, be easily generalized, e.g., by substituting a 
simple Pekee II Mobile robot – equipped with a Vision 3D+ system, a Pan-Tilt 
camera, an RFID Reader and an ambient sound sensor – to the elderly 
person/baby. The SUBJECT of the global MOVE will obviously change, as the 
ways of recognizing, at sensor level, the low-level GWEs, but the general 
framework is still perfectly consistent. Moreover, in a ‘behavioural’ perspective, a 
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GOAL GWE could be associated with the MOVE one in case it could be possible to 
discover that the movement is directed towards the kitchen or the toilet, etc. 

3   The GENIUS’ Procedures Implementing the GWE Paradigm 

3.1   Identification and Low-Level Description of the GWEs 

These procedures concern the detection and the accurate description/ 
characterization of all the possible Generalized World Entities (GWEs) coming 
from an external data stream (or from several streams) – static objects, persons, 
physical low-level events where information is generated by sensors, multimedia 
information (text, still images, video and video fragments, sounds etc.), but also 
spatio/temporally bounded events/situations/circumstances implying real time, 
mutual interactions among other GWEs. The original data stream(s) can be 
generated from a variety of different hardware-based sensors of different levels of 
complexity, including RFIDs, contact switches and pressure mats, cameras, 
LIDARs and radars, and Wireless Sensor Networks (WSNSs). Visual and infrared 
signals, and 3-D video tracking systems, can be used for detecting and tracking the 
presence, identity and activities of given entities; audio signals and speech 
recognition techniques can prove useful in order to classify the interactions 
between people, etc. This identification/description activity means that GWEs – in 
conformity with the usual IoT requirements see, e.g., [4] – must i) all – including 
those corresponding to complex situations/events – be characterized by a 
(provisional) identifier (URI-like), to be changed into a specific instance label in 
the following recognition/categorization phase; ii) be endowed with a set of 
features/properties to be calculated in real time; and iii) be supplied with an (at 
least elementary) interface allowing them to communicate/be integrated with other 
GWEs. With respect to this last point, for example, GWEs under the form of 
elementary events must be able to interact among them to give rise to complex 
events GWEs, to be recognised then as single units at the conceptual level. 

Extracting the initial characteristic features (identifiable attributes/properties) of 
the GWEs by analysing the output of a network of sensors – for temperature, 
motion, localization (RFID, GPS…), weight etc. – is a complex activity that 
usually make use of several integrated techniques. For example, with respect to 
the ‘pure physical’ objects, all sorts of ‘analytical’ tools like first- and second-
order derivative expressions, Haar transforms, auto-regressive models and Canny-
Deriche etc. filters (for edge detection), local colour descriptors, global colour 
histograms, (syntactic) pattern recognition techniques and discriminant factor 
analysis (for identify movements) etc. can be used. “Crossed extraction” – i.e., 
using the outputs of other sensors to reinforce the analysis proper to a given sensor 
– can be employed to obtain more reliable results; use of COTS (Commercial Off-
The-Shelf tools) can also, of course, be envisaged. 

Detection and tracking of humans is of particularly high importance in a 
GENIUS framework. RGB-D sensors such as Kinect [13] and the model-based 
approaches for the estimation of 3D positions of body segments are considered to 
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be currently the best solution for human body tracking. Nevertheless, clothing, 
poor lighting and other factors can cause the Kinect-based trackers to fail. In 
GENIUS, we are then actually investigating how to augment Kinect-based 
skeleton trackers with other types of trackers that might provide less complete 
information than full-fledged skeleton tracking but are less prone to failure in 
difficult situations. One possibility is to track each human body part separately, 
thus providing at least partial information about the position and configuration of 
human body parts: body part tracking can be based on parametric 3D models of 
body segments, e.g., based on different combinations of “geons” (simple 3-D 
geometric primitives for object representation) for the torso, the head, upper and 
lower arms, as well as upper and lower legs, which can be fitted into the candidate 
sets. The fitting has to deal with a large search space due to the necessary 
parameterisation of the geons to deal with the high variability of humans due to 
factors like age, gender, clothing styles, etc. Alternatively, statistical techniques 
like Viola-Jones approach [14] to face detection can be utilized to segment body 
parts. Furthermore, there can be an arbitrary number of humans in the scene; it is 
therefore necessary to arrange the fitting and classification in a hierarchical 
manner to allow for an efficient, real time capable detection and tracking of 
humans. The output of these simpler trackers will be integrated with the output of 
full-body skeleton trackers to ensure that an estimate of the human position will 
always be available, albeit with different granularity and degrees of certainty. 
Furthermore, the above detection and tracking based on RGB-D sensors must be 
complemented, in case of ambiguity, by qualitative tracking using simpler 
distributed sensors, including IR proximity sensors, pressure sensors, and door 
switches. 

Note, to conclude, that the techniques mentioned in the previous paragraphs can 
be successfully used to identify ‘single’ GWEs and their characteristic features – 
e.g., by reconstructing the constitutive elements, edges, corners, interest points, 
curvatures etc. of a squared_object and signalling also the presence of an 
individual that is MOV(ing). Identifying, in contrast, all the characteristics of 
structured GWEs associated with complex events, situations and circumstances 
and their ‘behavioural properties’ – e.g., describing at the feature level the whole 
GWE representing an entity_ that is MOV(ing) towards a squared_object – 
requires, in the most complex cases, the execution of inference operations 
implying the use of the ‘modelling of events and situations’ component of the 
world model defined below. 

3.2   Conceptual Representation of the World 

According to the well-known Gruber’s formulation [15], a consensus definition of 
“ontology” says that “Ontologies represent a formal and explicit specification of a 
shared conceptualization”, where: 
 
• Conceptualization refers to an abstract model of some phenomenon/situation 

in the world, where the model follows from the identification of the relevant 
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“concepts” (i.e., the essential notions) that characterize this particular 
phenomenon/situation. 

• Explicit means that the type of concepts used, and the constraints on their use, 
are explicitly defined. 

• Formal refers to the fact that the ontology should be computer-usable. 
• Shared reflects the notion that an ontology captures consensual knowledge, 

that is, this knowledge is not private to some individual, but must be accepted 
by a group. 

 
An ontology represents, therefore, an explicit, formal and consensual 
representation (a “model of the world”) of a given application domain. This 
model can be shared and, given its ‘uniqueness’ properties, is also able to take the 
interoperability problems into account. In GENIUS, we make use of an 
ontological approach to provide a unique conceptual representation for all the 
possible GWEs proper to a given domain/application, independently from the fact 
that these GWEs correspond to physical objects, to virtual things, to simple or 
complex events, to structured behaviours/situations/circumstances etc. We can 
note here that an ontological approach to be used to describe the ‘world’ seems to 
be still quite unusual in an IoT context: see, however, [6, 7, 16, 17]. 

With respect now to the specific “knowledge” to be inserted into a GENIUS 
ontology it should appear clearly, from what stated in Section 1 and from the 
example of Fig. 1, that this knowledge must be classed into three different but 
strictly related categories: 
 
• “Plain/static” knowledge corresponding to stable, self-contained and basic 

notions that can be considered, at least in the short term, as ‘a-temporal’ (static) 
and ‘universal’. This means, among other things, that their formal definitions 
within the ontology are not subject to change, at least within the framework of a 
given application, even if they can evolve in the long term as a consequence, 
e.g., of the progress of our knowledge. These static notions can be very general 
(corresponding then to surface lexical terms as “human being”, “building” or 
“artefact”) – and proper, then, to several application domains – or linked to 
specific application domains (like “home control system”, “level of 
temperature”, “valve”, “emergency alarm” or even simple, low-level events like 
“button pushing”). We can note that these “static notions” are not, at least in 
principle, necessarily restricted to any limited “physical things” interpretation, 
see Section 1. fire_breathing_dragon – a specific term of dragon_ – is a standard 
concept whose definition is certainly stable in the context of any possible (fairy 
tales more than IoT) application and that can be legally ‘materialized’ into some 
instances (individuals) of the GLAURUNG_ type.  

• “Structured/dynamic” knowledge, intrinsically transient and then highly         
time-dependent, which corresponds to the description of dynamic events/ 
situations/circumstances where the above “static” entities are involved – e.g., a 
robot or a blind person encountering a table during her/his/its movements, see 
Fig. 1 above, an impaired person triggering an emergency alarm or a 
surveillance system detecting an intrusion in a protected building (or my 
yesterday meeting with my dear friend Glaurung). The basic units of this 
second type of knowledge – called “elementary events” in knowledge 
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representation terms and corresponding, e.g., to “the robot moves towards the 
table” – are highly structured pieces of information. To be represented correctly 
they, and the corresponding GWEs, ask for at least the use of i) “conceptual 
predicates” in the style of, e.g., MOVE in the previous example for specifying the 
basic type of state, action, process etc. described in each elementary event, and 
ii) the notion of “functional role” [18] to denote the logical and semantic 
function of each of the “plain/static” entities (GWEs) involved in the event. For 
example, as already stated, a SUBJECT functional role must be used to specify 
the ‘main’ function of the GWE that is moving, and a DESTINATION role is 
needed for differentiating the function of the previous entity from that of its 
(known or unknown) ‘target’. Moreover, an exhaustive representation of the 
associated temporal phenomena is required. 

• A last sort of knowledge concerns the modelling of the so-called “connectivity 
phenomena”, i.e., the coherence links that bring together into a unique complex 
event (a ‘stream of events’) its different, constitutive elementary event units. 
These links are normally expressed in natural language through syntactic 
constructions like causality, goal, indirect speech, co-ordination and 
subordination, etc., see the example: “The person/robot is moving in order to 
(GOAL) open the fridge or pass a door”. 
 

The formal structures needed for taking correctly into account these three different 
forms of knowledge are quite different. With respect to the plain/static knowledge, 
its self-contained and stable character – where the temporal phenomena can be 
ignored – justifies a conceptual representation/definition of the corresponding 
GWEs according to some simple model like the traditional, “binary” one. In this 
last approach, the “properties” or “attributes” that define a given “concept” are 
then expressed as binary (i.e., linking only two arguments) relationships of the 
“property/value” type, independently from the fact that these relationships are 
organised, e.g., into “frame” format as in the original Protégé model, see [19], or 
take the form of a set of “property” statements defining a “class” in a W3C (World 
Wide Web) language as OWL/OWL 2, see [20, 21]. 

While the standard (binary) ontologies and the W3C solutions (RDF/S, OWL, 
OWL 2 etc.) may be sufficient to represent correctly, under GWE form, the 
“plain/static” knowledge – note also the emergence of newer, up-to-date binary 
proposals in the “schema.org” style [22] – they are conceptually inadequate (or at 
least, very inefficient from a practical point of view) to represent the two residual 
kinds of knowledge (and the temporal information). For this type of information, 
in fact, the need for structured, n-ary forms of knowledge representation is now 
widely recognized see, among many others studies, [23, 24, 25]. In a GENIUS 
context, we deal then with the structured/complex/dynamic GWEs making use of 
tools based on the NKRL approach [11, 12], a language/environment characterised 
by the presence of two different but strictly integrated ontologies. The first, 
HClass (hierarchy of classes) allows for the representation of the “plain/static” 
knowledge according to the usual “binary” approach. The second, HTemp 
(hierarchy of templates) is used for the encoding of the “structured/dynamic” 
knowledge: the templates are n-ary descriptions, based on the notion of “semantic 
predicate” and “functional roles”, of general classes of elementary events like 
“human beings/artefacts are moving forward”, “forced displacement of a physical 
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object”, “production of a supporting service”, “sending/receiving messages”, 
“make a change of state happen”, etc. 

The GWEs corresponding to the concrete instantiation of templates, “(<R2D2_ 
is moving towards TABLE_27>)”, can then be associated making use of second 
order recursive labelled lists to build up complex scenarios see, e.g., “(<R2D2_ is 
moving towards TABLE_27>) GOAL (<R2D2_ will pick up CUP_32>)” taking, 
therefore, the “connectivity phenomena” knowledge into account. More exactly, 
the second order lists used in this last context include the symbolic labels of the 
original elementary events (“reification”), making then (indirect) reference to  
the representations of these events; see also, in this context, [11: 91-98] and the 
analysis of the AAL scenario in Section 4 below. 

A detailed description of the procedures used in NKRL to deal with temporal 
information can be found in [11: 80-86, 194-201] and [26]. 

We can conclude this sub-section by noticing that some simple “auto-
evolving” possibilities of the HClass-like component (plain/static knowledge) of 
the GENIUS’ “model of the world” are foreseen in the project. Apart from 
assuring a certain degree of flexibility and generality to the ontological tools – and 
of providing an opportunity of improving the model learning from experience – 
these possibilities will allow us to deal with a very practical problem. This comes 
up when the identification of an incoming GWE as an instance of some very 
specific concept of the HClass hierarchy is not possible – even in an approximate 
way, see squared_object instead of squared_table or object_grasping instead of 
bottle_grasping – because this last concept (and the associate specific/generic 
entities) is not (yet) present in the hierarchy. In this case, it is in general suitable 
(because of the obvious associated ‘fuzziness’ problems) to avoid to 
systematically associating the unknown GWE, as an instance, to the “root_” of the 
ontology (or some other very high-level concepts). The GENIUS’ auto-evolving 
procedures are then based, presently, on a sort of “symbolic” approach where 
W3C reasoners in the style of RACER, Pellet, Fact++ or Hoolet [27] are used to 
insert in the best way, using then a “subsumption” approach, the ‘provisional’ 
concept (and its associated ‘provisional’ instance) represented by the unknown 
GWE with its URI-like identifier within the structures of the ontological 
hierarchy. Final operations concerning the attribution of a ‘name’ to the new 
concept and its instances – and the introduction, in case, of appropriate generic 
concept(s) in the hierarchy – are executed off-line making use of free available 
knowledge bases like, e.g., Roget’s Thesaurus and Wordnet. Bayesian techniques 
for uncertainty management/learning could also be used in this context.   

3.3   Full Recognition and Categorization of the GWEs 

The conceptual ‘representation of the world’ mentioned above – a general 
ontology, including structures for representing both “simple/static” concepts and 
“structured events/situations” – is used in association to a set of inference rules to 
“recognise/categorize” the GWEs. 

“Recognizing/categorizing” means to establish a correspondence between the 
known/unknown entities (objects, events, relationships, situations, circumstances 
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etc.) coming from the external world and the high level conceptual and ontological 
representations proper to the “description of the world” – incrementing these last 
as experiences are accumulated. Implementing a full recognition and 
categorization of GWEs is a quite difficult task given that there is here no 
guaranty in general that the information available in the external environment 
could be sufficient to perform the recognition task in an adequately complete  
way – and this independently from the level of ‘completeness’ of the ontology. 
For instance, sensing (and inferencing) might not be capable of fully categorizing 
a table as such, leading then to the instance SQUARE_OBJECT_1 for an incoming 
GWE instead of the correct TABLE_1 or TOFFEE_BOX_1 instances. The 
GENIUS’ world model must thus be sufficiently powerful to integrate with its 
own stored knowledge, in case, the lack of information associated with the 
provisional descriptions of the GWEs. Moreover, as stated at the end of 3.2 above, 
it must be also be sufficiently flexible to allow for the creation of new ‘conceptual 
entities’ in case of impossibility of associating a ‘brute’ GWE description with an 
existing one.  

The “recognition/categorization” activities are performed, substantially, in two 
subsequent phases. In the first, the ‘brute’ descriptions of the GWEs directly 
derived from the outputs of the sensors included in the environment are linked to 
the corresponding conceptual entities included in the “plain/static” (standard) 
component of the world model introduced above. This is executed thanks, mainly, 
to the use of a semantic-based reasoning system able to unify, to the best possible 
extent, the low-level features (properties/attributes) attached initially to the GWEs 
with the semantic properties of the general concepts included in this static 
component. This conceptual unification activity could also be integrated with the 
usual, ‘algorithmic’ machine learning techniques used to recognize an object 
making use of a comparison of the associated features with those of ‘standard’ 
objects stored in a database (see methodologies like SIFT, SURF, David Lowe’s 
method, etc.). When a GWE is recognized with a reasonable probability degree, a 
new instance of the corresponding concept is added to the corresponding ‘branch’ 
of the ontological world model. 

Recognizing the GWEs represented by contexts, events, situations, 
circumstances – i.e., identifying the corresponding conceptual entities described in 
the “structured dynamic” components of the world model – consists, mainly, in a 
reasoning process based on the results of the previous process of recognition of 
the “physical/static” GWEs. Let us suppose, in fact, that a simple pattern 
recognition system could be used to identify the presence of a high-level GWE of 
the Move:AutonomousPersonDisplacement type. Before being able to add in the 
dynamic component of the world model a new instance of an event of this type, 
we must i) identify the possible instances that are candidate to fill the SUBJECT, 
OBJECT, SOURCE, MODALITY etc. properties (functional roles associated with 
the MOVE predicate) of this event; ii) verify that these entities satisfy the 
constraints associated with the above properties/roles; iii) verify the global 
coherence of the new instance with respect to the global situation we are dealing 
with. A pure ‘cognitive-driven’ approach cannot be sufficient, in the most 
complex cases, to completely solve the ‘correspondence’ problem. In a GENIUS 
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context we are then evaluating the possibility of associating standard ‘algorithmic’ 
solutions – based, e.g., on temporal constraint propagation principle [28] – with 
the ‘cognitive’ ones. 

3.4   Reasoning Based on the Full Recognition of an Existing 
Situation 

When all the GWEs (objects, agents, events, situations, circumstances, complex 
events and scenarios, behaviours etc.) have been recognised, we make use of the 
general world description enriched with the corresponding instances to take 
decisions (such as event processing to choose which goal to pursue, or to change 
the current plan) and allow, in case, physical actions (like opening/closing 
gates/doors, allowing/disallowing switches etc.) on the original GWEs and their 
context. 

We can see these reasoning activities as the implementation of a set of 
‘services’ – represented, mainly, by inference procedures based on the NKRL 
system of generalised “if/then rules” [29] – that are general enough to be used (in 
case, slightly adapted) in a vast range of GWEs applications and that are 
permanently stored on the GENIUS platform. ‘Reasoning’ ranges in NKRL from 
the rich direct questioning – using specific data structures called “search patterns” 
– of knowledge bases of structured/dynamic knowledge (high-level GWEs 
corresponding to descriptions of human and human-like behaviours, situations, 
simple and complex events, etc.) represented according to the NKRL format, to 
high-level inference procedures. These make use of the richness of the knowledge 
representation system to automatically establish ‘interesting’ relationships among 
the different sorts of information. For example, the “transformation rules” employ 
a sort of analogical reasoning to try to automatically replace some queries that 
failed with one or more different queries that are not strictly ‘equivalent’ but only 
‘semantically close’ to the original ones, disclosing then semantic affinities 
between what was originally requested and what is really present in the GWEs 
knowledge base. The “hypothesis rules” allow us to build up causal-like 
explications of given events/situations/behaviours according to pre-defined 
reasoning schemata formed of several reasoning steps; during the execution, these 
last are automatically converted by an inference engine into search patterns that 
try to find an unification with the contents of the knowledge base. Integrating 
these two inference modes lets us, among other things, to augment the possibility 
of discovering large amounts of the implicit information hidden within the general 
knowledge collected about the situation at hand. 

Some possible examples of GENIUS-based services are detailed below; note 
that a GENIUS approach is also compatible with the majority of the IoT 
‘standard’ applications like those listed, e.g., in [4: 2793-2797, 5: 11-19]: 

 
 

• Accident Avoidance. This type of inference refers, e.g., to situations like that 
schematically illustrated in the example of Fig. 1, where the goal consists in 
preventing a dependable person with vision troubles (or a robot or a baby) to 
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collide with potentially dangerous objects. This activity must be based on an 
in-depth knowledge of the (a priori unknown) GWEs in the environment to let 
the system decide whether a given object should be absolutely avoided (i.e., a 
table) or it can in principle be stepped on (a newspaper, a magazine, a 
puddle…). The same type of inference can be easily generalized in a context of 
homeland security, of driving control, of exploration of unknown territories by 
a rover, of butler robots, etc. 

• Planning. This set of reasoning activities could concern the optimisation, e.g., 
of the surveillance tasks of a dependable person, or the creation of an adaptive 
‘buying path’ within a supermarket, or the more mundane task of preparing a 
cold drink by going to the cupboard to get a cup, going then to the fridge, 
opening the fridge and taking out the juice and eventually pouring the juice 
into the cup. Planning includes prioritising the goals, establishing when goals 
are complete, determining when the system is required to re-plan, etc. Once 
again, this sort of activity is proper to a very wide set of GWEs applications. 

• Monitoring. Monitoring concerns a large class of possible applications, from 
those related to the control of an elderly person in homecare after 
hospitalisation (see also the scenario in the following Section) – when the 
system detects a fall down from stairs, it must order hospital emergency 
intervention and move a house care mobile robot, embedded with a camera, to 
connect the (supposedly still conscious) elderly with the hospital, using the 
camera and vital signal sensors to evaluate her/his health state while waiting 
the emergency staff arrival – to the prevention of terrorism activities (bomb 
disposal etc.), decontamination of lands and buildings, building security, 
identity management, gas/oil plants inspection and supervision, etc. In all these 
cases, different independent GWEs of a      diverse degree of complexity must 
be identified/categorized, and then aggregated/correlated to represent complex 
events/situations. 

• Intentions/Behaviours Detection. Inferences of this type have normally (but 
not necessarily) GWEs of the human type as central characters. They can be 
associated with “monitoring” activities when, in the “elderly monitoring” 
situation evoked above, it is necessary to infer from her/his itinerary and 
actions that the old person manages to get away from the house instead of 
going into the kitchen/toilet, or when the unfriendly intentions of an intruder 
must be noticed. But they also concern a wide range of “sociological” 
applications as detecting particular behaviours in young people denoting a 
possible pathway to social rejection, inferring attitudes towards “health 
related” fields like the adoption of condoms, leisure, exercise or diet, carrying 
out perspectives studies concerning the behaviour of shoppers or intentions of 
(human or automatic) drivers, etc. The use of NKRL inference techniques of 
the “hypothesis” type is particularly appropriate in all these cases. 

 

4   An “Assisted Living” Real-Life Scenario 

As well known, dealing with the problems concerning the monitoring of elderly 
people at home is becoming particularly urgent. Today, one in three people over 



360 G.P. Zarri
 

80 years in Europe wishes to retain some form of independence as far as possible 
and continues then to stay at home. These aged people often experience some 
form of cognitive impairment: memory problems and mild dementia are 
widespread among the European 65+ population (9.9 million people are estimated 
to suffer from different types of dementia in Europe). They must then be assisted 
in tasks like: preparing meals, bathing, dressing, feeding, grooming, getting 
around, etc. Moreover, they must also be monitored to prevent any possible safety 
hazards including: high risk of falls, fire hazards, improper use of sharp objects, 
medicines, hazardous household products, water temperature, disorientation and 
wandering and therefore risk of getting lost, inadequate drinking and eating, etc. 
See, e.g., [30] for a collection of recent papers dealing with elderly homecare and 
connected topics in a generic IoT context. 

In a GENIUS context, we are exploring how the GWE paradigm can be of help 
to handle the elderly at home problem. A GWE-based application for the 
monitoring of elderly people is then actually developed, see Fig. 2 for an overall 
architectural scheme. The application is concretely structured into a set of real-life 
“Ambient Assisted Living (AAL)” scenarios like:  

 
• It is a common practice not to supervise an elderly person with mild dementia 

during the night: the caregiver accompanies her/him to bed and close the bed 
edges to prevent falls. Unfortunately, disoriented persons might try to climb 
over the edges, exposing themselves to high risks of fall. A sensor can detect 
the attempt to get down from the bed, allowing then the monitoring system to 
send an alert to the caregiver. Should the person fall before the arrival of the 
caregiver, the monitoring system can detect the fall and call the emergency 
services.  

• Dementia and cognitive impairments affects memory. It is very likely that the 
elderly person forgets taking her/his pills at due time and/or takes them more 
times than needed. The monitoring system can check the assumption, 
remembering which pills should be taken and when and asking the elderly 
person to confirm that they have been taken. The system could then refuse to 
supply those pills that have already been taken and/or alert the caregiver in 
case of misuse. 

• A cognitive impaired elderly person can put her/himself at risk making 
inappropriate use of household equipment, such as the stove or the boiler. Such 
behaviours can be detected by the monitoring system that, for precaution’s 
sake, could stop, e.g., the gas provision. The caregiver would then be notified 
and – if considered safe – the command of turn the gas on again could be 
provided.  
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Fig. 2 Overall architecture of a GWE-based AAL application 

The first AAL scenario mentioned above, when defined in some details, can 
then correspond to the structured description below. For its practical 
implementation, we have adopted the solution of using a mobile robot to realize 
the interaction between the monitored elderly person (“Mary”) and the monitoring 
system: this sort of solution offers several advantages. First of all, the interaction 
between the system and the person can be achieved in a more ‘personal style’ than 
anonymously in the form of ‘voice from the off’. The robot could serve for 
bidirectional interaction with a remote caregiver by monitor/camera 
loudspeaker/microphone; it should also permit remote control by caregiver for 
inspection or to start communication. At the same time, the robot could be able to 
act autonomously, e.g., for keeping contact with the person, for giving advices etc. 
For that, it must be able to identify situations, intentions, motions of the person. 
This is to be done in close cooperation with fixed sensors of different kinds for 
supervision that are placed at the appropriate locations (e.g., sensors on the ground 
to detect a falling down, heat sensors …). A simple Pekee II Mobile robot – 
already mentioned in sub-section 2.2 above – is concretely used in the experiment. 
The scenario’s steps are detailed in the following; some of the high-level GWEs 
(in NKRL format) generated by the monitoring process are detailed for 
exemplification’s sake in Table 1:  

   
• At t0, Mary’s caregiver leaves the house, after having put Mary in bed. The 

monitoring system recognizes the related GWEs from the pressure sensors in 
the bed, from the cameras (fixed ones, robot camera), and from the wearable 
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sensors of Mary’s clothes observing their health state like pulse rate, breathing 
rate, body temperature and their motions by gyro and accelerometer. 
According to 3.1 above, the data are collected and interpreted at the lower 
level to identify the GWEs representing the physical environment and to infer 
the corresponding conceptual GWEs describing the situation and the occurring 
event. Making use of the world knowledge (3.2), the scene is identified as 
“Mary starts to sleep in her bed” (aal1.gwe8 of Table 1). No actions are 
needed. 

• At t0+120, many new GWEs (physical, conceptual) are detected (3.3), which 
do not correspond with the expected event “Mary is sleeping” – see also the 
“processing layer” in Fig. 2. At the physical level, the pressure sensors in the 
bed measure forces that are not consistent with a sleeping person. Mary’s 
wearable sensors measure high activity and the gyro/acceleration sensors can 
be interpreted as an attempt to climb over the bed edges. Note that it is not 
necessary to have a unique description of sensor measurements for the 
climbing situation, but the combination of all information using GWEs on 
several interpretation layers gives enough evidence for the conclusion by the 
rule system (3.4), that Mary has the intention to leave her bed (aal1.gwe27 of 
Table 1). Motion capturing (3.1) can give further evidence. The monitoring 
system therefore activates an alert of level 1: the lights in the room are turned 
on to give Mary a better understanding of the situation. A vocal message 
(uttered by the robot) says to Mary to stay in bed and that someone is coming 
to help her. For security’s reasons, the robot keeps a safe distance to the bed. 
He is able to do that because he has the necessary world knowledge (3.2) and 
can plan appropriate movements by inference and planning (3.4). 

• At t+121, the monitoring system gets further information from the cameras 
and sensors. The data still coincides with the event “Mary leaves her bed”. It 
can be inferred, from the capturing of motion data (3.1), that she is even 
making progress in her attempts. The system triggers a level 2 alert: according 
to the action rules (3.4) a phone call is sent to Mary’s caregiver, informing 
her/him of the situation.  

• At t+122, the system detects that the bed is empty: There are no more GWEs 
(from pressure data of the bed) related to the situation “Mary is inside the 
bed”, but pressure sensors on the ground nearby the bed detect new forces that 
are translated to conceptual, high-level structured GWEs describing the new 
situation. The motion data from the wearable clothes as well as the 
interpretation of the camera images confirm this conclusion by additional 
conceptual GWEs (3.3). Hence the monitoring system has to take measures 
(3.4) to take care of Mary’s health. Through the sensors monitoring her health 
state, the system can conclude that she is still alive, but it is not clear if she can 
still apprehend her environment and her situation. The next action according to 
the predefined rules of behaviour (3.4) is then to check Mary’s state: the 
system (the robot) asks Mary to press a button to confirm she is fine 
(aal1.gwe47 and aal1.gwe48 of Table 1).  

• At t+124, the system does not register any active response by Mary: there is 
no clear voice signal, and no intentional motion can be detected by cameras or 
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Table 1 Examples of high-level GWEs corresponding to the first AAL scenario 

 
aal1.gwe8) BEHAVE SUBJ MARY_: (BEDROOM_1) 
  MODAL sleeping_ 
  { begin } 
  date-1: t0 
  date-2: 
Behave:HumanProperty (1.1) 
 
At time t0, Mary begins to sleep. 
Comment: This high-level GWE is an instance of the “template” (see 3.2 above) Behave:HumanProperty, 
used to denote general situations involving human beings. BEHAVE is a conceptual predicate, SUBJ(ect) 
and MODAL(ity) are functional roles, MARY_ and sleeping_ are the arguments of the predicate introduced 
through the functional roles. MARY_ is associated with a determiner of the “location” type, BEDROOM_1, 
through the “:” operator. MARY_ and BEDROOM_1 are instances of HClass (3.2) concepts that designate 
low-level GWEs already recognized and categorized; sleeping_ is simply an HClass concept pertaining to 
the animate_activity branch. begin is a “temporal modulator”, used to denote that the date inserted in the 
date-1 block corresponds to the commencement of the state represented by the global high-level GWE.            
 
aal1.gwe27) MOVE SUBJ MARY_: (BED_1) 
  OBJ MARY_: (BEDROOM_1) 
  { wish } 
  date-1: t0+120 
  date-2: 
Move:AutonomousPhysicalPersonDisplacement (4.311) 
 
At time t0+120, Mary plans to move from the bed to the bedroom. 
Comment: The template Move:Autonomous  is characterized by the following properties: i) the entity that 
is moving is considered as moving itself as an OBJ(ect); ii) the initial location is associated with the filler of 
the SUBJ(ect) role, whilst the arrival location is associated with the filler of OBJ(ect). wish is a “modal 
modulator” that, as all the operators of the “modulator” type, takes the whole GWE as its argument.  
 
aal1.gwe47) MOVE SUBJ  ROBOT_1 
                                              OBJ  #aal1.gwe48 
  BENF  MARY_ 
  MODAL  vocal_message 
  CONTEXT  (SPECIF control_ (SPECIF physical_state MARY_))  
  date-1:  t0+120 
  date-2: 
Move:StructuredInformation (4.42) 
 
At time t0+120, the robot sends to Mary a vocal message, whose content is described in aal1.gwe48. 
Comment: This complex GWE illustrates what is called “completive construction” in NKRL, one of the 
simplest means to deal with those “connectivity phenomena” introduced above in 3.2. This construction is 
used, among other things, to represent any sort of transmission of plain messages, commands etc. The 
‘content’ of the message is then denoted by another, independent GWE (aal1.gwe48 in our case) whose 
conceptual label is used as ‘filler’ of the OBJ(ect) functional role, whilst the recipient of the message 
(MARY_) is the filler of the BEN(e)F(iciary) role. With respect to the filler of the CONTEXT role, this 
represents an example of “expansion” (structured predicate argument), where the SPECIF(ication) operator 
is used twice to signify that the “control” is about a given “physical state” and that this physical state is 
proper to “Mary”.     
 
aal1.gwe48) PRODUCE SUBJ  MARY_  
  OBJ  button_pushing 

  TOPIC  LIFE_SAVING_BUTTON_1 
  { oblig } 
  date-1:  t0+120 
  date-2: 
Produce:PerformTask/Activity (6.3) 
 
At time t0+120, Mary must, modulator oblig(ation), press the LIFE_SAVING_BUTTON_1. 
Comment: oblig, fac(ulty), interd(iction) and perm(ission) are the four NKRL “deontic” modulators.        
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gyro/acceleration sensors in Mary’s clothes. Note that this is not a trivial task, 
because unconscious motions can still occur. Again, a combination of different 
physical signals over some time (3.1) and a layered interpretation leading to 
related conceptual GWEs (3.3) is necessary to get enough evidence that Mary 
needs in fact human help (inferences, 3.4). 

• At t+125, then, an alert is sent to the emergency services. A visual 
communication is established and the emergency services doctor sees Mary 
lying on the floor (by the fixed cameras and the robot camera). She/he can 
move the robot from remote to get closer information. She/he also gets the 
measured data of Mary’s health state. According to that information, the doctor 
decides to ask for an ambulance.  

• At t+126, a vocal message tries to inform Mary that rescues are arriving and a 
phone call informs the caregiver that an ambulance is on its way. 

• At t+130, the system detects a presence in front of the door and opens this 
door.  

• At t+131, the emergency services arrive. 

5 Conclusion 

In this Chapter, we have supplied a short description of an on-going project, 
GENIUS, which takes its inspiration from an advanced interpretation of the IoT’s 
aims where the possibility of interpreting the environmental and context 
information, of detecting information related to human intentions/behaviours, of 
enabling human-like inferences and multi-modal interactions, and eventually of 
acting on behalf of the users’ intentions are particularly important. Among the 
novelty aspects introduced by the project, we can remark: 
 
• The development of methods and formalisms for describing, recognizing and 

reasoning about the occurrences of “Generalized World Entities” (GWEs). The 
key property of GWEs concerns the fact that they are not limited to “physical 
objects”, see the discussion in Section 1 about the definition of the domain of 
interest covered by the “IoT” term. This is the case, on the contrary, in most 
current state of the art approaches to anchoring and situation/activity 
recognition. Rather, the GWE paradigm provides a uniform formalism (a 
uniform context) to represent (known and unknown) objects, agents, events, 
situations, circumstances behaviours etc. and their evolution in time, as well as 
the relationships between all these entities. 

• The development of a general framework (and of the related practical tools) 
for establishing and maintaining the links between the conceptual GWE 
descriptions and their instances as they are perceived – at different levels of 
complexity, e.g., physical objects and structured events – from the real world 
through sensors. These conceptual descriptions correspond to the entities 
included in a broad-spectrum ontology, auto-evolving and capable of 
describing both the “static” and “dynamic” characteristics of the GWEs, and 
then to generalize starting from observed situations. Note that the possibility of 
creating an easy passage from the “sensor level” to the corresponding 
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“conceptual level” is crucial for adding ‘intelligence’ to the present IoT 
paradigm.  

• The development of reasoning (inference) procedures, based on the full 
recognition of all the GWEs (objects, agents, events, complex events, 
situations, circumstances, behaviours etc.) involved in a given application 
scenario and implemented under the form of a set of “services”. These services 
must be general enough to be used (with slight adaptation) in a wide range of 
GWE-based applications. Possible examples of these services, of a different 
degree of complexity and generality, are wide-ranging procedures for dealing 
with collision avoidance, monitoring or planning. 
 

The project foresees also the implementation of a flexible and extensible 
architecture able to support any sort of ‘intelligent’ applications based on the 
GWE paradigm. The platform should then be ‘open’ enough to allow the easy 
plug-in of i) new general modules that could be needed in order to improve the 
functioning of the platform; ii) specific GWE applications in particular fields. 
Details about the use of the GWE paradigm to set up an “Ambient Assisted Living 
(AAL\i)” application for dealing with the “elderly at home problem” are provided 
in the Chapter.      
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Plugging Text Processing and Mining in a Cloud 
Computing Framework 

Akil Rajdho and Marenglen Biba* 

Abstract. Computational methods have evolved over the years giving developers 
and researchers more sophisticated and faster ways to solve hard data processing 
tasks. However, with new data collecting and storage technologies, the amount of 
gathered data increases everyday making the analysis of it a more and more com-
plex task. One of the main forms of storing data is plain unstructured text and one 
of the most common ways of analyzing this kind of data is through Text Mining. 
Text Mining is similar to other types of data mining but the problem is that diffe-
rently from other forms of data that are properly structured (such as XML) in text 
mining data in the best case scenario is semi-structured. In order for them to de-
rive valuable information, text mining systems have to execute a lot of complex 
natural language processing algorithms. In this chapter we focus on text 
processing tools dealing with stemming algorithms. Stemming is the step that 
deals with finding the stem (or root) of the word which is essential in every text 
processing procedure. Stemming algorithms are complex and require high compu-
tational effort. In this chapter we present an Apache Mahout plugin for a stem-
ming algorithm making possible to execute the algorithm in a cloud computing 
environment. We investigate the performance of the algorithm in the cloud and 
show that the new approach significantly reduces the execution time of the origi-
nal algorithm over a large dataset of text documents.  

1   Introduction 

Computational approaches are rapidly evolving in the last years leading to novel 
and faster architectures that have the potential to boost computing throughput. 
Many years ago the most used computing approach for complex problems and 
tasks was Distributed Computing which consists in solving a problem by using a 
number of independent computers connected in a network. After that Parallel 
Computing emerged trying to solve the problem by dividing it into subproblems 
that were executed simultaneously. Later Grid Computing which involved the 
combination of computer resources from different geographical or administrative 
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locations to solve a task, was introduced and nowadays researchers and developers 
are switching to Cloud Computing which can be defined as a type of distributed 
computing paradigm augmented with a business model via a Service Level 
Agreement between providers and consumers [10].  

With new data collecting and storage technologies, the amount of gathered data 
is rapidly increasing everyday making the analysis of it a more and more complex 
task. Data is stored in different locations and in different forms. But raw data is 
almost useless without proper analysis and research done upon it. One of the main 
forms of storing data is plain unstructured text and one of the most common ways 
of analyzing this kind of data is through Text Mining. Text Mining is similar to 
other types of data mining but the problem is that differently from other forms of 
data that are properly structured (such as XML), in text mining data in the best 
case scenario is semi-structured. In other words, Text Mining which can be consi-
dered part of Artificial Intelligence is the process of extracting knowledge from 
text. Another growing research area is Information Retrieval (IR) which deals with 
finding material (usually documents) of an unstructured nature (usually text) that 
satisfies an information need from within large collections usually stored on com-
puters [16]. In order to derive valuable information IR systems have to execute a 
lot of complex algorithms that mostly regard language processing tasks. In this 
chapter we focus on text processing tools dealing with the stemming task which is 
finding the stem (or the root of the word). This step is essential in every text 
processing procedure. As part of Natural Language Processing (NLP) these kind 
of algorithms are very complex and require high computational capacity that does 
not come neither for free nor cheap. 

A growing number of large Internet of Things (IoT) systems and applications 
would feed text data to cloud, needing processing and mining. An example of this 
kind of data is the text coming from online social networks. Millions of text com-
ments are generated every day in online social platforms and understanding these 
for viral marketing has an outstanding business value. However, the amount of da-
ta is such that no single processing service can handle it, therefore these online 
systems may feed their text comments to the cloud. In some cases, an immediate 
processing may also be very useful. For example, in analyzing user comments on 
products, sentiment analysis or opinion mining may help online systems propose a 
certain product to a user based on her comments on another product. In most cas-
es, a collective inference process based on many product reviews may help the 
producing or selling company revise or better customize the product. This is just 
an example of the potentials of exploiting the cloud for text processing in order to 
boost online business. Other examples for exploiting the cloud in a IoT context in-
clude: news filtering systems that automatically classify text coming from multiple 
sources; relationship extraction systems that find useful relation patterns in the 
text; named entity recognition systems for the identification of relevant entities in 
a certain text; machine translation systems that make possible the dynamic genera-
tion of translated text in the required language; word sense disambiguation sys-
tems that make possible the identification of the right sense of a certain word, etc. 
All these systems require usually very large quantities of text to be trained and 
have high computational demand which makes the cloud the perfect solution to 
the requirements for this kind of systems.  
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In addition, large online systems usually do not provide services for languages 
with small scope, and the possibility of delegating some of these services to the 
cloud for this kind of languages may be possible with the approach proposed in 
this chapter. One of these services is machine translation in rare languages or lan-
guages of small nations. This kind of service may have small return-of-investment 
for the large company but may have a large local impact on the small country. 
Providing text processing capabilities in the cloud which is fed with raw text from 
online systems, may definitively lead to outstanding improvements of IoT systems 
experience in small countries. A significant example is the localization of online 
social platforms which usually does not come under the local language due to the 
difficulties in customizing such platforms. With the evolution of more approaches 
like ours, the full potential of the cloud may lead to a global network of online 
systems that easily change their face from country to country using language and 
text services from the cloud. 

A stemming algorithm is an algorithm that is concerned with suffix and prefix 
removal in words. In this chapter we focus on stemming of Albanian which is a 
language not much investigated. In fact, the first stemming algorithm ever for the 
Albanian language was developed only in 2011 [24]. Here we present an Apache 
Hadoop plugin for the above stemming algorithm, using Apache Mahout, making 
therefore possible to execute the algorithm not only in a local machine but also in 
a cloud computing environment. Moreover the algorithm is investigated for possi-
ble improvements which will lower the execution time. The morphology analysis 
of the Albanian language is not reconsidered in this chapter. After the implemen-
tation of Cloud Computing infrastructure and the development of the plugin that 
runs in it, the same amount of data as in the experiments done in [24] is given as 
input to the plugin in order to compare execution time differences between local 
computing and Cloud Computing. After that a more stressful experiment with 
more documents is performed with both algorithms to evaluate and compare their 
performances. The Cloud environment will offer both Software as a Service 
(SaaS) through the plugin and Hardware as Service (HaaS) providing powerful 
software and hardware for the execution of the algorithm. The plugin will be pub-
licly available to all those interested to further develop the stemming algorithms 
and natural language tools for the Albanian language. 

The chapter is organized as follows: Section 2 introduces cloud computing as a 
computing paradigm, Section 3 presents information retrieval and text mining, fo-
cusing on the language processing steps and in particular in the stemming  
stem. Section 4 describes the Apache Mahout framework, Section 5 describes the 
development of the plugin, Section 6 presents the experimental evaluation and we 
conclude in Section 7. 

2   Cloud Computing 

As more facets of work and personal life move online and the Internet becomes a 
platform for virtual human society, a new paradigm of large-scale distributed 
computing has emerged. Web-based companies, such as Google and Amazon, 
have built web infrastructure to deal with the internet-scale data storage and  
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computation [21]. This means that a lot of researchers can benefit from such 
emerging infrastructures in order to conduct their experiments faster and cheaper. 

In such an evolving information world, most companies and research centers 
are looking for new ways and resources to handle their needs, those of their em-
ployees, clients and products. The rapid change of technology has brought into ex-
istence Cloud Computing. Cloud Computing is a recent trend in Information 
Technology (IT) that moves computing and data away from desktop and portable 
PCs into large data centers. It refers to applications delivered as services over the 
Internet as well as to the actual cloud infrastructure — namely, the hardware and 
systems software in data centers that provide these services [7]. Because powerful 
computers are so expensive and hardly ever people need them permanently, it has 
become more feasible to use Cloud Computing for large and complex computa-
tional tasks. Cloud Computing is becoming so popular because just like web ap-
plications it only requires internet connection and it doesn’t matter how powerful 
the computer is in the client side. Among other advantages, Cloud Computing 
fundamentally changes the way that IT services are delivered to organizations. In-
stead of both owning and managing IT services for themselves, or using an  
outsourcing approach built around dedicated hardware, software, and support ser-
vices, organizations can use cloud computing to meet their IT requirements using 
a flexible, on-demand, and rapidly scalable model that requires neither ownership 
on their part, nor provision of dedicated resources [2].  

2.1   Service Delivery Models 

Cloud Computing delivers services to the customers in different ways according to 
their needs. Among the variety of Cloud Computing service delivery models the 
most popular are Software as a Service, Platform as a Service and Infrastructure as 
a Service also known as Hardware as a Service. These three more important ser-
vice delivery models are discussed in more details below.  

2.1.1   Software as a Service (SaaS) 

SaaS also known as Software on Demand is the kind of service offered by the 
cloud where software is rented from a service provider rather than being bought 
by individuals or companies. Instead of buying licenses the customer is charged 
on a pay per use paradigm. All other costs like maintenance, backups, optimiza-
tion and load balancing are taken care of by the service provider. So the customer 
cuts out maintenance and license costs. SaaS also enables software companies to 
prevent unauthorized distribution of software by users. The only problem is that 
most of the times the customer has limited access to software customization ac-
cording to his needs because a certain application in the cloud can be shared 
among a variety of users. Some popular SaaS service providers that also offer 
some services free of charge are Google (google docs), Microsoft (Microsoft 
Online Services). 
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2.1.2   Platform as a Service (PaaS) 

Service providers offer to the customer access to platforms so they can deploy 
their applications there. They do not have any control on the network or on the 
hardware deployment methods. The technical framework is provided to the cus-
tomer without him spending his time on thinking and planning hardware require-
ments, installing operating systems and load balancing. When the number of users 
for web application grows, PaaS is the optimal solution because the platform can 
be ready in a matter of minutes or maximum hours making the developers focus-
ing on the development of the application rather than taking care of prices of 
hardware and licenses of operating systems and it provides a faster time to market 
an application developed. Some of the popular PaaS providers are Google (Google 
App Engine) and Microsoft (Microsoft Azure). 

2.1.3   Infrastructure as a Service (IaaS)  

IaaS, the capability provided to the consumer is to provision processing, storage, 
networks, and other fundamental computing resources where the consumer is able 
to deploy and run arbitrary software, which can include operating systems and ap-
plications [18]. The term IaaS in other words means to rent a big infrastructure of 
servers or even an entire datacenter. It gives the possibility to customers to have a 
lot of control over the infrastructure, customizing it according to their particular 
needs. This kind of service enables businesses to build up very fast their projects 
and a lot cheaper than in traditional IT infrastructures. 

2.2   Deployment Models 

Deploying Cloud Computing can differ depending on requirements, and the fol-
lowing four deployment models have been identified, each with specific characte-
ristics that support the needs of the services and users of the clouds in particular 
ways [6]. 

2.2.1   Private Clouds  

In private clouds the cloud infrastructure may be hosted inside the company or by 
a third party but in both cases the infrastructure is exclusively available only for 
one company and the resources are not shared with other companies. The features 
and functionalities are driven by the business requirements of the company host-
ing or renting the Cloud. This kind of Cloud Computing is used by companies that 
want to have more control over their data and since the cloud is dedicated only to 
a single company, additional security can be enhanced. Despite being private, this 
kind of Cloud Computing still has the benefits that Cloud Computing offers in 
general. For example resources can be added and rescaled on demand. This means 
that differently form public clouds where you have to fit your business to meet the 
clouds requirements in private clouds you can do the contrary, that is, make the 
cloud fit your business. Having a private cloud does not necessarily mean that 
companies must have a team of experts running and maintaining it. A company 
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can choose to host the cloud by another party and have them take care of every 
maintenance and changes that the business needs. 

2.2.2   Community Clouds 

Community Cloud is a kind of cloud computing infrastructure where the resources 
are shared among a number of organizations with similar interests [6]. A commu-
nity cloud could be built for health care services, federal services etc. This cloud 
infrastructure has usually more users than private cloud computing and less users 
than public cloud computing, and because usually this kind of clouds are “spon-
sored” by government institutions there is a higher access security level than other 
cloud infrastructures. Maintenance of the infrastructure is done usually by a third 
party. 

2.2.3   Public Clouds 

The cloud infrastructure is available to the public on a commercial basis by a 
cloud service provider. This enables a consumer to develop and deploy a service 
in the cloud with very little financial outlay compared to the capital expenditure 
requirements normally associated with other deployment options [7]. Public 
clouds are the most spread ones because the companies that provide the infrastruc-
ture gain profit out of it. Among the most popular Public Clouds are Microsoft 
Azure, Amazon Elastic Compute Cloud and Google Apps. The popularity of the 
public clouds is increasing day by day because people and business want to focus 
mainly on the development part not worrying too much about the maintenance. 

3   Information Retrieval and Text Mining 

Information Retrieval (IR) together with Natural Language Processing (NLP) are 
two important subfields of Artificial Intelligence (AI). NLP is normally used to 
describe the function of software or hardware components in a computer system 
which analyze or synthesize spoken or written language [11] while IR is finding 
material (usually documents) of an unstructured nature (usually text) that satisfies 
an information need from within collections stored in large repositories [16]. Text 
mining on the other hand is concerned with deriving valuable information usually 
from unstructured text. NLP, IR and text mining have much in common to achieve 
a certain goal. One of those cases where contribution from all the areas is needed 
is in stemming which is the process of finding the root of words by removing suf-
fixes and prefixes. This process is not straightforward and requires techniques that 
come from language processing areas but also other disciplines. 

3.1   Information Retrieval 

The most common usage of IR is ad hoc retrieval where the user expresses the  
information that he is looking for in form of a query to the system and then the sys-
tem displays him a list of relevant documents. Ad hoc retrieval is widely used in 
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search engines like Google, Yahoo or Bing. In this particular scenario a user enters 
some words of interest for example “Albanian Tourism” in the search engine and 
then the search engine comes back to the user and displays all the pages that con-
tain the words Albanian Tourism. The list of the pages displayed to the user is ob-
tained by several algorithms that analyze the contents of the web pages and then 
store information about those pages in a more structured way in large indexed data-
bases. Other important tasks in which IR techniques are employed include support 
of the user in browsing or filtering document collections, text classification, text 
clustering, cross-language retrieval, and multimedia retrieval [16]. IR is similar to 
Data Retrieval (DR) with some slight differences. While in IR the user uses queries 
in natural language to obtain documents with similarity matching, in DR the user 
uses queries that accept only a set of predefined syntaxes or keywords to retrieve 
documents that have an exact match. In formulating and processing queries, an es-
sential task is to have the root of the word which helps to better filter the results. 

3.1.1   The Retrieval Process 

Information Retrieval as a process goes through a set of stages. Most of the docu-
ments cannot be fitted into an IR system as they are but they have to go through a 
set of pre-processing steps such as indexing, removal of stop words and stemming 
before the IR system can parse and then index them. The user plays an important 
role in the entire IR system because she is the one in the need of information so 
she searches for information by entering a query usually consisting of keywords 
and then the system matches these keywords against the indexed documents and 
displays the results to the user. 

3.1.1.1   Preparation of Documents 
Real-world data may be incomplete, noisy, and inconsistent, which can disguise 
useful patterns. This is due to: Incomplete data, lacking attribute values, lacking 
certain attributes of interest, or containing only aggregate data; Noisy data, con-
taining errors or outliers; Inconsistent data, containing discrepancies in codes or 
names [27]. Moreover a cleaning of the documents which involves removal of 
duplicates, removal of unnecessary parts and parts that will not be indexed as well 
as inconsistent document removal should be done.  

3.1.1.2   Document Pre-processing  
After the preparation of documents is completed, individual documents are treated 
as a big stream of characters. Pre-processing also deals with removing useless tags 
remaining from type-setting information in newspaper archives, taking away 
“non-textual” items such as horizontal line and page-break tags in HTML docu-
ments, or in electronic mail smileys — :-) or :-( — and quotation representation 
(such as at the beginning of the line) and eliminating parts which do not belong to 
natural languages: mathematical or chemical formulae, programs. Conversely  
additional pre-processing is often associated to the segmenting into word  
units: acronym and abbreviation recognition, hyphenation checking, number  
standardization, etc [9].  
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3.1.1.3   Tokenization  
Given a character sequence and a defined document unit, tokenization is the  
task of chopping it up into pieces, called tokens, perhaps at the same time throw-
ing away certain characters, such as punctuation [16]. A simple example of  
tokenization would be, 

 
Input string  
 
Output tokens:          

 
As it can be observed after tokenization the commas as well as the “!” were re-

moved and 5 individual tokens were created.  
A token is an instance of a sequence of characters in some particular document 

that are grouped together as a useful semantic unit for processing. A type is the class 
of all tokens containing the same character sequence. A term is a (perhaps norma-
lized) type that is included in the IR system’s dictionary [16]. There are several ways 
to decide how and where to chop tokens, alternating from splitting at white spaces 
and removal of punctuation to more advanced techniques where hyphening, num-
bers and other rules varying from the language the query is submitted are taken in 
consideration. If the wrong method of tokenization is used the information returned 
to the user can be wrong. For example in English and many other languages hyphen 
sign (-) can be used in the middle of one single word like co-operation and with a 
normal tokenization we would end up with two tokens “co” and “operation” which 
most probably would not return relevant information to the user. 

3.1.1.4   Token Normalization 
After the document is split into “correct tokens” the next step would be to normalize 
them. Token normalization is the process of canonicalizing tokens so that matches 
occur despite superficial differences in the character sequences of the tokens [16]. 
Token normalization has as a goal to link together tokens with similar meaning. For 
example the token Computer should be linked to other tokens that can be synonyms 
of the word computer like PC, Laptop, MAC, Servers etc. So when a user searches 
for Computers the results of the documents that contain the token PC, Laptop, Mac 
and Servers should also be displayed to the user. Also some extra work should be 
done to remove connection between tokens that have two or more meanings. For ex-
ample if you search Google for the term “Thinnest Pad in the Market” you end up 
with results like “Apple iPad”, “Always Ultra” , “Android Tablets” and “Carefree”. 
Now the user could have been looking for both types of pads. In order to get the 
proper results another token should be linked to the token Pad, for example if the us-
er was looking for Pad/tablets he should write the query “Thinnest Andro-
id/Intel/AMD Pad”. Since there is no link between android, Intel or AMD to other 
types of Pads the user would now get the desired results.  

3.1.1.5   Stemming and Lemmatization 
Most of the times the user will query for a document by typing words that are not 
written exactly the same in the documents he is searching for. The goal of both 
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stemming and lemmatization is to reduce inflectional forms and sometimes deriva-
tionally related forms of a word to a common base form [16]. For example: 

Computer’s, Computers, Computer, Compute -> Compute 

And also different tenses of a verb should also be converted to one base form. 
Was, am, are, is, have been -> be. So a search for “android computers are fun” 

would be translated into “android compute be fun”. However stemming and lem-
matization perform different functions. 

Stemming usually refers to the process of removing suffixes and affixes from a 
certain word until it is left to its root stem, for example unbelievable stemmed would 
be believe. Lemmatization usually refers to doing things properly with the use of a 
vocabulary and morphological analysis of words, normally aiming to remove inflec-
tional endings only and to return the base or dictionary form of a word, which is 
known as the lemma [16]. The main idea of both processes is to get a boost in in-
formation retrieval performance by subsiding variants of a keyword that otherwise 
would be required to be treated independently. Also index size is reduced because of 
the cuts in words that both lemmatization and stemming perform. 

3.1.1.6   Stop Word Removal 
In all the documents there are words that are unlikely to help in indexing. Those 
words are usually prepositions, articles, and pro-nouns. Typical stop words are 
prepositions, articles and pro-nouns, but the list of stop words may vary from lan-
guage to language and may also vary according to different approaches in building 
the list of stop words. One key benefit of stop word removal is that query 
processing would be faster and index size of documents would be smaller. On the 
other side, if stop word removal does no harm to key word query searching, it re-
ally decreases retrieval relevance in phrase queries. This chapter will only focus in 
the stemming part of IR so the other stages like indexing and searching, ranking 
and evaluation will not be treated here. 

3.2   Albanian Language Processing and Stemming 

As discussed previously, stemming is the procedure of reducing the words to their 
roots. Stemming is a very complicated procedure and its difficulty varies accord-
ing to the morphology of the language being used. If an English stemmer or a 
stemmer for languages that use Latin letters may be relatively complex, a stemmer 
for Chinese where the algorithm has to reduce to its roots characters like: 

 would have more difficulty. So the question 
that arises is why stemming is so important in information retrieval that we should 
go under such complicated procedures? Many theories and experiments have been 
performed to evaluate the efficiency and the stability of the stemming process in 
information retrieval. Lennon (1981) did an evaluation research about stemming 
techniques and how these affect the search precision, demonstrating that stemming 
raises the effectiveness of information retrieval. This was enough to motivate 
more and more researchers on stemming improvement [20].  
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3.2.1   Stemming Algorithms  

The first ever published stemmer was written by Lovins [15].This paper was re-
markable for its early date and had great influence on later work in this area. A 
later stemmer was written by Martin Porter [22]. This stemmer was very widely 
used and became the de-facto standard algorithm used for English stemming. 

3.2.1.1   Lovins Algorithm 
The Lovins stemming algorithm has its bases in removing the endings of a word 
based on a iteration-longest-match principle. Iteration is usually based on the fact 
that suffixes are attached to stems in a "certain order” [15]. The longest-match 
principle states that within any given class of endings, if more than one ending 
provides a match, the one which is longest should be removed. This principle is 
implemented by scanning the endings in any class in order of decreasing length. 
For example, if -ion is removed when there is also a match on -ation, provision 
would have to be made to remove -at, that is, for another order-class. To avoid this 
extra order-class, -ation should precede -ion on the list (Lovins, 1968). 

Lovins defined a list of 260 endings, 21 conditions and 35 transformation rules 
for her algorithm. The working phases of the algorithm are like follows: First a word 
is taken and then an ending (out of 260) that satisfies one (out of 21) conditions is 
found and removed. The next step is to transform the word in case it is in irregular 
plural form or if it has double consonants. Also Lovins algorithm has a core rule that 
a stem should be 3 or more letters to be considered as such. The classical example 
that better demonstrates Lovins’ stemming algorithm is the procedure for stemming 
the word nationally. According to Lovins’ rules, this word has two endings ionally 
(leaving as stem nat ) and ationally (leaving as stem n). But, because to be consi-
dered a stem from the Lovins’ algorithm the word has to be at least 3 letters, only 
ionally is accepted as an ending therefore generating the stem nat.  

3.2.1.2   Porters Algorithm 
Porter algorithm defines five successively applied steps of word transformation. 
Each step consists of set of rules in the form <condition> <suffix> -> <new suf-
fix>. For example, a rule (m>0) EED ->EE means “if the word has at least one 
vowel and consonant plus EED ending, change the ending to EE”. So “agreed” 
becomes “agree” while “feed” remains unchanged [25]. 

Porter has two main differences from Lovins’ algorithm. The first one is that 
the rules used for suffix removal are easier and less complex. The second differ-
ence is that Porter uses a single, cohesive approach to handle the context of words 
differently from Lovins that used context-sensitive rules to handle the length of 
stems after the suffixes are removed. The algorithm is much simpler in concept 
with around 60 suffixes, just two recording rules and only one rule to determine if 
a suffix is to be removed or not. Porter avoids the rule of checking the number of 
the remained characters after the removal of affixes by making a consonant-
vowel-consonant(called measure m) check after the affix has been removed [22].  
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3.2.1.3   Hidden Markov Models 
Another statistical approach to stemmers design was used by [17] to build a 
stemming algorithm based on Hidden Markov Models (HMM). It doesn't need a 
prior linguistic knowledge or a manually created training set. Instead it uses unsu-
pervised training which can be performed at indexing time [25]. The key idea is 
that an HMM is a finite model that describes a probability distribution over an in-
finite number of possible sequences [8]. A very clear description of HMM theory 
has been written in [23]. One speaks of an HMM generating a sequence. The 
HMM is composed of a number of states, which might correspond to positions in 
a 3D structure or columns of a multiple alignment. Each state 'emits' symbols (re-
sidues) according to symbol-emission probabilities, and the states are intercon-
nected by state-transition probabilities. Starting from some initial state, a sequence 
of states is generated by moving from state to state according to the state-
transition probabilities until an end state is reached. Each state then emits symbols 
according to that state's emission probability distribution, creating an observable 
sequence of symbols [8].  

Since probability of each path can be computed, it is possible to find the most 
probable path (with Viterbi decoding) in the automata graph. Each character com-
prising a word is considered as a state. The authors divided all possible states into 
two groups (roots and suffixes) and two categories: initial (which can be roots on-
ly) and final (roots or suffixes). Transitions between states define word building 
process. For any given word, the most probable path from initial to final states will 
produce the split point (a transition from roots to suffixes). Then the sequence of 
characters before this point can be considered as a stem [25]. 

3.2.2   Albanian Stemmer 

Most of the research for stemming algorithms has been dedicated to the English 
language and is based on the morphology and grammar rules of English. This be-
cause English is the most popular language and most of the researches and papers 
are written for this language. Applying Lovins, Porter, or Hidden Markov Model 
in Albanian is not a straightforward task. The morphology and grammar rules of 
Albanian are slightly different and thus modifications are needed for these algo-
rithms to be applied to Albanian. There has not been much research nor many  
attempts to develop a stemming algorithm for Albanian. The first stemming algo-
rithm ever was developed only in 2011 [24]. Albanian Language is very rich in in-
flectional paradigms making the research and development very challenging. The 
algorithm developed in [24] is composed of 5 steps and it is basically a dictionary 
based algorithm. The 5 five steps of the algorithm are described shortly below. A 
more detailed description can be found in [24]. 

 
Step 1: Prefix Reduction 
Rules used in this step derive from the morphological analysis done for Albanian 
language. For example the word “pastrehë” (homeless) will become “strehë” 
(home).  
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Step 2: Suffixes that end with Vowel Reduction 
Among all suffixes, there are some suffixes that end with a vowel like –je 
(mbathje, veshje ect.) or –shmëri (ngjashmëri, gadishmëri etc.) that are processed 
by this step. This step is executed before vowel removal step because if the last 
vowel is first, the whole suffix is not recognized by the suffix removal step.  

 
Step 3: Vowel Reduction 
There are a lot of words that are not affected by the first rule or are affected by it 
and give a form of the word that can be further improved by removing the ending 
vowel (-a, -e, -ë, -i, -o, -u), for example mbivlerë is modified by the first rule as 
vlerë but it still can be modified by removing the vowel. Words like dera, hëna, 
fletore, punëtore, mësuese, djalë, vezë, libri, teli, djalo, biro etc. that are not mod-
ified by the first rule can also be modified by this step. 

 
Step 4: Suffix Reduction 
As mentioned in the first step, suffix formation is especially the most important 
way of forming parts of speech in Albanian. A full list of these suffixes is given in 
Appendix A. Suffix removal step is divided into two steps because there are some 
suffixes that end with vowel and they all are considered in step 2. 

 
Step 5: Vowel Reduction 
After performing step 4, there are also some words that contain a vowel in the end, 
and it is better to remove those vowels. As an example, consider the word ga-
tishmëri that from step 3 is converted as gati. This word can be processed further 
by removing the vowel i giving the stem gat. 
 

 

Fig. 1 Steps of the Albanian Stemming Algorithm (taken from [24]) 
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4   Apache Hadoop 

4.1   General Framework 

A growing number of large companies like Google and Microsoft have imple-
mented hundreds of special-purpose datacenters that process large amounts of raw 
data, such as crawled documents, web request logs, etc., to compute various kinds 
of derived data, such as inverted indices, various representations of the graph 
structure of web documents, summary of the number of pages crawled per host, 
the set of most frequent queries in a given day, etc. Most such computations are 
straightforward. However the input data is usually large and the computations 
have to be distributed across hundreds of thousands of machines in order to com-
plete tasks in a reasonable amount of time [5].  

To give a brief understanding on how large the data could be and why big com-
putational power is needed let us give a simple example. Let us assume that a  
research will be done for analyzing the entire web. As reported on CNN [4] in Oc-
tober 2006 there were 100 million websites. And that number had grown by 50 
million in four years (there were 50 million websites in 2004) which means that 
probably today there should be around 150 million websites. Let us presume that 
the average website has at least 10 pages and each page an average size of 50 KB 
then we would have: 150000000 x 10 x 200 Kb = 300 TB of data which means 
that we need like 300 hard disks just to save the data. The computers on average 
read 35-40 Mb/sec of information from disks which means that one single com-
puter needs: 300000 (Giga bytes of information) / (35 x 60 x 60 x 24) the amount 
of information that can be read per day by a normal computer = 99 days which is 
3+ months just to read the web information. When the time to read the information 
is 3 months the time to process it could be 1 year or more. 

4.1.1   Apache Hadoop 

On the industry front companies such as Google and its competitors have con-
structed large scale data centers to provide stable web search services with fast re-
sponse and high availability. On the academia front, many scientific research 
projects are being conducted on large datasets and powerful processing capacity 
delivered by supercomputers, else known as e-Science [13].This huge demand for 
high computational power motivates the need for cloud computing. However even 
in large data centers the task of processing of this large amount of data is not an 
easy task because there are issues such as work load distribution, failure manage-
ment, cluster configuration as well as a proper programming/processing model to 
be taken care of. With the increasing popularity of datacenters, it is a challenge to 
provide a proper programming model which is capable to support appropriate 
access to the large scale data for carrying out computations while hiding all low-
level details of physical infrastructures and among the candidates, Apache Hadoop 
project is one of the most popular programming models designed for this  
purpose [13]. 
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Apache official presentation describes the Apache Hadoop a software library as 
a framework that allows for distributed processing of large data sets across clus-
ters of computers using a simple programming model. It is designed to scale up 
from single servers to thousands of machines, each offering local computation and 
storage. Rather than rely on hardware to deliver high-availability, the library itself 
is designed to detect and handle failures at the application layer, delivering a high-
ly-available service on top of a cluster of computers, each of which may be prone 
to failures [1]. 

Apache Hadoop is composed of three main subprojects, Hadoop Common, Ha-
doop Distributed File System (HDFS™) and Hadoop MapReduce. This paper fo-
cuses only on HDFS, the storage, and MapReduce subprojects. Hadoop and its 
open source MapReduce programming have been adopted by many large compa-
nies. In 2008 Yahoo announced that it is running the largest Hadoop cluster with 
more than 10000 Linux nodes and they saw a 33% improvement comparing to the 
infrastructure they used before Hadoop [14]. Two years later in 2010 Facebook 
declared that they have the largest Hadoop cluster with 20PB of storage. In March 
2011 Facebook declared that the size of the data storage had grown from 20PB to 
30PB within one year and there was no more room to add a physical node in their 
current datacenter so they would have to construct a new more powerful Hadoop 
cluster to process the information they generate [26].  

4.1.2   Hadoop Distributed File System (HDFS)  

Just like with any other file system even with HDFS programmers can perform 
basic tasks like make directories (using hadoop dfs –mkdir directory name com-
mand), copy files form local file system to HDFS (using hadoop dfs copyFrom-
Local /root/home/filename.extention destination folder command) and other usual 
task.  

HDFS is composed of master/slave architecture. A HDFS cluster should have 
at least a single NameNode, one master server that manages the file system na-
mespace and regulates access to files by clients. In addition, there are a number of 
DataNodes, usually one per node in the cluster, which are used to manage storage 
attached to the nodes that they run on. HDFS exposes a file system namespace and 
allows user data to be stored in files. The NameNode records every change that 
occurs to file system by using a transaction log called the EditLog [3]. Usually 
nodes in cluster are distributed among several racks because of rack’s capacity li-
mitation. Nodes in the cluster communicate with each other by using TCP\IP  
protocol. A client establishes a connection to a configurable TCP port on the Na-
meNode machine. The DataNodes communicate with the NameNode using the 
DataNode Protocol. A Remote Procedure Call (RPC) abstraction wraps both the 
Client Protocol and the DataNode Protocol. By design, the NameNode never in-
itiates any RPCs. Instead, it only responds to RPC requests issued by DataNodes 
or clients [3]. 

Just like in every file system even in HDFS it is possible that data acquired 
from one DataNode get corrupted. There are several reasons why these data can be 
corrupted, like faults in network, faults in storage or even buggy software. Each 
client node when it receives a HDFS file runs checksums to verify the content of 
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the file is correct. If the checksum is not correct than the client node handles this 
event just like a DataNode crush and retrieves the data form another DataNode 
that has the replica of the files [3].  

4.1.3   Hadoop MapReduce 

MapReduce is a programming model for processing and generating large data sets 
where users specify a map function that processes a key/value pair to generate a 
set of intermediate key/value pairs and a reduce function that merges all interme-
diate values associated with the same intermediate key [12]. So the main idea be-
hind MapReduce is to treat all the data you want to analyze as <key,value> pairs. 
For example in social networking we can have <user_id, list of friends> key value 
pairs whereas in shortest path algorithms we can have <cities, 
list_of_other_cities_connected>. The MapReduce programming model was in-
vented by Google and as the authors in [12] admit it was used in more than 10000 
applications at Google since a system based in MapReduce was built in 2003. The 
programs include text processing, machine learning, and statistical machine trans-
lation. Apache foundation, in their Apache Hadoop project, has developed and 
maintains an open source version of the MapReduce programming. MapReduce 
programming model works as follows: 

“An input of <key/value> pairs is given to a Map function and it generates a list 
of <key/value> pairs as output. The type of output key and value key do not have 
to be the same as the keys of the input: 

    

A Reduce takes a <key/list_of_values> input and generates a list of new values as 
output: 

    
     

A MapReduce application has two phases that are executed in parallel. In the first 
phase, all map operations can be executed independently from each other. In the 
second phase, each reduce operation may depend on the outputs generated by any 
number of map operations and just like them reduce operations can also be  
executed independently [13]. 

To better understand how map reduce works let us consider the example pre-
sented in [12] for counting the occurrence of each word in a large collection of 
documents. In the pseudo code below 

 
map(String key, String value): 
// key: document name 
// value: document contents 
for each word w in value: 
EmitIntermediate(w, “1”); 
reduce(String key, Iterator values): 
// key: a word 
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// values: a list of counts 
int result = 0; 
for each v in values: 
result += ParseInt(v); 
Emit(AsString(result)); 
 

The map function will create a list of words together with the number of occur-
rences of each word. On the other hand the reduce function will sum together all 
the counts created for each word and will produce the result. 

5   Analysis, Design and Implementation of the Plugin 

In this section we describe the development of the plugin and the deployment on 
the cluster. 

5.1   Analysis 

In order to convert the stemming algorithm of [24] (referred to as JStem from now 
onwards) from an algorithm that runs in a single machine to a MapReduce algo-
rithm that runs in a cluster, the first decision to take is what will be the <key, val-
ue> pairs of the Map Phase. These pairs are fundamental since these will later be 
used by the Reduce phase to generate <key, list of values> pairs as output.  

The JStem algorithm works as follows: it takes a text file as input and then uses 
a buffered reader to read the file. It uses a String tokenizer to break the lines of the 
input file into tokens and for each token the algorithm calls the stem procedure 
(that takes a string as a parameter). The stem procedure first analyzes the input 
and then returns its root (the stemmed word) thus creating a <word, 
stemmed_word> pair for each word in the file that was given as input. These pairs 
(keys) are then inserted into a TreeMap structure where they are sorted alpha 
betically. After the process of reading and sorting is over then the algorithm ite-
rates through each key of the TreeMap and writes into a file each <word, 
stemmed_word> pair. 

After analyzing the source code of the JStem algorithm it was observed that a 
MapReduce paradigm could be implemented upon the original JStem algorithm 
without changing the way it finds the root of the words but instead changing the 
procedure for calling the stemming procedure and then collecting back the results. 
Given that the original design of the JStem algorithm was based on generating a 
<word, stemmed_word> set of values, the integration of the algorithm with the 
MapReduce programming model would be possible by respecting the require-
ments of the given platform.  

5.2   Design and Implementation 

In order to convert the JStem algorithm into MapReduce programming model 3 
classes were added to the JStem class which is the class that holds the logic of 
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stemming. The classes that were added are the Map class that holds the logic of 
the Map phase, the Reduce class that holds the logic for the Reduce phase and the 
HadoopStemmer class that holds the logic for execution and job configuration in 
apache Hadoop. 

The Map class extends the MapReduceBase and implements the MapReduce 
class. Individual Map tasks take as an input <key,value> pairs and then transform 
these pairs into intermediate <key,value> pairs. The intermediate pairs can or can-
not be of the same type as the input pairs. All the intermediate pairs related to one 
key are grouped by the framework and are then submitted to the Reducer that de-
termines what the output will be. In the mapper phase intermediate pairs are 
created and are grouped by the root of the word, for example cooking and cooker 
have the same root cook and two intermediate pairs <cook,cooking> and 
<cook,cooker> are created. 

The Reduce class extends the MapReduceBase class and implements Reducer. 
Following the same logic as the Map class it has four generic types of type Text. 
After the Map phases are finished the framework calls the reduce function. The 
reducer shuffles the intermediate values and then orders them alphabetically and 
thus producing the final output.  

In the HadoopStemming class we define the properties for the job that define 
different parameters and tell the HadoopFramework which is the Map class, which 
is the Reduce class, what is the format of the input and output, etc. 

5.3   Running the Plugin in the Hadoop Cluster   

In order to run the plugin in the Hadoop Cluster first some configuration files 
should be changed according to the developer’s needs. The configurations are 
stored at /usr/local/Hadoop/conf/ folder. The file core-site.xml determines the port 
that will be used between nodes to communicate with each other and tell the other 
nodes who the authority master node is. It also defines the path of Hadoops’ tem-
porary file storage. 

The file mapred-site.xml defines the maximum number of Map tasks that are 
run in parallel. In this case the maximum is set to 800. This number is then divided 
by the number of nodes in the cluster do define the number of Map tasks that will 
be run on each node. The same logic is used for the number of the Reduce phases. 
Since the Reduce phase is a little more complicated it requires more resources 
from the computers and as such it is advisable to keep the number of reduce task 
to 4 times the number of nodes in the cluster. If set to 0 the Reduce phase will not 
run and the outputs will be unsorted.  

Another important configuration file is hdfs-site.xml. In this configuration file 
the user defines the default block replication. Which means the user determines 
how many copies of its data he wants to distribute in the cluster. The value should 
be at maximum the same as the number of nodes in the cluster.  

6   Evaluation 

In this section we present the experimental evaluation of the developed plugin. 
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6.1   Experimental Setting and Cluster Creation 

In order to run and test the MapReduce plugin first a cluster was created. To create 
the cluster 10 computers (Dell Optiplex 360 with Intel dual core 2.2 GHz proces-
sor and 4 Gb of RAM) running Ubuntu Linux 11.10 were used. Also Java version 
1.6 was used as framework. For creating the cluster, the [19] tutorial was used as a 
guideline although some changes were made to adapt the cluster to the experi-
ment’s needs. There were 10 computers in the cluster where one of the computers 
acted as the master (with host name master) and the nine other computers were 
slaves (with hostnames slave1, slave2 … slave9). The computers were connected 
to each other using a 24 port switch and using static IP configuration. IP V6 was 
disabled on all machines as required by Hadoop in order to run smoothly.  

6.2   Dataset 

In order to best evaluate the performance of the algorithm when running on a sin-
gle machine compared with the performance of the same algorithm running in a 
cluster, a data set consisting of large files was created. To create the data set sev-
eral Albanian books (books of history, science, research and poetry) were down-
loaded and then converted to plain text. Because the original algorithm created in 
[24] accepts only one text file as input a total of 6 files with sizes 6.9 MB, 
13.8MB, 20.7MB, 27.6MB, 34.5MB, 41.4MB were created to be used as input , 
which is basically increasing the size of the original file by 6.9 MB. 

6.3   Evaluation Setting and Experimental Results 

To better understand the power of MapReduce distributed programming a slight 
modification was made to the original algorithm to sort the stemmed words alpha-
betically after stemming them. The files created to be used as input would be ex-
ecuted 3 times each in a single computer, 3 times each in the cluster running 2 
nodes and 3 times each in the cluster running 5 nodes. The average time of each 
run was recorded and then stored in a table to be later used for evaluation and time 
performance. 

The first test was performed for the JStem stemmer developed in [24], with a 
text file with size 6.9 MB. In three runs it was observed that the average execution 
time in a single PC was 15.2 seconds. The same test was then performed on the 
Hadoop Stemmer which processed the file on an average time of 27.9 seconds in a 
2 node cluster and 27 seconds on a 5 node cluster. 

The JStem continued to run faster even for a 13.8 MB file where in 3 runs it 
recorded an average time of 49 seconds compared to the 58.9 seconds of the 2 
Node Cluster and 56.1 seconds of the 5 Node Cluster. However things started to 
change when the file size was increased from 13.8 MB to 20.7MB where the 
JStem recorded an average time of 159.1 seconds while the 2 and 5 Node Hadoop 
cluster recorded an average time of 97 and 94 seconds respectively. Then the file 
size was increased with another 6.9MB taking it to 27.6MB in total. The Hadoop 
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Cluster continued to perform better than the JStem where it recorded and average 
time of 154 seconds for 2 Node Cluster and 150.1 seconds for 5 Node Cluster 
whereas the JStem recorded an average time of 510.1 seconds. 

When the file size was increased by another 6.9 MB (34.5 MB in total) the sort-
ing process of the JStem algorithm ran out of memory (basically ran out of RAM) 
and threw an out of memory exception while the Hadoop Cluster completed the 
job with no problems. 

The Hadoop Cluster faced some problems when the file size was increased to 
41.4 MB where one of the nodes failed during the Reduce Phase of the algorithm. 
However the process was not interrupted because the other nodes that had the 
same replica of the file took over and the process completed successfully. 

6.4   Analysis and Interpretation of Results  

The results gathered from the tests are presented in Table 1 and then some analys-
es are performed with the data to see the behavior and time complexities of both 
the JStem and the Hadoop Cluster.  

Table 1 Running time of JStem compared with MapReduce in 2 Nodes and 5 Nodes 
Cluster 

File 
Size 
(MB) 

JStem (seconds) 

Hadoop with 2 Nodes (seconds) Hadoop with 5 nodes (seconds) 

  Run1 Run2 Run3 Average Run1 Run2 Run3 Average Run1 Run2 Run3 Average 

6.9 15.17 15.2 15.2 15.2 27.8 27.3 28.6 27.9 27.1 26.5 27.3 27.0 

13.8 48.6 48.4 50 49.0 58 60.1 58.5 58.9 56.4 56.2 55.8 56.1 

20.7 158.6 159 160 159.1 96.7 97.5 96.9 97.0 94.3 94.2 93.4 94.0 

27.6 508.7 510.4 511 510.1 153.5 154 154 154.0 150 151 150 150.1 

34.5 crash crash crash crash 248.8 251 250 250.1 239 239 236 237.9 

41.4 crash crash crash crash 464.8 466 464 465.1 449 445 447 447.0 

 

 

Fig. 2 Average runtimes of all the algorithms 
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The runing time complexity of the JStem algorithm with respect to the filesize 
is presented in Figure 3. Whenever the file zise is increased by 6.9MB the 
execution time of the JStem is nearly trippled. To prove that some trend lines were 
drown to analyze the bahavior of the JStem algorithm. The results can also clearly 
be seen at execution time table. As we can observe in the chart below the time 
complexity is aproximately y = 18.391x3 - 56.707x2 + 59.707x. 

 
 

 

Fig. 3 JStem time complexity 

 

 

Fig. 4 MapReduce 5 Nodes cluster time complexity 

When comparing the first 2 run times of the JStem and the algorithm running 
on the stemmer we can observe that the JStem runs faster. However for each in-
crease in 6.9 MB of the file size the execution time of the algorithm running in the 
cluster is doubled whereas that of the JStem is tripled. That is the reason that when 
processing files larger than 20.7MB the algorithm in the cluster is faster.  
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7   Conclusion and Future Work 

In this chapter we have presented an Apache Mahout plugin for a stemming algo-
rithm making possible to execute the algorithm in a cloud computing environment. 
We have investigated the performance of the algorithm in the cloud and shown 
that the new approach based on MapReduce significantly reduces the execution 
time of the original algorithm over a large dataset of text documents. In addition, 
sorting the results alphabetically in very acceptable time was another benefit pro-
vided by MapReduce programming model, which was observed during the execu-
tion of the algorithm in the Hadoop Cluster.  

The presented work can be improved in several directions. First, the cluster was 
constructed using normal computers and not dedicated server machines which if 
used could reveal the full potential of the Hadoop framework. During the testing 
phase of the plugin a lot of network failures occurred which limited the power of 
the cluster to 5 out of 10 configured nodes. This means that better network equip-
ment and optimization could be implemented in future work. 

Interesting future work regards the exploitation of the already built cluster and 
integrating other language processing tools such as part-of-speech tagging, pars-
ing, named entity recognition etc. Moreover, we are currently working on integrat-
ing a full text classification and categorization engine for Albanian in a cloud 
computing framework.  
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A Recommendation System for Browsing  
of Multimedia Collections in the Internet  
of Things 

F. Amato, A. Mazzeo, V. Moscato, and A. Picariello* 

Abstract. Exploring new applications and services for mobile environments has 
generated considerable excitement among both industries and academics. In this 
paper we propose a context-aware recommender system that accommodates user’s 
needs with location-dependent multimedia information available in a mobile envi-
ronment related to an indoor scenario. Specifically, we propose a recommender 
system for the planning of browsing activities that are based on objects features, 
users’ behaviours and on the current context the state of which is captured by ap-
posite sensor networks. We present the features of such a system and we discuss 
the proposed approach. 

1   Introduction 

Several years ago, the Economist reported that people read about 10MB worth of 
material a day, hear 400 MB worth of audio data a day and see about 1 MB of in-
formation every second. This is the main reason for which web gurus claim that the 
Web is leaving the era of search and entering the one of discovery, where “search is 
what you do when you're looking for something”, while “discovery is when some-
thing wonderful that you didn't know existed, or didn't know how to ask for, finds 
you” [1,2]. In other words, the new cool research topic in information technology 
seems to be “recommendation” instead of the more classic “search”.  

Generally speaking, a recommender system is a tool that is able to make per-
sonalized suggestions to users by analyzing previous interactions among users and 
the system itself. Recommender systems use the opinions of a community of users 
and items features to help individuals to more effectively identify content of inter-
est from a gigantic set of choices. 

In the last few years, recommender systems have gained significant attention in 
the Internet research community, due to the increasing availability of huge collec-
tions of data items (e.g., digital libraries, virtual museums, news archives, shop-
ping catalogues and so on), and the pressing need for applications to provide users 
with targeted suggestions to help them navigate this ocean of information.  
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However, despite their increasing application in the virtual world, not enough ef-
fort has yet been devoted to the adoption of recommenders in the real world, i.e. in 
the context of the so-called Internet of Things. 

The Internet of Things is conceived as a new form of distributed computing, in 
which the communication takes place between humans and a network of physical 
objects [3]. The classical view of ubiquitous computing, which envision anytime, 
anyplace connectivity for anyone, is now enriched with the concept of connectivity 
for anything, hence enabling new forms of communication between people and 
things. The recent technical advances in hardware and in software research and de-
velopment are contributing to the rapid diffusion of the Internet of Things paradigm.  

Device miniaturization and the availability of wireless communication technolo-
gies enable short-range mobile radio transceivers to be embedded into a wide set of 
smart devices, able to sense parameters of interest from the real world and repre-
sent them in the virtual world. Examples are small devices equipped with RFID 
tags or smart sensors constituting the so-called Wireless Sensor Networks. At the 
same time, several middleware platforms are emerging, enabling the development 
of software systems able to manage the smart interconnection of people and things.  

Despite these efforts, the development of advanced services for the Internet of 
Things is still complicated by the high dynamicity of the system, which has to de-
liver meaningful information to users in real-time, depending on their movements 
in the physical space, on their interaction with smart sensors, and accounting for 
their past choices and current needs. In particular, in this kind of systems, useful 
information for users is dependent on several parameters, such as: user location, 
user interests, network performance, semantics of the contents, multimedia infor-
mation features, other context information, and so on. 

In addition, it should be useful for a user to receive a set of suggestions for 
navigating the physical space in terms of browsing activities. To this aim, we see 
the opportunity of using recommender systems as a key element to orchestrate 
user movements in the physical space, while taking the burden of acquiring and 
processing the needed contextual information from surrounding smart sensors.  

As motivating example, we can consider the case of a real museum (i.e. Uffizi 
Gallery in Florence) that offers by a WIFI connection a web-based access to a 
multimedia collection containing: digital reproductions of paintings, educational 
videos, audio guides, textual and hypermedia documents with description of au-
thors and paintings.  In order to make the user’s experience in the museum more 
interesting and stimulating, the access to information should be customized based 
on the specific profile of a visitor, which includes learning needs, level of exper-
tise and personal preferences, on user effective location in the museum, on the 
“paintings similarity” and on information about the context in terms of number of 
persons for each room, room fitness, network performances, etc. 

Let us consider a user visiting the room 18 of the museum containing some 
paintings depicting by Alberto Vasari and suppose that he is attracted, for exam-
ple, by the painting entitled “Allegory of the Immaculate Conception” (Figure 1a). 
It would be helpful if the system could learn the preferences of the user (e.g. inter-
ests in paintings depicting the “Holy Mary” subject), based on the user current  
behaviour and past interactions of other visitors, and predict his future needs,  
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by suggesting other paintings (or any other multimedia objects) representing the 
same or related subjects, depicted by the same or other related authors, or items 
that have been requested by users with similar preferences.  

As an example, the user who is currently observing the Vasari’s painting in 
Figure 1.a might be recommended to see in the same room a Giulio Lippi  painting 
entitled “Madonna col Bambino” (Figure 1.c), that is quite similar to the current 
picture in terms of colour and texture, and in the room 5-6 “Madonna col Bambino 
e Santi” by Giovanni di Paolo (Figure 1.b), that is not very similar in terms of low 
level features but is more similar in terms of semantic content. 

Moreover, if in the past a lot of visitors after having seen the Vasari’s painting 
visited the room containing the special “Pontormo and Rosso Fiorentino” collec-
tion and such a room is not too crowded, the system could suggest visiting it and 
recommending some paintings inside. If it is requested, the system could suggest 
by using museum maps the way to reach each room from the current position. 
During the visit, a user by his mobile device could read multimedia documents re-
lated to authors or paintings that he/she is watching and listen audio guides avail-
able for different languages. 

In such a context, we specifically tried to provide an answer to the following 
main research question: how to perform a planning of browsing activities in a real 
indoor scenario that is based on objects features, users’ behaviours and on the cur-
rent context the state of which is captured by apposite sensor networks?  

In this paper we aim at proposing a novel approach to recommendation of 
browsing activities for multimedia collections in the Internet of Things. The ap-
proach is based on: (i) an importance ranking method that strongly resembles the 
well-known PageRank ranking system, (ii) an ontological representation of the 
observed context which state is captured by means of sensor networks deployed in 
the real environment. 

We model recommendation as a social choice problem, and propose a method 
that computes customized recommendations by combing, in a novel and original 
way, intrinsic features of the objects, past behaviour of individual users, behaviour 
of the users' community as a whole and information on the context.  

 

 
             (a)                                              (b)                                           (c) 

Fig. 1 Paintings depicting Holy Mary 
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The context is gathered from a set of smart sensors deployed in the environ-
ment. In particular, in this chapter we focus on the user location and on the infor-
mation about the co-presence of users, in order to estimate if a given environment 
is crowded. 

The chapter will be organized as follows. Section 2 discusses the state of the art 
of recommender systems and of the context-aware and multimedia related applica-
tions. Section 3 illustrates a functional overview of the proposed recommender 
system.  Section 4 presents the proposed activity planning strategy describing both 
the used model of context and the recommendation technique. Section 5 describes 
some implementation details, while section 6 reports preliminary experimental re-
sults; finally, section 7 gives some concluding remarks and discusses future work. 

2   Related Work 

In the most common formulation, the recommendation problem is the problem of 
estimating ratings - sometimes called also utilities - for the set of items that has 
not yet been seen by a given user [4]. 

In Content Based recommender systems [5], the utility ri
j of item oj is estimated 

using the utilities r(ui, ok) assigned by the user ui to items ok  that are in some way 
“similar” to item oj. For example, in a movie recommendation application, in or-
der to recommend movies to user u, the content-based recommender system tries 
to understand the commonalities among the movies user u has rated highly in the 
past (specific actors, directors, genres, subject matter, etc).  

Then, only the movies that have a high degree of similarity to the user’s prefe-
rences would be recommended.  

One of the main drawbacks of these techniques is that they do not benefit from 
the great amount of information that could be derived by analyzing the behavior of 
other users. Moreover, the content must either be in a form that the related features 
can be automatically parsed and if two different items are represented by the same 
set of features, they are indistinguishable. Finally, a subtle problem is that the sys-
tem can only recommend items that are similar to those already rated by the user 
itself (overspecialization).  

Collaborative Filtering [6] is, in the opposite, the process of filtering or eva-
luating items using the opinions of other people. Thus, unlike content-based rec-
ommendation methods, collaborative systems predict the utility of items ri

j for a 
particular user ui based on the utility r(uh,ok) of items ok previously rated by other 
users uh “similar” to ui. It takes its root from something human beings have been 
doing for centuries: sharing opinions with others.  These opinions can be 
processed in real time to determine not only what a much larger community thinks 
of an item, but also develop a truly personalized view of that item using the opi-
nions most appropriate for a given user or group of users[7].  

The main problem behind collaborative filtering clearly is to associate each us-
er to a set of other users having similar profiles.  In order to make any recommen-
dations, the system has to collect data mainly using two methods: the first one is to 
ask for explicit ratings from a user, while it is also possible to gather data implicit-
ly logging actions performed by users.  Once the data has been gathered, there are 
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two basic ways of filtering through it to make predictions. The most basic method 
is passive filtering, which simply uses data aggregates to make predictions (such 
as the average rating for an item) and each user will be given the same predictions 
for a particular item (e.g. digg.com). In the opposite, active filtering uses patterns 
in user history to make predictions obtaining user-specific and context-aware rec-
ommendations (e.g. Amazon).  

Collaborative systems have their own limitations that can be grouped under the 
name of the cold start problem that describes situations in which a recommender 
is unable to make meaningful recommendations due to an initial lack of ratings 
thus degrading the filtering performance. We can have three scenarios: new user, 
new item and new community. 

Content-based filtering and collaborative filtering may be manually combined 
by the end-user specifying particular features, essentially constraining recommen-
dations to have certain content features.  

More often they are automatically combined in the so called hybrid approach [8] 
that helps to avoid certain limitations of each method. Different ways to combine 
collaborative and content-based methods into a hybrid recommender system can be 
classified as follows: (i) implementing collaborative and content-based methods 
separately and combining their predictions; (ii) incorporating some content-based 
characteristics into a collaborative approach; (iii) incorporating some collaborative 
characteristics into a content-based approach; (iv) constructing a general unifying 
model that incorporates both content-based and collaborative characteristics. 

More recently, the discussed strategies have been extended to multimedia  
applications  (e.g. multimedia repositories, digital libraries, multimedia sharing 
system, etc…) with the aim of considering in a more effective way multimedia 
content of recommended objects, both in terms of low-level and high-level charac-
teristics (i.e. multimedia features and semantics), in the recommendation process 
together with user social behavior and preferences. 

For what content-based techniques concerns, Maidel [9] proposes a method that 
exploits some ontologies for ranking items’ relevancy in the electronic paper do-
main, while in [10] a content based filtering has been applied to music data using 
decision trees.  In the framework of multimedia sharing system, Musial et al. [11] 
introduce a recommender system that uses two ontologies (one for multimedia ob-
jects and one for users) in the context of a photo sharing system. To generate  
suggestions a new concept of “multirelational” social network was introduced, 
covering both direct as well as multimedia object-based relationships that reflect 
social and semantic links between users. Finally, Manzato [12] proposes a con-
tent-based recommender architecture which explores information that is available 
at the time users enhance content in order to capture a certain level of semantic in-
formation from the multimedia content and from user preferences that is at the 
base of their video recommender system. 

Among collaborative-filtering proposals, Baloian et al. [13] propose a collabor-
ative recommender system, which suggests multimedia learning material based on 
the learner’s background and preferences. Kim et al.[7] propose a collaborative 
filtering-based multimedia contents recommender system in P2P architectures that 
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rates multimedia objects of nearest peers with similar preference through peer-
based local information only.  

As hybrid solutions, the uMender system [14] exploits context information, 
musical content and relevant user ratings to perform music recommendations on 
mobile devices. Knijnenburg [15] proposes a user-centric approach to media rec-
ommendations that exploits subjective and objective measures of user experience, 
while users interact with multimedia data. Another example of hybrid approach, 
implemented in MoRe, a movie recommendation system, has been described in 
[16]. Finally, low and high level features have been used to define the similarity 
among multimedia items in [17]; this measure is then used to compare browsing 
patterns of past users in order to identify users with similar browsing behavior.  

As we can note, the majority of approaches to recommendation in the multime-
dia realm exploits high level metadata - extracted in automatic or semi-automatic 
way from low level features - that are in different manners correlated and com-
pared with user preferences, usually mapped in the shape of ontologies.  

These approaches suffer from some drawbacks: 
 

• it is not always possible to extract in an automatic and effective way useful 
high level information from multimedia features (automatic annotation algo-
rithms have not always high performances); 

• for some kinds of multimedia data there is not a precise correlation between 
high and low level information (e.g. in images the concept of  “moon” is related 
to a region with  a circular shape and white colour with a given uncertainty); 

• there are not always available explicit and useful information (knowledge) 
about user preferences (e.g. usually a user can retrieve information from a mul-
timedia system without the necessity of a registration, as in “Youtube” or 
“Flickr”); 

• in the recommendation process and for particular kinds of multimedia data 
sometimes it is useful to take into account features of the objects that user is 
currently observing as content information (e.g. the main colours of a painting 
are often an indication of the related artistic movement or school). 
 

The importance of context information has been widely recognized in many disci-
plines: e-commerce, data mining, information retrieval and ubiquitous mobile 
computing, computational social science [18,8]. In the area of recommendation 
systems, however, the vast majority of existing approaches focuses on the recom-
mendation of the items most relevant to users without taking into account any kind 
of contextual information such as time, place, weather and proximity to other peo-
ple (social contact or proximity). Only in the last few years, the use of additional 
contextual information in the recommending process has brought to the introduc-
tion of the Context-aware Recommender Systems (CARS).  

It was shown that CARS provide more relevant predictions in different scenario 
[19]. CARS approaches can be divided into three main categories [4]. In the Con-
textual Pre-filtering techniques [6] context information are used to initially select  
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the set of relevant items, while a classic recommender is used to predict ratings.  
In the Contextual Post-filtering approaches [20] context are used in the last step of 
the recommending process to “contextualize”, for each user, the output of a tradi-
tional recommender. Finally, in Contextual Modelling tools [21] additional infor-
mation is used directly in the rating estimation process.  

Co-clustering and, more in general, (high-order) matrix factorization techniques 
has been widely used both in classic and context-aware recommender systems 
[19]. Additional information coming from unstructured (i.e. folksonomies) and 
structured (i.e. taxonomies) knowledge bases has been leveraged to influence the 
co-clustering process [22, 23]. 

Summing up, our approach can be classified as a hybrid recommendation strat-
egy that incorporates some content-based characteristics into a collaborative strat-
egy. It exploits system logs to implicitly derive information about individual users 
and the community of users as a whole, considering their past browsing sessions 
as a sort of unary ratings. 

Similarly to collaborative filtering, it is a sort of active filtering strategy in 
which past browsing sessions, mapped in the shape of a graph, determine the most 
suitable items (candidates) to be recommended.  

Similarly to information retrieval and filtering content-based approaches, it 
considers as relevant content for the recommendation the features of the object 
that a user is currently watching and supposes the existence of a-priori knowledge 
about metadata values and their relationships (i.e. taxonomy is used to define 
high-level concepts).   

The system considers in separate ways multimedia low and high level informa-
tion, both contributing at determining the utility of an object in the recommenda-
tion process. Then, the context information is used as a “pre-filter” to decide the 
set of candidates for the recommendation and as “post-filter” to arrange recom-
mended items depending on the context evolution. 

Finally, it is possible to notice that information about users is not explicitly 
considered in the recommendation process. However, user characteristics can be 
learned during browsing sessions using rule discovery or data mining approaches 
[24, 25] and they thus can be exploited to improve the effectiveness of recommen-
dations, providing personalized contents.  

3   System Overview 

Figure 2 shows at a glance a functional overview of our recommender system. It is 
composed of several components, described in the following. 
 
Context Provider - It captures the data from the various heterogeneous informa-
tive sources, such as user mobile devices, sensor networks, RFID sensors, video 
camera, etc… It collects the sensed environmental data as temperature, lighting, 
humidity and information about people that are effectively present in a given room 
and data about user location. 
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Knowledge Base – It includes a set of repositories devoted to store static  informa-
tion that contribute to define the context such as data about museum's art collec-
tion, museum cartography and users profiles.  In particular, repositories for the 
following typologies of information are provided: 

• Art – a set of repositories storing information about  the museum's art collec-
tion, the list of the exposed works, their characteristics, expresses both in terms 
of low-level features, such as shapes, textures, colours, and a high-level fea-
tures,  as authors, descriptions, concepts and content associated with it, typol-
ogy, techniques, similarities with other (exposed or not) works.  

• Cartography - a set of repositories storing cartographical information about 
museum rooms maps and the location of the exposed works. 

• Users - a set of repositories storing information about users profiles as past user 
preferences and behaviours. 

Information Integrator – It is responsible for the integration of heterogeneous in-
formation coming from different types of repositories. It provides an interface for 
querying the Knowledge Base, integrating information to be outputted to the user. 

Context Synthesizer – It allows combining information coming from the Context 
Providers with the ones related to the Knowledge Base in order to provide aggre-
gate information about the context state. It performs reasoning activities for com-
bining the heterogeneous data, allowing the composition of complex assertions  
as: “in  room 1 there are 10 persons”, “the temperature in room 3 is 30°C”, “users 
1 and 2 are watching the Monnalisa picture in room 5” and “user 1 visited room 4 
before room 5”. 

Context History - The repository contains historical information on the context 
state, i.e. a context data warehouse designed with respect to three main analysis 
dimensions: time, space and users. 

Context Analyzer  - It is a software agent for querying the context history  
repository.  

Recommender System – It is the software module aiming at proposing to users the 
objects of interest by means of the recommendation approach that will be de-
scribed in the next Section. 

Activity Planner – It is the system core. For each user, on the base of information 
about the current and past context, and considering the list of recommended ob-
ject, the component dynamically and automatically proposes a set of browsing ac-
tivities that maximizes user satisfaction. We remark that the role of the Activity 
Planner is the central focus of the proposed architecture: it collects context infor-
mation from the Context Analyzer, Context Synthesizer and Recommender Sys-
tem, combining it in order to plan the next activity to be suggested to the user, by 
means of the Activity Deliverer. 

Activity Deliverer - This component aims at delivering browsing activities to each 
user in a format that will depend on the user profiles and devices. 
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Fig. 2 The System Architecture 

4   The Recommendation Model  

Building an effective multimedia recommender to support intelligent planning of 
browsing activities in indoor scenarios implies the capability to  reliably identify 
the “objects” and “actions” in the observed context, which are most likely to sat-
isfy the interests of a user at any given point of his/her exploration.  

At each change of the context state, the user chooses an activity, by either ac-
cepting one of the recommendations, or following personal needs. Given the fol-
lowing premises, we then need to address some fundamental questions: 

 
1. How can we model the context and the related browsing activity?  
2. How can we select a set of activities that can fulfil recommendation purposes?  
3. How can we rank the set of candidates? 

4.1   Modelling the Context 

We proceed to model the reference context by using an ontological approach. In 
particular, in a similar manner to CONON[27], we adopt two ontologies: an upper 
level ontology able to describe general concept of the context and a lower level on-
tology in which the concepts are particularized in a given application domain: an 
indoor museum, in our case of study.  

In the upper level ontology, aiming at describing the user environment, the con-
text is modelled with five elements: Entity, IndoorLocation, Device, Activity 
and TimeInterval.  Figure 3 reports the T-Box formalizing the user context.   
Following Dey ed Abowd [4] definition, the Entity concept is the set of persons  
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and objects considered relevant for the applications.  The relevant elements of the 
domain are then people and objects contained in it, corresponding to Person and 
Object classes.    

The IndoorLocation concept has been designed to model the position informa-
tion of indoor sites. This concept is specialized into two categories: Room for speci-
fying a particular room or area to which associate a proper identifier, and InPosition 
for stating geographical location, characterized by spatial coordinates values. 

The Location concept is associated to the EnvCondition concept; it identifies 
the set of environmental conditions of a specific location, by specifying some 
attributes, such as temperature, light, humidity, noise and pressure. These 
attributes are collected by proper sensors. They are placed in monitored area and 
provide environmental information about current context. The proprieties of the 
sensors are modeled by the Device Concept. This concept is specialized in two ty-
pologies of instruments, sensors for physical phenomena measurement (Physical-
Sensor) and mobile devices for acquiring users location (MobileDevice).  

The devices are identified by the attribute has-id, and associated to a particular 
entity, for example the owner or the object which is related to the acquired data, 
by means of the role isAssociatedWith.  

 

 

 

Fig. 3 T-Box for Context Model 
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In order to model the possible actions in a given environment, the concept of 
Activity is defined, specialized in Scheduled Activity and Deduced Activity: the 
first identifies the basic activities, that can be directly obtained by the data output-
ted by the sensors, and the latter indicates more complex activities, that can be ob-
tained by the application of inference rules on both the sensed data and the infor-
mation about the entities of interest.  

In our model, the deduced activities are those related to user actions. In particu-
lar we are able to recognize that a user is watching a picture or a user is getting out 
of a room and other kind of situations related to environmental parameters (too 
much persons in a room, temperature of a room greater than a fixed threshold and 
so on). 

For equipping the sensed data with temporal information, the TimeInterval 
Concept is defined, allowing the definition of the temporal duration of the activi-
ties.  Roles specialized for  the domain of Cultural Heritage are defined, as ope-
nInterval, which identifies the time of opening of the museum, preCloseInterval, a 
variable time just prior to closing, and closeInterval,  the time in which the struc-
ture is closed to the public.  

Once the T-Box is being defined, the model is populated by the proper in-
stances, in order to outline the related A-box. The formalized information of the 
T-Box is then codified in OWL [27], while the A-Box entries are codified in RDF 
[28]. The Model of the context information is depicted in fig.4. 

4.2   The Recommendation Process 

The aim of the recommendation process is to select and rank a set of browsing ac-
tivities. Here, we focus our attention on the recommendation of paintings to watch 
in an indoor museum, thus we need a recommender system able to suggest the 
most likely images of paintings for a user.  

An effective recommender system for supporting intelligent browsing of mul-
timedia collections has the capability of reliably identify the objects that are most 
likely to satisfy the interests of a user at any given point of her exploration. In our 
case, we have to address, more in details, four fundamental questions: 

 
1. How can we select a set of objects from the collection that are good candidates 

for recommendation? 
2. How can we rank the set of candidates? 
3. How can we capture, represent and manage semantics related to multimedia 

objects to reduce the semantic gap between what user is watching and what he 
is looking for? 

4. How can we take into account such semantics in the recommendation process? 
 

To give an answer to the first question we have used the context information. In 
other terms, when it is recognized that a user is watching a picture in a given 
room, we select as set of candidates the pictures that are more close to the current 
one by a nearest neighbor search (pre-filtering strategy) based on user location. 
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• a pattern label for an edge (oj,oi) denotes the fact that an object oi was accessed 
immediately after an object oj and, in this case, the weight wi

j is the number of 
times oi was accessed immediately after oj ; 

• the similarity label for an edge (oj,oi)  denotes the fact that an object oi is simi-
lar to oj  and, in this case, the weight wi

j is the similarity between oj and oi. 

Thus, a link from oj to oi indicates that part of the importance of oj is transferred to 
oi. Given a labeled graph (G,l), we can formulate the definition of recommenda-
tion grade of a multimedia object more formally as follows. 

 
Definition 3.1: (Recommendation Grade ρ) 

 
∀oi∈O ρ(oi)=oj∈PG(oi) w

i
j oj                                   (1) 

 
where PG={oj∈O|(oj,oi)∈E}  is the set of predecessors of oi in G, and wi

j is the 
normalized weight of the edge from oj to oi. For each oj∈O,  oi∈SG(oj) w

i
j=1 must 

hold, where SG={oi∈O|(oj,oi)∈E} is the set of successors of oj in G. 
It is easy to see that the vector R = [ρ(oi)…ρ(on)]

T can be computed as the solu-
tion to the following equation: 

R = C ⋅R                                                   (2) 

where C={wi
j} is an ad-hoc matrix that defines how the importance of each object 

is transferred to other objects and can be seen as a linear combination of the fol-
lowing elements [30]: 

• A local browsing matrix Al={al
ij} for each user ul∈U. Its generic element al

ij  is 
defined as the ratio of the number of times object oi has been accessed by user 
ul  immediately after oj  to the number of times any object in O has been ac-
cessed by ul immediately after oj. 

• A global browsing matrix A={aij}. Its generic element aij is defined as the ratio 
of the number of times object oi  has been accessed by any user immediately  
after oj to the number of times any object in O has been accessed immediately 
after oj. 

• A multimedia similarity matrix B={bij}  such that bij=σ(oi,oj)/Γ  if σ(oi,oj)≥τ  
∀i≠ j, 0 otherwise. σ is any similarity function defined over O which calculates 
for each couple of objects their multimedia relatedness in terms of low (fea-
tures) and high level (semantics) descriptors; τ is a threshold and Γ  is a nor-
malization factors which guarantees that ibij=1. 

The introduction of matrix B allows to address the two last questions that we in-
troduced at the beginning of the section and thus to introduce a sort of content-
based image retrieval with high-level semantics in the recommendation process.   
In particular, to compute B matrix, we have decided to adopt 5 sets of the  
most diffused multimedia features (Tamura descriptors, MPEG-7 color-based  
descriptors, MPEG-7 edge-based descriptors, MPEG-7 color layout- based de-
scriptors and all MPEG7 descriptors [31] and the related similarity metrics have 
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been implemented by LIRE tool.  In addition, we exploit specific image metadata 
(artist, genre and subject) and the semantic similarity has been computed used the 
most diffused metrics for semantic relatedness of concepts based on a vocabulary 
[32]. In particular the semantic similarity combines similarities among artists, gen-
res and subjects obtained by using a fixed taxonomy produced by domain experts 
with image features. 

In [30] the experimental protocol to determine the best combination of the pro-
posed metrics is reported for images representing artistic paintings. In particular, 
the combination between high and low level descriptors is Sugeno fuzzy integral 
of Li and MPEG-7 color layout- based similarities in order to have higher values 
of precision, and Sugeno fuzzy integral of Wu-Palmer and MPEG-7 color based 
similarities in order to have higher values of recall, thus we use this combination 
for matrix B computation. 

So far we have a suitable manner to represent object features and to compare 
the related similarity also considering semantics in terms of object metadata; now, 
our main goal is to compute customized rankings for each individual user. 

In this case, we can then rewrite equation 2 considering the ranking for each 
user as follows: 

Rl = C ⋅ Rl (3)

where Rl=[ρ(oi)…ρ(on)]
T is the vector of recommendation grades, customized for 

a user ul. 
We note that solving equation 3 corresponds to find the stationary vector of C, 

i.e., the eigenvector with eigenvalue equal to 1. In [29] it has been proved that C, 
under certain assumptions and transformations, is a real square matrix having 
positive elements, with a unique largest real eigenvalue and that the corresponding 
eigenvector has strictly positive components. In such conditions, equation 3 can be 
solved using the Power Method algorithm. 

It is important to note that C takes into account the user’s context and does not 
have to be computed for all the database objects: it need to be computed only for 
those objects that are good candidates to recommendation.  

Finally, the list of suggested items is not fixed and it is arranged on the base of 
environmental situations. The recommendation degree of objects, that come from 
rooms with a certain number  of persons or with particular values of temperature 
or humidity, could be penalized and the objects could be excluded from recom-
mendation (post-filtering strategy). 

Thus, we use a memory-based algorithm so that low and high level similarities 
are evaluated once; this reflect the unchanging nature of these measures while, 
clearly, if we add new paintings, similarity matrices have to be conveniently up-
dated. Instead, to capture the dynamic nature of user’s behaviour, we periodically 
re-compute connection matrices; specifically, each connection matrix is updated 
as soon the browsing session ends.  

To solve the cold start problem, when there is no information about user’s  
behaviour, our system uses low or/and high level similarities, in addition to the  
extracted behaviour of the whole community. For new items, of course, recom-
mendation is based just on similarities. 
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5   System Customization in the Cultural Heritage Domain  

In this section, we describe a case study in the cultural heritage domain for a rec-
ommendation system that provides browsing facilities for a multimedia collection 
of paintings related to an indoor museum. In particular, our recommender helps 
the users in finding paintings of interest from a large set of choices, proposing a 
set of suggestions for each observed object; the recommendations are computed 
combining the of user’s behaviour with low and high level image descriptors and 
considering context information, following the previously described recommenda-
tion approach.  

The Knowledge Base component consists of an image collection of different 
digital reproductions of paintings (managed by PostegreSQL DBMS), to which it 
is possible to associate artists and artistic genres and the museum cartography 
(managed by PostGIS spatial database).  

Each painting can be also linked to a list of subjects, chosen among a list con-
taining the available ones; such information roughly represents what the painting 
represents. The Information Integrator, realized by apposite JAVA libraries, allows 
querying the Knowledge Base and retrieving the desired information. 

For what context information sources concerns, we only consider users’ mobile 
devices and a wireless sensor network. By means of apposite JAVA libraries and 
exploiting TinyDB [33] and WIPS [34] facilities, we have realized two kinds of 
Context Providers able to capture user location and some environmental parame-
ters (temperature, humidity, etc…). The Context Synthesizer, realized by apposite 
JAVA libraries, allows us to map the observed context in an OWL ontology and to 
perform some reasoning activities using JENA [35]. Instead, the Context History 
and Context Analyzer components have been implemented using MONDRIAN 
OLAP Server[36]. 

As the Activity Deliverer regards, a user can interact with our system using an 
Android application. The presentation logic is based on apposite widgets allowing 
interacting with users using advanced graphical functionalities. The client requests 
are elaborated by JAVA Servlets and results are sent to the client in form of XML 
data (according to the Service Oriented Architecture paradigm).  

As soon as a user interacts with the system and the effective location is com-
puted, the core process starts defining the set of candidates for the recommenda-
tion by considering the union of the: 

1. the set of paintings which are the most similar to the current one, according the 
similarity matrices; 

2. the set of paintings which are the closest to the current one; if the user is logged 
in and there exits the related user connection matrix, the past user’s behaviour 
is considered; otherwise the global connection matrix is taken into account. 

Eventually, a browsing path is generated considering the cartography of the mu-
seum and exploiting the Dijkstra algorithm. 

From the final users’ perspective, the client application has the following features: 

• a set of forms to provide users log in or registration; 
• a gallery to visualize images which are returned after a search by author, sub-

ject or artistic genre; 
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• visualization of an image and of the related information and multimedia presen-
tation of recommended images; 

• visualization of the browsing paths; 
• storing of user session with the information related to the browsing patterns. 

 
Some screenshots related to the client application realized for browsing of a real 
museum are reported in Figure 5. 

6   Preliminary Experimental Results 

Recommender systems are complex applications that are based on a combination 
of several models, algorithms and heuristics. This complexity makes evaluation 
efforts very difficult and results are hardly generalizable, which is apparent in the 
literature about recommender evaluation [26]. Previous research work on recom-
mender system evaluation has mainly focused on algorithm accuracy, especially 
objective prediction accuracy. More recently, researchers began examining issues 
related to users’ subjective opinions and developing additional criteria to evaluate 
recommender systems. 
 

 

Fig. 5 Screenshots of the client application  
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In particular, they suggest that user’s satisfaction does not always (or, at least, 
not only) correlate with the overall recommender’s accuracy and evaluation 
frameworks for measuring the perceived qualities of a recommender and for pre-
dicting user’s behavioural intentions as a result of these qualities should be taken 
into account. 

In [30] we proposed a user-centric evaluation of our recommendation strategy, 
where context data have not been considered in assisting users while exploring a 
virtual museum. Moreover, we have reported some preliminary experimental re-
sults about user satisfaction in using a recommendation strategy for browsing the 
Uffizi Gallery (containing 474 paintings).  

The goal of the proposed experimentation was to establish how helpful our sys-
tem was to provide an exploration of digital reproductions of paintings. Moreover 
from these experiments we wanted to understand how helpful recommendations 
offered by our recommender system were to address users toward paintings which 
satisfied their interests. 

In particular, it has been demonstrated that the introduction of recommendation 
techniques can improve the system usability with respect to assigned browsing 
tasks and we evaluated such an improvement in terms of empirical measurements 
of access complexity and TLX factors (w.r.t. a system that does not exploit rec-
ommendation. i.e. Picasa) provided by different kinds of users. 

Specifically, TLX [37] is a multidimensional rating procedure that provides an 
overall workload score based on a weighted average of ratings on six sub-scales: 
mental demand, physical demand, temporal demand, own performance, effort and 
frustration (lower TLX scores are better). 

Here, we want to repeat the proposed experimental protocol in a real indoor 
scenario. To these aims, we have reproduced in our Department a part of the Uf-
fizi Gallery (using reproductions on paper of the paintings) and used a Wireless 
Sensor Network managed by TinyDB to monitor temperature and humidity values 
of rooms and a WIPS to locate a user in a room. 

6.1   User Satisfaction 

In order to evaluate the impact of the system on the users we have conducted the 
following experiments. We asked a group of about 20 people (all medium experts 
in art) to visit the collection of images in our Department and complete several 
browsing tasks (20 tasks per user) of different complexity (five tasks for each 
complexity level) without the help of our system. After this test, we asked them to 
visit once again the same collection with the assistance of our recommender sys-
tem and complete other 20 tasks of the same complexity.  

We have subdivided browsing tasks in the following four broad categories: 
 

• Low Complexity tasks (Q1)—e.g. “explore at least 10 paintings of Baroque 
style and depicting a religious subject”; 
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• Medium Complexity tasks (Q2)—e.g. “explore at least 20 paintings of Baroque 
authors that have nature as their subject”; 

• High Complexity tasks (Q3)—e.g. “explore at least 30 paintings of Baroque au-
thors with subject nature and with a predominance of red colour”; 

• Very High Complexity tasks (Q4)—e.g. “explore at least 50 paintings of Ba-
roque authors depicting a religious subject with a predominance of red colour”. 
 

Note that the complexity of a task depends on several factors: the number of ob-
jects to explore, the type of desired features (either low or high-level), and the 
number of constraints (genre, author, subject). A simple strategy has been used to 
evaluate the results of this experiment: empirical measurements of access com-
plexity in terms of number of rooms and time. 

In particular, we measured the following parameters:  

– Access Time (ta). The average time spent by the users to visit all the objects 
for a given class of tasks; 

– Number of Rooms (nr). The average number of visited rooms necessary to vis-
it all the requested objects for a given class of tasks. 

Table 1 reports the average values of ta and nr, for both without and with the help 
of our system, for each of the four task complexity levels defined earlier. 

Table 1 Comparison between our system and without its assistance in terms of ta and nc 

Task class Strategy ta (min) nr

Q1 

 

Without any help 5 6 

Q1 

 

Our System 4.3 5 

Q2 

 

Without any help 10.6 10 

Q2 

 

Our System 7.6 8 

Q3 

 

Without any help 23.2 14 

Q3 

 

Our System 16.8 9 

Q4 

 

Without any help 32.4 18 

Q4 Our System 19.7 11 

 
As showed by the obtained results, our system provides a useful guide to assist 

users while visiting the museum, improving the user experience by decreasing the 
requested efforts to complete the assigned task.  
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We can note that the system performances are very satisfying for the most 
complex tasks.  However, additional improvements can be obtained by exploiting 
user profiles in order to address users toward paintings which really satisfied their 
interests, without limit them to visit a predefined set of paintings. 

7   Conclusions and Future Work 

In this paper we proposed a novel approach to recommendation for multimedia 
browsing systems, based on a method that computes customized recommendations 
by combing in an original way intrinsic features (semantic contents and low-level 
features) of the objects, past behaviour of individual users and behaviour of the 
users’ community as a whole. In particular, we realized a recommender system 
which helps users to browse reproductions of Uffizi paintings, providing them 
suggestions computed by our novel method for recommendations. Then we inves-
tigated the effectiveness of the proposed approach in the considered scenario, 
based on the browsing effectiveness and users satisfaction. Experimental results 
showed that our approach is promising and encourages further research in this  
direction. 

Future works will be devoted to: (i) introduce explicit user profiling mechanism 
based on the creation of users’ categories, (ii) extend experimentation on a larger 
image data set, (iii) compare our algorithm with respect to other recommendation 
strategies. 
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From Patient Information Services to Patient 
Guidance Services-The iCare Approach 

D. Tektonidis, A. Bokma, E. Kaldoudi, and Adamantios Koumpis* 

Abstract. The provision of the Health services in the EU despite the evolvement 
of ICT follows a rather traditional path were the patient is totally dependable from 
his/hers doctors seeking guidance for every decision he/she needs to take related 
to his/her condition.  The vision of the iCare approach is to provide better support 
to patients from the comfort of their home. This paper presents a new innovative 
approach to improve Patient Guidance Services (PGS). iCare approach takes full 
advantage of Semantic Web technologies and IoT and provides a new approach 
that would put the demands of the patient in the center and exploiting the available 
sources it will offer patient guidance services reducing dramatically the patient 
dependency from his/her doctors. 

1   Introduction 

Health services across the European Union and beyond are increasingly under 
pressure to deliver better services with diminishing resources.  Patients, quite 
rightly, demand a high standard of service and increasingly also convenience  
focused on patient needs rather than the ability of the health services to deliver.  
Patients, on the whole, also prefer to be supported from home, as much as possi-
ble, rather than having to travel unnecessarily to receive these services or worse 
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still ending up in long-term care, which are neither desirable nor ultimately  
affordable. 

People nowadays live longer and want to stay in their homes as long as they 
can.  Given this situation there are significant amounts of patients with long-term 
conditions with risk factors such as cardio-vascular conditions, pulmonary condi-
tions or diabetes to name but a few, who could more effectively be supported at 
home. 

The vision of the iCare is to provide better support to patients from the comfort 
of their home by providing: 

 
• Advisory services to help patients manage their conditions better. 
• Monitoring services that advise patients when they need to consult healthcare 

professionals and collect historic data on the patient’s condition to devise more 
informed and better treatment plans. 

• Alerting emergency services when the patient’s condition suddenly deterio-
rates and urgent help is needed. 

• Dependable services that will check whether services are functioning correctly 
and notify patients and service provider when the connection to the patient is 
lost unexpectedly. 
 

 

Fig. 1 iCare Patient Guidance Vision  

The concept is built on the fundamental principle that patients should be sup-
ported as much as possible by easy to use technology to maintain independence 
through monitoring and advice and involve healthcare services when needed to 
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address emerging problems. Nowadays IoT (Internet of Things) offers new chan-
nels and means of communication than enables our approach to be applied to addi-
tional user groups that do not have any technological background.  

These monitoring and advisory services can be provided by third-party provid-
ers (and  even include wireless connection to devices such as blood pressure moni-
tors, flow meters, sugar level monitors and the like) to ensure that conditions stay 
within acceptable limits and offer lifestyle advice to help ease risks.  This should 
include integration with healthcare records to provide healthcare professionals 
with history information for consultation and treatment. Once consultations  
are needed these could also be provided phone-consultation if appropriate and 
healthcare services be alerted when conditions escalate and patients require urgent 
attention.  

As systems are increasingly under attack from hacking and other forms of inter-
ference it is essential that the integrity of such services can be assured, checked 
and that communications and data are treated as strictly confidential.  Conse-
quently, service integrity, security and appropriate data access control measures 
need to be part of the vision. 

The iCare approach believes that making this vision reality will have a signifi-
cant impact on patient care for both patients and healthcare services which go be-
yond what is currently available in an open service model that allows new service 
providers to enter and which can easily be extended to different member states in-
dependent of their current state of healthcare information technology used. 

2   Semantic Interoperability for e-Health 

Traditionally, healthcare professionals believed that they knew what was best for 
the patient [1]. In recent years another view has arisen: that patients are (and 
should be regarded as) the main experts on their own bodies, symptoms and situa-
tion, and this knowledge is necessary for a successful treatment. The patient 
should thus be treated as a partner in healthcare with both rights and responsibili-
ties [2]. In addition, healthcare politicians and governments might hope that active 
patients will manage self-care better, thereby easing the economic constraints on 
the healthcare sector. 

As early as 1977 the World Health Organisation advocated that patients partici-
pate in their healthcare [3]. Since then, there has been a focus on different ways of 
strengthening the patients’ position in healthcare and influence over medical and 
treatment decisions [4]. 

The concepts of patient-centeredness and patient empowerment have been 
launched in connection with this movement, and offer opportunities for patients to 
increase their autonomy and involvement in decision making care and treatment 
[5]. 

These concepts are widely used and discussed in healthcare research literature, 
and yet they are rooted in different disciplines and ideologies. Patient-centred 
medicine was introduced as “another way of medical thinking” by Michael and 
Enid Balint in 1969 when they proposed to hold seminars on psychological prob-
lems in general medical practice [6]. This way of thinking demanded of doctors to 
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include everything they knew about their patient and their understanding their pa-
tient as a unique human being before forming an “overall” diagnosis of the  
patient's illness. In this manner, it can be said that the concept of patient-
centeredness originated in a psychological/psychotherapeutic framework. Since 
then, the concept has been supported as good medicine, yet poorly understood [7]. 

In contrast to patient-centeredness, the concept of empowerment did not evolve 
within the healthcare arena, but as a reaction to oppression and inequality within 
society at large. The roots of the empowerment concept can be traced back to 
Freire and the “pedagogy of the oppressed” [8] and philosophers like Hegel, 
Habermas and Sartre or critical social theory and Marxism In the context of criti-
cal social theory it involves citizen power and achievement of common goals 
among people [9]. Women's liberation, gay rights, disability rights and black 
power were all influenced by empowerment in one way or another. Within the 
field of healthcare, the concept of empowerment has been used on two levels. 
First, it has been used to describe a relationship between health and power, based 
on the assumption that individuals who are empowered are healthier than those 
who are not [10]. Secondly, it has been used to describe a certain type of patient; 
one who may become empowered via health education programmes initiated by 
healthcare systems, or one who may become empowered via their interactions 
with healthcare providers. 

Patient-centeredness and patient empowerment are complementary concepts 
which do not oppose one-another. Patient empowerment can be achieved by pa-
tient-centeredness, but patients can also empower themselves. In any case, all 
these are mostly realized with a wealth of patient centered guidance services cur-
rently emerging in the market.  

3   Healthcare System Integration issues and State of the Art 

3.1 Current State-of-the-Art in Integration with Personal Care 
Devices  

Medical devices are essential to the practice of modern healthcare services. In ad-
dition to the hospitals and specialized care units, medical devices are becoming 
being used for remote healthcare monitoring with the latest advances in wireless 
communication technology. However, despite the fact that healthcare systems are 
becoming more dependent on specialized medical devices, the integration of these 
devices makes existing communication problems more complex. 

In addition to the medical device connectivity problem, it is also crucial to pro-
vide seamless communication of medical device data into existing healthcare in-
formation systems – without this all non-institutional care monitoring will remain 
in a disconnected information silo. Similar to the extension, IHE has demonstrated 
this interoperation using the HL7 approved ISO/IEEE 11073 semantic payload 
with highly constrained HL7 protocols for the communication of vital signs ob-
servations and general sensor information. That work was based on another 11073  
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draft work and was demonstrated successfully in February 2007. Other work is 
still underway in IHE Patient Care Device Integration Profiles which aims to offer 
additional levels of integration using ISO/IEEE 11073 common 'MDC' language 
that healthcare professionals and vendors may use in communicating requirements 
for the integration of products.  

3.2 Current State-of-the-Art in Security and Privacy of Citizen 
Context and Electronic Health Records (EHRs) 

The security and privacy of citizen’s context information and EHRs depends on 
different concepts to be considered such as identity management, authorization, 
access control, trust and privacy. These concepts are already active research and 
development areas especially in the eBusiness domain. The major concern in 
eBusiness applications is the privacy of the customers. In addition, in the health-
care domain the problem is extended to providing the privacy of the records to be 
accessed. 

For the federated identity management, in 1999, Microsoft introduced Micro-
soft Passport system which provides single sign-on for web sites. Then, in 2001, 
Liberty Alliance Project  was initiated which broadens the focus of identity man-
agement with attribute federation and identity provisioning between more than one 
service providers. Microsoft has also initiated “TrustBridge” project in 2002 in or-
der to provide federation in identity management however not much development 
has been achieved until now. OASIS Security Services Committee has published 
Security Assertion Markup Language (SAML)  V2.0 with the contributions of 
Liberty Alliance and Shibboleth initiatives. 

Related to the authorization and access control, OASIS Extensible Access Con-
trol Markup Language (XACML)  standard and IBM Enterprise Authorization 
Language (EPAL)  are the two major industry specifications. Both EPAL and 
XACML share an abstract model for policy enforcement defined by the IETF and 
ISO. XACML provides more features like combining result of multiple policies, 
ability to reference other policies, ability to return separate results for each node 
when access to a hierarchical resource (fine-grained access control), and support 
for attribute values that are instances of XML schema elements which are needed 
for constructing complex policies. 

Today the healthcare sector is still using paper based consents usually within a 
single organisation with very limited patient control. For EHR sharing, the net-
worked health information systems or individual healthcare enterprises mostly use 
opt-in/opt-out model which either deny the sharing of all records with outside or 
allows all accesses. The IHE initiative published a profile in 2006, Basic Patient 
Privacy Consent (BPPC), which provides more choices to patients regarding the 
sharing of EHR data in IHE document sharing platform.  The iCare approach in-
cludes an investigation into data access management requirements and suitable 
technologies and it is expected to contribute to developing a robust mechanism for 
context and policy sensitive data access management using semantic techniques. 
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3.3   Semantic Web Technologies 

3.3.1   Ontologies and Ontology Engineering 

In computer science and information science, an ontology is an explicit specifica-
tion of a conceptualisation [11] or, more precisely, a formal representation of a set 
of concepts within a domain and the relationships between those concepts. Both 
meanings are relevant to iCare, because its common ontology is grounded in a par-
ticular philosophical ontology and represented as a computer-/information-science 
ontology. The iCare approach follows a domain ontology for healthcare services 
limited to the domain of the approach however in an extensible way to allow rede-
ployment into related areas.  The modelling will include not only services but  
also actors and policies and preferences to help manage the data access and  
sharing aspects. 

Ontology building is supported by several methodologies proposed, in the lit-
erature. Some methodologies focus on building ontologies manually without a 
priori knowledge (e.g., [12]). Others are dedicated to the cooperative building of 
ontologies. There are also methodologies for reverse-engineering existing ontolo-
gies. And finally there are learning ontologies from various sources, such as texts, 
dictionaries, knowledge bases, relational schemas, XML documents etc. (e.g., 
[13], [14]). Another practical approach is by using constraints for cleaning initial 
taxonomies, as exemplified by OntoClean [15]. iCare expects to use the ontoclean 
approach to verify the well-formedness of the domain ontology it will use. 

Ontology population is the process of inserting concept instances and relation 
instances into an existing ontology without changing its structure. Examples of 
approaches and practical systems performing ontology are Artequakt  [16], the 
KnowItAll system [17] and SOBA [18].In the most of existing methods, instances 
are extracted from text which are not directly relevant to iCare, but iCare will be 
concerned with building bridges between the domain ontology and the underlying 
data model. In this case, ontology population requires a concept instance extrac-
tion toolkit which will be investigated. 

Ontology languages are formal languages used to represent ontologies.  The 
Web Ontology Language (OWL, [19], [20]) has quickly become the standard for 
the worldwide and the semantic web. There are three variants of OWL. OWL Full 
is compatible with the Resource Description Framework (RDF), but not usable for 
formal analysis and has different semantics from the other types of OWL. OWL 
DL is the maximally expressive variant that is also computationally complete. 
OWL Lite is intended as a lighter weight alternative to OWL DL, but is not much 
used in practice. Some ontology researchers use “even lighter” variants of OWL 
with better computational properties because, for realistically-sized problems, 
even OWL Lite quickly becomes computationally intractable.  

Semantic annotation and meta-data is an approach to enrich information 
sources with additional semantic information, typically by referencing external 
semantic resources. Uren [21] notes that existing systems for annotating docu-
ments provide good user interfaces that are well suited to distributed knowledge 
sharing and enables the annotation of legacy resources but, at the same time, their 
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support is lacking in degree of automation and range of documents covered, ad-
dressing issues of trust, provenance and access rights and resolving the problems 
of storage, and keeping annotations consistent with evolving documents, particu-
larly in combination with evolving ontologies. Hence, semantic annotation is still 
an evolving field. There are a number of proposals for semantic annotation (or 
semantic mark-up) of web services. One type is METEOR-S, SAWSDL and 
WSDL-S, which annotate information in WSDL with ontologies. Another type is 
OWL-S, SWSF and WSML, which offer dedicated ontology languages for seman-
tic web services. In [22], semantic annotation of process models is a prerequisite 
for semantic business process management. Some latest achievements are based 
on the SUPER project. The SUPER ontology is used for the creation of semantic 
annotations of both BPMN and EPC process models in order to support automated 
composition, mediation and execution. However, the annotation mechanism is 
based on WSMO. Semantic annotations are introduced for validation purposes, 
i.e., to verify constraints on the process execution semantics. In general, any en-
terprise model can be annotated for enabling interoperations (INTEROP 2007).  
iCare is watching  developments in this area with interest although it is assumed 
that due to the safety critical nature of the application a manual intervention  
or at least a supervised approach may be more appropriate.  The need for this  
may also be substantially reduced if standard case adapters are used for service 
development. 

Semantic annotation of web-services is a common approach to support seman-
tic web services, by linking the web-service descriptions to an ontology. For  
example the micro-WSMO approach [23], describe the various types of service 
semantics by means of a RDF Schema. Furthermore they use Semantic Annota-
tions for WSDL and XML Schema (SAWSDL) to define a place for a semantic 
description in a Web service. The result of this process is an extended WSDL with 
additional semantic annotations that conforms an standard ontology. Another ap-
proach starts with web services that are textually specified by HTML documents. 
For example, SA-REST introduces semantic annotations, which are based on the 
RDFa ontology language, inside the meta- or container HTML elements (SPAN, 
DIV etc.) from a web service specification. These annotations characterize the dif-
ferent services, their operations and messages etc. Accordingly, Kopecky et al. 
[24] define the hRESTS HTML microformat, which represents a REST service 
functionally using the CALSS and REL HTML elements. This approach also re-
uses the SA-REST notation for describing the different data formats supported by 
the REST service. The main advantage of these approaches is that they reuse the 
existing textual specification and make them machine-readable. Furthermore, 
since REST services are described by ontologies, they can be mapped further to 
other format. Ontology matching is also called alignment, matching, matchmaking 
and mapping. Although some authors make more precise distinctions between 
them, we will use the term ontology matching here. The main issue in ontology 
matching is to find semantic links (such as equivalence, disjointness or subsump-
tion) between the concepts and the relations in two distinct ontologies that cover 
overlapping domains. The methods are based on different strategies: hierarchical 
clustering techniques, formal concept analysis, analysis of terminological features 
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of concepts and relations (i.e., names or natural-language definitions) or analysis 
of structure [25].   Much of this issue may be addressed in iCare in the configura-
tion phase of services and the use of a shared domain ontology reduces the need 
for this. 

Rule based engines and semantic transformations support semantic interopera-
bility and application integration by augmenting the ideas behind data transforma-
tion languages like XSLT with semantics. Hence, technologies that originally 
were used for rules definition like RuleML (http://www.ruleml.org/) and SWRL 
(SWRL http://www.daml.org/2003/11/swrl/) are now used to define semantic 
transformations. The transformation of data is defined inside transformation on-
tologies (SWRL) and the transformation engine also uses ontologies that define 
the semantics of the data. The Rule Interchange Format (RIF) is an attempt to 
support more complex cases and allowing m-to-n transformations. Finally, Onto-
rule (http://ontorule-project.eu/) use ontologies to create interoperable business 
rules. The execution of the semantic transformation is based on rule engines that 
are able to process RuleML or SWRL. There are many tools that use SWRL files 
directly, like SweetRules (http://sweetrules.projects.semwebcentral.org), or en-
hancements on Java rule engines, like JESS (http://www.jessrules.com/). These 
reasoning engines can be used for semantic transformation in combination with 
SWRL. 

3.4   Semantic Web Services 

Service-Oriented Architecture (SOA) allows applications to share common busi-
ness logic or methods [26]. SOA is used to wrap legacy systems to make their 
functions and data more readily available within and across organisational 
boundaries, and to develop new systems on top of which cross-functional work-
flows can be established as composite services based, e.g., on agent technologies 
or enactable process models. The heavy focus on services in modern enterprise in-
formation architectures has led to the promotion of service-oriented computing 
(SOC) as a new paradigm for ICT in the private and public sectors (Cummins 
2002, Gold-[27]). iCare will contribute to this area to develop a semantically en-
hanced web service architecture that goes beyond the interface level and focused 
on an integration-centric approach. 

Web services are a central part of the technological platform for SOA/SOC. 
The W3C defines a web service as a software system designed to support interop-
erable machine-to-machine interaction over a network. For this purpose, the inter-
faces that a web service provides must be described in a machine-readable format. 
One central standard is the web-service description language (WSDL), which de-
scribes web services in terms of one or more interfaces defined in terms of their 
input and output data. Typically, methods are exchanged using the simple object 
access protocol (SOAP) over TCP/IP. Web services over WSDL/SOAP are further 
supported by the extensive OASIS-managed “WS”-family of standards for secu-
rity, privacy, transactions etc. But WSDL/SOAP is not the only platform to sup-
port web services. Other examples are regular APIs that are made available on the 
Internet, as well as OMG's CORBA, Microsoft's DCOM and Java RMIs. 
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WSDL/SOAP-based web services are becoming criticised for being overly com-
plex. In consequence, the representational state transfer (REST) principles have 
been proposed as a path to offering web services without the complex platforms 
and standards of the WSDL/SOAP family. 

Although RESTful services are being touted as a light-weight alternative to 
protocol-heavy web services based on WSDL/SOAP, we will continue to use the 
term web services in a wide sense in iCare. Hence, we will use the term web ser-
vices whether they are based on WSDL/SOAP or other protocols and whether they 
conform to RESTful principles or not. 

There are several families of proposed standards for semantic web services. 
OWL-S uses OWL for describing the semantics of web services that are defined 
using WSDL, and it is itself an extension of OWL. 

The purpose is to enable users and software agents to automatically discover, 
invoke, compose, and monitor services under specified constraints (W3C 2004). 
OWL-S offers some support for describing composite semantic web services that 
are put together from other simpler ones, and there is tool support for executing 
simpler services specified in OWL-S. The WSMO family is an alternative to 
OWL-S that is maintained by the ESSI cluster (WSMO 2009). It is not based on 
OWL, but consists of the web service modeling ontology (WSMO), which is a 
conceptual model for Semantic Web Services, the web service modeling language 
(WSML), a language which provides a formal syntax and semantics for WSMO, 
and the web service modeling execution environment (WSMX), which is an exe-
cution environment and a reference implementation for WSMO. WSMX offers 
support for interacting with semantic web services. Recently, metamodels were 
defined for two of the three prominent Semantic Web service descriptions lan-
guages. Skogan et al. [28] and Guarino et al. [15] describe a metamodel for  
OWL-S and Skogan et al. [28] discusses a metamodel for WSML. The Platform 
Independent Metamodel for Semantic Web services (PIM4SWS) can be combined 
with model transformations to selected individual meta-models of semantic web-
service formats (OWL-S, WSML, SAWSDL) to allow transfer of information be-
tween platforms. The PIM4SWS in combination with a model-driven Semantic 
Web services matchmaker agent allows discovering semantic services independent 
of selected description formats like OWL-S, WSML and SAWSDL (Semantic 
Annotation of WSDL and XML Schemas).  It is expected that iCare builds on the 
OWL-s approach and extend the standard architecture for deeper annotation of 
services and their integration and generate innovation in this field alongside the 
semantic handling of data access request (though that could also be classed sepa-
rately under the heading of data access management). 

4   The iCare PGS Model 

What patients need is to keep an eye on their conditions and receive useful advice 
such as reminding them to take their medication or adapt the dosage to their cur-
rent situation and also lifestyle advice that may help to ease their condition where 
appropriate.  Patients should also have available advice if they are worried that 
will take them through their current condition to check whether everything is fine 
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or whether they should seek medical advice soon or immediately.  This requires 
collecting data from patients through dialogue and/or through integrated devices 
(for example if a blood pressure measuring device is used with wireless connec-
tion) and keeping these records for further analysis or for making available during 
consultations. 

To implement this scenario the advisory services need to be available to the pa-
tient via a handheld device or if too complex to be run on the device through  
remote access to such a service hosted elsewhere.  This service needs to be inte-
grated with healthcare systems and services as shown in figure 1 to provide the 
necessary connections to make available the data collected from the patient to cli-
nicians for routine or emergency consultations and to support advisory and alert-
ing services should the patient need assistance. 

A considerable amount of technology in terms of patient monitoring is avail-
able for clinical use in hospitals and health-centres (such as Micropaq™ from 
http://www.welchallyn.com) to name but one) but not so much available technol-
ogy has found its way into the patients home or to enable patients otherwise  
confined to their home to become more mobile and self-sufficient.  There is huge 
potential to achieve improvements in quality of life while reducing direct contact 
with healthcare providers through the development of mobile patient monitoring 
and guidance services which this approach aims to address. 

Our approach is based upon an open platform for mobile patient guidance ser-
vices aimed at patients with long-term risk-factors such as cardio-vascular condi-
tions, diabetes or pulmonary conditions.  Mirroring the key objectives stated in the 
vision outlined above this can be provided through: 

 
• the use of  pre-diagnostic and advisory services the patient can use to check 

whether their condition is still manageable and perhaps receive also lifestyle 
guidance to improve their condition or stop them from deteriorating. 

• together with the ability to collect condition histories from patients for in-
spection by healthcare service staff so that the healthcare service can make 
improved condition management. 

• Alerting services where needed to trigger healthcare service intervention so 
that patients who suddenly need help are spotted early and their needs at-
tended to before they become critical. 

• The services are aimed at helping patients manage their conditions and pro-
vide practical advice as well as monitoring conditions and making the history 
available to the healthcare service provider to make more informed decisions 
and intervene where conditions are suddenly deteriorating.   

 
The benefit of this concept is to enable patients to manage their long-term condi-
tions just as effectively from the comfort of their home and free resources includ-
ing hospital beds to other patients in need of them. 
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Fig. 2 iCare Patient Guidance Services 

From a technical point of view, and as far as the patient is concerned, the iCare 
service concept is centred on the use of standard and widespread mobile devices 
such as smartphones or tablet computers and to use these to run internet based ser-
vices from a variety of approved providers alongside existing devices to measure 
blood sugar level, pulse and blood pressure or lung capacity.  The applications 
would then use dialogue and data entry by patients for offering advice and to keep 
a history used and uploading to healthcare information systems for inspection by 
healthcare professionals during consultation (on or off-line) and to trigger emer-
gency response. The diagram below shows the technical service infrastructure 
where patients can download suitable services and use them to interact with rele-
vant parties and systems to receive advice and support from a variety of approved 
providers. 

Concerning the service concept, the iCare approach acknowledges the fact that 
there are a variety of providers and a potentially growing number of evolving ser-
vices that need to be supported and thus proposes an open platform for service 
provision for ease of access from the patients and healthcare services provider’s 
perspective.  iCare also acknowledges the sensitivity of the data associated with 
treating patients and the need for suitable approaches for security and privacy  
enforcement.  Consequently there is a need for an open platform that allows  
available services to be published and discovered and given the high degree of 
connectivity required a SOA based service registry is envisaged.  This platform is 
designed to support the following: 

 
• Development of patient guidance service components and their correct classi-

fication using a standard iCare service adaptor  
• Approval of service components for correct classification and functioning 
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• Exposing service components and publishing them in the iCare marketplace 
• Selecting suitable services for a candidate application 
• Downloading client to patient device  and Composing a complex service 
• İnstantiation and configuration of service at patient home and testing 
• Handling service updates 

 
The benefit of this approach is that services can rapidly be selected and configured 
for multi-end point services as suggested by figure 1.  To this end figure 3 shows 
the service offerings in the iCare marketplace which is published through the 
iCare Semantic Discovery Registry and that can be used to access the chosen 
iCare enhanced PHR Service and in addition to connect to several additional ser-
vices for example to upload the history data to the patient record system or con-
nect to telemedicine services or even emergency services where available. 

The approach focuses on services related to the lifestyle of patients with 
chronic disease and especially with cardiac and renal problems. These two groups 
have been chosen because these are very indicative cases of patients that require 
frequent consultations. Therefore a measure of success could be the reduction of 
the patient-doctor contact as well as the perceived quality of the service and ad-
vice from the patients’ point of view.  

4.1   The iCare PGS Semantic Service Platform 

The provision of the services will follow the life-event model that has been im-
plemented successfully in the past for e-Government Services2.  The life-event ap-
proach facilitates discovery of the service because it bases the services discovery 
in the user profile (in iCare situation this can be the PHR of the patient) and on 
WHAT the patient wants to do (“My blood pressure is x/y – do I need to take 
more medication or do I need to see a doctor or do I need an ambulance straight-
away?”). To increase the reusability and reduce the complexity of a Patent  
Guidance Service, iCare will divide a PGS into a set of operations/actions that the 
patient may require. Although these operations will be part of the PGS the will be 
autonomous enabling the patient to select the operations that would like to use. 

As presented in figure 1, the patient will be able to download the Patient Guid-
ance Services from the iCare marketplace according to his/her needs. The services 
will be installed as Apps (Mobile Applications) to his/her mobile device (Tab-
let/Smartphone). The installed PGS will use data from the PHR of the patient 
through the iCare enhanced PHR service, the input provided by the patient and us-
ing the iCare Semantic Discovery Service will be able to locate and retrieve in-
formation from the available information link. We use the term “information link” 
as in Linkeddata to define every available system or service that can be accessed 
through the web.  

The iCare Marketplace will provide a variety of patient guidance service appli-
cations that can be linked to the healthcare service and data from the PHR will be 

                                                           
2 OneStopGov project http://islab.uom.gr/onestopgov/  
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able to support patients with chronic disease reducing dramatically the depend-
ency from their carers and improving their lifestyle. 

4.2   PGS and Data Collection as Interoperability Components  

iCare defines Patient Guidance Service and data collection as a standalone com-
ponent that conceptually is very close to the notion of mobile applications. The 
major issue in using a PGS is if the service can be applied to applications or sys-
tems that the patient uses. The variety of available software currently used in 
healthcare and of communication APIs create a very large number of different 
scenarios for PGS. 

In iCare the usage of a service breaks down into components that are independ-
ent but which will be interoperable. To facilitate the development of such  
components, iCare will provide for healthcare application providers semantic de-
scriptions of the PGS or data collection services. Following the approach of 
Linkeddata3 where software systems are defined as Information Links, iCare will 
use Semantic Web Technologies to define the requirements of interoperability 
components and data access and security constraints. 

It is essential that services are appropriate for the patient and that data in het-
erogeneous environments is handled correctly.  It is also essential that appropriate 
safeguards about data access, privacy and security are obeyed in a context-
sensitive way.  This can only be achieved through the use of semantic approaches 
and more specifically the semantic web as we are dealing here with a web-based 
platform.  These requirements are consequently expressed in high level semantics 
that define what information should be exchanged and what operation should be 
performed before or after the exchange. Therefore the specifications of the Inter-
operability Component can be defined without any dependencies from the soft-
ware applications that will participate. An Information Link can participate in the 
operations of a PGS as long as there is a formal way to associate the semantics of 
the integration case (vocabulary and operations) to the integration protocol used 
by the Information Link.  

Therefore there is a need for a semantic annotation between the semantics of 
the Integration Case and the semantics of the Information Link. Since the  
operations and the vocabulary of an Integration Case is independent from the  
Information Links the development of interoperability components for different 
Information Links is reduced to the semantic annotation and the technical map-
ping between the concepts and the actual data. 

This facilitates the creation of Interoperability Components Marketplace that 
will contain predefined Integration Cases and will enable Software Development 
companies and Integration Companies to develop and publish interoperability 
components to enable interoperability of their software or software that they sup-
port. The interoperability components will be based on the semantics of the Inte-
gration Case and the semantics of the Information Link and be made available as a 
basis for a given application. 
                                                           
3 http://www.linkeddata.org  
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Fig. 3 iCare Patient Guidance Services Deployment Approach 

In figure 3, the Patient Guidance Service is broken down into operations that 
are defined by a vocabulary. The vocabulary used for the definition of the service 
will use Semantic Web technologies such as ontologies and it will also use stan-
dards and vocabularies used in healthcare systems. For example if the PGS in-
volves a medicine definition SNOMED4 may be used. As aforementioned a PGS 
will be defined as a set of operations that the patient will be able to perform. The 
operation will be deployed as a Semantic Wrapper that is the software implemen-
tation of the operation. The Semantic Wrapper is a stand-alone software compo-
nent that implements the behaviour and the vocabulary of the operation. The  
semantic wrappers can be used be smart devices so that these devices to provide 
and receive data from iCare.  

                                                           
4 http://www.ihtsdo.org/snomed-ct/  
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Finally, in order a Semantic Wrapper to become an interoperability component 
that can be executed it requires annotation that will enable to communicate with 
an information link. The information link can be a software application or a web 
service in general that the interoperability component will interoperate. The se-
mantic annotator will provide a bridge between the interoperability component 
and the service or the system that will be implemented for.  

5 A New Approach on Patient Guidance Services Provision- 
iCare Innovation and Novelty  

iCare presents a new approach for the provision of Patient Guidance Services. The 
patient can “buy” the Services from a Marketplace (along with additional compo-
nents) as an App and use it from his/her mobile device. The approach also focuses 
on the personalization of the services and the secure and reliable sharing of the pa-
tient data amongst the doctors that are involved in their treatment. Therefore the 
novelty of the approach can be summarised as follows:  

 
• Interoperability Components Marketplace: For iCare both the usage of PGS 

and the data collection software are mobile Apps that can be downloaded from 
a Marketplace similar to iTunes. From the patient perspective this enables the 
patient to search for the PGS that are suitable to his/her occasion (treatment) 
and to his environment (hospital or healthcare that he/she visits). From the 
business perspective, iCare Marketplace want to attract not only software com-
panies that has developed a particular e-health application (e.g. EHR) but also 
other companies that can develop an interoperable component for an e-health 
application. 

• Case Based, on-Demand Integration. The execution of a PGS may involve 
several e-Health applications. The data collection  for executing the services 
depends on the e-Health applications that are involved. iCare introduces an  
“integration on demand” where the software components will be selected ac-
cording to the e-Health of each case. However the semantics of the PGS are in-
dependent from the e-Health applications. iCare enable the use of Semantic 
Web Technologies to define the semantics of the PGS that will provide formal 
(technical) conceptualization that will facilitate the development of the interop-
erability components.       

• Mobility and Stand-Alone Functionality of the PHR and PGS Mobile  
Applications. The usage of mobile device that will contain the patient data (part 
of the PHR) instead of using a typical online system such as Google Health or 
Microsoft Vault is the availability of the data. The precondition for using online 
PHR system is the existence of the internet connection and a computer that are 
not always available. iCare enables both online and offline repositories to ensure 
that the patient will have available his patient record at all time. The portable de-
vice will be able to connect directly to an e-Health application (hospital EHR) or 
device. In addition, the patient will be able use his current location data that are 
important to may PGS especially if the patient travels frequently.   
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• Semantically Enhanced Integration and Data Protection: The use of seman-
tic web technology for context sensitive integration of services and the parties 
involved will lead to a higher degree of reliability of integrations and services 
fit for purpose.  Current techniques are too much focused on the parameters  
of the interface rather than the purpose and use of the service they provide ac-
cess to.  In addition, the implementation of a context sensitive access control 
mechanism will deliver services which implement stringent data access  
policies.  

5.1   The iCare Solution  

The iCare aims to provide a complete solution to the new vision for PGS provision 
presented previously. In this solution the patient plays of course the main role 
however we believe that the success of the platform lays also to the support pro-
vided by the Platform to 3rd party companies even to SMEs that would like to in-
clude new PGS or enrich the existing ones.  

 

 

Fig. 4 The iCare Solution  
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The iCare solution (figure 4) aims to create and support a community of devel-
oper that will be able to communicate with the end customers (patients) through a 
marketplace similar to the concept of iTunes. In this respect the companies that 
aim to create PGS will be assisted with several tools and resources.  

Therefore the iCare solution consists of the following components:  
 

• PGS Models. The PGS model are predefined generic models of PGSs that can 
be used for the developement of PGS. A PGS model contains the semantics 
(vocabulary) and the functionality that provides a technically defined desciption 
for the developer.    

• Semantic Wrappers. The PGS will use sources from the web to acquire their 
information. The iCare will provide a pool of semantic wrappers that enable the 
annotation of a PGS to various information links. Therefore the developer 
needs only to technically “map” the Semantic Wrapper to the PGS in order to 
use the information links.  

• iCare Semantic Discovery (Search Facility). The semantic Search facility en-
ables the patient to search using semantic queries available PGS. The facility 
also enables the developers to register their PGSs defining their functionality.   

• iCare Enhanced PHR Service. iCare aims to automate the execution of the 
PGSs. Therefore the iCare enhanced PHR Service will communicate with iCare 
Mobile in order to provide only the data required for the execution of the PGS. 
Therefore the patient will not need to input information that already exists in 
his/her PHR.    

• iCare Marketplace. The Marketplace contains all the necessary functionality 
to facilitate the download and installation (and update) of  PGS mobile apps. 
iCare focuses on the simplicity of the usage of the marketplace.  

• iCare Mobile. The iCare Mobile enables the patient to search, download and 
use PGS from his/her mobile. In addition, it contains functionality that requires 
data from his/her PHR through the iCare enhanced PHR Service. 

 
iCare solution aims to simplify the execution of PGS. The entire solution is built 
upon principals that have been already applied very successfully in other domains 
(like mobile applications). However we strongly believe that with the usage of 
Semantic Web the concept of Apps Marketplace can be applied to PGSs providing 
an innovative approach to PGS provision.  

6   Conclusions and Future Work 

The concept of Patient Guidance Services presented by the EC aims to enhance 
Patient Information Services integrating information from the EHR  of the patients 
and including sophisticated decision support services. The knowledge should be 
created from sources available from the Web. In this direction iCare is an  
approach that is based on a modular architecture that exploits Semantic Web tech-
nologies and SOA to build a system focuses on patient with chronic diseases.  
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The next phase of the development of the iCare approach is the integration of 
the main components and a pilot operation that will enable us to assess the  
presented architecture. The pilots will be implemented to renal and cardiac pa-
tients including advisory and alerting services before investigating more complex 
services.  
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Fingerprint and Iris Based Authentication in 
Inter-cooperative Emerging e-Infrastructures 

Vincenzo Conti1, Salvatore Vitabile, Luca Agnello, and Filippo Sorbello 

Abstract. E-infrastructures must support the development of heterogeneous appli-
cations for workstation network, for mobile and portable systems and devices. In 
this context and relating to all collaborative and pervasive computational technol-
ogy a very important role is played by security and authentication systems, which 
represent the first step of the whole process. Biometric authentication systems 
represent a valid alternative to conventional authentication systems providing 
robust procedures for user authentication. On the other hand, Internet of Things 
involves a heterogeneous set of interacting devices to enable innovative global and 
local applications and services for users. In this chapter fingerprint and iris based 
unimodal and multimodal authentication systems will be described, analyzed and 
compared. Finally, a prototyped embedded multimodal biometric sensor will be 
outlined. Software and hardware prototypes have been checked against common 
and widely used databases. 

Keywords: Biometric Authentication Systems, Unimodal and Multimodal Sys-
tems, Embedded Sensors. 

1   Introduction 

The e-infrastructures are becoming more widespread and pervasive and, by enabl-
ing effective sharing of information and coordination of activities between di-
verse, dispersed groups, they are expected to transform knowledge-based tasks 
[1]. E-infrastructures must support the development of heterogeneous applications 
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for workstation network, for mobile and portable devices, which are not necessari-
ly inter-operable and inter-cooperative for effective data portability, service and 
resource sharing, discovery, scheduling and integration. Specifically, the rapid 
developments in networking and resource integration domains have resulted vari-
ous distributed and collaborative computational technologies including Web 2.0, 
social networking, SOA, P2P, sensors, Grids, Clouds and Crowds.  

In this context and relating to all collaborative and pervasive computer tech-
nology, a very important role is played by security systems. Among them, au-
thentication systems represent the first step in the whole process. Conventional 
authentication systems (based on username and password) are not able to guaran-
tee a suitable security level for several applications. With more details, the  
security requirements must ensure secure and trusted user information to protect 
sensitive data resource access and they could be used for user traceability inside 
the platform. Biometric authentication systems represent a valid alternative to the 
conventional authentication systems [2] providing a flexible e-infrastructure to-
wards an integrated solution supporting the requirement for improved inter-
organizational functionality. Among biometric traits, two strong and invasive 
features, such as fingerprint and iris, have been addressed and analyzed consider-
ing both unimodal and multimodal biometric authentication systems.  

In the chapter, fingerprint and iris based unimodal and multimodal approaches 
will be described, analyzed and compared. Finally, a prototyped embedded biome-
tric sensor for inter-cooperative emerging e-infrastructures will be outlined and 
compared as well [3], [4], [6]. However, software developed biometric authentica-
tion systems could undergo several types of attacks, such as Replay Attacks, 
Communication Attacks, and Database Attacks [8]. Embedded biometric sensors 
could be a solution to exceed the security limits of the conventional software rec-
ognition systems, hiding the most common attack points of a biometric authentica-
tion system [7]. An embedded biometric sensor is composed of a biometric  
scanner for traits acquisition and a hardware processing core. The use of FPGA 
technology for systems prototyping leads to an acceptable accuracy, great poten-
tial speedup, and interesting power consumption feature [5], [6].  

The chapter is organized as follows. Section 2 describes the Internet of Things. 
Section 3 introduces the analysis of fingerprint recognition. Section 4 describes 
the fingerprints pre-processing and features extraction algorithms. Section 5 intro-
duces the analysis of iris recognition. Section 6 describes the iris pre-processing 
and features extraction algorithms. Section 7 depicts the biometric features fusion 
techniques. Section 8 proposes the embedded biometric sensors. Section 9 outlines 
the experimental results on official databases. In Section 10 some useful discus-
sions and comparisons with the state-of-the-art approaches are provided. Finally, 
Section 11 reports the conclusions. 

2   Internet of Things 

Internet of Things (IoT) is a new interesting and a technological increasing para-
digm. Innovative global and local applications and services for users will exploit 
the paradigm changing fruition and enabling modes. IoT will enable places, 
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people, and ‘things’ (physical objects) connectivity, bringing together distributed 
and collaborative computational technologies including Web 2.0, social network-
ing, SOA, P2P, sensors, Grids, Clouds and Crowds. IoT will necessarily consist of 
a heterogeneous set of devices and heterogeneous communication strategies be-
tween the devices and it will require interoperability at multiple levels. 

The ‘things’ on the IoT are various physical entities and different technologies 
for connecting them to the IoT are (or will be) used. The major classes of physical 
devices considered in the scope of this chapter are: (i) attached devices: identifiers 
such as RFID tags or bar codes are attached to things to enable their automatic 
identification and tracking; (ii) sensing and actuating devices: they are placed in 
the close vicinity of the ‘things’ and provide an alternative access to their proper-
ties or functions; (iii) embedded devices: ‘things’ like industrial machinery, home 
electronics, smart phones, wearable devices have embedded processors, data sto-
rages, sensors and actuators for its functionality and capabilities.  

As reported in [36], IoT resources could be conceived as service end-points for 
Machine-to-Machine (M2M) platforms, i.e. Things/Resources as a Service (TaaS 
or RaaS). Consequently, a solid, well-designed M2M/IoT platform should provide 
the basis for the simplified management of resources. These solutions work as 
huge collaborative and interoperable network for the transmission of end-
terminals, such as sensors and smart objects, gathered data to the backend sys-
tems, such as servers, which runs applications or data processing solutions. It’s 
clear that one of the most important problems to approach is related to the security 
context: every resource and user in the IoT context should be authorized to act and 
communicate. 

The aim of this chapter is to present a set of techniques for biometric user iden-
tification in inter-cooperative emerging e-infrastructures. In the above context, the 
security of ‘thing’ is one of the main issues and a simple code as well as the (user-
name, password) pair seems too lite to enable security mechanisms for applica-
tions and services confidentiality and integrity. On the other hand, a prototyping 
strategy for embedded biometric sensor development is proposed. The authentica-
tion ‘thing’ is an embedded sensor able to acquire and compare biometric traits for 
user authentication. The hardware device allows for ‘local’ biometric traits 
processing and matching without sensible data transmission during the authentica-
tion task. The use of heterogeneous devices should evolve into a more structured 
set of solutions, where ‘things’ communicate with other entities and they are 
closely integrated with Internet hosts, infrastructure, and services. 

3   Fingerprint Recognition 

Fingerprints are characterized by a series of ridges; between two adjacent ridges 
there is a valley. Careful analysis of image acquisition can find other peculiarities, 
distinguished in macro and micro-features. 
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3.1   Macro-features and Micro-features Definition 

Macro-features fingerprint [11] are generally used for image classification, and 
they can be divided into: 

• Singularities: are regions where the ridges have a particular trend (pronounced 
curvatures, loops, confluences, whorls, etc...) and they belong to three distinct 
classes: loop, delta junction and whorl. In these areas the "drawing" of the 
crests is in the shape of an O, Δ, U; 

• Flow lines: hypothetical lines ideally parallel to a group of contiguous ridges; 
since not being real lines, the flow lines are not precisely defined; 

• Directional image: is a matrix of the directions obtained by overlapping a grid 
with a series of nodes and thinking of drawing in each node a vector with a pa-
rallel direction to the flow line passing through the node itself; 

• Ridge count: is a parameter that indicates how the ridges are close in a certain 
region and is represented by the number of ridges intersecting a segment having 
as its extreme two hypothetical points on the fingerprint. 

On the contrary, in a fingerprint there are local discontinuities along the ridges: 
terminal points and bifurcation points called minutiae [11]. The type of disconti-
nuity in the lines determines the type of minutia. Each minutia is uniquely identi-
fied by: 

• Type: terminal point and bifurcation point; 
• Location: it is represented by minutiae coordinates in the Cartesian system 

representation; 
• Orientation: it represents the angle formed by the vector which determines the 

direction, and the direction of the minutia with the horizontal axis. 

3.2   Matching Techniques 

Matching is the process that establishes the similarity degree between two finger-
prints using the above described features. The main difficulties in the matching 
phase are due to changes of factors such as translation, rotation and the epidermis 
that can be different during each acquisition. The most common methods for fin-
gerprints matching proposed in the literature are: 

• Matching based on the correlation: it consists in "overlapping" two images in 
order to calculate the difference of the corresponding pixels. This type of com-
parison requires a phase of fingerprint image alignment (image registration); 

• Matching based on minutiae: it is the most common used technique. Minutiae 
are extracted from the fingerprint image and stored as a set of points. The com-
parison consists in finding the maximum coincidence between the same types 
of minutiae in corresponding positions between the online acquired and stored 
fingerprint. 
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4   Fingerprints Pre-processing and Features Extraction  
Algorithms 

The feature extraction process consists of a series of pre-processing algorithms on 
original RAW data. Pre-processing phase generally consists of: 

• Normalization: it allows standardizing pixel intensity, so they can have value in 
a fixed range; 

• Gabor filtering: a Gabor function [16] is realized by modulating a sine wave or 
a co-sinusoid with a Gaussian function in order to obtain spatial and frequential 
information. In fact, the image decomposition is carried out through a pair of 
quadrature Gabor filters, the 2D Gabor wavelet (see Figure 1a); 

• Segmentation: it consists in separating foreground and background regions; 
foreground regions contain ridges and valleys of the fingerprint. Generally, the 
background regions are characterized by a very low level of variance in con-
trast to the foreground that has high variance, for this reason the variance thre-
shold method is used [17] (see Figure 1b); 

• Thinning: in order to reduce the ridge thickness to a single pixel (1 pixel-wide), 
the Zhang-Suen thinning algorithm [18] can be used; the image is binarized and 
the algorithm is iteratively applied until no pixel is a candidate for elimination 
(see Figure 1c). This step is necessary to minutiae localization. 

 

   

a) b) c) 

Fig. 1 a) Original fingerprint; b) image enhanced by Gabor and Segmentation algorithms; 
c) fingerprint after thinning algorithm 

4.1   Micro-features Extraction 

Each ridge pixel is categorized according to the number of transitions 0->1 calcu-
lated using a 3x3 window in a clockwise direction (see Figure 2a, 2b). The border 
minutiae are removed using a mask (see Figure 2c and Figure 2d). 
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a) b) c) d) 

Fig. 2 a) Terminal point; b) Bifurcation point; c, d) Boundary minutiae removal 

4.2   Macro-features Extraction 

The algorithms used for macro-features extraction are based on the pattern analy-
sis of singularities regions and topological information such as relations between 
different regions [2]. Macro-features are generally used to classify fingerprints in 
five macro-categories [8]. 

Algorithms based on macro-features are characterized by the lowest computa-
tional load required for feature extraction. The singular points could not be  
detected or be corrupted in the image acquisition process, for this reason, the sin-
gularity point extraction phase is always associated with a phase of topological 
analysis within the matching algorithm [19]. 

The most common method to locate singular points is based on the Poincaré 
index method [17]. The process is divided into several tasks: Normalization, Seg-
mentation, Orientation [20], and finally for each value of the directions matrix the 
Poincaré index is calculated (see Figure 3).  

 

 

Fig. 3 Poincaré indexes calculation 

4.3   Advantages and Limits 

The previously analyzed techniques show many differences about computational 
cost: the systems based on the extraction of micro-features, in fact, needs a phase 
of pre-processing much more complex than ones based on the macro-features. 
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Every fingerprint contains many micro-features and they are located across the 
footprint. There is no fingerprint, complete or partial, that does not contain micro-
features. Since many minutiae are present in every fingerprint, they are the fea-
tures most used for fingerprint recognition: usually 10 minutiae are sufficient to 
declare the identity of a person. 

On the contrary, the macro-feature extraction has a less computational cost, but 
they don’t give a high final accuracy. In a fingerprint there are only 2 types of 
singularity points, named core and delta, and sometimes in the acquisition phase 
we can lose one of them. This leads to an analysis that is not accurate and a less 
reliable level of recognition. In the literature, in fact, the singularity points are 
used only for the fingerprint classification.  

A choice that can lead to a compromise would be the simultaneous use of  
micro- and macro-features: a pre-processing phase more light and application of 
minutiae extraction algorithms only in the identified singularities zones [19]. 

5   Iris Recognition 

The visible part of the iris is divided into two main zones which are often different 
from the color: the ciliary zone and the area separated from the pupillary internal 
collars (hedge) that has a zigzag pattern structure, called Collarette (see Figure 4).  
 

 

Fig. 4 Collarette is the white contour indicated by arrows 

Iris features are random and they aren’t dependent by genetic factors (the pig-
mentation color is the only genetic feature). Moreover, in each person’s iris differs 
from one eye to another. It exhibits about 266 features against 90 of the finger-
prints; the iris temporal invariance is guaranteed by the cornea and it isn’t subject 
to diseases that can change its appearance. The probability to find two identical 
irises is one in 10^78, so the iris is a valid biometric identifier [13]. 

Iris biometric systems have evolved thanks to recent ophthalmology studies 
held by Flom and Safir [12], and by the Australian Society of Ophthalmologists 
[35]. 

The biometric system phases are the following: 

• Eye image acquisition: typically it is performed by a CCD camera, that tries to 
acquire with the maximum definition the human iris; 
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On the contrary, iris micro-features of interest are localized using approaches 
based on textures and they are commonly the following:  

• Nucleus: points equal to a deformation of the hypothetical circular contour of 
the pupil;  

• Collarette: points determining the division of iris in an area close to pupil and 
sclera, representing a ragged outline;  

• Crypt: points in the area between the collars and iris-sclera outline correspond-
ing to increased pigmentation;  

• Radial furrow: points equal to a change in pigmentation having a shape equal to 
a circumference arc; 

• Freckles: points within the area identified by the collars, equal to segments 
going from the contour of the pupil to collars contour; 

• Pigment-spots: points equal to the crypt but with a reduction in pigmentation. 

5.2   Matching Techniques 

Iris comparison could be performed using one of the following approaches: 

• Base frequency method: during segmentation phase the outputs are the sclera-
iris and iris-pupil contours, and these features are encoded by applying the Ga-
bor wavelet, which returns a binary code of 256 bytes, called Iris code. 

• Texture analysis method: this category is illustrated from Wildes [21], [22], it 
analyzes texture in the biometric template. Like Daugman approach, it consists 
in acquisition, segmentation, normalization, extraction and identification phas-
es. Iris outline is extracted using Hough transform; 

• Zero-distance method: Sanchez and Reillo [23],[24],[25] studied the grayscale 
tonal variation in the biometric template. This features extraction step is based 
on a multi-scale zero-crossing representation that gets a computerized model 
made with 256 bits, called Sanchez-Reillo iris signatures. 

6   Iris Pre-processing and Features Extraction 

In the following a brief description about algorithms that leads to features extraction: 

• Pupil and iris localization: in order to find the pupil zone, a binary thresholding 
is necessary (see Figure 6a); 

• Iris and pupil segmentation:  iris must be detected in the portion just above the 
upper eyelids and lower eyelids. The segmentation process must be sensitive to 
different levels of contrasts, robust respect to case of irregular edges and able to 
operate in conditions of variable occlusion (see Figure 6a); 

• Eyelashes detention: this phase highlights and removes pixels belonging to the 
eyelashes. The algorithm presented here is the one used in [26] (see Figure 6b, 6c); 

• Eyelids segmentation: algorithm searches the set of points describing the boun-
dary iris-eyelid and approximating a parabolic curve (see Figure 6d); 
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a) b, c) d) 

Fig. 6 Iris extraction phases 

• Normalization step: standardization system used in this work has been pro-
posed by Daugman  and called Rubber Sheet Model [32]. It does correspond to 
each point of the iris region a pair of polar coordinates (r, θ) where r belongs to 
the interval [0,1] and θ to the interval [0, 2π ] (see Figure 7). 
 

 

Fig. 7 Coordinate transformation for normalization 

Although this system solves the problems of pupil dilation, the acquisition of im-
ages at different distances and of non-concentricity of the pupil with respect to the 
sclera, does not compensate rotation problems. This is done in the phase matching 
by rotating the iris template until there is alignment with the template stored in 
memory. 

6.1   Micro-features Extraction 

The coding is performed in two phases: the micro features extraction and their 
encoding according to a suitable pattern: 

• Collarette extraction: this step initially provides a subdivision of the image 
containing the iris polar circular crown; 
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• Nucleus extraction: a threshold is used in order to obtain the binary image. 
Successively, this task proceeds with the extraction of the edge allowing to ex-
tract the nucleus (see Figure 8). 
 

  

Fig. 8 Collars extraction example 

6.2   Macro-features Extraction 

After the pre-processing step, a digital representation of the extracted iris is 
needed to allow for image storing common format. The most common technique 
based on the application of the Gabor filter and its enhanced version known as the 
algorithm of Log-Gabor, used both to extract frequency information from ana-
lyzed images, will be illustrated. As said before, the algorithm written by Libor 
Masek has been used [15]. 

6.3   Advantages and Limits 

As for fingerprints, the different feature extraction techniques provide different 
pre-processing stages. The most critical phase is the image acquisition and the 
subsequent iris segmentation phase. The first two approaches are based on two 
different domains: frequential, with regard to Daugman’s work (analysis of the 
base frequencies, macro-features), and spatial, with regard to the works of Wildes 
(texture analysis, micro-features). 

In particular the Daugman one, based on macro-features extraction, the ability 
to work on the entire portion of iris by applying some transform in frequency do-
main is a definite advantage, both in terms of computational cost and accura-
cy. With regard to these approaches, they are quite stable when applied to images 
of medium/high quality. On the contrary, works based on texture analysis and on 
micro-features extraction, provide a more accurate extraction and further informa-
tion at the microscopic level. 

7   Fusion Techniques 

Multimodal systems can be classified in according to the number of sources and 
biometric number of "samples" used [27]. The main feature of a multimodal  



444 
 

system is to combine diff
guish different types of f
[28], [29]. In relation to t
two possible approaches
matching phase and the p
phase.  

Pre_mapping fusion ha
data coming from sensor
and a feature extraction fu
coming from different mo
In post_mapping fusion, 
level fusion (also known 
matching systems are com
sion, in which a decision 
sion. 

Widely-used pre_mapp
widely-used post_mappin
fusion. 

7.1   Matching Scor

In multi-biometric system
vector from each sensor a
rately) so that each subs
(matching score), which i
These scores are then com
supervisor who is respon
zone." 

In ranked list combina
tion process), the list prod
of the classifier itself. In 
matching score level (see 

Fig. 9 Matching score fusion

V. Conti et a

ferent information to arrive at a decision. We can distin
fusion and consequently different systems architecture
the decision policy founding fusion algorithms, there ar
s: the pre_mapping fusion strategy applied before th
post_mapping fusion strategy applied after the matchin

as two subcategories: sensory data level fusion, in whic
rs are combined before the remaining processing step
usion level, in which the extracted biometric informatio
odalities are fused before the remaining processing step
there are two subcategories, as well: a matching scor
as level review), in which the results of two independen
mbined with a weighted rule; and the decision level fu
system is used to process unimodal system output dec

pping fusion approaches refer feature set fusion, whi
ng fusion approaches refer independent matching scor

re Fusion Level 

ms based on the matching score fusion level, the featur
are compared with the respective samples (recorded sep
system can give its own opinion, in the form of poin
indicates how the feature vector is similar to sample [2

mbined into a single result which will be forwarded to th
nsible of the final decision based on "matching scor

ation fusion method (which does not require a normaliz
duced by each classifier can be interpreted as the opinio
this way, this method can also be seen as a fusion to 
Figure 9). 

 

n level 

al.

n-
es 
re 
he 
ng 

ch 
ps; 
on 
ps. 
re 
nt 
u-
ci-

ile 
re 

re 
a-

nts 
2]. 
he 
re 

a-
on 

a 



Fingerprint and Iris Based Authentication 445
 

7.2   Feature Set Fusion Level 

The information obtained from each biometric system is successively merged into 
a single vector [2], [30], [31]. Figure 10 shows this kind of fusion.  
 

 

Fig. 10 Extraction level fusion 

Two methods to obtain results are the following: 

• Weighted sum: this method can be used only if the features are commensurate; 
the fusion performs a weighted sum between the various vectors of extracted 
features from respective sensors; 

• Concatenation: it is used in the extraction level fusion where each feature vec-
tor is independent from all other (i.e. they are not commensurate as for example 
a system that works with voice and face). In this case it is possible to concate-
nate these vectors into a single feature vector. The vector thus obtained will 
represent the identity of a person in a different (and more discriminating) fea-
tures space. 

The homogeneous vector obtained by data extracted is composed of binary se-
quences representing unimodal biometric models [2]. A header and a biometric 
template thus compose the resulting vector. 

8   Biometric Embedded Sensors 

A biometrics identification system is able to scan and map the biometric features 
for users, register them in a database, creating a template that can be checked 
against all further scans to verify the user’s identity. A biometric system can be 
considered trusted if and only if it withstands some typical attacks [7], [8]:  

• Replay attacks: attacks due to the replication of information processed during 
the authentication process; 

• Communication attacks: attacks valued in terms of resistance to the intercep-
tions of the information during its transmission; 

• Database attacks: attacks due the manipulation of information contained in the 
database.  
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A possible solution for overcoming the above issues is the implementation of an 
embedded sensor, containing biometric templates, implementing the whole 
processing module with no biometric data transmission before user authentica-
tion. In addition, the choice of an embedded device overcomes some limits as 
system performance and response time, as well as more specific problems as the 
vulnerability and accessibility of personal information. Biometric sensors could 
also be integrated by the needed solutions for keys management and distribu-
tion, involving decentralized Certification Authorities, as proposed and eva-
luated in [9], [10]. 

The embedded biometric sensor exceeds the security issues in the biological da-
ta management phase (replay attacks), since biometric traits processing and 
matching are performed on-board, in the embedded sensor. In addition, the use of 
cryptography (biological templates could be ciphered using symmetric and/or 
asymmetric encryption algorithms) avoids clear information transmitting inside 
the platform (communication attacks). Tamper-resistance devices, such as  
smartcards, are able to store, protect, and transport user biometric identifiers. En-
cryption algorithms, such as AES [45], can be adopted for data integrity and  
protection. With this solution no distributed or centralized database is needed, 
avoiding the presence of databases linked point of failure (database attacks) [6]. 

9   Experimental Results 

Many tests to verify performance of the techniques and algorithms above de-
scribed and exposed have been done. Experimental trials have been carried out on 
three recognition systems: 

• Multimodal fingerprint/iris recognition system; 
• Multimodal fingerprint/fingerprint recognition system. 

In what follows, two multimodal recognition systems are analyzed and described. 
The first one is a fingerprint/iris multimodal recognition system operating in  
the frequency domain. Experimental results are referred to a software implementa-
tion. The second one is a fingerprint/fingerprint multimodal recognition system 
operating in spatial domain. Experimental results are referred to a hardware im-
plementation. 

9.1   Accuracy Indexes 

The measurement indexes used in this work are the well-known False Acceptance 
Rate (FAR) and False Rejection Rate (FRR)to detect false positives and false neg-
atives respectively. In order to compare the results with those in the literature and 
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have some scientific value, the protocol used to calculate the number of tests and 
procedures is that of international competition FVC [33]. Even though the compe-
tition was created for fingerprints, from a year or two its criteria became a stan-
dard for any type of biometric recognition system. This protocol will be used both 
for the unimodal and multimodal systems. The protocol provides the following 
practice tests for the determination of: 

• FRR calculation: each sample/image that contains the biometric features of an 
individual is compared with the remaining samples/images of the same individ-
ual. If, during the comparing step the sample g image is compared with the 
sample h image, then the reverse comparison (i.e., h against g) is not performed 
to avoid an absolutely obvious and already calculated result; 

• FAR calculation: the first sample/image belonging to each individual is com-
pared with the first sample/image of all individuals, and remaining in the data-
base. If the sample image g corresponds to h, the reverse compari-
son/symmetric (i.e., h against g) is not performed to avoid an absolutely ob-
vious and already calculated result. 

9.2   Dataset Description 

The tests have been performed on two official databases freely downloadable 
from the Internet. As for the system based on fingerprints, the FVC2002 data-
base will be used [33], while as regards the system based on irises the BATH 
database will be used [34]. From these two databases have been constructed 
others containing other pairs fingerprint/iris to simulate the acquisition of two 
biometric features from a generic user. Both used databases are among the most 
commonly used in science to assess the robustness and performance of recogni-
tion systems. 

The FVC2002 DB2 Fingerprint Database 
The FVC2002 DB2 [33] database containing fingerprints was constructed by ac-
quiring images through an optical sensor. This database is divided into two parts, 
DB2A and DB2B, and is composed of a total of 880 images (800 within the data-
base DB2A and 80 within the database DB2B) belonging to 110 users. For each 
user 8 images with a resolution of 296x560 px have been processed. Table 1 
summarizes the FVC2002 DB2 database characteristics. 

Table 1 FVC2002 DB2 

Database Images Users Acquisitions Resolution (px) 

FVC2002 DB2A 800 100 8 296x560 

FVC2002 DB2B 80 10 8 296x560 
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The BATH Iris Database 
The BATH database [34] consists of 2000 images belonging to 50 different ethnic 
groups of users. For each user are considered left and right eye, capturing 20 im-
ages for a total of 40 images for the user. Table 2 summarizes the characteristics 
of BATH database. 

Table 2 BATH database 

Database Images Users Acquisitions Resolution (px) 
BATH 2000 50 40 (20 for eye) 1280x960 

The Multimodal Database: FVC2002 DB2/BATH 
To test the proposed fusion technique and the multimodal system various databas-
es were realized; they are reported in Table 3, and whose description is succes-
sively reported. 

Table 3 FVC2002 DB2/BATH 

Database Images Users Acquisitions Resolution (px) 
FVC2002 DB2A 800 100 8 296x560 

FVC2002 DB2A-S1 400 50(1-50) 8 296x560 

FVC2002 DB2A-S2 400 50(51-100) 8 296x560 

FVC2002 DB2B 80 10 8 296x560 

BATH 2000 50 40 (20 for eye) 1280x960 

BATH-S1 80 10 8(1-8) 1280x960 

BATH-S2 400 50 8(1-8) 1280x960 

BATH-S3 400 50 8(9-16) 1280x960 

 
 
In particular: 

• the FVC2002 DB2A-S1 database was generated considering the first 50 mem-
bers of the original database; 

• the FVC2002 DB2A-S2 database was generated by considering the last few 50 
users of the original database; 

• the BATH-S1 database was generated with 10 users extracted in a very casual 
way from the original full database. For each user, we have considered the first 
eight acquisitions of the left eye; 

• the BATH-S2 database was generated considering 50 members of the original 
database. For each user was considered the first eight acquisitions of the left 
eye; 
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images are preprocessed to extract the regions of interest (ROIs), i.e. singularity 
regions, surrounding some meaningful points. Despite to the classic minutiae-
based approach, the fingerprint-singularity-regions-based approach requires a low 
execution time, since image analysis is based on a few points (core and delta) 
rather than 30–50 minutiae. Iris image pre-processing is performed extracting the 
iris region from eye and deleting eyelids and eyelashes. The extracted ROIs are 
used as input for the matching stage. They are normalized, and then, processed 
through a frequency-based approach, in order to generate a homogeneous tem-
plate. A matching algorithm is based on the Hamming Distance (HD) to find the 
similarity degree, as shown in [2]. 

Table 5 Achieved Experimental Results 

Biometric System Database FAR FRR 

Unimodal (Fingerprints) 
FVC2002 DB2A-S1 2.86% 17.64% 

FVC2002 DB2A-S2 0.23% 11.77% 

Unimodal (Iris) 
BATH-S2 1.19% 11.04% 

BATH-S3 1.71% 12.67% 

Multimodal 

 

DBtest2 0% 8.19% 

DBtest3 0% 9.7% 

DBtest4 0% 7.28% 

DBtest5 0% 8.16% 

 
 

 

Fig. 12 ROC curve relative to DBtest4 tests 
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Prototype Accuracy 
Table 5 shows the experimental results achieved, in terms of FAR and FRR, in 
unimodal and multimodal recognition systems. The table gives the possibility of 
being able to easily and quickly compare the results obtained with different data-
bases, showing a good level of robustness both in terms of the approach used and 
obtained results.  

For most completeness Figure 12 shows ROC curve relative to tests with data-
base DBtest4. The other curves, obtained with other databases, reported similar 
characteristics.  

Subsequently, the strategy fusion proposal has been applied and evaluated us-
ing databases of smaller size. The achieved results are listed in Table 6. 

Table 6 Test Databases 

Biometric System Database FAR FRR 

Unimodal (Iris) BATH-S1 0.67% 9.98% 

Unimodal(Fingerprint) FVC2002_DB2B 1.35% 16.78% 

Multimodal DBtest1 0% 5.71% 

 

 

Fig. 13 ROC curve relative to other DB tests 

Figure 13 shows that experimental results obtained by the multimodal recogni-
tion system are maintained below an acceptable threshold, and also comparable to 
the previous tests, this is a sign of a good robustness of system and approach used. 
This result shows a good performance considering also that for this type of fusion 
(the template level) there is no weight assigned to the individual results of each 
multimodal system.  
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Computational Costs 
The systems have been developed using the prototyping Matlab environment on a 
general purpose computer with an Intel P4@3.00GHz with 2GB of RAM. Table 7 
shows the average execution time for both phases of preprocessing (fingerprint 
and iris) and matching algorithm (which for the considered approach is the same 
for both systems - single mode and multimode). In the early preprocessing stage 
the biometric identifier extraction phase has also been considered. 

Table 7 Computational Time 

Stages Fingerprints Irises 

Pre-processing 4.60 sec 3.56sec 

Matching 0.37 sec 

9.4   The Embedded Multimodal Sensor for Fingerprint  
Recognition 

An Automatic Fingerprint Authentication System (AFAS) consists of three main 
processing steps: image acquisition, feature extraction, and biometric template match-
ing. In the first phase, a sensor scans and acquires the fingerprint image. Successively a  
 

 
Fig. 14 The described block scheme of proposed the multimodal authentication system. The 
gray blocks draw attention to the main modules of the proposed system: the Micro-
Characteristics Based Authentication Module (MicroCBA Module) and the Macro-
Characteristics Based Authentication Module (MacroCBA Module). 
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vector of features, containing information about the micro and/or the macro features 
will be extracted. In many cases, this step is preceded by a pre-processing phase in 
order to enhance fingerprint image quality. Finally, a matching score is used to quanti-
fy the similarity degree between the input image and the stored templates. Generally, a 
threshold based process is used to accept or reject a user. 

The proposed system architecture is composed of two AFAS modules based on 
micro and macro features, respectively. Result fusion is realized combining the 
matching score of both AFASs in order to obtain an overall matching score. 

As depicted in Figure 14, the Fingerprint Singularity Points Extraction Module 
processes an acquired fingerprint image in order to extract useful information 
(presence, number, and position) on core and delta points. 

Fingerprint image as well as singularity point information is used as inputs of 
both Micro-CBA and Macro-CBA Modules. The first one uses singularity point 
information for fingerprint registration and performs fingerprint templates match-
ing using minutiae type and position (micro-features), while the second one  
performs fingerprint templates matching using only the directional image of the 
original fingerprint and the singularity point information. Fingerprint templates are 
encrypted before their storage. The unimodal matching scores are finally com-
bined to obtain the overall matching score. However, singularity point detections 
can fail, since fingerprint could be corrupted, broken or the fingerprint has not 
core and delta points (i.e. it belongs to the Arch class). In this case, the Micro-
CBA Module performs fingerprint templates matching using only minutiae infor-
mation without fingerprint registration, while the Macro-CBA Module will give 
zero as matching. For this reason, the overall matching score is obtained using 
different weights for the two AFASs. 

The Minutiae-Based Matching Algorithm 
An ideal matching system should be immune to fingerprint translation, rotation and 
non-linear deformation issues. For this reason, singularity point information is 
checked before running the fingerprint matching algorithm. As pointed out before, 
singularity points presence and position could be used for fingerprint pair registra-
tion before evaluating the matching score. However, if no singularity points are 
extracted, the template matching algorithm will be performed on the set of extracted 
minutiae without any registration step and fingerprint deformation reduction. 

With more details, template matching algorithm is based on extracted micro-
features (minutiae spatial coordinates and ridge direction) and involves a finger-
print pair composed by the acquired fingerprint and the stored template. So, the 
on-line acquired fingerprint image is tentatively registered. Successively, a win-
dow, centered on the minutiae position, is considered to reduce deformation prob-
lems, when and only when core and delta points are detected.  

Finally a comparison between correspondent windows in each fingerprint pair is 
performed. The Micro_Score will be the percentage of correct matched minutiae. 

The Singularity Points-Based Matching Algorithm 
The proposed algorithm receives as input the coordinates of the core and delta 
points and the directional image. If no singularity points have been detected and 
extracted, the matching score will be equal to zero. Otherwise, singularity regions 
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will be analyzed through singularity regions analysis and topological relations 
analysis: 

• Singularity region analysis: the algorithm receives the directional image and 
the decrypted stored template as inputs. If the fingerprint-template pair has at 
least two singularity points of the same type (core-core or delta-delta), the pro-
cedure starts with an error computation, depending on the two directional im-
age differences; 

• Topological relation analysis: If the fingerprint-template pair has at least four 
singularity points, the procedure starts selecting singularity point neighbor-
hoods with the minimum relative distance (the minimum distance is chosen to 
reduce distortion effects). The Euclidean distances between the same type of 
singularity points (core-core or delta-delta) are then calculated. If these dis-
tances are under a tolerance threshold (reduced distortion effects), all possible 
relative distances between the selected singularity points are computed and ana-
lyzed to extract the error measure (the pair with the lowest error is chosen). 
Since the distance between two singularity points is invariant with respect to 
roto-translations changes, the singularity point extraction can be performed 
without an images registration phase. The previous error measures are then 
combined to obtain the overall Macro_Score index. Since procedures and tech-
niques to obtain the single error measure are different, a weighted sum of these 
errors is implemented, using the values depicted in Table 8, to obtain the over-
all Macro_Score index (the analysis of topological relations gives the highest 
contribution since it involves topological information of the core and delta  
regions). 

Table 8 The used weights in the Macro-CBA module error measures. The measures come 
from the core analysis procedure, delta analysis procedure, and topological relation analysis 
procedure. 

Process 
Core  

analysis 

Delta  

analysis 

Topological relation  

analysis 

Weight value 0.35 0.20 0.45 

The Matching Score Level Fusion Module 
The Matching Score Level Fusion Module computes the overall matching score 
combining the two unimodal subsystem matching scores. Since the Micro-CBA 
Module and the Macro-CBA Module are based on different techniques and para-
meters to determine the unimodal matching score, a weighted sum, with two dif-
ferent weights, has been used to obtain the overall matching score.  

Experimental trials have demonstrated that the best performance, in terms of 
FAR and FRR indexes, is obtained using the following formula:                                0.6 0.4    (2) 
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Prototype Accuracy 
The used FVC2002/DB2B database [33] is composed by gray scale fingerprint im-
ages captured by an optical sensor (see Table 1). This database is composed of 80 
images of 296x560 pixels, collected from 10 people (8 acquisitions for each person). 

Table 9 shows the FAR and FRR indexes obtained by the Micro-CBA module 
and the Macro-CBA module, respectively. In the same table the FAR and FRR 
indexes of the multimodal system are also listed.  

Table 9 Recognition results of the unimodal Micro-CBA module, of the unimodal Macro-
CBA module, and of the final multimodal system 

Authentication rates 

on FVC database 
FAR (%) FRR (%) 

Macro-CBA Module 2.56 18.92 

Micro-CBA Module 1.52 20.35 

Multimodal System 1.07 10.71 

 
FAR and FRR of Micro-CBA Module have been obtained using 12 coincident 

minutiae for each processed fingerprint pair, as suggested by the FBI. FAR and 
FRR of Macro-CBA Module have been computed when the 60% of the directional 
field of each processed pair is coincident [8]. 

Multimodal system enhanced accuracy is due to the possibility to correct the 
wrong results of the first unimodal system using the results achieved by the 
second unimodal system and vice versa. 

Hardware implementation precision shows the same accuracy of the corres-
ponding software system in terms of FAR and FRR. However, fingerprint 
processing on the hardware device shows an overall 8x speed-up factor (see  
Table 10). 

Execution Times 
The algorithm implementation on FPGA achieves the performance of highly com-
petitive systems. The proposed recognition system takes advantage of FPGA tech-
nologies and introduces interesting characteristics considering algorithms used and 
performance achieved. Table 10 shows the execution times necessary to perform 
every single authentication task with a working frequency of 25.175 MHz. 

Table 10 Execution times of each phase and the relative speed-up factor. The working 
frequency is 25.175 MHz. 

Module 
Pre-processing 

(ms) 

Matching 

(ms) 

Total time 

(ms) 

Speed-Up  

Factor 

Micro-CBA 514.1 
3.62 

517.72 8X 

Macro-CBA 34.8 38.42 3X 
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The speed-up factors refer to the number of cycles of a general purpose Intel 
P4@3.00GHz with 2 GB of RAM. The low working frequency suggests interest-
ing considerations for the employment on the embedded recognizer in portable 
devices, since one of the techniques used to reduce device power consumption is 
to have a low working frequency with an adequate processing time for the device. 

10   Comparisons and Discussions 

In this chapter two multimodal biometric identification systems have been pre-
sented. With more details, a template-level fusion method for a multimodal  
biometric system based on fingerprints and irises has been described. The used 
approach for fingerprint and iris segmentation, coding, and matching has been 
tested using the official FVC2002 DB2A fingerprint database and the BATH iris 
database. Even if, the frequency-based approach, using fingerprint (pseudo) singu-
larity point information, introduces an error on system recognition accuracy, the 
achieved recognition results have shown an interesting performance if compared 
with the literature approaches on similar datasets. On the other hand, in the fre-
quency-based approach, it is very difficult to use the classical minutiae informa-
tion, due to its great number. In this case, the frequency-based approach should 
consider a high number of ROIs, resulting in the whole fingerprint image coding, 
and consequently, in high-dimensional feature vector. 

In order to test the effectiveness of the described multimodal approach, several 
datasets have been used. Firstly, two different multimodal systems have been 
tested and compared with the standard FVC2002 DB2B fingerprint image data-
base and the BATH-S1 iris image database: the former was based on a matching-
score-level fusion technique, while the latter was based on the proposed  
template-level fusion technique. The obtained results show that the proposed tem-
plate-level fusion technique carries out an enhanced system showing interesting 
results in terms of FAR and FRR indexes. The aforementioned result suggests that 
the template-level fusion gives better performance than the matching-score-level 
fusion. This statement confirms the results presented in [38]. In this paper, Khalifa 
and Amara proposed the results of four different fusions of modalities at different 
levels for two unimodal biometric verification systems, based on offline signature 
and handwriting. However, the better result was obtained using a fusion strategy at 
the feature-extraction level. In conclusion, when a fusion strategy is performed at 
the feature-extraction level, a homogeneous template is generated, so that a uni-
fied matching algorithm is used, at which time the corresponding multimodal 
identification system shows better results when compared to the result achieved 
using other fusion strategies. Lastly, several 50-users’ databases have been gener-
ated, combining the available FVC2002 DB2A fingerprint database and the 
BATH iris database. The achieved results show uniform performance on the used 
datasets. In literature, few multimodal biometric systems based on template-level 
fusion have been published, rendering it is very difficult to comment and analyze 
the experimental results reported in this chapter.  
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Concerning the iris identification system, the achieved performance can be con-
sidered very interesting when compared with the results of different approaches 
found in literature on the same dataset or similar dataset. A novel technique for 
iris recognition using texture and phase features is proposed in [37]. Texture fea-
tures are extracted on the normalized iris strip using Haar Wavelet, while phase 
features are obtained using Log-Gabor Wavelet. The matching scores generated 
from individual modules are combined using the sum of their score technique. The 
system is tested on the BATH database giving an accuracy of 95.62%. The com-
bined system at a matching-score-level fusion increased the system performance 
with FAR = 0.36% and FRR = 8.38%. 

Besbes et al. [39] proposed a multimodal biometric system using fingerprint 
and iris features. They use a hybrid approach based on: 1) fingerprint minutiae 
extraction and 2) iris template encoding through a mathematical representation of 
the extracted iris region. However, no experimental results have been reported in 
their paper.  

F. Yang et al. [40] proposed a mixed multimodal system based on features fu-
sion and matching-score fusion. The paper presents the overall result of the entire 
system of self-constructed, proprietary databases. The paper reports the ROC 
graph with the unimodal and the multimodal system results. The ROC curves 
show the improvements introduced by the adopted fusion strategy. No FAR and 
FRR values are reported. 

Table 11 Comparison between multimodal systems recognition rates between our and 
literature ones 

 
 

System Database Feature 
Fusion  

Level 

FAR 

(%) 

FRR 

(%) 

EER 

(%) 

Mehrotra 

et al. [37] 
BATH IRIS 

Score 
Level 0.36 8.38 N/A 

Khalifa 

et al. [38] 
Proprietary DBs 

Signature +  

Handwriting 

Decision 
Level N/A N/A 3.80 

Signature +  

Handwriting 

Score 
level N/A N/A 2.65 

Signature +  

Handwriting 

Feature 
Extraction level N/A N/A 2.60 

Signature +  

Handwriting 

Signal 
level N/A N/A 6.05 

Our 

Systems 

FVC2002 + 

BATH subset 

Iris + 

Fingerprint 

Template 
level 0 5.71 2.36 

FVC2002 DB2A + 

BATH 

Iris + 

Fingerprint 

Template 
level 0 7.28÷9.7 3.17÷5.76 
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Table 11 reports the comparison between multimodal systems recognition rates 
between our and literature ones. 

Moreover, in this chapter, an embedded biometric sensor prototyped on FPGA 
has been outlined. The embedded recognizer, using FPGA technology, a smart-
card read/write device, and the AES algorithm to cipher the biometric template, 
shows interesting results in terms of recognition rates. So, fingerprint processing 
modules have been implemented in a hardware embedded device to hide several 
biometric authentication system attack points [7], [8]. The prototyped access-point 
has been tested using the official FVC2002_DB2B fingerprint database and two 
proprietary databases, made through two different sensor technology acquisitions 
So, fingerprint processing modules have been implemented in a hardware embed-
ded device to hide several biometric authentication system attack points [7], [8]. 
The prototyped access-point has been tested using the official FVC2002_DB2B 
fingerprint database and two proprietary databases, made through two different 
sensor technology acquisitions. For example, in [41], the authors proposed an 
implementation of a hardware identification system. However, the fingerprint 
matching phase was not developed and presented, so that no direct comparison 
with this work can be made. The remaining fingerprint processing tasks were im-
plemented in an FPGA device with a clock frequency of 27.65 MHz and a 
processing time of 589.6 ms. Compared with this system, the achieved execution 
times denote a high performance level. 

In [41] Bonato et al. proposed a hardware system using a pipeline technique to 
increase the final output. The needed fingerprint pre-processing tasks had been 
implemented on the Altera FLEX10KE FPGA. Initially, a Gaussian filtering is 
used to enhance fingerprint quality and an edge-detection algorithm is applied to 
segment fingerprint ridges. Finally, a thinning algorithm is applied before minu-
tiae localization. The processing time takes 306.93 ms. However, fingerprint 
matching time was not reported by the authors. 

In [42] Schaumont et al. developed an embedded device for fingerprint match-
ing operations. ThumbPod uses multiple levels of programming (Java, C and 
hardware) with a hierarchy of programmable architectures (KVM on top of a 
SPARC core on top of an FPGA). The bottom system layer is composed of a Xi-
linx Virtex-II XC2V1000 FPGA, on which the authors configured a soft-core 
processor with two hardware co-processors. In addition an encryption processor 
and a Discrete Fourier Transform signal processor provide acceleration for the 
computational critical components. The authors evaluated its implementation by 
means of FAR (0.01%) and FRR (0.5%) indexes. However, no description and 
details of the used databases are reported in the paper. Average execution time is 
in the range 4-6 seconds. 

In [43] Miyazawa et al. presented a DSP prototype implementation of a pre-
viously proposed phase-based matching algorithm for iris recognition. The authors 
implemented a compact version of their method on the hardware device and eva-
luated their approach using the CASIA database. The authors reported either the 
ROC (Receiver Operating Characteristic) curve or the EER (Equal Error Rate) 
index. Analyzing their results, the system shows the following indexes: 
EER=8.3%, FMR (False Match Rate)= 0%, FNMR (False Non-Match Rate)=25%. 
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The overall iris recognition procedure takes 1 second on the DSP device (Texas 
Instruments TMS320DM641, 400MHz). 

In [44] the design of embedded multimodal biometric systems is analyzed by 
Yoo et al. The authors have implemented a real-time system using a hardware 
platform composed of a low power ARM920T S3C2440A (400MHz) core proces-
sor and a connected Xilinx XC3S4000 FPGA. Initially, the system was imple-
mented on the ARM processor and then the most time-consuming biometric  
system components were implemented on FPGA. They used the ETRI face data-
base, the CASIA V.1.0 iris image database, and the FVC 2004 DB3 fingerprint 
database to test the performance of each single unimodal biometric system by 
mean of the EER index. The presented results show EER=1.50% of the face-based 
identification system, EER=1.68% for the iris-based identification system, and 
EER=4.53% for the fingerprint-based identification system. Execution times are 
1.2 Sec, 1.0 Sec, and 1.8 Sec, respectively. No fusion techniques and results were 
presented in the multimodal system.  

Table 12 reports the comparison between embedded systems recognition rates 
between our and literature ones. 

Table 12 Comparison between embedded systems recognition rates between our and litera-
ture ones 

Sensor Type Trait Database 
FAR 

(%) 

FRR 

(%) 

ERR 

(%) 

Bonato 

et al. [41] 
Unimodal Fingerprint Proprietary N/A N/A N/A 

Schaumont 

et al. [42] 
Unimodal Fingerprint Proprietary 0.01 0.50 N/A 

Miyazawa 

et al. [43] 
Unimodal Iris CASIA 0.00 25.00 8.30 

Yoo 

et al. [44] 
Unimodal 

Face ETRI 

N/A N/A 

1.50 

Iris CASIA 1.68 

Fingerprint FVC2004 4.53 

Our  

Sensor 
Multimodal Fingerprint FVC2002 1.07 10.71 N/A 

11   Conclusions 

In the development of heterogeneous applications for workstation network, for 
mobile and portable systems and devices relating to all collaborative and perva-
sive computational technology, authentication systems represent the first step  
to enable data, resources, and service access protection. In this chapter, a  
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template-level fusion algorithm working on a unified biometric descriptor has 
been presented. In addition, a prototyped embedded multimodal biometric sensor 
has been described, outlined and tested. The fingerprint/iris multimodal biometric 
system has been tested on different congruent datasets obtained by the official 
FVC2002 DB2 fingerprint database and the BATH iris database. The first test 
conducted on ten users has resulted in FAR = 0% and FRR = 5.71%, while tests 
conducted on the FVC2002 DB2A and BATH databases resulted in an FAR = 0% 
and an FRR = 7.28% ÷ 9.7%. The embedded biometric system has been tested on 
the official FVC2002 DB2B fingerprint database resulting in FAR = 1.07% and 
FRR = 10.71%. The final embedded multimodal biometric prototype shows a 
speed-up factor of 8x respect to software implementation and showing the same 
accuracy in terms of FAR and FRR. On the other hand, Internet of Things will 
involve a heterogeneous set of interacting devices to enable innovative global and 
local applications and services for users. The authentication ‘thing’ will be an 
embedded sensor able to acquire and compare biometric traits for user authentica-
tion. However, the use of heterogeneous devices should evolve into a more struc-
tured set of solutions, where ‘things’ communicate with other entities and they are 
closely integrated with Internet hosts, infrastructure, and services. 

References 

1. Karume, S.M., Omieno, K.K.: Synergizing E-infrastructures Initiatives to Foster e-
Research in HigherEducation Institutions in Africa. Journal of Emerging Trends in 
Computing and Information Sciences 2(11), 632–640 (2011) ISSN 2079-8407 

2. Conti, V., Militello, C., Sorbello, F., Vitabile, S.: A Frequency-based Approach for 
Features Fusion in Fingerprint and Iris Multimodal Biometric Identification Systems. 
IEEE Transactions on Systems, Man, and Cybernetics (SMC) Part C: Applications & 
Reviews, 384–395, doi:10.1109/TSMCC.2010.2045374, ISSN: 1094-6977 

3. Militello, C., Conti, V., Vitabile, S., Sorbello, F.: An Embedded Iris Recognizer for 
Portable and Mobile Devices. Special Issue on "Frontiers in Complex, Intelligent and 
Software Intensive Systems" of International Journal of Computer Systems Science 
and Engineering  25(2), 33–45 (2010) 

4. Conti, V., Militello, C., Vitabile, S., Sorbello, F.: A Multimodal Technique for an Em-
bedded Fingerprint Recognizer in Mobile Payment Systems. International Journal on 
Mobile Information Systems 5(2), 105–124 (2009), doi:10.3233/MIS-2009-0076, 
ISSN: 1574-017X 

5. Vitabile, S., Conti, V., Lentini, G., Sorbello, F.: An Intelligent Sensor for Fingerprint 
Recognition. In: Yang, L.T., Amamiya, M., Liu, Z., Guo, M., Rammig, F.J. (eds.) 
EUC 2005. LNCS, vol. 3824, pp. 27–36. Springer, Heidelberg (2005) 

6. Militello, C., Conti, V., Vitabile, S., Sorbello, F.: Embedded Access Points for Trusted 
Data and Resources Access in HPC Systems. The Journal of Supercomputing, - Spe-
cial Issue on High Performance Trusted Computing 55(1), 4–27, doi:DOI: 
10.1007s11227-009-0379-1, ISSN (Print): 0920-8542, ISSN (Online): 1573-0484 

7. Ambalakat, P.: Security of Biometric Authentication Systems. 21st Computer Science 
Seminar. SA1-T1-1. Page 2, http://www.rh.edu/~rhb/cs_ 
seminar_2005/SessionA1/ambalakat.pdf 

8. UK Biometrics Working Group(BWG): Biometrics Security Concerns (2003) 



Fingerprint and Iris Based Authentication 461
 

9. Michener, J.R., Acar, T.: Security domains: key management in large-scale systems. 
Software IEEE 17(5), 52–58 (2000), doi:10.1109/52.877864, ISSN: 0740-7459 

10. Nielsen, R., Hamilton, B.A.: Observations from the Deployment of a Large Scale PKI. 
In: 4th Annual PKI R&D Workshop: Multiple Paths to Trust, April 19-21. NIST, Gai-
thersburg MD (2005) 

11. Jain, A.: On-Line Fingerprint Verification. IEEE Transaction on Pattern Analysis and 
Machine Intelligence 19(4), 302–314 (1997) 

12. Flom, L., Safir, A.: Iris Recognition System, United States Patent No. 4,641,349, (is-
sued March 2, 1987) U.S. Government Printing Office, Washington DC (1987) 

13. Daugman, J.G.: High Confidence Visual Recognition of Persons by a Test of Statistic-
al Independence. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 15(11), 1148–1161 (1993) 

14. Field, D.J.: Relations between the statistics of natural images and the response profiles 
of cortical cells. Journal of the Optical Society of America (1987) 

15. Masek, L.: Recognition of human Iris patterns for biometric identification. Master’s 
thesis, Univ. Western Australia, Australia (2003),  
http://www.csse.uwa.edu.au/-pk/studentprojects/libor/  
(November 2009) 

16. Thai, R.: Fingerprint Image Enhancement and Minutiae Extraction. PhD Thesis, The 
University of Western Australia (2003) 

17. Mehtre, B.M.: Fingerprint image analysis for automatic identification. Machine Vision 
and Applications 6(2), 124–139 (1993) 

18. Zhang, T.Y., Suen, C.Y.: A fast parallel algorithm for thinning digital patterns. Comm. 
ACM. 27(3), 236–239 (1984) 

19. Conti, V., Militello, C., Vitabile, S., Sorbello, F.: Introducing Pseudo-Singularity 
Points for Efficient Fingerprints Classification and Recognition. In: 4thInternational 
Conference on Complex, Intelligent and Software Intensive Systems (CISIS 2010), 
February 15-8, pp. 368–375. Andrzej FryczModrzewski Cracow College, Krakow 
(2010), doi:doi:10.1109/CISIS.2010.134 

20. Karu, K., Jain, A.K.: Fingerprint classification. Pattern Recognition 29(3), 389–404 
(1996) 

21. Wildes, R.P.: Iris Recognition: An Emerging Biometric Technology. In: Proc. of the 
IEEE 85(9), 1348–1363 (1997) 

22. Wildes, R.P., Asmuth, J.C., Green, G.L., Hsu, S.C., Kolczynski, R.J., Matey, J.R., 
McBride, S.E.: A System for Automated Iris Recognition. In: Proc. of the 2nd IEEE 
Workshop Applications of Computer Vision, Sarasota, FL, December 5–7, pp. 121–
128 (1994) 

23. Sanchez-Reillo, R., Sanchez-Avila, C., de Martin-Roche, D.: Iris Recognition for 
Biometric Identification using Dyadic Wavelet Transform Zero – Crossing. In: 2001 
IEEE 35th International Carnahan Conference on Security Technology, London, Octo-
ber 16-19, pp. 272–277 (2001) 

24. Sanchez-Reillo, R., Sanchez-Avila, C.: Iris Recognition with Low Template Size. In: 
Proc.of International Conference Audio and Video – Based Biometric Person Authen-
tication, pp. 324–329 (2001) 

25. Sanchez-Reillo, R., Sanchez-Avila, C., de Martin-Roche, D.: Iris – Based Biometric 
Recognition using Dyadic Wavelet Transform. IEEE Aerospace and Electronic Sys-
tems Magazine, 3–6 (October 2002) 

26. Canny, J.: A Computational Approach to Edge Detection. IEEE Transactions on Pat-
tern Analysis and Machine Intelligence 8, 679–698 

27. PohHoonThian, N., Bengio, S., Korczak, J.: A Multi-Sample Multi-Source Model For 
Biometric Authentication. In: Proc. of IDIAP (April 2002) 



462 V. Conti et al.
 

28. Jain, A.K., Hong, L., Kulkarni, Y.: A Multimodal Biometric System Using Finger-
print, Face and Speech. In: Conference on Audio-Video based Biometric Person Au-
thentication (1999) 

29. Bubeck, M.: MultibiometricAutentication. Term Project CS574, San Diego State Uni-
versity (Spring 2003) 

30. Maltoni, D., Maio, D., Jain, A.K., Prabhakar, S.: Handbook of Fingerprint Recogni-
tion. Springer (2003) 

31. Ross, A., Jain, A.: Information fusion in biometrics. Pattern Recognition Letters 24, 
2115–2125 (2003) 

32. Daugman, J.: How iris recognition works. IEEE Trans. Circuits Syst. Video Tech-
nol. 14(1), 21–30 (2004), doi:10.1109/TCSVT.2003.818350 

33. FVC (2002), http://bias.csr.unibo.it/fvc2002/databases.asp 
34. BATH, http://www.bath.ac.uk/eleceng/research/sipg/irisweb/ 
35. Australian Society of Ophthalmologists, http://www.aso.asn.au/ 
36. Castro, M., Jara, A.J., Skarmeta, A.F.: An analysis of M2M platforms: challenges and 

opportunities for the Internet of Things. In: 2012 Sixth International Conference on In-
novative Mobile and Internet Services in Ubiquitous Computing (2012) 

37. Mehrotra, H., Majhi, B., Gupta, P.: Multi-algorithmic Iris authentication system. Pre-
sented at the World Acad. Sci., Eng. Technol., Buenos Aires, Argentina 34 (2008) 
ISSN 2070-3740 

38. Khalifa, A.B., Amara, N.E.B.: Bimodal biometric verification with different fusion le-
vels. In: Proc. 6th Int. Multi-Conf. Syst., Signals Devices, SSD 2009, pp. 1–6 (2009), 
doi:10.1109/SSD.2009.4956731. 

39. Besbes, F., Trichili, H., Solaiman, B.: Multimodal biometric system based on finger-
print identification and Iris recognition. In: Proc. 3rd Int. IEEE Conf. Inf. Commun. 
Technol.: From Theory to Applications (ICTTA 2008), pp. 1–5 (2008), 
doi:10.1109/ICTTA.2008.4530129 

40. Yang, F., Ma, B.: A new mixed-mode biometrics information fusion based-on finger-
print, hand-geometry and palm-print. In: Proc. 4th Int. IEEE Conf. Image Graph, pp. 
689–693 (2007), doi:10.1109/ICIG.2007.39 

41. Bonato, L.V., Molz, R.F., Furtado, J.C., Ferro, M.F., Moraes, F.G. Design of a finger-
print system using a hardware/software environment. In: Proc. of the 2003 
ACM/SIGDA 11th International Symposium on Field Programmable Gate Arrays 
(2003a) ISBN:1-58113-651-X 

42. Schaumont, P., Sakiyama, K., Fan, Y., Hwang, D., Yang, S., Hodjat, A., Lai, B., Ver-
bauwhede, I.: Testing ThumbPod: Softcore bugs are hard to find. In: 8th IEEE Interna-
tional High-Level Design Validation and Test Workshop, pp. 77–82 (2003) ISBN:0-
7803-8236-6  

43. Miyazawa, K., Ito, K., Aok, T., Kobayashi, K., Katsumata, A.: An Iris Recognition 
System Using Phase-Based Image Matching. In: IEEE International Conference on 
Image Processing, pp. 325–328 (2006) 

44. Yoo, J.H., Ko, J.G., Chung, Y.S., Jung, S.U., Kim, K.H., Moon, K.Y., Chung, K.: De-
sign of Embedded Multimodal Biometric Systems. In: 3rd International IEEE Confe-
rence on Signal-Image Technologies and Internet-Based System, pp. 1058–1062 
(2007), doi:10.1109/SITIS.2007.130 

45. Daemen, J., Rijmen, V.: AES proposal: Rijndael. From web  
http://csrc.nist.gov/encryption/aes/round2/AESAlgs/ 
Rijndael/Rijndael.pdf 

 
 



Author Index

Abawajy, Jemal      143 
Agnello, Luca      433 
Amato, F.      391 
Ambrosio, Ron      189 
Asimakopoulou, Eleana     89 
Atif, Yacine     1 
 
Barrero, Federico     89 
Bessis, Nik     89 
Biba, Marenglen     369 
Bijwaard, Dennis J.A.     115 
Bokma, A.     413 
Brevi, D.     233 
 
Callaghan, Vic     321 
Caragnano, G.     233 
Conti, Vincenzo     433 
Cozzetti, H.A.     233 
Cristea, Valentin     25 
 
Delgado, Jose     51 
Dobre, Ciprian     25 
Dooley, James     321 
 
Eertink, Henk     115 
 
Fernando, Harinda     143 
Fujihara, Akihiro     207 
 
Goga, K.     233 
 
Hagras, Hani     321 
Havinga, Paul J.M.     115 
Henson, Martin     321 
Huang, Lican     257 
 
 
 
 
 
 

Kaldoudi, E.     413 
Koumpis, Adamantios     413 
Kryvinska, Natalia     167 
 
Maamar, Zakaria     1 
Mathew, Sujith Samuel     1 
Mazzeo, A.     391 
Miwa, Hiroyoshi     207 
Moscato, V.     391 
Mossucca, L.     233 
 
Picariello, A.     391 
Pop, Florin     25 
Pournaras, Evangelos     189 
 
Rajdho, Akil     369 
Reina, Daniel G.     89 
 
Scopigno, R.     233 
Sen, Jaydip     279 
Sheng, Quan Z.     1 
Sorbello, Filippo     433 
Strauss, Christine     167 
 
Tektonidis, D.     413 
Terzo, O.     233 
Toral, Sergio L.     89 
 
Vitabile, Salvatore     433 
 
Warnier, Martijn     189 
 
Yao, Mark     189 
 
Zarri, Gian Piero     345 
 
 
 
 
 



Subject Index 467
 

Subject Index

6A connectivity   29 
6LoWPAN   9 
 
A 
 
accuracy   406, 407 
activity   394, 398, 399, 401, 405 
actors   394 
adaptable pervasive flows   35 
adaptive home   325 
adoption   392 
advisory services   414 
agent   326, 327, 329, 332, 335,  

338, 340 
agent technologies   420 
aggregation and semantic services   42 
AJAX   14 
Albanian language   371 
Albanian Stemmer   379 
alerting emergency services   414 
algorithm   402, 404, 405, 406, 409 
allocation   193, 198, 199, 202 
ALSOS-ICS   189, 191 
Amazon EC2   246 
Amazon Machine Image   246 
Amazon Web Services   246 
Ambient Assisted Living (AAL)   345, 

347, 348, 356, 360, 361, 365 
Ambient Classrooms   16 
Ambient Intelligence   234 
Ambient Intelligence (AmI)   323, 327, 

340 
Ambient Meter   18 
Ambient Spaces   1, 15 
Apache Hadoop   381 
Apache Mahout   369 
 
 

application 
adaptive   116 
areas   121 

application   329, 332, 391, 392, 394, 
395, 399, 400, 401, 405, 406 

approach   391, 393, 395, 396, 397, 398, 
399, 405, 409 

archives   391 
Arduino   341 
area   396, 400 
art   398 
artist   404 
Atraco Project   334 
attacks 

replay, communication and database    
    434, 445 

attributes   400 
audio   391, 392, 393 
availability   391, 392 
aware home   325 
 

B 
 

backup generator   190, 194, 202 
Basic Patient Privacy Consent (BPPC)   

417 
battery   194 
Bayesian network   33 
behavior   394, 395, 396, 402 
behaviour   345, 347-349, 351, 353,  

354, 358, 359, 360, 362, 364, 365, 
391-393, 398, 404, 405, 409 

binary knowledge representation   355 
binary stream   74 
binding   189-191, 203 
biometric authentication systems   433, 

434, 439 
 
 



466 Subject Index
 

blackout   194, 200, 203 
BPEL   64 
browserver   84 
browsing   391, 392, 393, 396, 397, 398, 

399, 401, 402, 403, 404, 405, 406, 
407, 409 

browsing activities   391, 392, 393, 398, 
399, 401 

business services delivery   167 
BuzzBoard   341 
 

C 
 

CAM Messages   241 
CAPIM   36 
Cartography   398 
cascading failure   194, 198-200 
case of study   399 
case studies   180 
catalogues   391 
choreography   59 
circuit breaker   197 
cloud computing   29, 174, 236, 241, 

246, 370 
clustering   397 
collaborative   394, 395, 397 
collaborative Filtering   394 
collections of data   391 
combination   403, 404, 406 
commonalities   394 
communication   392 
community   391, 393, 394, 395, 397, 

402, 404, 409 
community clouds   374 
Complementary Cumulative  

Distribution Function (CCDF)   212 
complex and resource-intensive  

applications on constrained  
devices   110 

compliance   65 
components   397, 404, 405 
composite applications   170, 171 
composition of context information   32 
computation   404 
computational intelligence   189, 190, 

193, 203, 204 
computing   392, 396 
concept   346, 348, 349, 351, 353, 354, 

355, 356, 357, 392, 395, 396, 399, 
400, 401 

conceptual level   345, 348, 352, 356, 
357, 362, 364 

conceptual model   177 
conformance   65 
connectivity   392 
connectivity phenomena   355 
Constrained Application Protocol 

(CoAP)   5 
Constrained RESTful Environments 

(CoRE)   5 
contact frequency   212 
content   391, 393, 394, 395, 396, 397, 

398, 403 
content based recommender systems   

394 
context 

location   116 
sensing   120 
sharing   136 
source   116 

context   28, 391-402, 404, 405, 407 
context manager   38 
context model   39 
context modeling   28 
context ontology   42 
context Synthesizer   398, 405 
context-aware infrastructure   35 
contextual information   396 
control application   190-192, 196, 197, 

203, 204 
control element   190, 191, 193 
control loop   190 
control reconfiguration   189, 190 
control system   190, 191 
Cooltown project   323 
coordinates   400 
coordination   195-197, 200, 201 
CSMA/CA   239 
cyber-attack   197 
cyber-physical system   189 
 

D 
 

data   391, 394, 395, 396, 397, 398, 400, 
401, 405, 407, 409 

declarative approach   31 
Delay Tolerant Network (DTN)   208 
delivery predictability   215 
demand-side energy management   199, 

202 



Subject Index 467
 

Dempster–Shafer theory (DST)   32 
dependable services   414 
deployment Models   373 
description   392 
development   392 
device   392, 399, 400 
digital libraries   391, 395 
digital reproductions   392, 405, 407 
directors   394 
disappearing computer   326 
disaster management   89, 413 
discovery   391, 397 
distributed computing   392 
distributed programming language   73 
distribution system   196, 197, 200 
documents   392, 393 
domain-specific ontologies   42 
 
E 
 
eBusiness   167 
EC2   246 
edge   402, 403 
eGadgets project   326 
eigenvector   404 
elasticity   242 
elderly at home problem   345, 359, 360, 

361, 365 
electrical vehicle   189, 190 
element   392, 403 
embedded devices   45 
embedded sensor   445 
embedded web servers   7 
energy efficient self-sustainable systems   

46 
entity   328, 329, 331, 340 
entity   399 
environmental conditions   400 
epidemic routing   208, 215, 223 
equation   403, 404 
ETSI   239 
evaluation   406, 407 
event-driven architecture   29 
events   345, 347, 348, 349, 351, 352, 

353, 354, 355, 356, 357, 358, 359, 
362, 365 

evolutionary techniques   46 
experimental results   394, 406, 407 
expertise   392 

F 
 
features   391, 392, 393, 394, 395, 396, 

397, 398, 402, 403, 404, 405, 408, 
409 

feedback   190 
feeder   197 
filter, storage and networking services   

38 
filtering   394, 395, 396, 397, 401, 404 
fingerprints 

macro-features   436 
matching   436, 453 
micro-features   435 
processing   437, 438 

First-In, First-Out (FIFO)   224 
FollowMe   335, 338 
FPGA Technology   458 
functional overview   394, 397 
functional roles   350, 351, 354, 355, 

357 
fusion level 

feature set fusion level   445 
matching score fusion level   444 

 
G 
 

Generalized World Entities (GWEs)   
345, 347, 348, 349, 350, 351, 352, 
353, 354, 355, 356, 357, 358, 359, 
360, 361, 362, 364, 365 

generation system   193, 194, 196 
GENIUS project   345, 347, 348, 349, 

350, 351, 352, 354, 355, 356, 357, 
358, 360, 364, 365 

genre   394, 404, 405, 408 
geographical   400 
global   403, 405 
gossiping   203 
grid computing   236 
 
H 
 

Hackerspace   325 
Hadoop cluster   385 
Hadoop common   382 
Hadoop Distributed File System 

(HDFS™)   382 
Hadoop MapReduce   382 
hardware   392 



468 Subject Index
 

Hidden Markov Models (HMMs)   33 
high availability   174, 182 
high-availability distributed SDPs   170 
high-level conceptual descriptions   349, 

351 
HL7   416 
HomeLab   325 
Homesick Lévy Walk (HLW)   209, 

211, 212 
Homesick Lévy Walk model   223 
Homesickness   209, 213 
HotSpot   335, 339 
HTML5   18 
HTTP   5 
humans   392 
humidity   397, 400, 404, 405, 407 
hybrid architecture   245 
hybrid cloud   235, 241 
hypermedia   392 
 
I 
 
IBM Enterprise Authorization Language 

(EPAL)   417 
iCare enhanced PHR Service   429 
iCare marketplace   424 
iCare Mobile   429 
iCare Semantic Discovery   429 
iCS   204 
identification   324, 328, 331 
identifier   400 
iDorm   326 
IEEE 802.15.4   27 
IHE   416 
image   403, 405, 406, 409 
importance   393, 396, 402, 403 
in information technology   391 
Independently and Identically  

Distributed (IID)   210 
individuals   391 
inferences (reasoning procedures)   345, 

347, 348, 349, 351, 353, 356, 357, 
358, 359, 362, 364, 365 

information   391, 392, 393, 394, 395, 
396, 397, 398, 400, 401, 404, 405, 406 

information integrator   398, 405 
information retrieval   370 
infrastructure as a service   246, 373 
instruments   400 

Intelligent Environment (IE)   323, 325 
interactions   391, 392 
inter-contact time   209, 210, 219 
internet   391, 392, 393 
internet house   325 
internet of media   234 
internet of people   234 
internet of services   234 
Internet of Things (IoT)   2, 25, 52, 167, 

189, 203, 207, 234, 236, 345-349, 
352, 354, 358, 360, 364, 370, 392, 
415, 433, 434 

Internet-of-Entities   329 
Internet-of-Things (IoT)   323, 324, 341 
interoperability framework   54 
interoperation   189, 190, 196, 204 
inter-space   328, 330 
intra-space   328, 330 
introduction   396, 403, 407 
IoT architecture   27 
IoT infrastructure   26 
IoT services   28 
IPv6 datagrams   27 
Iris   439 

macro-features   442 
matching   441 
micro-features   441, 443 
processing   441, 442 

iRoom (LIMSI)   325, 334 
iRoom (Stanford)   325 
islanding   194, 202 
iSpace   326, 333-335, 340 
issues   406 
 
J 
 
Java Micro Edition (JME)   204 
Jini   4 
 
K 
 

KnowItAll system   418 
knowledge base   397, 398, 405 
KVM   248 
 

L 
 

Large Scale IE (LSIE)   327 
large scale, distributed SDP   175 
large-scale systems   30 



Subject Index 469
 

lemmatization   376 
Lévy Flight (LF)   211 
Lévy Walk (LW)   211 
liberty alliance project   417 
light   400 
list   398, 402, 404, 405 
living lab   325, 333, 334 
load-balancing   193, 194 
local   396, 403 
location   391, 392, 394, 397, 398, 400, 

401, 405 
location   400 
long-distance travelling   209, 213 
loosely coupled   172 
low-level features   349, 350, 352, 353, 

357, 362 
 
M 
 
machine repair model   175 
machine to machine   236 
MapReduce plugin   386 
Mashups   14 
matrix   397, 403, 404, 405 
matter   394 
MavHome   325 
MaxProp   216, 223 
media access control (MAC)   27 
memory usage   253 
message protocol   67, 75 
metadata   396, 397, 404 
METEOR-S   419 
methods   394, 395 
micro-generation   189, 190, 203, 204 
Middleware   328, 329 
mining   396, 397 
minutiae 

terminal points and Bifurcation points    
436, 438 

Mobile Ad-hoc NETwork (MANET)   
208 

mobile data services   180 
mobile devices   396, 397, 400, 405 
mobile environment   391 
mobile opportunistic network   208 
mobile things   36 
mobile web services   182 
 
 

mobility 
management   126 
mobileIP   117 
of sessions   124, 135 
types   134 

mobility   236 
mobility and sharing 

multimedia   138 
networks   137 
sensors and actuators   137 

mobility models   208, 210 
mobility patterns   208 
model   393, 394, 395, 399, 400, 401, 

402 
monitoring services   414 
motivating example   392 
movies   394 
MS-Aloha   239 
multi-hop routing   223 
multi-level situation theory   31 
multimedia   391, 392, 393, 394, 395, 

396, 397, 399, 401, 402, 403, 405, 
406, 409 

multimodal recognition system   444, 
452 

multiple input multiple output   241 
museum   392, 393, 398, 399, 401, 405, 

406, 407, 408 
 
N 
 
N-ary knowledge representation   355 
natural language processing   374 
network 

IP   117 
mobility   117 
sensors and actuators   120 

network   391, 392,  393,395, 397, 405 
neural network   33 
news   391 
Next Generation Networks   236 
NKRL (Narrative Knowledge  

Representation Language)   350, 355, 
356, 358, 359, 361 

noise   400 
non-functional requirements   29 
non-spinning reserve   199, 202 
 
 



470 Subject Index
 

NS-2   240 
NS-3   240 
 
O 
 
OASIS Extensible Access Control 

Markup Language (XACML)   417 
object   391-393, 395-405, 408, 409 
OntoClean   418 
ontologies   32, 395, 396, 399 
ontology   399, 405, 418 
ontology (representation of the world)   

345, 348, 349, 351, 353, 354, 355, 
356, 357, 358, 362, 364 

Ontorule   420 
operating reserve   193, 198 
opinions   391, 394, 406 
optimal distribution of tasks   46 
optimal forwarding criterion   219, 229 
Optimal Forwarding Criterion  

Of Utility-based Routing with  
Sequential Encounters (OFCOURSE)   
209 

optimal stopping theory   209, 217, 219 
optimization   192, 196, 197 
OSGi   334 
OSS/BSS (Operations Support  

System/Business Support System)   
169 

overlay network   194, 201 
OWL-S   421 
 
P 
 
painting   392, 393, 396, 401, 405, 407, 

408, 409 
paintings similarity   392 
paradigm   392, 405 
pattern   402, 403 
Peer   328 
PEIS Home   325 
performance   392, 395, 407 
performance analysis   184, 250 
performances   392, 396, 409 
person   392, 398, 399, 400, 401,  

404 
pervasive   116 

application   116 
service   128 

service platform   127, 138 
session   132 
system   120 

pervasive computing   234 
PGS models   429 
PHEN project   326 
photo sharing   395 
physical space   392 
Physicalist approach   346, 347, 354, 

364 
PIM4SWS   421 
Placelab   325 
plain/static knowledge   345, 349, 354, 

355, 356, 357, 364 
planning   391, 393, 394, 399 
platform as a service   373 
policy   192, 196 
power flow   190, 193, 194, 196, 200 
power flow gate   199, 202 
power line   190, 193, 194, 198, 200 
power method   404 
power-law distribution   212 
preferences   392, 394, 395, 396, 398 
pressure   400 
private cloud   235, 246, 373 
problem   394, 395, 404 
profile   392, 394, 398, 409 
PRoPHET   215, 223 
prototyping   175 
providers   398, 405 
public cloud   235, 246, 374 
 
Q 
 
queuing theory   177 
 
R 
 
RADII   240 
radio frequency   240 
Radio Frequency Identification - RFID   

26 
ramp rate   199 
Random Walk (RW)   210 
Random Waypoint (RWP)   210 
randomness   208, 210 
Raspberry Pi   341 
rating   394, 395, 396, 397, 407 
real time   394 



Subject Index 471
 

real world   392 
recloser   197 
recommendation   391, 393, 394, 395, 

396, 397, 398, 399, 401, 402, 403, 
404, 405, 407, 409 

recommendation grade   403 
recommender system   391, 394, 395, 

397, 401, 406, 407, 409 
region   396 
regularity   208, 210 
relay   197 
Remore Terminal Unit (RTU)   197 
renewable energy resource   189, 190, 

204 
representation   30 
research   391, 392, 393, 406, 409 
research topic   391 
resource   54 
Resource Description Framework (RDF)   

418 
resource usage   252 
REST   60 
RESTful services   421 
RESTful Web Services   4 
restoration   200 
RFID   7, 323, 332, 338, 339, 346, 348, 

350, 351, 352 
robots   348, 349, 351, 354, 358, 361, 

362, 364 
robustness   189, 191, 193 
role   398, 400 
room   392, 393, 397, 398, 400, 401, 407 
rule based engines   420 
 
S 
 
scalability   239, 242 
scenario   391, 393, 396, 407, 409 
scheduling   233 
scheduling algorithm   248 
schema interoperability   64, 73 
SDP   184 
search   391, 401, 405 
Security Assertion Markup Language 

(SAML)   417 
semantic predicates   350, 354, 355, 357 
semantic similarity   404 
semantic wrappers   429 
semantic-based context model   42 

sensor   29, 391, 393, 397, 400, 401,  
405 

sensor predicate   31 
sensors/physical level   345, 346, 347, 

348, 349, 350, 351, 352, 354, 357, 
359, 360, 361, 362, 364 

serialization format   66, 74 
service   55, 128 
service availability   174 
service delivery platforms (SDPs)   167, 

169 
service implementation language   70 
service interoperability   58, 70 
Service-Oriented Architecture (SOA)   

4, 29, 169, 405, 420 
service platform   125, 138 
service web   51 
Service-Oriented Device Architecture 

(SODA)   6 
services   345, 348, 358, 365, 391,  

392 
services availability   172, 184 
session 

mobility   124, 135 
relationships   133 
sharing   136 
types   129 

shape   396, 397 
sharing   136 
SIL   70 
SIL Public Interface Descriptor   74 
silcodes   80 
similarity   394, 396, 402, 403, 404,  

405 
simple object access protocol (SOAP)   

420 
simulation   239, 249 
single-hop routing   223 
situation   30 
situation calculus   31 
small devices   392 
smart objects   26 
smart power grid   189, 190, 193, 203 
smart sensors   392, 394 
smart space   325 
smart things   8 
SmartBuilding   325 
SmartHome (Duke University)   325 
SmartHome (inHaus-Center)   325 



472 Subject Index
 

smartphones   36 
SOA   59, 172 
SOA-Based Internet   45 
SOAP   3 
social   393, 395, 396, 402 
social choice problem   393, 402 
software   392, 398 
software as a service   372 
solution   403 
space   327, 341, 392, 398 
space controller   329, 330 
spatial and temporal logic   31 
specification   30 
SPID   74, 81 
spinning reserve   199, 201, 202 
spray and wait routing   215, 223 
state   391, 393, 394, 398, 399 
stemming   376 
stemming algorithms   369 
stop word removal   377 
store-carry-forward scheme   208 
strategy   394, 397, 401, 404, 407, 408 
structural interoperability   65, 74 
structured/dynamic knowledge   345, 

349, 354, 355, 356, 357, 358, 362, 
364 

subject   392, 394, 404, 405, 407, 408 
substation   193, 197 
suggestions   391, 392, 395, 405, 409 
SUPER project   419 
Support Vector Machines (SVM)   34 
switch   193, 197 
switching   190, 193, 196 
SWRL   420 
system   391-399, 402, 404-409 
system maintenance   193, 197, 198 
system operator   189, 193, 197-199, 

201, 203 
system performance   174 
 
T 
 
tagging   324, 332, 338, 339 
task scheduler   248 
taxonomies   397 
techniques   394, 395, 396, 397, 398, 

407 
temperature   397, 398, 400, 401, 404, 

405, 407 

templates   350, 351, 355 
terms   392, 393, 395, 398, 401, 403, 

404, 407, 408 
text mining   369 
things   26 
TimeInterval   399, 401 
Tokenization   376 
tool   391, 404 
topology   195, 197 
transaction   55 
transmission system   194, 196, 200 
transmission zone   199, 202 
Truncated power-law distribution   210 
trust   19 
TrustBridge project   417 
 
U 
 
ubiquitous   392, 396 
Ubiquitous Computing (UC)   1, 234, 

322, 329 
Ubiquitous Networking   236 
UPnP   4, 333 
URI-like identifiers   350, 352, 356 
user   391, 392, 393, 394, 395, 396, 397, 

398, 399, 401, 403, 404, 405, 406, 
407, 408, 409 

user’s experience   392 
users   391, 392, 393, 394, 395, 396, 

397, 398, 400, 402, 405, 406, 407, 
408, 409 

utilities   394 
utility   394, 397 
utility-based routing   209 
 
V 
 
values   397, 400, 402, 404, 407, 408 
VANETs   233, 236-238 
vector   403, 404 
vehicle to cloud   239 
vehicle to grid   239 
vehicle to infrastructure   238 
vehicle to vehicle   238 
video   395, 397 
view   392, 394 
virtual appliance   332, 333 
virtual enterprises   168 
virtual machine   246 



Subject Index 473
 

virtual museums   391 
virtual things   346, 347, 348, 354 
virtual world   392 
virtualization   172, 173 
visitor   392 
 
W 
 
W3C languages   355, 356 
web   391, 392 
web 2.0   170, 171 
web of documents   51 
web of things   2, 52 
web of things applications   14 
web of things architecture   10 
Web Ontology Language (OWL)   34, 

418 
web services   3, 27, 180 
web sockets   15, 79 
web-enabled thing   2 
weight   402, 403 
Wi-Fi   2 

WIFI connection   392 
wireless   392, 405 
wireless personal area networks 

(WPANs)   27 
wireless sensor networks   236, 392 
workflow engine   37 
WS-* based Services   6 
WSDL-S   419 
WSMO   419, 421 
 
X 
 
XEN   246, 247 
 
Y 
 
Youpi   334 
 
Z 
 
Zeroconf   3 
ZigBee   27 

 
 
 
 
 
 


	Title
	Foreword
	Preface
	Acknowledgements
	Contents
	The Web of Things – Challenges and Enabling Technologies
	The Web – An Application Platform for Real-World Things
	Towards the Web of Things
	Technologies Driving the Web of Things

	Web of Things Architecture
	Integrating Things on the Web
	Frameworks for the Web of Things

	Building ‘Web of Things Applications
	The AJAX Technique
	Mashups - Composing Things on the Web
	Event Driven Approach

	Case Studies of Ambient Spaces
	Ambient Classrooms
	Ambient Meter

	Research Directions
	Conclusion
	References

	Context-Aware Environments for the Internet of Things
	Introduction to Internet of Things Infrastructure and Services
	Context Aware Internet of Things Infrastructure
	Situational Awareness
	Other Representation Approaches
	Architectural Issues
	CAPIM Infrastructure
	CAPIM Context Model
	Use Case

	Future Trends and Research Directions in Internet of Things Infrastructure and Services
	Conclusions and Remarks
	References

	Service Interoperability in the Internet of Things
	Introduction
	Background
	An Interoperability Framework
	Assessing Current Interoperability Technologies
	Service Interoperability
	Schema Interoperability
	Serialization Format
	Message Protocol

	Rethinking Interoperability
	An IoT Case Study Scenario
	Service Interoperability
	Schema Interoperability
	Serialization Format
	Message Protocol

	Assessing the New Approach
	Contrasting SIL and Related Technologies
	Implementation
	Migration Path

	Conclusions and Future Work
	References

	The Role of Ad Hoc Networks in the Internet of Things: A Case Scenario for Smart Environments
	Introduction
	Classification of Ad Hoc Networks
	Mobile Ad Hoc Networks (MANETs)
	Vehicular Ad Hoc Networks (VANETs)
	Wireless Sensor Networks (WSNs)
	Radio Frequency Identification (RFID)
	Near Field Communications (NFC)

	Routing Protocols for the IoT
	Towards an IoT Smart Environment
	The “thereuGO” Case Scenario
	A “thereuGO” IoT Model Architecture

	Conclusions
	References

	Challenges in Efficient Realtime Mobile Sharing
	Heterogeneous Networks
	IP Networks
	Wireless Sensor and Actuator Networks

	Multimedia Sessions
	Session Control
	Multimedia Session Mobility
	Multimedia Session Mobility versus MobileIP

	Federated Service Platforms
	Functionalities
	Mobility Management

	Pervasive Service Platforms
	Service Concept
	Session Concept
	Mobility
	Sharing of Content and Context

	Research Challenges and Progress
	Mobility and Sharing in Heterogeneous Networks
	Mobility and Sharing of WSANs
	Mobility and Sharing of Multimedia Sessions
	Service Platforms
	Pervasive Service Platforms

	Conclusion
	References

	Malware Detection and Prevention in RFID Systems
	Introduction
	SQL Injection Attacks
	Malware in RFID Systems
	Differences in Web Based and RFID SQLIA

	Related Work
	Policy Based RFID Malware Detection and Prevention
	Approach Overview
	Static Analysis
	Runtime Monitoring

	Query Structure Creation and Comparison
	Query Tokenization
	Query Structure Policy Generation
	Runtime Query Matching

	Security Evaluations
	RFID Tag Data Cleaning
	Query Structure Matching

	Conclusions and Future Work
	References

	Conceptual Model of Business Services Availability vs. Interoperability on Collaborative IoT-enabled eBusiness Platforms
	Introduction
	Contemporary Concepts, Architectures and Technologies to Support Effective IoT-enabled Business Services Delivery
	Enabling High Services Availability on SDP
	Hypothetical Model to Increase Service Availability on Distributed SDPs
	Numerical Patterns of the Model
	Literature Case Studies – Business Services Availability in the Collaborative Mobile Environment
	Conclusions
	References

	Organizational Control Reconfigurations for a Robust Smart Power Grid
	Introduction
	Dynamic I/O Binding Reconfigurations
	Application Scenarios
	Dynamic Load-Balancing of Power Lines
	Dynamic Switching of Power Flow
	Dynamic Allocation of Operating Reserves
	Dynamic Restoration After Blackout

	Discussion
	Conclusions and Future Work
	References

	Homesick L\'{e}vy Walk and Optimal Forwarding Criterion of Utility-Based Routing under Sequential Encounters
	Introduction
	Existing Mobility Models and Homesick L´evy Walk
	Random Walk
	Random Waypoint
	L´evy Flight and L´evy Walk
	Homesick L´evy Walk

	Routing Protocols in Delay Tolerant Networks
	Epidemic Routing
	Spray and Wait
	PRoPHET
	MaxProp

	Optimal Forwarding Criterion for Utility-Based Routing under Sequential Encounters
	Optimal Stopping Theory
	Proposed Routing Method

	Performance Evaluation
	Evaluation Measures
	Simulation Setup
	Simulation Results

	Conclusion
	Open Issues
	References

	Hybrid Cloud Architecture for VANET Simulations
	Introduction
	The Internet of Things and Cloud Computing
	Simulation of Ubiquitous Networks Over Cloud: Topicality in the IoT Paradigm

	VANET Networks: Characteristics and Scalability Issues
	Scalability of Simulations

	Cloud Computing: Elasticity Model
	Design of Scalable Cloud Architectures
	Elasticity and Scalability

	VANET Simulations Over Cloud
	Learning Phase
	Proposed Architecture
	Overview of the Cloud Infrastructure
	Public Cloud Platform with Amazon EC2
	Scheduling Algorithms

	Performance Analysis
	Effectiveness of the Scheduling Algorithm
	Scheduling Algorithm Optimization - Resource Usage
	Scheduling Algorithm Optimization - Memory Usage

	Conclusions
	References

	Constructing Large Scale CooperativeMulti-Agent Systems from Semantic P2PNetworks
	Introduction
	Large Scale Multi Agent System Architecture Based on Semantic P2P Network
	Formal Definitions
	Theorems Related to VIRGO
	Construction and Maintenance of VIRGO Agent

	Formal Definition of Large Scale Cooperative Multi-Agent Systems Based on Semantic P2P Networks
	Distributed Action for Large Scale Cooperative Multi-Agent Systems

	Case Applications
	Simulation of Social Society Based on Semantic P2P Network
	Semantic P2P Network for e-Business

	Conclusion
	References

	An Efficient, Secure and User Privacy-Preserving Search Protocol for Peer-to-Peer Networks
	Introduction
	Related Work
	General Searching Schemes in P2P Networks
	Secure Searching Schemes in P2P Networks
	Privacy-Preserving Searching Schemes in P2PNetworks

	The Secure and Privacy-Aware Searching Protocol
	The Network Environment
	The Proposed Search Protocol
	Privacy-Preservation in Searching

	Performance Metrics for the Proposed Protocol
	Performance Evaluation of the Proposed Protocol
	Conclusion
	References

	The Tailored Fabric of Intelligent Environments
	Introduction
	State of the Art
	Internet of Things
	Intelligent Environments

	TheWorldView
	Enabling Technology for IoT and IE convergence
	Middleware
	Agents, Applications and Virtual Appliances

	Case Study: The Essex iSpace
	FollowMe
	HotSpot

	Conclusions and Future Challenges
	References

	Generalized World Entities as an Unifying IoT Framework: A Case for the GENIUS Project
	Introduction
	The GWE Paradigm
	General Context
	A First Example

	The GENIUS’ Procedures Implementing the GWE Paradigm
	Identification and Low-Level Description of the GWEs
	Conceptual Representation of the World
	Full Recognition and Categorization of the GWEs
	Reasoning Based on the Full Recognition of an Existing Situation

	An “Assisted Living” Real-Life Scenario
	Conclusion
	References

	Plugging Text Processing and Mining in a Cloud Computing Framework
	Introduction
	Cloud Computing
	Service Delivery Models
	Deployment Models

	Information Retrieval and Text Mining
	Information Retrieval
	Albanian Language Processing and Stemming

	Apache Hadoop
	General Framework

	Analysis, Design and Implementation of the Plugin
	Analysis
	Design and Implementation
	Running the Plugin in the Hadoop Cluster

	Evaluation
	Experimental Setting and Cluster Creation
	Dataset
	Evaluation Setting and Experimental Results
	Analysis and Interpretation of Results

	Conclusion and Future Work
	References

	A Recommendation System for Browsing of Multimedia Collections in the Internet of Things
	Introduction
	Related Work
	System Overview
	The Recommendation Model
	Modelling the Context
	The Recommendation Process

	System Customization in the Cultural Heritage Domain
	Preliminary Experimental Results
	User Satisfaction

	Conclusions and Future Work
	References

	From Patient Information Services to Patient Guidance Services-The iCare Approach
	Introduction
	Semantic Interoperability for e-Health
	Healthcare System Integration issues and State of the Art
	Current State-of-the-Art in Integration with Personal Care Devices
	Current State-of-the-Art in Security and Privacy of Citizen Context and Electronic Health Records (EHRs)
	Semantic Web Technologies
	Semantic Web Services

	The iCare PGS Model
	The iCare PGS Semantic Service Platform
	PGS and Data Collection as Interoperability Components

	A New Approach on Patient Guidance Services Provision iCareInnovation and Novelty
	The iCare Solution

	Conclusions and Future Work
	References

	Fingerprint and Iris Based Authentication in Inter-cooperative Emerging e-Infrastructures
	Introduction
	Internet of Things
	Fingerprint Recognition
	Macro-features and Micro-features Definition
	Matching Techniques

	Fingerprints Pre-processing and Features Extraction Algorithms
	Micro-features Extraction
	Macro-features Extraction
	Advantages and Limits

	Iris Recognition
	Macro-features and Micro-features Definition
	Matching Techniques

	Iris Pre-processing and Features Extraction
	Micro-features Extraction
	Macro-features Extraction
	Advantages and Limits

	Fusion Techniques
	Matching Score Fusion Level
	Feature Set Fusion Level

	Biometric Embedded Sensors
	Experimental Results
	Accuracy Indexes
	Dataset Description
	Iris/Fingerprint Multimodal System
	The Embedded Multimodal Sensor for Fingerprint Recognition

	Comparisons and Discussions
	Conclusions
	References
	Author Index



