


2012 International Conference on Information
Technology and Management Science
(ICITMS 2012) Proceedings





Bing Xu
Editor

2012 International
Conference on Information
Technology and Management
Science (ICITMS 2012)
Proceedings

123



Editor
Bing Xu
Chongqing Three Gorges University
Wanzhou
Chongqing
China, People’s Republic

ISBN 978-3-642-34909-6 ISBN 978-3-642-34910-2 (eBook)
DOI 10.1007/978-3-642-34910-2
Springer Heidelberg New York Dordrecht London

Library of Congress Control Number: 2013931650

© Springer-Verlag Berlin Heidelberg 2013
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered
and executed on a computer system, for exclusive use by the purchaser of the work. Duplication of
this publication or parts thereof is permitted only under the provisions of the Copyright Law of the
Publisher’s location, in its current version, and permission for use must always be obtained from Springer.
Permissions for use may be obtained through RightsLink at the Copyright Clearance Center. Violations
are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)

www.springer.com


Preface

Welcome to 2012 International Conference on Information Technology and Man-
agement Science—ICITMS2012. The number of submissions has increased and
more scholars such as the leading researchers, engineers and scientists in the domain
of interest around the world participate actively in and start to enjoy this conference.
We trust deeply that we will step on a higher floor of this conference this year in
Chongqing.

As a global academic symposium on Information Technology and Management
Science, the aim of ICITMS2012 is to facilitate the communication of academics
between domestic and abroad, to construct an international communication plat-
form, and also to exhibit the new accomplishments of Information Technology and
Management Science.

We express our thankfulness to the authors who submitted their papers. We also
thank the keynote speakers for their contributions to the conference. Our thanks also
go to the Review Panel, to the members of the Program Committee, to the members
of the Organization Committee, and to all others who supported the conference
professionally. We are confident that this effort will make contributions to further
scientific and industrial collaborations among the conference attendants and among
all participating countries in the future. Moreover, what is specially appreciated is
the great help and support of the sponsoring institutions, namely, Springer, Case
Western Reserve University, and Cedarville University.

We hope and believe that everybody here will have an academic enjoyment
during this conference in Chongqing.

ICITMS2012 Organization Committee
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About This Book

Proceedings of the 2012 International Conference on Information Technology and
Management Science compiles revised and extended articles written by prominent
researchers participating in Information Technology and Management Science.

The text offers the latest information on advances in Information Technology and
Management Science as an excellent reference work for researchers working in the
area of Information Technology and Management Science.
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Research on China’s Portal Websites’
Competition Based on Social Network Methods

Ye Wang and Ting Wu

Abstract This paper analyzed and studied the competition of the portal websites
in China through social network methods. Design the questionnaire survey, use
the results of 113 persons to Sina, Sohu, Netease, Tencent and other big portals’
channels as the sample data, apply the social network analysis software of Ucinet,
analyze the competitive social network structure between any two of the big portals
from the scale, centrality and utilize a clustering analysis of Concor for the samples,
and finally make a conclusion on the competitive relationships of China’s portal
websites according to the results of the analysis of news channel.

Keywords Social network methods • Portal websites • Clustering • Ucinet

1 Overview of the Portal Competition by Social
Network Methods

The content of social network is that each of the actors has more or less the
relationship with other actors; social network analysis is to establish a model of
these relationships, trying to describe the structure of group relations and study the
influence of the structure to the group function or individuals within the group.
The social network graph uses nodes to represent transmitters and the receivers of
messages, uses the arrows to indicate the directions of information transmissions,
uses to the thickness of the edges to mean the frequency of information transmission
or the amount of information. The portal website is to provide certain types of
comprehensive Internet information resources and provide the applications about
information services. In China, the typical big portals are Tencent, Sina, Netease,

Y. Wang (�) • T. Wu
School of Management, Tianjin Normal University, Tianjin, China
e-mail: wangyetjcn@hotmail.com; wutingwood@sina.com

B. Xu (ed.), 2012 International Conference on Information Technology and Management
Science (ICITMS 2012) Proceedings, DOI 10.1007/978-3-642-34910-2 1,
© Springer-Verlag Berlin Heidelberg 2013

3



4 Y. Wang and T. Wu

Sohu, Phoenix, Chinanet, Xinhuanet, TOM and Yahoo. The article selected eight
popular channels of news, video, entertainment, finance, sports, fashion, military
and reading to conduct a questionnaire survey; got the most competitive portals for
each channel. Due to limited space in the article, only the data of news channel was
discussed in the paper, and other channels’ data was similar to it and didn’t need
too much discussion. Questionnaire data was used as the samples for analyzing,
transformed into the adjacency matrix. The paper applied social network methods
and the software of Ucinet, conducted the systematic analysis in terms of scale,
centrality, clustering and finally all summarized a detailed analysis from the results.

2 Social Network Analysis of the Portal Competition

2.1 Competitive Data of Portals

Deal with the competitive relational data of portals; get the competitive relationship
matrix of news channel. It is a non-symmetric multi-matrix, according to the design
of the questionnaire; each value of the channel matrix represents the quantity of
(first choice, second choice). For example, the value “10” of the point (Sina, Sohu)
of news channel matrix in the first row second column indicates that the site of first
choice of 10 persons who read the news in the portal is Sina and second choice is
Sohu. Here, we only list the nine most important portals such as Sina, Sohu, Netease,
Tencent, TOM, Phoenix, Xinhuanet, Chinanet, Yahoo, and the rest of the small
portals or non-portals are summed up as “others”, therefore there are 10 portals
for the survey.

2.2 The Scale of the Competitive Network

The scale of the network is the amount of all actors in the network, the size of the
portal competitive network is 10.

2.3 The Competitive Network Graph

The network graph is shown in Fig. 1. The nodes represent the portals; edges mean
the competitive relationships between the portals. The network graph is a directed
graph, the starting node of a edge is the site of first choice, the end node is the
second choice, and the edge is bidirectional or unidirectional, the bidirectional edge
indicates that the two nodes mutually are the first choice and second choice, and the
unidirectional edge indicates that one node is the first choice and the other is the
second choice.
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Fig. 1 Network of news channel

Fig. 2 Degree centrality of news channel

2.4 The Centrality Analysis of the Competitive Network

In the social network analysis, the centrality is divided into two categories, the
absolute centrality (the points directly connected) and the relative centrality (stan-
dardized form) (Agarwal and Huan Liu 2008), the degree centrality is an indicator
to evaluate the nodes important or not in the network, or how the power of the nodes
in the network. Here, just list the degree centrality of news channel, as shown in
Fig. 2. Seen from it, in the news channel competition relationship of 10 portals,
the centrality degrees of Sina, Tencent, Sohu, Netease, Phoenix, and Xinhuanet are
relatively high; they are in dominant positions and the most competitive of the news
channel network.
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Table 1 Unoverlapping
clustering result

Number Clustering members

1 TOM
2 Sina, Tencent, Others, Phoenix
3 Netease, Sohu, Xinhuanet, Chinanet, Yahoo

Table 2 Density matrix
of news channel

Clustering 1 Clustering 2 Clustering 3

Clustering 1 0.000 0.000
Clustering 2 0.000 5.000 2.000
Clustering 3 0.000 0.450 0.200

2.5 The Clustering Analysis of the Competitive Network

Next, the Concor analysis method (Shen Juan-hua 2007) is applied to non-
overlapping clustering on the news channel. The specific result of clustering is
shown in Table 1. Analyze the non-overlapping clustering result to the news channel.
Its density matrix is shown in Table 2.

Derived from Tables 1 and 2, clustering 1 only has one member of TOM,
its density is empty; members of clustering 2 are Sina, Tencent, Others and
Phoenix, its density is 5.000, the internal structure is very closely linked; clustering
3 has Netease, Sohu, Xinhuanet, Chinanet and Yahoo, its density is 0.200, the
internal structure is relatively loose. In the news channel, clustering 1 only has
TOM separated into one class. TOM focuses on the young and trendy to provide
services, including wireless Internet business and online advertising. Internet users
have low awareness of TOM; it has not many direct effects on other large-scale
comprehensive portals. The four members of the clustering 2 are closely linked,
indicating a strong competition between them. For the news channel, the propaganda
and marketing strategies of Sina, Tencent and Phoenix bring a high CTR for
themselves, but there are still a part of Internet users who will watch news by other
ways, for example, many people are accustomed to watch news on TV. Therefore,
Sina, Tencent, Phoenix and Others can become a class of highly competitive portals.
The mutual influence of members of clustering 3 is weak, mainly because they are
similar awareness in the hearts of Internet users. In order to better development,
these portals must enhance their visibility and take some unique marketing ways
so as to create their own unique advantages, in order to gain more page views and
users, and their competitiveness will be greatly enhanced.

3 Conclusion

This article analyzed the competition of 10 portals by social network analysis
method, conducting the analysis of their scale, density, centrality, clustering,
showing some structural features of the portals’ channels from the perspective of
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social networks, and finally obtained the relationships between the clusterings of
the portals. However, due to the time limit, this paper selected only 10 portals which
were the most commonly used by Internet users as questionnaire data, there were
quite differences with the all portal data on the Internet, the relation matrices were
limited to 1-mode. There were many inadequacies in the process of the research;
only one analysis software was selected to analyze the data. The study depth of
the social network analysis of the portal competitive relationship is also yet to be
developed.
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Synergy Field and Its Application in Economic
Space of Electronic Commerce

Dihui Lai

Abstract From the perspective of complexity theory and gauge theory, the paper
puts forward the conceptual framework of “synergy field” and introduces “field”
as the measure to depict the complexity of economic space. It studies the dynamic
response characteristics of synergy field under the catastrophic state, and provides
positive analysis. It also reveals the deep operating mechanism in the catastrophic
process of economic space system of electronic commerce after the catastrophe hap-
pened, which contributes to grasping the E-commerce system’s evolution condition
and lays the foundation for further theoretical research and practical application.

Keywords Synergy field • Economic space • Electronic commerce
• Catastrophe

1 Introduction

Past researches have revealed the doublet features of the process of nature or
social economic life (Scully and Svidzinsky 2010). Economic space system is
the product of the interactive movement of natural science and social science,
and the coupling of several complicated processes. The self-organizations of sub-
systems in economic space system take place all the time, which reflects the duality
(humankinds, organizations, etc.) of the subjects (humankinds, organizations, etc.)
and objects (trust, controls, etc.) The substantive character of both economic
activities and quantum mechanics is the doublet. Only because there is the identity,
does it become possible to set up the trans-subjective connection between the
subject-object duality in economic activities and wave-particle dualism of quantum
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Fig. 1 Schematic diagram
describing the quantum’s
characteristics of synergy
field in Economic Space
of Electronic Commerce
(p particle, qf quantum field,
sf synergy field)

mechanics. With regard to the nature of the field, there are many different ideas
in academic circles. It is a special form of matters. The field theory of economic
space is a new method and thinking for the research on the systems in economic
space and the process of its self-organizing, and in fact it is a synergetics research
with the instruction of synergetics methodology. Therefore, this paper raises the
concept of “synergy field”, which is a special type and space Synergy field theory is
a dynamical model about various kinds of particles systems.

The fundamental unit of the process of field in economic space is particle,
which is the basic element to maintain and promote the process and development
in economic space of electronic commercial system. The model of synergy field,
which is shown in Fig. 1.

There are four kinds of particles: technology, economy, market and institution.
he interaction of the homogenous particles or heterogenous particles forms particle
field; by means of the dynamic function, interrelated function and fluctuated
function, depending on the crossed integration of certain material stream, energy
stream and information stream, the basis kernel of self-organizational evolution, the
foundation of quantum field, is formed. In the scope of quantum field, the particles
and field quanta can transform mutually. The nature of particles can be gained from
that of quantum field, and in this space-time condition, technology particles are
the excitation state of technology filed, economy particles are the excitation state
of economy field and system particles are the excitation state of system field. Part
of the excitation state has been discussed in domestic documents and proved by
demonstrations (Chen et al. 2005). The quantum field amplifies the particle force
field to dimension of space complexity, which highlights the synergistic effect of
the interior and exterior environment of E-commerce system, and the infinite degree
of freedom that influences E-commerce is canonically quantized, thus the rudiment
of synergy field is formed.
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Synergy field stresses the synergy nature of field and it has the symmetry of
space-time of the fundamental particles, that is, the particular combinations (the
formations of certain structures) of the wave function density of the corresponding
particles arise in the form of relativistic invariant in the field’s Lagrangian function
density (Yang 1987). The symmetry can be classified into global symmetry and par-
tial symmetry according to the boundary it involves. Global symmetry is the symme-
try that all the particles transform in the same state, and it can be found in the violent
changes, such as economic crisis and natural disasters, of the interior and exterior
environment of E-commerce. Local symmetry refers to the independent change of
the particles in the field, such as the upgrade of the homepage developing tools and
the spread of electronic authentication technology, etc. Global symmetry is slow
relaxation variable, and it makes the field leave stable state for unstable state and
exhibits undamped phenomenon when instability appears because of disturbance in
the synergy field. While partial symmetry is fast relaxation variable and serves as
the damping function that makes the field back to the stable state. With the rise and
development of the ordered structure of the field, the two kinds of symmetries are
interrelated and restricted and exhibits a synergy movement. The synergy movement
manifests symmetry breaking of the field, and the existence of the breaking is the
theoretical foundation of the existence of catastrophe in synergy field.

2 Application of the Dynamical Catastrophe
of the Synergy Field

2.1 Formulation of the Field Equation Model of Synergy Field

Traditional field can only describe the object’s undulatory property, but not its
corpuscular property. To make field able to describe the microcosm, it must be
quantized. What synergy field describes is a complicated system that is infinite
degree of freedom. It divides the three-dimensional space of the synergy field into
infinite volume elements �Vi, and defines the coordinate No. i.

®i.t/ � 1

�Vi

Z
.�Vi/

d3x®.
*
x; t/ (1)

Therefore, synergy field ® is like numerable degree of freedom system, the time
derivative of 'i .t/ is:

®i.t/ � 1

�Vi

Z
.�V1/

d3x
@

@t
®.

*
x; t/ (2)

Lagrangian variable L can be rewritten:

L D
Z
d3xL.'.x/; @u'.x//!

X
i

�ViLi .'i .t/; 'i .t/; 'i˙t .t/; : : :/ (3)
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Different 'i.t/ are all independent degree of freedom representing the relative
independence of the elements that influence electronic commercial activities.
'i˙t .t/ can adjacent to 'i is origin of volume coordinates, they symbolize particle
effect means of different describing stage in quanta, r' is formed from it. Because
P'i.t/ only appear in NLl , regular momentum is

Mi.t/ D @L

@ P'i .t/ D �Vi
@Li
@ P'i .t/ (4)

Hamiltonian is obtained by Legendre transformation, and this provides conditions
for searching for the possible energy to promote the evolution of the electronic
commercial system.

H D
X
i

Mi'i �L D
X
i

�Vi.�i P'i � NLi / (5)

In order to better characterize the status of synergy field, the particles in the field
are set to be interdependent on time, and the quantum state not interdependent on
time, thus Hamiltonian could be interchanged with the Heisenberg equation, which
would meet the canonical commutation relation:

�
�i .t/; 'j .t/

� D �i ıij
�Vi

(6)

Then 'i and Mi would meet the Heisenberg equation.

'i.t/ D iŒH; 'i .t/�;Mi .t/ D iŒH;Mi.t/� (7)

To adopt continuum and spread quantization method to the level of field, there is:

�i .t/ ! �.
*
x; t/; �.

*
x; t/ is a conjugated momentum to '.

*
x; t/, �.

*
x; t/ �

@L.';@u'/

@ P'.*x ;t/
its average value in volume element is:

1

�Vi

Z
.�Vi/

d3x�.
*
x; t/ D 1

�Vi

Z
.�Vi/

d3x
@LY'; @u'Y

@ P' D 1

�Vi
��Vi

@Li
@ P'i .t/ D �i .t/

(8)

In continuous limit, Hamiltonian (5) of synergy field turn into:

H D
Z
d3xH

�
�.

*
x; t/; ®.

*
x; t/

�
;H D � P® � L (9)

H is hamiltonian density, expression (5) is being isochronous commutative changed:

Œ�.
*
x; t/; '.

*
x

0
; t/� D �iı3

�
*
x � *

x
0�

(10)
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When transfer to continuous limit, ıij =�Vi ! ı3.
*
x�*

x
0
/, Heisenberg equation (7)

turn into:

P'.*x; t/ D i
h
H;'i.

*
x; t/

i
; P�
�
*
x; t

�
D i

h
H;�

�
*
x; t

�i
(11)

The regularization of synergy field is built on the expressions (9), (10), and (11).
The establishment of the synergy field equation illustrates that the field has gauge

invariance, that is the evolution of the E-commerce system is not supposed to change
with the change of time-space scale on the time-space point, and the material’s
degree of freedom inside and outside the system does not influence the evolution
of the system; the evolutional state of the system shows the integral cooperativity.
The core of the equation is to reveals that there is symmetry breaking in economic
space: The state of the inner energy of the E-commerce system is fully symmetrical,
and the priority of the systematic ground state is the same, but actually only one of
these systematic ground states is prominent; although the inner symmetry itself is
not destroyed by outside elements, its expression mode is restrained. Understanding
from the perspective of mathematics, spontaneous symmetry breaking indicates that
there is asymmetric solution for the equation, and with the spontaneous breaking,
numerous ground state with inner symmetry produce energy that may determine
the direction of the system’s evolution to be well-prepared for the transformation of
the system.

2.2 Catastrophe Mechanism of Synergy Field
in Economic Space

There is a events of catastrophe in the process of the self evolution of synergy
field. The catastrophe of the synergy field is the process of the partially or
completely fundamental catastrophe of the field’s basic elements and structure, and
this catastrophe is based on the change of the field itself or the mutual function
between the field and its environment. Before the spontaneous symmetry breaking
takes place, the slight rise of the synergy field is under the critical state: the field
keeps a pre-established change based on the present stable interface–the stable state,
and the initial points of the direction of the rise and fall are both the original stable
state of the field. Once the rise and fall become intense, the range higher than the
unstable critical point, it is not until the bifurcation arises and the symmetry breaking
takes place, would there be qualitative changes, and the evolutional process of the
field becomes transition from gradual catastrophe.

The transition of synergy field from stable state to tremendous rise and fall
indicates that the field is a system of potential energy, and the state of bifurcation
can be described by its equilibrium surface, the aggregate of all the points which
meet the need that the first derivative (or two first partial derivatives) of the
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Fig. 2 Catastrophe surface
of synergy field

potential-energy function is zero. Suppose the potential function of the cusp
catastrophe model is:

V.x/ D x4 C �x2 C !x (12)

Formula (12) is corresponding to the two one-dimensional successive dynamical
systems that control the parameters. The phase space is three-dimensional, and
the function of synergy field x is the state variable, the variation level of the
field’s environmental elements � and the level of the mutual function between the
environmental elements and the field ¨ is given by the control variable.

4x3 C 2�x C ! D 0 (13)

From Fig. 2, the set of singular points is the subset of M to meet the equation
6x2C�D 0 and the conclusion that the set of bifurcation points B is 8�3C27!2D 0
can be gained by solving formulas (12) and (13) simultaneously.

The set of bifurcation points B is the projection of the crumple of profile of
equilibrium M on the controlling plane below, and it divides the controlling plane
into two ranges: I and II. When the controlling locus, shaped by the quantum field
in synergy field, it enters the range II from range I via various route.

2.3 The Response of Catastrophe to Synergy Field

Catastrophe can be divided into two categories according to the causes: endogenous
catastrophe and exogenous catastrophe; the occurrence of catastrophe is sure to
influence the dynamic evolution of the field. De Menezes and other scholars
(2004) divide the complicated system into two types with impulse law as the
limit: endogenous drive and exogenous drive (De Menezes and Barabasi 2004).
Endogenous catastrophe is produced self-organizing by the interior dynamic evo-
lution; in the process of catastrophe, the time-space symmetry makes prediction
possible. While exogenous catastrophe comes from outside the field, and it is
unpredictable. Meanwhile, the response of field to endogenous catastrophe and
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exogenous catastrophe usually presents different regularity. Sornette and other
scholars (2003) put forward the mean field theory to discuss the response of the
activity of mnemonic complicated system to endogenous impact and exogenous
impact (Sornette and Helmstetter 2003), which establishes the foundation for further
theoretical research on synergy field catastrophe dynamics.

The research of Zhang J.W. and other scholars (2002) points out the multiple
and fractal nature of business volume of the Internet (Zhang et al. 2002). Internet
is the technological foundation and core resource for the expansion of E-commerce
activities. Therefore, this paper adopts multifractal random walk to describe the
activity of E-commerce synergy field. Suppose the earning ratio of synergy field on
the time dimension �t r�t .t/ D �.t/	�t .t/ D �.t/e!�t .t/; �.t/ is the white Gaus-
sian noise, �.t/ and !�t .t/ not related, !�t .t/ is approximate Gaussian distribution,

f .!/ D 1p
2�	!

e
.!��!/

2

2	2! , �! and ¢2¨ are the mean value and variance of !.

EŒe2!� D
Z C1

�1
e2!f .2!/d! D e2u!C2	2! (14)

Field of mathematical expectation of endogenous catastrophe:

EendoŒ	
2
�t .t/j!0� D EendoŒe

2!�t .t/j!0� D e2EendoŒ!�t .t/j!0 �C2VarŒ!�t .t/j!0 � (15)

The model of multifractal random walk is shown by the style of memory kernel
function:

!�t .t/ D ��t C
Z t

�1

.�/K�t.t � �/d� (16)

Simultaneous Eqs. (15) and (16):

Z C1

0

K�t .t/K�t.t C �/d� D�2 ln

�
T

t C e�3=2�t

�
(17)

With Fourier transform and convolution theorem, after the reverse catastrophe, the
above formula becomes

K�t.t/ � K0

r
�2T

t
;�t � t � T (18)

Suppose at tD 0, synergy field is interference with a endogenous catastrophe or
exogenous catastrophe whose intensity is !0, the perturbation noise of the field is
from 
.�/ to 
.�/C!0ı.�/, take it to formula (18):!�t .t/ D !0K�t.t/C!�t .t/, so
the mathematical expectation of exogenous catastrophe of conditional volatilities is:

EexoŒ	
2
�t .t/j!0� D EexoŒe2!�t;endo.t/ j!0� D 	2�t e2!0K�t .t/ (19)
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Fig. 3 The influence of exogenous disturbance on electronic information index

	2�t is sample variance, and it has nothing to do with t. When formula (20) is
substituted in formula (19), it can be find out the margin difference of conditional
volatilities, �t � t � T .

Eexo
�
	2�t .t/j!0

� � 	2�t D 	2�t e2!0K�t .t/ � 1 D 2	2�t!0K0

p
�2T =t (20)

Formula (20) reveals that the influence of exogenous disturbance on the field is
linear, and the scale relationship between margin difference and t is not much
obvious.

Shanghai stocking index of electronic information and the index of electronic
payment reflect the overall developing situation of domestic E-commerce business,
and they can reveal the real conditions of field when it is influenced by endogenous
disturbance and exogenous disturbance. To analyze the response of the above
the index to the raise of interest rate in November 2010 and the United States’
announcement of new round reimpression of bank notes. Calculating the daily
volatility after the occurrence of exogenous disturbance with 5 min high frequency
data, it reaches the sequence of average volatility 	2�t and conditional volatility
EexoŒ	

2
�t .t/j!0� when �t is 1 day, and finally reaches the accumulated allowance

of conditional volatility. By scale distribution of the 4 accumulated allowances
analyzed, it can be found out that they meet formula (21):

Z t

sD0

�
Eexo

�
	2�t .t/j!0

� � 	2�t
�
ds � t1=2 (21)

As a comparison from Figs. 3 and 4, there was similar volatility relationship be-
tween the accumulated allowance after the Wenchuan Earthquake in 2008 and t for
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Fig. 4 The influence of endogenous disturbance on electronic information index

the electronic information index; it is thus clear that the disturbance on stock market
brought by Wenchuan Earthquake also belongs to exogenous disturbance and the
new round reimpression of bank notes belongs to the endogenous disturbance.

Introducing the parameter q D 1 =2 ln 	2�t and substituting to formula (15),

EendoŒ	
2
�t .t/j!0� D 	2�t exp

"
2.!0 � ��t /CovŒ!�t ; !0�

VarŒ!0�
� 2CovŒ!�t .t/; !0�

2

VarŒ!0�

#

D 	2�t
�
T

t

�˛.q/Cˇ.t/
(22)

˛.q/ D 2q

ln.T e
3
2 =�t/

; ˇ.t/ D 2�2
ln.te

3
2 =�t/

ln.T e
3
2 =�t/

, When �t < t � �te
jqj
�2 ; ˇ.t/ � ˛.q/,

formula (20) turns to:

EendoŒ	
2
�t .t/j!0� � t�˛.q/ (23)

Research results have been achieved by applying multifractal random walk theory
to the research on financial market (Saakian et al. 2011). The field‘s responsive
pattern to endogenous disturbance can be proved by high frequency data as well. To
calculate the volatility 	2�t .t/ with the time interval �t , the sampling frequency of
the data should be higher than 1=�t set the high frequency data of the rate of return
to be rıt .iıt/, and when t D n�t.1; 2 : : :/, the volatility is

	2�t .t/ D
�t=ıtX
iD1

Œrıt .t ��t C iıt/�2 (24)
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while the average volatility 	2�t is the sample average of 	2�t .t/. Any s corresponds

to an disturbance whose size is e2s	2�t ; EendoŒ	
2
�t .t/j!0� will be reached if all the

moments at which the disturbance whose size is e2s	2�t occurs, and shift the time
of subsequent conditional volatility to the moment when the disturbance occurs.
Writer did research on the condition of conditional volatility attenuation when �t
is 40 min and 1 day with the 5 min high frequency data of Shanghai stocking index
of electronic information and the index of electronic payment. Then writer worked
out the scale index that different s corresponds to, discovered that there is very good
linear relationship between .s/ and s, the slope varies with�t What is interesting is
that the volatility of a multi-trader micro-market based on the Ising Model presents
the similar pattern (Zhou and Sornette 2007).

By combining the field theory in natural science and the research on E-commerce
system, this paper puts forward the theory of “synergy field”, which is creative
exploration of the modal of E-commerce system. It is discovered by research
that there is interaction between various particles in synergy field; synergy field
possesses the time-space symmetry of basic particles. With the combined influence
of global symmetry and partial symmetry of field, it presents complicated movement
prospect of catastrophe. Field equation explains the gauge invariance of synergy
field and further reveals the profound connotation that the spontaneous breaking is
an important cause of the catastrophe of E-commerce system.

3 Conclusions

This paper further describes the basic process of the catastrophe of synergy field.
Bifurcation is the important premise and fundamental mechanism for catastrophe. In
the aspect of dynamics, this paper analyses the response of field to the endogenous
and exogenous disturbances, describes the synergy field activity of Economic Space
by adopting multifractal random walk, obtains quantitative describing model of the
response made by the field facing different kinds of disturbances, and do some
empirical researches by making use of index related to the E-commerce of Shanghai
Stock Exchange.
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Study of Micro-Blog by Self-Efficacy-Based
Value Adoption Model

Ge Zhu, Feifei Yang, and Tingting Chen

Abstract As an emerging mobile internet application, micro-blog has been
developed from 2009 in China. This paper studies the factors that influence college
students on adopting the micro-blog through the self-efficacy-based value adoption
model (SVAM). This paper collects 457 valid questionnaires, analyzes the structural
equation modeling by LISREL. The hypothesis model is confirmed in which include
seven latent variables: Micro-blog’s Self-efficacy (MS), Functional Value (FV),
Social Value (SV), Emotional Value (EV), Perceived Value (PV), Attitude (AT) and
Intention (AI). The results indicate that the model has a higher explanation (64%)
for adoption intention of micro-blog than pure value adoption model (VAM) or
other models. It cannot be ignored that the influence of self-efficacy on consumer’s
attitude.

Keywords Micro-blog • User acceptance • SVAM • Self-efficacy

1 Introduction

Micro-blog is an emerging mobile Internet service mainly provided by Sina in
China, which is also regarded as a modified Twitter. Registered users posting,
sharing, and obtaining instant information within 140 characters of text based on
their individual network community, as well as users’s image, music, video files
and location-based information. In China, micro-blog is called Weibo in Chinese
and it is becoming very popular among youth people. According to the 29th
Statistical Survey Report on Internet Development in China released by CNNIC
(China Internet Network Information Center), by the end of 2011, the Internet users
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in China break through 500 million, and the users of micro-blog reached 250 million
which increased 290.0% compared with the previous year and the proportion of
the micro-blog up to 48.7%. Besides, Since the mobile applications produced for
various platforms to access micro-blog, the micro-blog mobile phone user also made
a contribution in the fast growing micro-blog user process. The proportion of micro-
blog mobile phone user increased from 15.5 to 34% during the year 2011. In China,
there are many Chinese-based micro-blog services including Sina, Tencent, Sohu
and NetEase. Sina micro-blog service is one of the most representatives which
occupies 57% of the whole micro-blog users, 87% of the whole total micro-blog
activities (CNNIC 2011), and has more than 300 million registered users as of
February 2012.

Micro-blog has been deeply influencing the mode of transmission of information
even China society. However, what factors have influenced the adoption or rejection
of micro-blog in youth people? This paper focused on college students to investigate
the impact of consumers’ self-efficacy and perceived value on their attitude and
intention of using micro-blog service based on the social cognitive theory and the
value model.

2 Literature Review

TAM, TPB and VAM are regarded as the mainly models of researching the
consumers’ acceptance of Internet and mobile Internet services. According to the
investigation, the previous empirical research on consumers’ acceptance adopted
TAM frequently which proposed by Davis et al. (1989). In TAM, it considered two
factors, Perceived Usefulness (PU) and Perceived Easy of Use (PEOU), to analyze
the acceptance and adoption of new technology in an organizational setting (Davis
et al. 1989; Van der Heijden 2004). After that, researchers added other influence
factors on the basis of TAM and then proposed Extended TAM. Moreover they
discussed the issues of consumers’ acceptance on emerging IT/IS technology as
well, which achieved good results (Moon and Kim 2001; Venkatesh et al. 2002;
Chan and Lu 2004). However, in recent years, when applied TAM to consumer
market where consumers can decide their purchasing behavior, its explanation of
consumers’ adoption is not good, which reveals the limitation as user adoption
model (Hsu and Chiu 2004).

In comparison, the TPB model, which is also developed from the TRA model
like TAM, achieves a better effect when researching consumers’ acceptance and
adoption on a new product or service in the consumer market (Pavlou 2006; Taylor
and Todd 1995). When studying the same object, TPB model performs much better
than TAM in explanation of consumers’ adoption intention. Besides, Decomposed
TPB and Extended TPB also show better performance in explanation of consumers’
adoption intention than pure TPB model (Chau and Hu 2001).

According to the value theory, Kim et al. proposed the consumer value
acceptance model (VAM), and conducted the empirical research on the mobile
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Internet (Kim et al. 2007). The result showed that consumers’ perceived value
(including perceived benefits and costs) had a significant impact on consumers’
adoption intention. Moreover, according to the comparative studies, the explanation
of consumers’ intention of VAM was far higher than the TAM (Kim et al. 2007).
Similar VAM was also taken by Kleijnen et al. to study the customers’ acceptance
on mobile service (Kleijnen et al. 2007). However, the results showed by the two
literatures were not satisfied in interpreting the adoption intention of consumers
with R2D 0.36 and R2D 0.39. Zhu et al. proposed the Self-efficacy-based Value
Adoption Model (SVAM) and studied the consumers’ acceptance on new mobile
applications such as mobile payment and mobile auction (Zhu et al. 2010, 2011).
The results showed that the explanation of consumers’ adoption intention was much
higher than the pure value which reached to 0.71.

Therefore, this paper will adopt SVAM to study the micro-blog consumers’
acceptance considering with the basic characteristics of micro-blog, and confirm
the model with structural equation modeling.

3 Model Assumptions

Value driver as a basic variable is often used to study the consumer selection and
decision issues. Creating value is often considered as the mission and goal of
enterprises or organizations. According to Zeithaml’s definition, perceived value
means consumer make a comprehensive evaluation of the product utility based on
the perceived benefit and cost (Zeithaml 1988). Sheth, Newman and Gross studied
the consumers’ behavior of smokers and stated that the selection of consumers
was on the basis of multiple-value function which included functional value, social
value, emotional value, perceived value and conditions value (Sheth et al. 1991).
Kim et al. defined the perceived value as benefit and cost (Kim et al. 2007). Sweeney
and Soutar put forward the framework of four-dimensional theory: functional value,
perceived barrier, emotional value and social value (Sweeney and Soutar 2001).
Taking into the account of the cost of mobile internet access continue to decrease,
the cost of micro-blog access is no longer a main obstacle to mobile users (Zhu et al.
2010). Therefore, this paper will set functional value, social value and emotional
value as the pre-variable of perceived value.

Function value means the effective perception to the functionality, practicality,
natural attribute of alternatives (Zeithaml 1988). This is similar to the perceived
usefulness of the TAM theory, but the latter is proposed based on the technology
acception in organizational setting. This paper summarizes that the functional value
of micro-blog mainly comes from its value of personal media platform, social
networking platform, instant communication tool and its entertainment features.
Besides, as the platform of posting, sharing and obtaining information, micro-blog
has a better performance of instantaneity and interactivity than the traditional media
and even the other network media. Therefore, the assumption and functional value
scale are proposed in FV1-6 as follows.
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H1: The functional value is positively related to the perceived value.
FV1: Micro-blog has the function and value of entertainment.
FV2: In short, micro-blog is a valuable media platform.
FV3: Micro-blog makes it easy to find people who have the common interests and

concerns as themselves.
FV4: Micro-blog makes it easy to find and participate in the current hot topics

discussions.
FV5: Micro-blog makes it easy to share graphical emoticons or attach own image,

music, video files.
FV6: Micro-blog has strong functional value.

According to the definition given by sociology of consumption, consumption
is not only the traditional meaning that purchases products but also includes the
consumers’ self-expression, for example, the status symbol. Sweeney and Shouter
believed that the social value meant the ability that product enhanced the self-
concept in social context (Sweeney and Soutar 2001). Venkatesh also added the
social value factor in TAM to analyze the views of other people for consumers using
a new system. The results showed that people preferred to experience the products or
services that can win the appreciation of other people. Therefore, as a new network
service, the social value of micro-blog will influence its value of perception. The
assumption and social value scale are proposed as follows.

H2: The social value is positively related to the perceived value.
SV1: People using micro-blog can get more respect in society.
SV2: People using micro-blog generally have a good social image.
SV3: People using micro-blog can get more appreciation than unregister users.
SV4: In short, registering and using micro-blog is fashion and trend.

Previous studies show that there is a close contact between emotion and behavior.
The emotion value is an attribution of product that can evoke people emotional status
(Sheth et al. 1991). Compared with the external motivation of functional value,
emotional value emphasizes more on the internal emotional motivation. In the work-
related environment, the usefulness is a key factor that affect users’ acceptance.
However, in the personal consumer market, emotional value was proved to be much
explanatory on reflecting the willingness of acceptance (Van der Heijden 2004). So,
the assumption and emotional value scale are proposed as follows.

H3: The emotional value is positively related to the perceived value.
EV1: Micro-blog can help people eliminate solitude and loneliness.
EV2: Micro-blog can release people’s stress and anger emotion.
EV3: Micro-blog can help people find the sense of group belonging and identity
EV4: Micro-blog can help people find the sense of achievement when the number

of followers continues to increase.
EV5: In short, micro-blog can satisfy people’s emotional demand to some degree.

Referring to the Kim et al. (2007) and Zhu et al. (2010), this paper defines the
perceived value as consumer comprehensive evaluation of the perceived benefit
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and cost. VAM shows that the perceived value significantly impacts on the mobile
Internet acceptance intention (Kim et al. 2007). Here, this paper assumes that
perceived value of micro-blog will affect the consumers’ attitude. The specific
assumptions and perceived value scale are shown as follows.

H4: The perceived value is positively related to attitudes.
PV1: Compared with cost, micro-blog can bring more benefit.
PV2: Compared with efforts, it’s worth to register a micro-blog account.
PV3: In short, micro-blog can create a variety of value for consumers.

Self-efficacy is the core concept of social cognitive theory. Bandura (1986)
defined it as a self-judgment to the ability of organizing and implementing
behaviors in order to achieve the expected effect (Bandura 1986). Schwarzer
and Schmitz (2005) stated self-efficacy was self-perception to their disposing
capacity (Schwarzer and Schmitz 2005). Self-efficacy has a better performance
in explanation when applied to specific object in different field. Zhu et al. (2010,
2011) have confirmed that self-efficacy of mobile applications has a comprehensive
influence on perceived value and attitude. Here, this paper puts forward the
micro-blog self-efficacy (MS) and define it as consumers’ self-perception to their
micro-blog using ability. As a new application of mobile Internet, the study on
self-efficacy of micro-blog is still in blank, so the scale design can be given by
referring to the literatures which studied the similar application. According to the
framework of SVAM, the self-efficacy of micro-blog will affect the perceived value
as follows.

H5: The self-efficacy of micro-blog is positively related to the functional value.
H6: The self-efficacy of micro-blog is positively related to the social value.
H7: The self-efficacy of micro-blog is positively related to the emotional value.
H8: The self-efficacy of micro-blog is positively related to attitude.

The settings of measured variable for micro-blog self-efficacy (MS) are proposed
as follows.

MS1: I am confident that I can post my micro-blog successfully.
MS2: I am confident that I can master the skills of using micro-blog.
MS3: I am able to upload photos and video by micro-blog.
MS4: In short, I am confident that I can flexibly use micro-blog.

It has been confirmed by a large number of literatures that attitude can effectively
explain the adoption intention as an intermediate variable, especially based on the
TRA and TPA model (Van der Heijden 2004; Moon and Kim 2001; Venkatesh et al.
2002; Chan and Lu 2004). Zhu et al. (2010) pointed out that when people using
the information technology voluntarily, they might judge the intention of using by
attitude; when using the information technology coercively, they probably decided
their intention of using by considering the organizational standards though it is
under their individual control (Zhu et al. 2010). Thus, in the information service
market where consumers can make choice freely, the attitude of consumers is an
essential condition variable to explain the adoption intention. According to the
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Fig. 1 Self-efficacy-based
value adoption model
(SVAM) and hypotheses

author’s previous research, the attitude of consumers towards mobile commerce
directly determines the adoption intention. Therefore, this paper assumes that
attitude is the premise variable for the adoption intention.

H9: Attitude t is positively related to the adoption intention.

The measured variables for attitude (AT) and adoption intention (AI) are listed
as follows.

AT1: I have positive attitude to the development of micro-blog.
AT2: I believe that micro-blog will be widely popularized in the future.
AT3: I don’t care about micro-blog, and it’s not necessary for me.
AI1: I may register a micro-blog account if I know it earlier.
AI2: If I have registered micro-blog, I will continue using it.
AI3: In short, I will use micro-blog in the future.

Based on the above analysis and assumptions, this paper proposed the Self-
efficacy-based Value Adoption Model (SVAM) for micro-blog (Fig. 1).

4 Results and Analyses

The design of questionnaire adopts the seven scale of Likert. To ensure the reliability
and validity of the questionnaire, subject scales refer to the measurement standard
which adopted by relevant literatures. The questionnaire of this paper specifically
refers to the author’s previous research (Zhu et al. 2010, 2011). Some of questions
are modified and augmented a little in order to match the micro-blog features. The
analysis results show that the measures have good reliability that the coefficient of
Cronbach’s alpha is greater than 0.7. Besides, the average variances extracted also
beyond 0.5 which indicates the latent variable has acceptable convergent validity.

We mainly investigated the college students and collected 457 valid question-
naires both online and on-site. The sample statistics (see Table 1) shows that male
is more than female, age distribution primarily concentrates in the age of 20–25,
and most respondents are undergraduate degree. Besides, 65.2% respondents have
registered a micro-blog account, but login by mobile phone only occupies 34.1%
of the total investigation. Results indicate that micro-blog has a higher popularity
among college students but lower percentage of registers login by mobile phone.
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Table 1 Sample descriptive
statistics

Measure Item Frequency Percentage (%)

Gender Female 181 39:6

Male 276 60:4

Age <20 27 5:9

20–25 352 77:0

>25 78 17:1

Education Undergraduate 371 81:2

Master 50 11:0

Ph.D. 36 7:8

Micro-blog Register 298 65:2

Unregister 159 34:8

Total 457 100

MS PV

EV

FV

AIAT
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Fig. 2 Analysis results
of structure equation model
of SVAM

In this paper, the proposed hypotheses are tested by structural equation mod-
eling (SEM) by using the LISREL 8.80. A set of goodness-of-fit indices of the
structural model are obtained such as: Chi-S/df,RMSEA,NFI,NNFI,CFI,IFI,GF
are corresponsively 3.81, 0.079, 0.86, 0.88, 0.89, 0.89, 0.84. Compared with the
recommended threshold (Zhu et al. 2010), although part of the corresponding
value are little lower than the experienced recommended threshold, there is no
index can evaluate the model alone. Therefore, the model should be accepted as
comprehensively evaluating the various goodness-of-fit indices.

It should be noted that the initial model contains self-efficacy (MS) to social
value (SV) correlation validation, but its coefficient is not ideal, and even has the
negative effects to the whole model. So in the further validations, this paper deletes
the relationship between self-efficacy (MS) to social value (SV) correlation. And
the final analysis results show that this model is feasible.

As shown in Fig. 2, in addition to H6 with a T-value below 2, the other hypotheses
are all set up. The functional value, social value and emotional value of micro-blog
are important roles in perceived value formation, the path coefficient are so high that
reach to 0.38, 0.24 and 0.58 respectively. Therefore the assumptions of H1, H2 and
H3 are valid. The emotional value of micro-blog has a greater impact on perceived
value comparing with the usefulness of its function and the appreciation brought
by its social value. Therefore, the emotional need fulfilled by micro-blog is more
attractive. Besides, the perceived value is positively related to the attitude with the
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Fig. 3 Analysis results
of VAM model

coefficient of 0.41, which indicates assumption H4 is valid. Attitude significantly
impacts on intention that coefficient reaches 0.80. Thus, the assumption of H8
is valid.

The results show that the micro-blog’s self-efficacy has a significant influence on
functional value and emotional value other than social value, the path coefficients
reached to 0.67 and 0.51 respectively and the T-value are also beyond the expe-
rienced recommended threshold. Thus, the assumptions of H5 and H7 are valid.
Moreover, the self-efficacy of using micro-blog directly impact on the attitude to
micro-blog as well, path coefficient reaches to 0.49, the T-value equals to 6.30,
which means assumption of H8 also is proved.

In order to investigate the influence of self-efficacy of SVAM, this paper provides
a comparing VAM model in Fig. 3. Results show that SVAM is better than VAM
in explaining of adoption intention with R2D 0.63 and R2D 0.62. Especially, self-
efficacy have a strong compact on attitude with R2D 0.63, which is more higher
than VAM with R2D 0.52.

In conclusion, the explanation (63%) of SVAM for adoption intention of micro-
blog is higher than the model on the basis of ATM and TPB as well as VAM.
The main reason is that the SVAM is based on self-efficacy. The evaluation of
consumer’s ability in using micro-blog influences on both their judgment to the
value of micro-blog and the attitude of micro-blog. Therefore, self-efficacy-based
value adoption model is feasible and reliable in explaining the adoption intention
of micro-blog as well as other mobile internet applications. Besides, the simple but
operable model structure is also an advantage of SVAM.
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Consumer Satisfaction, Trust and Loyalty
in C2C Electronic Commerce

Liefa Liao and Jianjin Zhong

Abstract This paper focuses on loyalty, trust, satisfaction and the way in which
they interact in marketplace and electronic seller in consumer to consumer electronic
commerce. It was found that buyers increase loyalty to electronic marketplace
(EM) when they perceived satisfaction to EM and increase loyalty to seller when
they perceived trust in seller, marketplace’s satisfaction is influenced by trust
in marketplace and trust in seller is influenced by satisfaction to seller, while trust
in marketplace do not significantly positive influence buyer’s loyalty to marketplace
directly, satisfaction to seller do not significantly positive influence loyalty to seller
directly. We also find that buyer’s trust in marketplace also builds buyer’s trust
in sellers in marketplace. In addition, buyer’s trust in sellers increases buyer’s
satisfaction to marketplace, buyer’s loyalty to seller increases buyer’s loyalty to
marketplace. Seven of the nine hypotheses are supported in the research.

Keywords Electronic marketplace • Trust • Satisfaction • Loyalty

1 Introduction

In recent years, the transaction in consumer to consumer (C2C) electronic commerce
have risen sharply and most recent academic research only shows the significant
correlation between the consumers’ satisfaction and trust (McKnight et al. 2004;
Carlos et al. 2006), consumers’ trust and loyalty (Reichheld and Schefter 2000),
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consumers’ satisfaction and loyalty (Balabanis et al. 2006; Danaher et al. 2003;
Anderson and Srinivasan 2003) in B2C e-commerce. The relationship between
satisfaction, trust and loyalty was not explored fully in C2C marketplace in China.

In this paper, we explore the relationship of consumers’ satisfaction, trust, loyalty
to seller and marketplace in C2C transaction, and the paper is organized as follows.
We propose the study model and hypotheses based on the related research firstly,
and then we discuss the research methodology and process. Finally, we discuss the
research direction based on the results of the study.

2 Research Hypothesis

Figure 1 shows the research framework which includes three parts: The relationship
(includes H1, H2, H3) between consumer’s satisfaction (short as PSS), trust (PST)
and loyalty (PSL) to seller; The relationship (includes H4, H5, H6) between
consumer’s trust (PMT), satisfaction (PMS) and loyalty (PML) to market; The
correlation between consumer’s perception to market and consumer’s perception
to seller (includes H7, H8, H9).

2.1 Consumer’s Satisfaction, Trust and Loyalty to Seller

Kennedy et al. (2001) shows a relationship between consumer satisfaction and
consumer trust with the increases of satisfaction. Therefore, the trust to seller
is a consequence of the sellers having the ability to satisfy the requirements of
consumers. In the e-commerce, trust of the user increases when the user perceived
that the system was usable and have a positive influence on user satisfaction (Carlos
et al. 2006).

In C2C e-business, although EM provides security mechanism for transaction
security, moral hazard behaviors still exist because there are a variety of sellers in

Consumer’s satisfaction to
seller

Consumer’s loyalty to
seller

Consumer’s trust to seller

Consumer’s satisfaction to
market

Consumer’s trust to market
Consumer’s loyalty to

market

H3(+)

H1(+) H2(+)
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Fig. 1 Research framework
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the transaction. Consumers are difficult to confirm whether the sellers are integrity
to complete the transaction, existing some uncertainty and risk. For this reason, the
consumer’s trust to seller mainly comes from the perception of transaction process.
Studies show that the consumer’s satisfaction is based on the consistency between
expectation and actual perception. And the expectation comes from a series of
service process emotions. When consumers perceive the sellers’ ability, integrity
and kindness during the trade, it will increase consumer trust. Thus, satisfaction can
be used as tool influencing the trust (Oliver 1980). Based on this, we assume that:

Hypothesis 1: The consumer’s satisfaction to seller positively influences its trust.

The foundation of human being’s interaction and exchange is trust (Gundlach
and Murphy 1993). In the same time, the most important psychological state is
trust in an uncertain environment (Rousseau et al. 1998). However, uncertainty is
an important characteristic of e-commerce. Consumers are lack of related network
technical knowledge, related information about how the electronic market agent
works. Research shows that the key reason why consumers are opposed to purchase
goods via the Internet is lack of trust. And the trust is considered as the center
attribute of the relationship’s generation, formation and maintain between two sides
(Sirdeshmukh et al. 2002). Due to lack of trust, 49% of consumers oppose to do
online shopping (Carlos et al. 2006). Consequently, the consumer’s trust in C2C
e-commerce turns out to be a key factor influencing online behavior (Jarvenpaa
et al. 2000).

In the B2C e-commerce, consumer’s loyalty directly depends on consumer’s
trust, which is the key factor of prompting shopping online (Quelch and Klein
1996). In the C2C marketplace, the seller is anonymous, and seller’s credit rating
is in different level. Beside, there exists reputation manipulation phenomenon in
feedback system (Dellarocas 2006). At the same time, consumers switching to other
sellers have to face transaction risks, uncertainties and other perceptual switching
costs, comparing to current seller, result in higher costs converting to other sellers.
Based on this, we assume that:

Hypothesis 2: The consumer’s trust to seller positively influences its loyalty.

The previous positive experience will promote consumer’s satisfaction and
the consumer’s satisfaction will also promote the loyalty (Hong-Youl and Perks
2005). Satisfaction with the product or service makes consumers assume that the
subsequent transaction will be effective, which will make consumers more reluctant
to change to other sellers. Based on this, we assume that:

Hypothesis 3: The consumer’s satisfaction to seller positively influences its loyalty.

2.2 Consumer’s Satisfaction, Trust and Loyalty to Market

C2C marketplace provides support service for buyers and sellers during transaction,
and its ability and credibility are very important factors for its success. Marketplace
can enhance its credibility through multiple channels and provide useful information
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for transaction. According to relational exchange theory, the consumer’s previous
trust directly affects its satisfaction perception (Sirdeshmukh et al. 2002). Therefore,
the cumulative perceived trust will influence the perceived satisfaction, reduce
anxiety, and reduce transaction risks and uncertainties (Gwinner et al. 1998). In the
same time, people will match up their beliefs and actions based on the cognitive
consistency theory. When short of trust beliefs, people’s satisfaction tendency will
become lower. Based on this, we assume that:

Hypothesis 4: The consumer’s trust to market positively influences its satisfaction.

In the traditional market, satisfied customers are more inclined to repeat buy
goods and provide word of mouth (Yoon and Kim 2000; Anderson and Sullivan
1993). And the study on American consumer satisfaction index also indicates that
consumer’s loyalty is influenced by the consumer’s satisfaction positively (Mithas et
al. 2006). Although in the traditional market, a number of consumers will be loyal to
the service providers with which they are not satisfied, for instance, consumers can’t
change to use the unsatisfied services in the bank and communication industry. But
in e-commerce, unsatisfied consumers can easily choose to change service provider,
service channel and other websites just clicking the mouse.

In C2C e-business, the consumer’s transaction process includes six steps. First,
visit electronic market website and inquire the commodity. Second, check the
information of related seller’s credit. Third, complete purchase process through
electronic market website system. Forth, complete payment process through the
electronic payment system. Fifth, receive the commodity send by the online
seller. Sixth, reply feedback information or complaint to the marketplace after
receive commodity. In this process, the marketplace provides security mechanism
and related services (e.g. feedback system, third-party payment services) for the
trade. Consumers need to experience the transaction to perceive the satisfaction
to electronic marketplace. On the other side, when switching to other market,
consumers not only need to visit the website system, but also need to perceive
the services offered by the website. It takes lots of time, thus increasing the
consumer’s switching costs and reducing the switching possibility. Based on this,
we assume that:

Hypothesis 5: The consumer’s satisfaction to market positively influences its
loyalty.

Hypothesis 6: The consumer’s trust to market positively influences its loyalty.

2.3 The Mutual Relationship Between Consumer’s Perception
to Market and Consumer’s Perception to Seller

Electronic marketplace acts as the third party between buyers and sellers, whose
main functions are to apply Internet technology into collecting, handling and
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spreading information, increase the trust and reduce the information asymmetry
between the buyers and sellers (Pavlou et al. 2007). In the transaction process, the
marketplace provides a reliable safety trading environment, builds fair and open
rules and process, identifies, estimates and eradicates problematic trading parties
and encourage friendly transaction norms (Pavlou and Gefen 2004). From the logic
of transaction transfer (Stewart 2003), the trust to market affects the trust to seller.
Based on this, we assume that:

Hypothesis 7: The consumer’s trust to market positively influences consumer’s
loyalty to seller.

In addition to the seller’s own effort, the market rule is also an important element
in the establishment of consumer’s trust to seller. And the consumer’s trust to seller
also illustrates the effectiveness of market guarantee mechanism. Consequently,
it may cause the consumer’s perceived satisfaction to market. Based on this, we
assume that:

Hypothesis 8: The consumer’s trust to seller positively influences the consumer’s
satisfaction to market.

In the trading process, consumers need to draw support from the online market
services (e.g., QQ offer good communication channels). When choosing another
marketplace, consumers may not acquire the function and information provided by
the market platform. Therefore, the consumer’s loyalty to market may be partly
influenced by the market itself. Based on this, we assume that:

Hypothesis 9: The consumer’s loyalty to seller positively influences the consumer’s
loyalty to market.

3 Research Design and Implement

3.1 Variable Measurement

Based on the actual situation for the C2C e-commerce and present research, we
use the existing scale. Firstly, we analysis existing scale and translate them into
Chinese, then we verify the consistency of the scale content with group discussions.
The variable measure is a 5-item Likert scale for the study ranging from “total
disagreement” to “total agreement”. Customer’s satisfaction and trust to seller is
based on Gefen et al. (2003) and the loyalty to seller is based on Oliver (1980).
The scale of consumer’s satisfaction, trust and loyalty to market is similar with the
seller’s, only making proper adjustment for actual situation in the market. Table 1
shows the item load, variance explained, composite reliability, and discriminate
validity of measurement. Therefore, the items corresponding to each variable could
be creating an overall measure for each variable (Table 2).
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Table 1 Questionnaire items

Latent
variables Items Load

Variance
explained AVE

Composite
reliability

Cronbach
alpha

PSS 01. I am satisfied with the
commodity

0.855 76.076 0.761 0.927 0.895

02. My choice to buy the
commodity was a wise
one

0.891

03. My choice to buy the
commodity was a
correct one

0.884

04. I am satisfied with the
transaction

0.859

PST 05. I think the seller can
complete the
transaction in good
faith after I purchase
goods

0.804 71.76 0.718 0.91 0.868

06. I think the seller can
provide good service
after I purchase goods

0.854

07. I feel relieved to trade
with the seller after I
purchase goods

0.872

08. I think the seller is
reliable after I
purchase goods

0.857

PSL 09. Compared with other
sellers, I always prefer
to choose this one

0.878 76.453 0.765 0.907 0.846

10. Compared with other
sellers, I have a
weakness for this one

0.88

11. Compared with other
sellers, I always prefer
to choose the goods
provided by this one

0.865

PMS 12. I am satisfied with the
electronic marketplace

0.88 77.257 0.773 0.931 0.901

13. My choice to the
electronic marketplace
was a wise one

0.898

14. My choice to the
electronic marketplace
was a correct one

0.899

15. I am satisfied with the
transaction in the
electronic marketplace

0.838

(continued)
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Table 1 (continued)

Latent
variables Items Load

Variance
explained AVE

Composite
reliability

Cronbach
alpha

PMT 16. I think the electronic
marketplaceplace can
complete the
transaction in good
faith

0.78 73.807 0.738 0.918 0.881

17. I think the electronic
marketplaceplace can
provide good service

0.854

18. I feel relieved to trade
in the electronic
marketplacee

0.904

19. I think this electronic
marketplace is reliable

0.893

PML 20. Compared with other
electronic
marketplaces, I always
prefer to choose this
one

0.902 81.243 0.813 0.929 0.883

21. Compared with other
electronic
marketplaces, I have a
weakness for this one

0.895

22. Compared with other
electronic
marketplaces, I always
prefer to choose the
goods provided by this
one

0.908

Table 2 The related decimal
of latent variables

PSS PST PSL PMT PMS PML

PSS 0.872
PST 0.748 0.847
PSL 0.488 0.549 0.874
PMT 0.595 0.577 0.346 0.879
PMS 0.598 0.692 0.394 0.728 0.859
PML 0.470 0.530 0.587 0.487 0.594 0.902

3.2 Investigation Process

Firstly, we did pre-survey in two universities. Respondents (nD 50) are the students
with C2C e-commerce transaction experience. In the process of per-survey, we
adjusted the questionnaire expression, increased the clarity of research item and
determined the final survey questionnaire. Secondly, we used a snowball method
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Consumer’s satisfaction
to seller

Consumer’s loyalty to
seller

Consumer’s trust to seller

Consumer’s satisfaction to
market

Consumer’s trust to
market

Consumer’s loyalty to
market

0.22

0.56** 0.58**

0.57**
0.15**

0.49**

0.41**

0.07
0.38**

** p<= 0.05

Fig. 2 Sizing chart of the relationship of model factors (**p<D 0.05, Remark: Chi-
Square D 393.19, df D 199, P-value D 0.00000, RMSEA D 0.066, GFI D 0.852, NNFI D 0.930,
CFI D 0.940, IFI D 0.940)

to implement the research, and the subjects completed the questionnaires based on
their shopping experience. Finally, a total of 350 questionnaires was send, and 223
provided usable responses.

3.3 Results Analysis

Figure 2 shows that goodness of fit: x2D 393.19;PD 0.00000; CFID 0.940;
NNFID 0.930; RMSEAD 0.066; These statistics indicate that this model has
good degree of fitness. The result shows that 7 of 9 hypotheses are significant
and hypothesis 3 and 6 fail to pass significant test. Consequently, the consumer’s
satisfaction to seller is benefit for the building of the trust to seller, which further
produces the loyalty to seller. The consumer’s trust to market is benefit for the
building of the trust to seller. However, it is different with our expectation that the
consumer’s satisfaction to seller has no significant relationship with the loyalty to
seller. On the other hand, the trust to market influences its satisfaction. And the
satisfaction to market influences its loyalty. The loyalty to seller is benefit for the
loyalty to market. But, the trust to market has no significant relationship with its
loyalty.

In terms of the model explanation capabilities, this model explains the con-
sumer’s trust to seller R2D 0.582, explains the loyalty to seller R2D 0.315, explains
the consumer‘s satisfaction to market R2D 0.640 and explains the consumer’s
loyalty to market R2D 0.502. All these results show that the model can explain the
loyalty of C2C e-business consumers in a better way. However, the value to explain
the consumer‘s loyalty to seller is just 0.315, still needed to further explore other
important factor affecting the loyalty.
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4 Conclusion

The study verifies that the trust and satisfaction both play important roles on loyalty
establishment in C2C e-commerce and the different effect on the establishment
process of marketplace and seller loyalty. It also shows the mutual correlation
between trust, satisfaction and loyalty in C2C e-commerce and explores forming
mechanism of the three effectively.

First, consumer’s satisfaction to electronic marketplace is the mediating variable
between trust and loyalty. But, there is no obvious correlation between trust and
loyalty. Second, consumer’s trust to electronic marketplace is the mediating variable
between satisfaction and loyalty. In electronic marketplace, consumers mainly
acquire seller’s information through feedback system and communication platform.
And sellers are anonymous and can easily modify register name. Satisfactory
transaction is difficult to ensure the sellers will complete the transaction with
the trading rules in the future. What’s more, consumers can seek other sellers
easily through net platform and acquire their information of trade history and
trade assessment information, which means switching cost for consumer are low.
Thereby, it reduces the loyalty. Third, the positive correlation between consumer’s
trust to electronic marketplace and the trust to seller indicates that in the electronic
marketplace with weak licensing laws, the improvement of electronic marketplace’s
credibility has a significant impact to increase consumer’s trust to seller, and
also proves the trust transfer in the marketplace. Fourth, the positive correlation
between consumer’s satisfaction to seller and the trust to market indicates that
the improvement of electronic marketplace’s credibility is an important factor to
estimate market service quality and increase its satisfaction. Fifth, the positive
correlation between consumer‘s loyalty to seller and the loyalty to market indicates
that in addition to increase the consumer’s satisfaction, electronic marketplace
needs to maintain the satisfaction to seller. Otherwise, seller defection can lead to
consumer defection and result in a decrease of electronic marketplace popularity.
Finally, it can reduce the consumer’s loyalty to electronic marketplace.
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Design of Digital Campus Based on WebGIS

Pei Yan and Jiao Guo

Abstract WebGIS system on campus is an important subsystem of digital campus,
and is the basic platform that provides the location-based information publishing
and information services about e office and teaching. The concept of the digital
campus is described. On the basis of analyzing the concept, characteristics and
basic principles of WebGIS, the digital campus based on the WebGIS technology
is proposed, and the overall framework, database and system capabilities are
designed. To a certain extent, WebGIS-based digital campus system improves
school management and efficiency and achieves the sharing for teaching information
and resource.

Keywords WebGIS • Digital campus • Spatial data • Attribute data • Graphic
data

1 Introduction

Digital Campus is digitalizing all information resources relating to teaching,
research, management and life services through computer technology, network tech-
nology, communication technology on campus (Xie Hong et al. 2009); integrating
all information resources based on scientific and standardized management to form
a unified user management, integrated resource management and unified access
control; building the school into a campus-oriented and society-oriented virtual
university that is beyond time and beyond space (Yu Li and Wang Cheng 2004).
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Digital Campus system will become a new source of information on campus, in
which any campus-related information will positioned and linked with the spatial
data. Users will be able to query illustrated campus information, and access to the
most direct effect.

Currently, most of the digital campuses just stay in the management information
system construction stage. Management information systems focus only on the
system attribute data input, processing, analysis and management, but almost put
aside the relevant geographic information (Liang Xiaotian et al. 2007). It is not
enough for comprehensively analyzing system information, especially geographic
information. Many data required for the management on campus are built on the
basis of spatial data. Establishing WebGIS-based geographic information system
on campus will help school leaders and the relevant administrative departments to
real-time, intuitively understand the situation around the building in the campus
development and planning; parents of students can remotely understand the school
through Internet; all students can look up some information on living and learning
through the system. Therefore, the digital campus based on WebGIS has great
significance for the development of universities.

2 WebGIS and Implementation Technology

2.1 The Concept of WebGIS

Geographic information system (GIS), is the database management system, in which
the collection, storage, retrieval, analysis and processing spatial information is
computerized (Aronoff 1989). With the aid of computers, GIS will visualize the
information with spatial characteristic, provides more intuitive and clear expression
for the information users, and has the very strong spatial analysis ability. WebGIS
is the product of Internet and GIS technology (Luo et al. 2004). Through WWW,
GIS has expanded its functions, and truly become a tool for public people. From
any node of WWW, Internet users can browse the spatial data WebGIS site, make
thematic map, do various space search and spatial analysis. As a new GIS based on
Internet, WebGIS has some features.

1. WebGIS is based on Client/Server model, but most of the traditional GIS are as
a stand-alone system.

2. WebGIS exchange information between users and servers with Internet, but
even if the traditional geographic information systems can be as a server, its
information exchange between the client and the server is usually limited on a
single machine or local area network.

3. WebGIS is a distributed system, in which users and servers can be located in
different locations and various computer platforms.
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3 The Design of System Database

3.1 Collect the Data of System

Collecting data is the core of digital campus, which usually includes both graphics
data and attributes data (Wang Jin et al. 2002). Based on digital digitizer function,
graphic data collection digitizes existing map. Based on maps and tables of school
buildings and site survey, attribute data collection is completed and feeded into
related tables. Thus, the graphic information and attribute information input are
completed.

3.1.1 The Main Content of Graphic Data

Graphic data required in digital campus that must express the entire campus and
its geographical terrain includes the following contents (Li Hua et al. 2004).
(1) The main streets and buildings around the campus, such as buildings, roads,
playgrounds, green space, water area and so on. (2) Recent general planning
on campus, including greenery, renovation or expansion of buildings, planning
distribution of roads, teaching area, family area, entertainment area. (3) Distribution
plans of school buildings, including office buildings, teaching buildings, laboratory
buildings, libraries, university hospital, the Science Museum, canteens, dormitories,
family wings and so on. (4) General pipeline maps, including the underground gas
pipes, water pipes, sewage pipes, heating pipes and so on. (5) Road maps, including
all existing roads, traffic facilities. (6) Distribution maps inside the building, such
as the plans of office buildings, teaching buildings, libraries and the university
Hospital and so on. The existing topographic maps, plans, and underground pipeline
diagrams are digitized and entered into graphics database.

3.1.2 The Main Content of Attribute Data

Attribute database includes personnel files data, statistical data and building attribute
information and other data. Staff information database includes the number, name,
origin, date of birth, education, professional, job, job title, their sector, wages, home
address and telephone number of staff. Student information database includes the
number, student number, name, origin, date of birth, their class, professional, reg-
istration time, leaving time and dormitory address. Building information database
includes building number, building character, number of floors, floor area, building
area, date of completion, design units, construction units and prices. Research
database includes the number of research projects, project title, project sources,
project leader, funding, approval date, concluding date, project identification and
Awards. Curriculum Schedule of the annual includes course number, course name,
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Table 1 Data forms and formats in layers

Layer
code Layer content

Topological
type Major property project Mark

BJJZ Building of teaching
and office

Plane Building name, type, campus code Yes

JGSS Staff quarters Plane Building name, type, campus code Yes
XSSS Dormitory Plane Building name, type, campus code Yes
DL Road Line Road name, type, campus code Yes
GSGD Water supply pipeline Line Nubmer, campus code Yes
PSGD Drain pipeline Line Nubmer, campus code Yes
WXXL Cable line Line Nubmer, campus code Yes
TXXL Communication line Line Nubmer, length, campus code Yes
DLXL Power lines Line Nubmer, campus code Yes
YDC Playground Plane Nubmer, type, campus code Yes
LVD Green space Plane Nubmer, area, campus code No
LUD Street light Point Nubmer, campus code No

teaching time, venue and instructors. Student score database includes the student
number, name, course title, scores. Statistical database on campus includes campus
area, building area, green area, number of faculty and students. Experimental
device management database includes the device number, device name, department,
purchase date, price, and usage.

3.2 The Design of Graphical Database

The system divides graphic database into layers based on the topics. The layers
include the terrain layer, building layer, building floor plans, road layer, play-
grounds layer, green layer, decorative layer, street layer, water supply/pipe layer,
drainage/pipe layer, power facilities layer, communication facilities layer and so on.

Division in the graph database layer should also take into account the per-
formance form and format of data in various layers. Functional elements of the
campus are clear, each layer display in different colors. Parts of the layers in graphic
database are described in Table 1.

3.3 The Design of Attribute Database

The system includes two types of attribute tables in database. One type of the
attribute table can be mapized, which corresponds to the map entities, and store
the properties of these maps; The other cannot be mapized, which does not
contain geographic information and are same as general database files, mainly store
students’ information and multimedia property.
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For mapized attribute tables, the system respectively designs the office house
table, teaching house table, faculty dormitory table, student hostel table, road table,
pipeline table, sports venues table, and green area table and so on, according to the
hierarchical campus information programs.

For non-mapized attribute tables, the system designs the faculty information
table, student information table, student dormitories table and multimedia file index
table and so on, which are stored in the database.

3.4 Function Design of System

1. System management and data maintenance. System management includes sys-
tem settings, user management and system information management, in which,
user management is responsible for storing and managing the basic information
of local or remote user, which provides legal calibration functions for the entire
system. Data maintenance will complete add, delete, change, view, search and
query, dynamic statistics, map making and charting capabilities for various
attributes and geography graphics.

2. Map view and operation. Witch layered management model, the control point,
underground pipe network, roads, buildings and other different types of map
elements are managed. Map can zoom, drag, and if necessary, roam the map
and measurement units switch, and provide print and distance measurement
function. Layered management model can focus on some parts, browse and query
hierarchically.

3. Online tracking analysis. Online real-time tracking of the system works by
monitoring the location of objects based on information from the calculation
of its actual geographical location, and publishing the results in the monitoring
center network, real-time reflecting the results in the electronic map, and in the
browser user can set the frequency of the target display and track paths.

4. Rich spatial query function. Users can complete rapid search, fuzzy query, and
bidirectional search for attribute, spatial and multimedia information. It’s visual
and intuitive to display the results in graphical form.

The system provides the following query modes: (1) simple and intuitive
interaction mode. Query the attribute information of the ground-object selected
in the different elements layer or in user-specified query scope. (2) Conditional
query and fuzzy query. The system can complete the integrated query based on
the conditions provided by users, and then locate on a map, show the query
results; (3) Advanced query. Advanced query can be made in accordance with
the location and search radius provided by users, and automatically detects the
information around queried points, taking advantage of spatial analysis function
of GIS server.

5. Line navigation services. Simulate roaming in a real environment, which shows
the correct route on the map, according to locating the user’s initial position and
the needs of users.



46 P. Yan and J. Guo

4 Conclusions

With the constant expansion of universities, it is more difficult to fully grasp the
details of the campus for the management sector. WebGIS technology that will be
applied to develop digital campus information system with practical value will help
to solve these problems; for other users on campus, it is more convenient to obtain
all the necessary information from the campus management information system,
furthermore to fully understand the school situation. From this perspective, the
system also has certain significance in the digital city construction.

References

Aronoff S (1989) Geographic information systems: a management perspective. WDL Publications,
Ottawa

Li Hua, Wu Chaozhong, Yan Xinpin (2004) Design of a campus MIS based on WEBGIS. J Wuhan
Automot Polytech Univ 2

Liang Xiaotian, Yu Ling, Peng Yong (2007) Problems and countermeasures in the construction of
digital campus’ MIS. Libr Inf Serv, 2007-11

Luo YW, Wang XL, Xu ZQ (2004) Design and implementation of a hierarchical component-based
WebGIS. Chin J Comput 27(2):177–185

Wang Jin, Wang Linlin, Chen Bo (2002) A campus facility management system based on GIS
technology. Comput Eng 6

Xie Hong, Lu Yuefeng, Li Jiansong (2009) Design of digital campus landscape system based on
ArcIMS. Geosp Inf, 2009-1

Yu Li, Wang Cheng (2004) Digital campus three dimension simulation system based on virtual
reality technology. Comput Simul, 2004-4



Part II
Management Science and Engineering



Scientific Research Input-Output Efficiency
Evaluation System for Chinese Universities

Ning Zhou, Xiaowei Zhang, and Xiaoting Han

Abstract With the rapid expansion of university research budget both in amount
and scale, the input-output efficiency has become a focus of research interest.
Based on the analysis of the latest researches concerned, this paper is intended
to investigate the advantages of applying BSC to constructing an input-output
efficiency evaluation system for scientific research in universities. In addition, this
paper aims to construct a strategy map and an index system by means of BSC. The
findings of this paper will provide a model for the scientific research input-output
efficiency evaluation for Chinese universities.

Keywords Balanced scorecard (BSC) • Efficiency evaluation • Scientific
research • University

1 Introduction

Scientific research in universities is an important part of national innovation system,
which has long provided a strong scientific and technological support force for
national economic and social development. Scientific research input is a key factor
restricting universities’ development, whose efficiency level directly influences the
development speed of scientific research in universities. With the rapid expansion of
university research budget both in amount and scale, the input-output efficiency has
become a focus of research interest. Based on the date from “Statistical Yearbook
of Chinese Science and Technology”, spends on national universities’ R&D rapidly
increased from 5.826 billion yuan in 1997 to 60.032 billion yuan in 2010, which
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grew at an annual average rate of 19.98% and totally amounted to 314.706 billion
yuan for the 14-year period between 1997 and 2010. Consequently, constructing
an input-output efficiency evaluation system for scientific research in universities
would be significant for optimizing the allocation of science and technology
resources, and promoting the construction of innovation-oriented country.

2 Literature Review

As regards scientific research input-output efficiency evaluation in universities,
domestic and foreign scholars have made a lot of researches on evaluation methods,
index selection and specific application.

Thursby and Kemp (2002) examined the overall and individual productivity of
American universities’ patent activities by means of DEA method and regression
analysis method. Cherchye and Vanden Abeele (2005) investigated the research
efficiency of the Economics and Business Management School of Holland Univer-
sity based on non-parameter method, and they found that using micro-date to make
efficiency study will get more meaningful conclusion than using macro-data. Benot
Godin (2007) followed accounting methods and statistical methods to construct a
scientific research input-output framework. Eilat et al. (2008) applied DEA model
and BSC to the assessment of R&D projects.

Liu and Zhao (2003) used Cobb-Douglas Model to analyze the key factors
which affected the quantity and quality of SCI papers in China. Considering the
availability of universities’ features and data, Sun et al. (2007) selected scientific
research personnel and scientific and technological budget as input indicators, while
chose scientific and technological works, papers, authorized number of intelligent
property rights and the transfer value of scientific and technological achievements
as output indicators. Zhang et al. (2008) chose R&D personnel and expenditure on
science and technology in the same year as input indicators, while chose scientific
and technological works, papers, authorized number of patent as output indicators.
Using the idea of BSC model, Wang and Bi (2009) established a strategy-based
performance evaluation system for universities’ innovation teams. Fu et al. (2010)
analyzed the scientific research input-output efficiency of different universities
in several scientific research scale and quality, and the results are different. Liu
et al. (2011) constructed a performance evaluation index system of university’s
Science and Technology Park based on BSC theory, and established a performance
evaluation model by use of grey fuzzy theory.

To sum up the above arguments, although scholars have made certain researches
on scientific research efficiency evaluation in universities, a comprehensive index
system has not been formed yet. Therefore, it’s significant to construct an input-
output efficiency evaluation index system for scientific research in universities.

BSC constructed by Kaplan and Norton provides a performance evaluation
system combining financial indicators with non-financial indicators. Considering
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the advantages of strategic oriented, the BSC used to design the evaluation system
will focus on the achievements of set objectives, vision and long term goals. As
a result, the system could realize the effective combination of strategic target and
efficiency evaluation indicators, financial and non-finance indicators, quantitative
and qualitative evaluation indicators.

3 BSC-Based Input-Output Efficiency Evaluation
System Design

Strategic target of scientific research activities should be first established while
applying BSC to scientific research input-output efficiency evaluation in universi-
ties, namely to improve input-output efficiency, and make necessary amendments
and improvements according to the features and requirements of scientific research
activities in universities, then establish scientific research input-output efficiency
evaluation system on the basis of target. Evaluation system should be designed
following the principles of scientific, comprehensive, strategic dependence, com-
parability and feasibility, “cause and effect” relationship, and so on.

3.1 Strategy Map of Input-Output Efficiency Evaluation

Strategy map shows the “cause and effect” relationship between the input and
output indicators of scientific research activities in universities. As shown in Fig. 1:
research funds and achievements of universities directly promote the development of
research teams in universities; the ability of learning and growing of research teams
directly promote scientific research, belongs to internal process dimension; the
participation of scientific researchers, who are responsible, and have administrative
abilities, in research platform construction and other management work, will
also can optimize and promote internal process; the outstanding performance of
research work among the internal process dimension is the primary driving factor
in determining the scientific research output and research awards belong to the
service value dimension; all the achievements and rewards are the most important
determinants among indicators belong to the service value dimension, which can
promote universities to make greater contributions to society.

3.2 Input-Output Efficiency Evaluation System

According to the above strategy map and “cause and effect” relationship analysis,
the scientific research input-output efficiency evaluation system in universities
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Improving scientific research input-output efficiency
Mission
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Fig. 1 Strategy map of university’s scientific research input-output efficiency evaluation

could be designed from following four dimensions: service value, internal process,
learning and growing and finance, and two levels in each dimension. Meanwhile,
these indicators will be classified into input or output. As shown in Table 1.

During the practical application, the above index system can be more detailed.
Take the “papers”, a second-level index, for example, it can cover the papers indexed
by SCI/EI/ISTP, the papers published in domestic top level journals as third-level
indexes. As shown in Table 2.
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Table 1 University’s scientific research input-output efficiency evaluation index system

Strategy
dimension First-level index Second-level index Classification

Service value Research output Papers Output
Copyrights
Patents

Academic reputation and
status

Scientific research awards
Academic influence
Academic reputation

Contribution to society Participation in feasibility
studies of significant project

Participation in significant
policy-making

Internal
process

Science and technology
innovation system and
culture

Innovation system
Innovation culture

Construction of research
platform

Laboratory construction
Discipline construction

Cultivation of the talents Excellent doctoral dissertations
Education on postgraduates and

above
Academicians of the Chinese

Academy of Sciences and
Chinese Academy of
Engineering

Learning and
growing

Research team Personnel structure Input
Teacher training

Academic intercourses Co-operative research
Academic conferences Output

Finance Research funds input Research funds Input
Research management cost Administrative management cost
Economic benefits of

research achievements
Achievements conversion Output
Technology transfer

Table 2 Third-level index
for “Papers”

Second-level index Third-level index

Papers Papers indexed by SCI
Papers indexed by EI
Papers indexed by ISTP
Papers published in domestic top

level journals
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4 Conclusion

To sum up, based on the new features and latest trends of Chinese universities’
scientific research activities, this paper takes the improvement of scientific research
input-output efficiency as a guide, and treats the target of scientific research activ-
ities as underpinning. It introduces the BSC into input-output efficiency evaluation
index system, and finally establishes the scientific research input-output evaluation
index system in universities on the basis of BSC. Meanwhile, it also emphasizes the
“balance” between dimensions, which is useful to avoid insufficiency that arising
from neglecting some relative respects. In addition, Delphi method and the Analytic
Hierarchy Process (AHP) can be used to determine the different weight of each
index according to its impact on general objective. Hereby, universities can make
clear the focal points of their scientific research, and timely adjust the construction
of its own research teams, management process and scientific research platform, in
order to improve the efficiency level of scientific research, and provide effective and
efficient scientific research services for clients. The findings of this paper will play
an active role in promoting the development of universities and national scientific
research activities.
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Applications of Data Mining in the Enterprise
Customer Relationship Management

Hong-ye Zhao and Shou-xiang Zhao

Abstract In this paper, we have done some basic research on the application of data
mining techniques in customer relationship management by learning the theories of
customer relationship management and data mining technology.

Keywords Customer relationship management • Data mining

1 Preface

If a company wants to stand out among peers, he must conduct in-depth study of
the customers. And this requires advanced concepts such as customer relationship
management. The data which is accumulated in the long-term development of the
business is the most valuable wealth. Using data mining techniques to find valuable
information to an enterprise, the better the implementation of customer relationship
management is the most pressing needs.

2 Customer Relationship Management

Customer Relationship Management is a product of modern science and advanced
IT, and its core idea is “customer-centric” (Gu Xiao-wen 2010). Companies can
restructure business processes, improve customer service and customer analysis
and understand customer requirements more accurately, to improve the relationship
between companies and their customers in order to attract and retain more valuable
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customers, reduce costs, improve profitability, while enabling customers to maxi-
mize the yield, and to ensure that the status of enterprises in the competition and the
sustainable development.

3 Data Mining

Data mining is an emerging interdisciplinary which is on the basis of machine learn-
ing, computational visualization, pattern recognition, statistics and other disciplines
(He Jin-hua 2011). It is a process which gets the potentially useful information from
a large number of incomplete, noisy, fuzzy random data.

It is application-oriented. And it is not only a simple research for a specific
database, but also an in-depth statistics, analysis or reasoning, using these data
to explore the relationship between the data to complete the transition from
business data to decision-making information. The using in customer relationship
management can help the decision-makers make the right decisions by filtering
the seemingly unrelated data and extracting valuable customer information (Li Zhi
2011).

4 Data Mining Techniques

4.1 Classification

Classify an event or object, is to identify the common characteristics of a group of
objects in the database, and divided them into different classes in accordance with
the classification model. For example, applications of credit card are classified as
low, medium and high risk.

4.2 Regression Analysis

Regression analysis is to reflect the physical database characteristics of the property
values in the time and generate a data item which is mapped to a real-valued
function of the predictor variables. Then find the dependencies between variables
or attributes. Its main research question is the trend characteristics of the data series,
and forecast data series, as well as the correlation between the data.

4.3 Cluster Analysis

Cluster analysis gets together the similar characteristics of users or data items. Its
purpose is to make the similarity within the same category as large as possible, but
the similarity between the categories is as small as possible.
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4.4 Association Rules

The association rules are the rules of the relationship that exists between the data
items in the database. It is the emergence of some of the items according to a
transaction can be exported to others in the same transaction, and that is to hide
the association or mutual relationship between the data.

4.5 Sequence Pattern Analysis

The sequence pattern analysis and association rule analysis is similar, but the
focus is on analysis of data between the sequences. It can found the knowledge
in the database such as “The highest frequency within a certain period of time, the
customer to buy goods A, followed by purchase of goods B, and then buy goods C,
that is, the sequence A! B! C” (Sierra and Hyman 2011).

4.6 Decision Tree

The decision tree method is a process which finds the attribute fields with the
greatest amount of information in the database by using the information theory to
establish a decision tree node, then to establish the number of branch according
to different values of the attribute field, and Each branch of the subset repeated to
establish the tree the lower node and branch.

4.7 Neural Network

The neural network is a new system to simulate the human brain network processing,
memory information. It applies to the complex problems which are a large number
of non-linear time sequence, multiple targets, incomplete numerical data, processing
results-oriented, or needing not explain why.

5 The Application of Data Mining in Customer
Relationship Management

5.1 Acquisition of New Customers

The acquisition of new customers is the first step in the life cycle of customer
relationship management, is the indicators of business development, and is the key
to growing businesses (Sun Ning 2011). Data mining can help companies study the
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respondents who visit the corporate website, call toll free, or fill out the application
form. And companies can make their marketing activities focus on these people (Xia
Wei-li et al. 2007). It can help to complete the division of the potential customer
base, in order to achieve the effect of these activities which are the cost of accessing
to new customers, effective management and the improving of the return.

5.2 Customer Segmentation

A large customer base is divided into several smaller groups based on certain
attributes. Customers in the same group are high similarity in one or a few
property values, but there is a big difference between them in the different groups.
For example, using technologies in data mining such as decision trees, cluster
analysis method, companies can divide into different user groups by the customer’s
psychology, habits or the frequency of purchase. In order to achieve the targeted
customer services and the development of targeted products, and to improve
customer satisfaction and lifetime value of the customers.

5.3 Customer Retention and Loss Warning

Customer retention is a process, which maintains established customer relationships
to make the customers repeat to purchase products or services. Studies have shown
that the cost of a new customer is five times than the cost of keeping an old customer,
and improving customer retention by 5%, the profit will be increased by 25%
(Zhang Zhe 2011). Therefore, customer retention is the key to business success.
Enterprises can analyze the customer transaction history in database, demographic
information and other data associated, and do some targeted research on the loss of
customers, then create a loss of client model, and develop appropriate plans and
programs, to implement different strategies for different customers using neural
network technology.

5.4 Cross-Selling

Cross-selling is the marketing of new products or services sold to an existing
client. It is not only an effective means to increase profits by expanding sales to
existing customers, but also a important strategy to enhance the corporate image,
foster customer loyalty, and protect the enterprise sustainable development (Zhong
Ruo-wu and Wang Hui-ping 2010). Companies can find the characteristics of the
buyers, find the key factors of the buying behavior, and establish a forecasting model
to predict and analyze the customer’s future buying behavior by using correlation
analysis sequence analysis and so on.
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5.5 Customer Profitability Analysis

“2/8 rule” is the classical theory of customer relationship management, that is 80%
of the profits from the 20% of customers. Therefore, companies need to know which
customers are profitable, so that more resources are assigned to these customers.
Companies can establish the Life Time Value model to predict the profitability of
these customers within a predetermined length of time by using the classification
analysis techniques and so on.

5.6 Analysis of Customer Credit

The customer’s credit rating is very important in customer relationship manage-
ment. Because, when the credit risk and fraud happened, enterprises will face
loss of market share, which causes loss of market, customer, competitiveness and
reputation. Through data analysis, companies can use the classification analysis,
cluster analysis, sequential pattern analysis and other technical to predict the causes
and the possibility of customer fraud, the establishment of a fraud rule base can be
a timely warning of a variety of fraud, and reduce the loss of business.

6 Conclusion

Using data mining technique, can analyze the historical data of the customers,
understand customer preferences, so that enterprises can be more timely and more
accurately to provide customers with products and services, and also brought huge
profits to the enterprise. Customer relationship management is the important areas
of application of data mining, just because of this, it makes the philosophy and
objectives of customer relationship management be achieved. The combination of
data mining and customer relationship management will promote the development
of enterprises, and also will provide customers with better service.
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Study on Agile Supply Chain

Zuo-xi Zhao and Shou-xiang Zhao

Abstract Agile Supply Chain is a dynamic supply and demand network of rapid
response to environmental changes, which is formed to a number of supply-
side and demand-side entities (autonomous, semi-autonomous or subordinate).
In combination with the car manufacturer Chrysler to build agile supply chain case,
the article explore the agile supply chain strategy.

Keywords Agile supply chain • Chrysler • Strategy

1 Introduction

Along with the rapid development of world economy and the tide of economic glob-
alization, market competition environment are rapidly changing. With the shorter
product life cycles, customer requirements for timely system and the transformation
of a seller’s market to a buyer’s market, the response speed of the sudden demand
and the elasticity of demand has become an important competitive of enterprise.
Thus, in the changing competitive environment, the “agile” would be particularly
important.

Agile supply chain management is a new organization and management model
(Van Hoek 1997). Responding quickly to market to meeting customer needs is the
key factors of the era based on the time competition. Agility is the Requirement
to survive in the market environment faced the uncertainty in twenty-first century
Therefore, Researching on supply chain agility and exploring the competitive ad-
vantages of the agile supply chain and agile strategies, agile performance evaluation
system are of great significance.
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2 Overview of Agile Supply Chain

In 1995, the council of logistics management firstly defined Agile, Agile is
that by providing high-quality supply chain management to obtain and maintain
competitiveness and let customer Obtain success (Christopher 2006). “Agile” used
to emphasize the supply chain’s ability to quickly respond to the market changes
and users’ needs changes, it means rapid action and immediately to meet customer
needs.

Agile Supply Chain is a dynamic supply and demand network of rapid response
to environmental changes, which is formed to a number of supply-side and demand-
side entities (autonomous, semi-autonomous or subordinate). A supply chain in
order to truly agile would have some significant features:

(a) Agile supply chain is required to be able to make a sensitive response to the
market, it means Supply chain to understand the real needs and respond to.

(b) Agile supply chain is required to be able to use of IT to share information
between all entities in the supply chain, this is in fact created a virtual supply
chain.

(c) Partners in the supply chain can make full use of shared information through
process alignment.

(d) The fourth element of the agile supply chain is the idea of contacting the various
partners linked into a network of Commonwealth (Fig. 1).

3 The Case of Chrysler’s Agile Supply Chain

Chrysler manages the supply chain systems Composed by 104 factories in 37
countries around the world, 14,000 suppliers in 200 countries and 13,000 sales
outlets, in order to make the system become flexible and creative, Chrysler has taken
a series of decision-making:

(a) The Chrysler Group has deployed a large number of systems to automate
and streamline their supply chains. For example, transactions among all the
respective companies of Chrysler are using a single interface and infrastructure;
Chrysler first introduce “powerway” into automobile profession in 2001, which

Fig. 1 The schematic of agile supply chain



Study on Agile Supply Chain 63

is one kind of Web actuation quality control system as well as the supply chain
cooperation network.

(b) Company collects data from as wide as possible channels and put these data
promptly and effectively into use. For example, Chrysler widely and deeply
touches all networks about its global supplier’s portal business; Company
through the overall quantity plan system to collect sale data, and so on.

(c) Because the wireless technology progress, through building the supply chain
system, which can monitor the event and respond to those data when the
event just happened, Chrysler can capture data generated in the manufacture,
production and shipment as it generation. For example, the ABF delivery
systems use a series of self-produced wireless applications called NetLink to
manage how does the cargo flow in its network.

(d) Through the network, Chrysler contact to sufficient number of partners to
clearly figure out when presents out of stock and excess.

Because of this superior supply chain, a number of CIO of Daimler – Chrysler
and its respective companies was selected into the list of 100 global chief informa-
tion officer in a U.S. magazine hhCIOii this year.

4 The Strategy of Agile Supply Chain

4.1 Information Sharing, Synchronous Operation

Synchronization means that all members of the supply chain must be acting in
unison (Dong 2010). In other words, by sharing information and the Unified
Process, and Sort all behavior to make the whole supply chain collaboration and
“seamless” operation. In the environment of working together, different entities in
the network can share information about the real demand inventory and production
by network technology in order to achieve synchronous operation.

4.2 Process Reengineering, Reduced Operating Time

It is not difficult to find that large part of the time one end to the other side of the
supply chain is the “non- value added time”. It cost more time on behavior only
increase costs but no benefits to our customers. To shorting the operating time is
not necessarily need to accelerate the speed of operation, it can also by streamlining
the operation of the process. Business Process Re-engineering are often used to
streamline and reshape the organization’s activities, its purpose is to achieve the
desired results within a shorter time and with less cost (Ma 2006).
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4.3 Collaboration with Suppliers, Reduce the Lead Time

The most important way to shortening the lead time is close cooperation with
key suppliers (Wang 2010). A powerful method is to use the mode of Vendor
Managed Inventory, which model changing the responsibility of management and
inventory replenished from the client side to supply side. Through this collaboration
to improve the speed of response of the market.

4.4 Reduce Complexity

Complexity in the supply chain is in different forms. From a system perspective,
complex systems will reduce its agile response capability. By exploring the root
causes of these complexities, we can reduce it. For example, make variety of our
products and the actual needs of customer counterparts; by seeking commonality of
parts and the generality of the primary assembly in the same series of products to
realize simplified, and so on.

4.5 Delay

Delay is the method as long as possible to postpone the process of the final product
configuration or delivery of the final location to avoid products provided may not
be customers really need (Wang 2011). The delay mechanism includes two kinds,
one kind is the delay of the final product molding, and another is on the space-based
delay.

4.6 Change the Business Organization, Great Importance
to the Process Management

For hundreds of years, business has been based on the breakdown of the labor,
various activities in the various functional. But it seems that the functions of the
type of business organization can not quickly respond to the changes in market
or business environment, those enterprises which able to respond quickly to the
changes in customer demand are more likely to focus on the management of
the “process”. Such as the establishment of an inter-departmental co-operation
group, which can exercise changes customer relationship management and supplier
relationship management functions.

Process management is essential to improve the agility of the supply chain, The
reason is that if the organizational structure is flat rather than vertical, then an
alliance of inter-enterprise processes in the supply chain can no doubt enhance the
performance of the entire supply chain (Xiangru meng 2009).
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5 Conclusion

Because of market volatility and uncertainty of demand, companies must make
more rapid responsiveness. The key of rapid responsiveness is that upstream and
downstream of the core businesses are agile collaborators. It requires not only the
business itself has the agility, but also there are more requirements to improve the
entire supply chain agility and collaborating with each partners in supply chain
agile response to changes in end- customer demand. Enterprises should be based
on customer demand – driven and must make customer satisfaction its main goal,
through the supply chain agility strategy to improve the competitiveness of the entire
supply chain to gain a pillar of competitive advantage.
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Safety Management of Oil Depot Based
on Fuzzy Analytic Hierarchy Process

Yi Zhou and Xiao-gang Zhao

Abstract In order to further improve the management level of oil depot, Fuzzy
Analytic Hierarchy Process (FAHP) is applied in the safety management of oil
depot on the basis of the analysis of recent fire accidents in oil depot in China.
FAHP is the combination of the traditional Analytic Hierarchy Process (AHP)
and the fuzzy mathematics. By analyzing various impact factors of the security
management in oil depot, a three-level of safety management hierarchy system is
built up to obtain the weight sets and comprehensive weight set order. Consequently,
a scientific and rational security guidance for safety management is made up from
the results. Through the practical application in Fulin oil depot in Chongqing, China,
it is concluded that this method can effectively reflects the priorities within various
impact factors on the security management of oil depot, and provides a scientific
basis for the security works in oil depot.

Keywords Fuzzy Analytic Hierarchy Process (FAHP) • Oil depot • Safety
management • Fire and explosion protection

1 Introduction

Security issues have become the core for daily management in oil depot. Since
gasoline or diesel oil has the characteristics of flammable, explosive, volatile, and so
on, it is easy to evaporate local accumulation of oil gas in the process of storage and
sending or receiving operations which may cause the fire and explosion accidents
in the reservoir area and result in the great damages to equipments and facilities
(Xu 2009).
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Recently, security incidents were prone to occur in oil depots in China. For
example, a flash explosion accident happened on Oct 2006 during the anti-corrosion
operations of No. 1 double-disc floating roof crude oil tank of Petrochina, 13
workers were killed and another six were seriously injured; fire and explosion
accident occurred in No. 316 storage tank battery of Lanzhou Petrochemical
Company on Jan 2010, six people were killed and six was seriously injured. Such
fire and explosion accidents arouse a strong response in the community to improve
the management level of oil depot. Therefore, it is urgent to find a scientific and
rational guidance for security works in the oil depot, and which also becomes the
key and focus of safety management.

This paper analyzes the influencing factors during the fire and explosion acci-
dents to establish the safety evaluation index system in oil depot, and proposes
Fuzzy Analytic Hierarchy Process (FAHP) to the assessment of safety management
in oil depot. FAHP is the organic combination of traditional Analytic Hierarchy
Process (AHP) and fuzzy mathematics which can effectively reflect the priorities of
safety work in oil depot so as to give an accurate and scientific guidance for safety
management.

2 Fuzzy Analytic Hierarchy Process

AHP was firstly introduced by Thomas L. Satty in 1977 (Saaty 1980). It can
solve the complex problems through the application of Measure Theory. But the
traditional AHP has the following deficiencies during the longtime applications
(Song Guang-xing and Yang Li-de 2001): (1) the consistency of the judgment matrix
is usually different form the consistency of people thinking; (2) the procedures
to check the consistency of the judgment matrix are very complex; (3) when the
judgment matrix are not in consistent with each others, it is much troublesome to
adjust them into consistency; (4) the criterion to judge the consistency standard of
the judgment matrix is CR <0.1 which is still lack of scientific explains. Therefore,
some people try to use the combination of the fuzzy mathematics and the traditional
AHP to propose a more scientific and simple method, namely Fuzzy Analytic
Hierarchy Process (FAHP) (Zhang Jin-jun 2000; Chao Bing-yuan 2005). Such
application of FAHP can overcome those deficiencies of the traditional AHP. The
concrete steps of FAHP are as follows:

1. Establishment of a hierarchy index system. Through the analysis of the relation-
ship between those impact factors in safety management, the establishment of a
hierarchy model is carried out (such as Fig. 1).

2. Establishment of the fuzzy judgment matrix. The relative importance of every
two factors in the same level to an upper level is compared to establish the fuzzy
judgment matrix a D ŒCij �n�n. The specific meanings of Cij using 0.1–0.9 scale
are shown in Table 1.
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Fig. 1 Hierarchy structure system

Table 1 The specific meanings of Cij in 0.1–0.9 scale

Scale Cij Meaning

0.5 Two factors with the same importance
0.6 Factor i is slightly important than factor j
0.7 Factor i is obviously important than factor j
0.8 Factor i is strongly important than factor j
0.9 Factor i is extremely important than factor j
0.1,0.2,0.3,0.4 Anti-comparison. If the comparison judgment from factor i to j

is Cij, the judgment from factors j to i is Cji, and Cji D 1 � Cij

3. Transformation of the fuzzy judgment matrix into the fuzzy consistent matrix. If

ri D
nP

jD1
Cij ; .i D 1; 2; � � � ; n/, based on Eq. (1), the fuzzy judgment matrix is

transformed into the fuzzy consistent matrix b D Œrij �n�n, and then it satisfies
the consistency and there is no need for consistency checking.

rij D ri � rj
2n

C 0:5 (1)

4. Identification of the weight sets. According to the nature of the fuzzy consistent
matrix, the weight sets of each index wi can be calculated. Because of the high
resolution of the fuzzy consistent matrix and the weight set order, the relationship
between fuzzy elements and weight sets are select to obtain the weight set vector
according to the least squares method (Zhou Yu-feng and Wei Fa-jie 2006), and
the specific formula as follows:

wi D 1

n
� 1

2˛
C 1

n˛

nX
jD1

rij (2)
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Where the parameter ’� (n� 1)/2. In the practical applications ’D (n� 1)/2,
which is of the most emphasis on the importance of the differences between each
projects. At this point, Eq. (2) can be rewritten as Eq. (3):

wi D
2

nP
jD1

rij � 1

n.n � 1/ (3)

5. Determination of the total order among the index weight vector. In accordance
with the hierarchy index system, the total order of index weight vector is obtained
and normalized through the calculation from the bottom level to the top one.

3 Application

Combined with the characteristics of safety management in Fulin oil depot in
Chongqing, China, a three-level structure system is established. The key to safety
management is due to the following four aspects, namely management of the main
transportation equipments, management of the safety equipments, environmental
and security management, security management system and personnel safety
management (B1 to B5). Specifically, each aspect contains several impact factors
which are all shown in Fig. 1, and C1 to C19 is utilized to represent these above 19
sub-factors.

According to the steps of FAHP, the fuzzy judgment matrix is built on the relative
comparisons between the middle level and the target level:

A B1 B2 B3 B4 B5
B1 0:5 0:6 0:8 0:7 0:9

B2 0:4 0:5 0:7 0:6 0:8

B3 0:2 0:3 0:5 0:3 0:7

B4 0:3 0:4 0:7 0:5 0:8

B5 0:1 0:2 0:3 0:2 0:5

Then the fuzzy judgment matrix between the middle layer and the target layer is
transformed thought Eq. (1) into the fuzzy consistency matrix, and then this matrix is
brought into Eq. (2) to obtain the weight set: WD (0.2435, 0.2217, 0.1783, 0.2087,
0.1478).

Similarly, weight sets of layers can be obtained. W1D (0.2929, 0.2429, 0.2713,
0.1929); W2D (0.2435, 0.1739, 0.2217, 0.2000, 0.1609); W3 D (0.3905, 0.2619,
0.3476); W4 D (0.2982, 0.2696, 0.2411, 0.1911); W5D (0.2619, 0.3905, 0.3476).
Total weight set order of impact factors is then obtained in Table 2.

According to the weight set order in Table 2, the importance of each factor in
the safety management of oil depot can be drawn in accordance with the value
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Table 2 Total weight set order

B1 B2 B3 B4 B5

A 0.2435 0.2217 0.1783 0.2087 0.1478 Weight set W

C1 0.2929 0 0 0 0 0.0713
C2 0.2429 0 0 0 0 0.0591
C3 0.2713 0 0 0 0 0.0661
C4 0.1929 0 0 0 0 0.0470
C5 0 0.2435 0 0 0 0.0540
C6 0 0.1739 0 0 0 0.0386
C7 0 0.2217 0 0 0 0.0492
C8 0 0.2000 0 0 0 0.0443
C9 0 0.1609 0 0 0 0.0357
C10 0 0 0.3905 0 0 0.0696
C11 0 0 0.2619 0 0 0.0467
C12 0 0 0.3476 0 0 0.0620
C13 0 0 0 0.2982 0 0.0622
C14 0 0 0 0.2696 0 0.0563
C15 0 0 0 0.2411 0 0.0503
C16 0 0 0 0.1911 0 0.0399
C17 0 0 0 0 0.2619 0.0387
C18 0 0 0 0 0.3905 0.0577
C19 0 0 0 0 0.3476 0.0514

of the weight set. The weight set value of each factor represents its influence on
the target level, the greater the bigger. The result of weight set order is as follows:
C1> C10> C3 >C13 > C12> C2> C18 >C14 > C5> C19> C15> C7 >C4 > C11>

C8> C16> C17 >C6 > C9. The results comply with the actual situation of safety
management in Fulin oil depot, which shows the feasibility of this method. The
priorities in safety management can be drawn from the total weight set order of
the assessment result. In addition, the most four important security works can also
be obtained, namely equipments management of pump station (0.0713), ambient
temperature and humidity control (0.696), safety management standards (0.622)
and equipments management pipeline system (0.0661). Therefore, in the daily
safety management, these four factors should be focused on to improve the safety
management level. In particular, the technical personnel should pay more attention
to and regularly check the equipments management of pump station and pipeline
system to ensure the reliability, and the detection of safety problems and potential
leakages should be carried out in time.

4 Conclusion

According to the characteristics of fire and explosion accidents in oil depot, a
three-level of safety evaluation index system is established and FAHP is proposed
to obtain the total weight set order. The results show that the most important
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safety work in oil depot are equipments management of pump station and pipeline
system, ambient temperature and humidity control, safety management standards.
Therefore, these four factors should be enhanced to improve the modernization of
safety management.

FAHP is based on fuzzy mathematics, thus it can overcome the deficiencies of
the traditional AHP. Since it is the combination of AHP and the fuzzy mathematics,
this method is not only applicable at the safety management of oil depot decisions,
but also provides some reference to other types of decision-making.
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Non-lane-Based Macro Model of Traffic Flow
with the Consideration of the Lateral Effects
of the Lane Width

Xinhua Cai and Guanghan Peng

Abstract A non-lane-based macro model is proposed by considering the lateral
separation effects of the lane width in traffic flow on the basis of car-following
model. The extended model can improve the stability of traffic flow. Numerical
simulation also shows that the proposed macro model can enhance flux of traffic
flow and reproduce the evolution of shock and rarefaction waves by incorporating
the lane width effects. In addition, the lateral separation effects have greatly
important impacts on equilibrium solution of uniform traffic flow in macro models.

Keywords Traffic flow • Non-lane-based macro model • Lateral separation

1 Introduction

In modern traffic, road conditions have a vital effect on car following behavior.
Recently, a non-lane-based car-following model (Jin et al. 2010) and a non-lane-
based lattice model (Peng et al. 2011) of traffic flow were presented by considering
the lateral effects of the lane width respectively. Above results imply that the lateral
effects of the lane width can improve the stability of traffic flow and produce some
complex traffic phenomena. But the lateral effects of the lane width did not be
investigated in macro models of traffic flow. In this paper, we present a new macro
model of traffic flow based on car-following model by taking the lateral effects of
the lane width into account. Also numerical simulation will be carried out to verify
the influence resulted from lateral separation effects of the lane width on traffic flow.
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2 The Macro Model

The vehicles were assumed to travel in the middle of the lane in car following theory
(Jin et al. 2010; Peng et al. 2011). But in real traffic many vehicles do not run on the
center of the lane, specifically in developing countries (Jin et al. 2010; Peng et al.
2011). Therefore, to represent the lateral effects of the lane width, a non-lane-based
car-following model with the consideration of the lateral effects of the lane width is
proposed with the same form in Jin et al. (2010) as follows:

dvn.t/

dt
D aŒV .�xn.t/;� Qxn.t// � vn.t/�C �G.�vn.t/;�Qvn.t// (1)

where �xn D xnC1 � xn and vn.t/ are the position of car n at time t respectively.
a and � are the sensitivity of a driver and the sensitivity coefficient of response to
the stimulus G.�/. �xn D xnC1 � xn and �vn.t/ D vnC1 � vn are the headway
and the velocity difference between the preceding vehicle nC 1 and the following
vehicle n, respectively,� Qxn D xnC2 � xn and�Qvn.t/ D vnC2 � vn are the headway
and the velocity difference between the car nC 2 and the car n, respectively. The
functions V.�/ and G.�/ are assumed as follows:

V.�xn;� Qxn/ D .1 � pn/V .�xn/C pnV.� Qxn/ (2)

G.�vn.t/;�Qvn.t// D .1 � pn/�vn.t/C pn�Qvn.t/ (3)

where pn D LSn=LSmax is the effect parameter of lateral separation distance, LSn
is the lateral separation distance between car n and site nC 1, and LSmax is the
maximal lateral separation distance which means that the front car is on another
lane and has no impact on the following car. LSmax can be set as 3.6 m (typical lane
width) (Jin et al. 2010; Peng et al. 2011; Gunay 2007). IfLSn D 0 (pn D 0), Eq. (1)
of the car-following model reduce into full velocity difference model in Jiang et al.
(2001), which represents that there was no lateral separation between car n and car
nC 1. If LSn D LSmax (pn D 1), which implies that the car nC 1 is on another
lane and the car nC 1 has no effect on car n.

In order to obtain the corresponding macro model, we assume that the state of
the car n at position x represents the average traffic condition at

�
x � 1

2
�; x C 1

2
�
�
.

And suppose V.� Qxn/ Š V.�xn/CV.�xnC1/ for simplicity. Thus the above micro
variables into the macro ones are adopted with the method in Liu et al. (1998) and
Jiang et al. (2002), i.e.

vn.t/! u.x; t/; vnC1.t/! u.x C�; t/; vnC2.t/! u.x C 2�; t/;

�x ! ; V .�x/! ue./; a! 1

T
; � ! 1

�
; pn ! p (4)
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where  and u are respectively the density and speed at the point (x, t); ue./ is
the equilibrium speeds; T and � are the reactive time and the time of the backward
propagated disturbance to travel a distance of �. Thus, Eq. (1) can be shifted as

@u

@t
C u

@u

@x
D .1C p/ue./ � u

T

C .1� p/Œu.x C�; t/ � u.x; t/�C pŒu.x C 2�; t/ � u.x; t/�

�
(5)

By expanding Eq. (5), neglecting the nonlinear terms and combining the
conservative equation, we can obtain a new macro model, i.e.

@

@t
C @.u/

@x
D 0

@u

@t
C Œu � .1C p/c0� @u

@x
D .1C p/ue./� u

T
(6)

where c0 D �
�

is propagating speed of the small perturbation. Equation (6) can be
rewrote as follows:

@U

@t
C ŒA�@U

@x
D B (7)

where

U D
�


u

	
; ŒA� D

�
u 

0 u � .1C p/c0
	
; B D

2
4 0
.1C p/ue./� u

T

3
5 (8)

The eigenvalues of the ŒA� matrix can be set as

det jŒA� � �ŒI �j D 0 (9)

The characteristic speeds of Eq. (6) can be obtained as follows:

�1 D u � .1C p/c0; and �2 D u (10)

There are no greater than the speed u because .1C p/c0 > 0. This result ensures
that this effect cannot change the anisotropy of traffic flow (Daganzo 1995). Further
more, we can obtain the stability condition of Eq. (6) by using the similar method
(Jiang et al. 2002), i.e.

�1 < c < �2 (11)
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where c D d.u/
d

is the kinematic wave speed, When Eq. (11) is violated, traffic will
be unstable, which leads to stop-and-go wave occurring. When p D 0, the result
is same as that of speed gradient model of macro traffic flow in Jiang et al. (2002).
Obviously, �1 decreases with the parameter p increasing irrelevant to the lateral
effects of the lane width, which shows that the stable region of traffic flow increases
with the lateral effects of the lane width.

3 Numerical Simulation

For small p, the real overtaking actions do not occur in the simulation. By applying
the finite difference method to discretize Eq. 6, we can obtain the difference
equations as follows:


jC1
i D ji C

�t

�x

j
i

�
uji � ujiC1

�
C �t

�x
uji

�

j
i�1 � ji

�
(12)

If uji < .1C p/c0,

ujC1
i D uji C

�t

�x

h
.1C p/c0 � uji

i �
ujiC1 � uji

�
C �t

T

h
.1C p/ue./� uji

i
(13a)

else uji � .1C p/c0,

ujC1
i D uji C

�t

�x

h
.1C p/c0 � uji

i �
uji � uji�1

�
C �t

T

h
.1C p/ue./� uji

i
(13b)

where ji and uji are the density and speed at the point (i,j) respectively, and i,
j, �x and �t are the space index, the time index, the spatial step and the time
step respectively. To investigate congestion and dissipation of the traffic flow by
describing shock and rarefaction wave, two Riemann initial conditions (Jiang et al.
2002) are adopted as follows:

1u D 0:04; 1d D 0:18 (14a)

2u D 0:18; 2d D 0:04 (14b)

where u and d are the upstream density and downstream density, respectively.
Conditions (14a) and (14b) correspond to shock and rarefaction wave, respectively.
The initial conditions of speeds are

u1;2u D ue.
1;2
u /; u1;2d D ue.

1;2
d / (15)
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Fig. 1 Shock wave under the initial conditions (14a)

Free boundary conditions are applied here, @k=@x D 0 and @u=@x D 0. The
equilibrium speed-density relationships (Del Castillo and Benitez 1995) are adopted
as follows:

ue./ D uf

�
1 � exp

�
1 � exp

�
cm

uf

�
m


� 1

���	
(16)

where m; uf ; cm are the jam densities, free-flow velocity and the propagation
velocity of a disturbance under the jam density m, respectively. The values of the
parameters are chosen as follows (Jiang et al. 2002):

uf D 30 m=s; m D 0:2 veh=m; T D 7 s; c0 D cm D 6 m=s;

�x D 200 m; �t D 1 s; p D 0:1
The computational results under the two Riemann initial conditions (14a) and

(14b) are shown in Figs. 1 and 2, respectively.
From the Figs. 1 and 2, the different Riemann initial conditions lead to different

fronts between the congested and free-flow traffic corresponding to shock and
rarefaction wave, which means that our model can effectively reproduce the
formation and the propagation of shock and rarefaction wave, respectively. The
shock wave in Fig. 1 means that traffic becomes more congested, which we often
see in rush hours. The rarefaction wave in Fig. 2 shows a queue in the process of
dissolution, which is consistent with our daily experiences in real traffic. In addition,
the wave front with the consideration of the lateral effects of the lane width is
smoother than the wave front (Jiang et al. 2002), which means that the lateral effects
of the lane width conduce to smooth the wave front.
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Fig. 2 Rarefaction wave under the initial conditions (14b)

Next, we study the equilibrium solution of the macro models with the consid-
eration of the lateral effects of the lane width. Figure 3 shows the flux-density and
velocity-density relationships of uniform traffic flow for p D 0; 0:1; 0:2; 0:3. From
these curves in Fig. 3a, the peak value of flux at critical density increases with the
increase of p, which shows that the lateral effects of the lane width can increase
capacity of traffic flow. According to Fig. 3, we can see that the lateral effects of the
lane width enhance the equilibrium velocity and flux. In addition, the lateral effects
of the lane width have more effect on the equilibrium velocity and flow with the
increase of density when the traffic density is below the critical density while it has
less impact on the equilibrium velocity and flow with the increase of density when
the traffic density is above the critical density. From Fig. 3, an important feature of
the fundamental diagram is that the lateral separation effect improves flux density
curve at higher density.

4 Conclusion

The lateral effects of the lane width can play a great role on car following behavior.
In this paper, a non-lane-based macro model is proposed with the consideration
of the lateral effects of the lane width based on car-following model by using the
relationship between the micro and macro variables. The results imply that the
effects of the lateral separation can effectively stabilize traffic flow. The numerical
results show that our model can describe the evolution and propagation of shock and
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Fig. 3 The flow-density and velocity-density relationships of uniform traffic flow

rarefaction wave and that the lateral effects of the lane width can greatly improve
the flux capacity of traffic flow, which shows that the lateral separation caused by
wide lane in macro model has a great significance upon the property of traffic flow.
Simulation results also verify that our consideration is reasonable and necessary.
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Improvement of Information Transmission
Quality of Digital Libraries

Li Jian and Wang Beijun

Abstract This paper analyses influence factors of information transmission quality
of digital libraries. The advantages and disadvantages of information transmission
mode of digital libraries are discriminated. Strategies of maximize ascension of
information transmission quality of digital libraries are put forward. Implement
the strategies can effective control service process of digital libraries so that users’
expectation on service quality can be realized in the process of using the library.
Then, the gap between users’ expectations and the service implementation can be
maximum narrowed, thus eventually improve users’ satisfaction on digital libraries.

Keywords Information transmission • Digital libraries • Digital information •
QoS (quality of service)

1 Introduction

A Digital library is a managed collection of distributed digital objects (contents),
and services (functionality) associated with the discovery, storage, retrieval, and
preservation of those objects in a context of networks, specifically the Internet.

The services of digital libraries are manifest by transmission of digital informa-
tion resources. The effectiveness of digital libraries mainly embodies in quality of
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the information transmission. Study on the transmission quality of digital library
is an important research topic. Quality is the difference value between the user
expectations and actual services effect on the user. Improve service quality of digital
libraries mainly concentrates on increase of user’s satisfaction on transmission
quality of digital resources. According to the model of information transfer, there are
three major factors should be considered to enhance the information transmission
quality of digital library, they are information source, information channel and
information receiver. In digital library, the factors actually are the organization
certain of information, efficiency of transmission, and user’s demand on digital
resource.

2 Digital Library and Its Mode of Information Transmission

2.1 Concept of Digital Library

DLF (Digital Library Federation) regards digital libraries as organizations that
provide the resources, the specialized staff, to select, structure, offer intellectual
access to, interpret, distribute, preserve the integrity of, and ensure the persistence
over time of collections of digital works so that they are readily and economically
available for use by a defined community or set of communities. (Digital Library
Federation’s Working Definition 1998) The British library defined digital library as
using a digital technology acquisition, storage, access, release information of the
library.

2.2 Mode of Information Transmission of Digital Libraries

Digital libraries provide convenient, quick service mechanism to find the exact
information for users. Digital libraries composed by the distributed of mass and
organized database. The digital content may be stored locally, or accessed remotely
via computer networks. A digital library is a type of information retrieval system.
Users can access databases and knowledge in the system via unified retrieval
interface. By transmitting information with the net, users obtain information or
knowledge they needed. Digital libraries widely adopt Internet as network platform.
Internet is the most widely used network in the world. It breaks the space-time
obstacle of communication in real world, so digital libraries gain the favors of users
for its easy-to-use and flexible resource sharing style. However, service type of
digital libraries is a kind of ‘Best Effect’ for they adopt TCP/IP protocol as the
basic framework of the Internet, which lack of control. It is disadvantageous to the
library users who have specific requirements for information resources.
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3 Advantages and Disadvantages of Information
Transmission Mode of Digital Libraries

3.1 Advantages

3.1.1 User-Centered Service Mode

A big difference between digital libraries from traditional libraries is easier to
take users’ demand as the center. The user-centered service mode includes friendly
human-machine interface and information space navigation function, rapid transfer
of content function, powerful retrieval tool and advanced information processing
and analysis tool, readily available guidance, the round-the-clock uninterrupted
information retrieval, processing and transmitting.

3.1.2 Digital Information Resources

Digital libraries collect various media of information and store them in combination
unity by computer technology. The digital information is managed as areolar tissue
by the hyperlink, so that facilitate tectonic interrelated knowledge system.

3.1.3 Networked Information Transmission

Digital library’s collections are stored in digital formats and accessible by com-
puters (Greenstein and Elizabeth 2002). The information transmissions by network
make digital library transcend time and space, across the collection of information,
and accelerate regional boundaries information exchange and feedback speed.

3.2 Disadvantages

3.2.1 Difficult for Users to Put Forward Resources
Transmission Requirements

Digital libraries conduct all kinds of information as a united binary symbol pro-
cessing, and erase differences of all kinds of data as well as treat the data identical.
Digital libraries are difficult to transfer information according to different quality
level. There are actually different satisfied expectations to different information
when users propose information acquisition needs. But the users cannot express
their transmission requirements in existing digital library system, and there is no
entrance to choose their own satisfactory transmission index in the digital library
interface.
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3.2.2 Unable to Distinguish Different Service Type

There are various kinds of service types in digital libraries. The distinction is
tremendous among different kinds of services and their quality requirements.
Transmission of voice and video requires real-time and continuous service. Text
download is not very sensitive to time delay, but need high reliability of data. But it
is hard to distinguish such service based on the existing Internet environment of the
digital libraries.

3.2.3 Lack of Quality Assurance of Resources

Resources in digital libraries are abundant, which include text, images, graphics,
audio, and video etc. it is entirely different of network occupy between different
forms of media resources. But there is little control on the load of transmission
process on existing network, and there is almost no warrant of service quality
requirements for different transmission to different users.

3.2.4 Disorder of Resources Transmission

Usage of digital library is still essentially a kind of network application and
inevitable competitive for network resources. Contention of network resources
includes competition of the terminal system resources (computing resources, storage
resources) and network resources (bandwidth resources). Applications of multitask
on terminal system cause competition on sharing resource. Applications of multi-
user in the network cause competition on network resources. The traditional best-
effort network is always in the condition of disorder and uncontrolled competition.

It can be seen so many problems of IP-networked digital library. We must
comprehensive thinking about how to ascension information transmission quality.

4 Strategy of Information Transmission Quality
Promotion of Digital Library

4.1 Foreground: Users Can Put Forward Information
Transmission Quality Requirements

Digital library should try to embody user-centered idea. Ascension of transmission
quality is not only reflected in faster speed of data transmission, but also reflected
in whether users’ needs can be expressed and whether users can be aware of their
needs be attached importance in the digital library system.
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The users are most care of both service process and service results. So, it should
attach importance to the digital library user interface design in the first place.
Graphics and 3D technology are adopted to improve intuitive and usability of the
user interface. And entrance should be designed for users to put forward information
transmission quality requirements through selecting proper index of the information
transmission quality. The system operations with the default index when users do
not choose. In the second place, it should provide totally function modules on
the interface to facilitate users choose appropriate service. The module includes
browsing, search and download.

4.2 Background: Resources Are Organized Effectively

In order to improve the information transmission efficiency, it is very necessary
to sort and organize information in the background. First, information should be
classified scientifically accord with scientific classification system. It is necessary
to consider the characteristics of network information on the base of traditional
classification, such as UDC or DDC. Second, the classified information should be
indexed and bibliography. The appropriate description of information is facilitating
the rapid retrieval and extraction information within distributed system. Third, in
order to maintain consistency for retrieved information, metadata should be the
foundation of bibliographic organization of information.

4.3 Channel: Information Transmitted Accord with QoS
(Quality of Service) Requirements

For ascension transmission quality of information, control of transmission process
is the most important segment. At present, environment of most digital libraries is
the IP network, and information transfers in IP network. So services are easily lack
of quality guarantee. It is necessary to accord with QoS.

ITU-T defined QoS as a set of comprehensive indexes used to measure the
service satisfaction. (Recommendation E.800 1994) So in the simple sense, qualified
service is able to meet the user’s application demand, or, can provide a consistent,
predicted data delivery service. ISO research network’s QoS at first place. QoS is
described as a series of service request on data transmission in network in ISO
RFC2386. (Crawley et al. 1998) QoS can be concrete as performance indicators as
bandwidth, delay, jitter, throughput. QoS reflects the ability in ensuring information
transmission and satisfying service requirements of network elements (such as
application program, host or router).
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4.3.1 Distinguish Different Data Streams to Provide
Discriminated Services

When users’ requirements are approved, network resource will be allocated based
on circumstance. Protocol of DiffServ (Differentiated Services) is invoked imme-
diately to distinguish services. The services are classified, data flows are plastic,
buffer is managed and errors are controlled under the protocol. Then different
information services are labeled different processing requirements. Data flows of
shared characteristics are aggregated, thus a variety of applications are gathered to
a limited data stream data flow.

4.3.2 Sequence Control and Quality Guarantee in the Information
Transmission Process

• QoS mechanisms of DiffServ and MPLS (MultiProtocol Label Switch) can be
adopted to plan throughput and reduce congestion. DiffServ need lots of network
units corporate to provide users good QoS, but these units are often highly
dispersed. Therefore, although DiffServ is the most feasible QoS scheme on the
backbone network currently, it is difficult to provide better QoS guarantee by
itself. MPLS can solve this problem through auxiliary DiffServ to realize quality
assurance of end-to-end services. Because DiffServ and MPLS are some certain
similarly (QoS aspects such as packet classification), it is relatively simple to
mapping distinguish service data stream to MPLS conduit. This mechanism is
used to improve data flow in a transmission channel of congestion in digital
libraries.

• QoS mechanisms of IntServ (Integrated Services) and DiffServ can be adopt
to improve the connection reliability. IntServ provides three levels of service
guarantee, which includes assurance service, load control service and best-effort
service. The three level of service support are lower and lower. The biggest
advantage of IntServ is totally customized network service of users according
to the actual needs of users. It is considerable flexible. Its disadvantages are
complexity of realize and weakness of expansible. So IntServ is difficult used in
the backbone. DiffServ’s advantage is expansibility in the backbone by contrast.
But DiffServ can’t handle a specific flow of request because it handles the
gathered stream. Therefore, IntServ and DiffServ can be combined mutual and
coordinated to provide strict end-to-end QoS guarantee. This model can reduce
the error rates including connection failure and transmission failure in digital
library so as to improve the reliability of the connection.

• QoS mechanisms of DiffServ and RSVP (ReSource reserVation Protocol) can
be adopted to reduce delay and lower error rates. DiffServ identify and mark
different package, then classify them and give different priority to the distin-
guished package. RSVP can provide reserved resources for gathered data flow,
thus provide a more flexible end-to-end QoS. In this mode, RSVP is decorated in
the edge network, whereas DiffServ is arranged in the core network. RSVP and
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DiffServ are unified to reduce time delay and error rate of the communication
process in digital libraries.

• QoS mechanisms MPLS and RSVP can be adopted to increase speed and reduce
packet loss rate. MPLS give data flow short, fixed-length and unstructured tags
and transmit package according to the tags. Meanwhile, in order to realize
effective tag distribution and transmitting, RSVP can be combined with MPLS.
Label requirements (LR) are added in RSVP message path. Label object (Label)
is added in the reserve message. So, hosts and routers with RSVP and MPLS
can associate label with specific data flow. Routers can determine appropriate
information on reserve resources according to the label of packets. This model
can greatly improve the transmission speed of data flow of digital libraries;
especially loss rate of digital information can be reduced greatly.
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Design and Implement of Enterprise Knowledge
Management System

Meijing Guan, Jin Shan, Wang Ming, Zhou Hui, and Qingzhang Chen

Abstract Knowledge has become an important business asset with the
development of the knowledge-based economy and the need of the flexibly respond
to the changing market needs. Take Electric Power Test Research Institute of
Zhejiang Province for example. Their knowledge can’t be easily managed because
of the complexity and the large quantity. It is difficult for the engineers to find
the knowledge needed. Therefore, the establishment of a knowledge management
system has become a necessity. In this paper, the Knowledge Management System
of Zhejiang Electric Power Test Research Institute of Collaborative is introduced,
especially the Knowledge Management System Design and Implementation.

Keywords Electric power research • Collaboration • Knowledge management
• Enterprise information technology

1 Introduction

With the deepening of the reform of electricity industry and the competition of
electricity service market. The existing market share of Zhejiang Electric Power Test
Research Institute is being challenged, how to respond to the fast-changing market
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appropriately and standardize the operations of enterprises at the same time become
a pressing problem. Due to the reality, there are numerous departments, management
departments and kinds of professional departments, there are different employees of
different levels. How to manage them efficiently becomes an important issue for the
leaders. And at the same time, large quantity of knowledge is accumulated during
the developing process of the enterprise, their logical relations is very complex.
So when the engineers are making designs, the search result they get are often not
what they want, the engineers will pay more time to filter these results to get the
information they want, it will influence the efficient use of these knowledge. Thus,
the establishment of an enterprise knowledge management system is urgent.

In this paper, Theory research and practice is combined, take enterprise knowl-
edge management system of Zhejiang electric power test research institute for an
example, noting that only through the construction of enterprise knowledge man-
agement in order to effectively promote innovation and development of enterprises.
Synergistic combination of gear linkage matrix model and design model, on how
knowledge from the enterprise to obtain all the information platform for decompo-
sition analysis, not only deepened the understanding of the theory of the previous,
but also put forward including the importance of collaborative knowledge-building
awareness, knowledge with the existing combination of management information
systems, knowledge and business process integration, knowledge management and
competence in five areas such as knowledge-sharing problems, and made a number
of ideas to solve problems and cases.

2 System Design

2.1 Ontology Theory and Ontology Modeling

Knowledge of how the information is represented, how it is organized, especially
due to the rapid development of the Internet, in the face of the ocean of information,
how to organize, manage and maintain information from a mass has become the
field of enterprise knowledge management an important and urgent issues to be
addressed. Ontology (Ontology) through the concept of the strict definition and
concept of the relationship between the concept to determine the precise meaning of
the concept that recognized the common, to share knowledge, in this series support
the concept of knowledge search, knowledge accumulation, knowledge sharing will
greatly enhance the efficiency, so that the true sense of the knowledge reuse and
knowledge sharing possible (Haojiang 2006).

Generally speaking, the concept of an ontology model include five kinds of
elements such as category, relation, function, axiom and instance, thinking of the
application of knowledge management system features, as well as drawing on rele-
vant information, given that the form of a collection of ontology: ontologyD (N, F,
C, A, R1, R2). Of which, N is the name of ontology; F is N of the paternal ontology;
C is composed of a collection of the concept of ontology; A collection of attributes
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is the ontology; R1 is the intimate link between the concept, by the C of elements
in the relationship between composition; R2 is the correlation between ontology.
Knowledge management system in the ontology of knowledge in all there is a
certain degree of inter-linked, on the basis of the above system is given in the form
of ontology, the paper design of the ontology used to express the association rules
between knowledge (Liu et al. 2008).

2.1.1 Ontology-Based Knowledge Base Model for Power Grid Operation

Knowledge base means the business knowledge of the database system; related
data and information of power system such as record text and graphic files (such
as SVG). Knowledge of business systems by the source can be extracted from
the local ontology. Local ontology is the concept of a business system with a
description of the terms does not apply to other business systems. Therefore, the
ontology needs to be integrated into the overall situation of the local ontology to
form a common business system for each of the conceptual model. Ontology is
the overall power system operation terms and concepts of the unified description
of all business systems knowledge in the field of understanding goes for justice.
Goes for the justice of both the goal of information integration is also the basis of
information sharing. Ontological link between the overall combined to form a grid
to run the knowledge base can store not only the structure of such a static grid of
knowledge, to highlight the characteristics of power system operation can be stored
in the dynamic knowledge. Ontology knowledge can eliminate the data redundancy
and support unified query of the knowledge to implement the share of information
(Bian et al. 2008).

The knowledge base of power grid is described by the overall ontology of power
sector. Overall ontology is divided into physical ontology and incident ontology.
Physical ontology, also known as a static ontology, the power of knowledge to
describe the concept of a static model, the concept of property, or bound by the
conditions of justice, as well as the relationship between concepts. In the power
domain ontology model, the objective refers to the physical ontology, the physical
existence of the power system entities, such as components, equipment and a variety
of devices to connect topology, also known as equipment, secondary equipment, as
well as a variety of metering equipment. IEC61970 series of standards have been
well defined within the scope of the vast majority of the data model with some data
access interface.

The Definition of Classes

The physical ontology type of the objective world in accordance with the concept of
the definition reflects the objective existence of classes of substances or objects,
while the relationship between class reveals how their mutual structure. In the
CIM model, the relationship between classes may be inheritance, association,
aggregation etc.



92 M. Guan et al.

Fig. 1 Generator set model

1. the succession is a more common type (parent type) and a more specific
class (subclass) of a relationship between. Subclass level inherits attributes and
relationships from its parent.

2. correlation between the classes is a conceptual link. Each of the two roles is
related. Role of each association in a direction that the role of target and source
class is related classes. The objective of the role of a given class name, you can
drive with or without words. Multiplicity of each role there/base, used to indicate
how many objects can participate in a given relationship.

3. aggregation is associated with a special case. Classes and types of aggregation
indicate that the relationship between the part of an overall relationship. Part of
the overall class by class or contains some type of pose, and some is part of the
overall class. CIM in the generating units described in class a brief description of
the relationship between various types as shown below (Fig. 1).

Types of generating units and the synchronous generator is a simple relationship
between the association, a synchronous generator is 0 or a generating unit, a
generating unit may contain 1-n of synchronous generator. Hydroelectric generating
set classes and categories of thermal power units of the generating units from the
upper class to inherit its attributes and relationships. Type of power generation cost
curve and the generator set is the relationship between aggregations, a generating
set contains a 0� n curve of power generation costs.

Collaborative Ontology-Based Workflow Model

We define the expandable workflow machine as a three-tire model: the core layer, the
initial expansion layer and application expansion layer, as shown below (Fig. 2).

1. The core layer: workflow process model and workflow involved in the workflow
object model constitutes the core layer.
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Fig. 2 Workflow meta-model of the ontology level

Fig. 3 Workflow ontology model of the core layer

2. The initial expansion layer: organizational models and related data model
(or information model) is necessary for the process reference model, but specific
applications may be provided by the system, as the initial layer expansion.

3. The application expansion layer: applications such as function model, resource
model (product model), and the value chain model should turn to the needs
of enterprises. This need can be defined as the application expansion layer,
Expansion through the application layer can be personalized to achieve the needs
of the enterprise (Fig. 3).

Root for the concept of workflow (WorkflowConcept), this is the most basic
class, which includes a sub-class of general-purpose properties. Workflow Process
elements (WorkflowElement) and workflow involved in the object (WorkflowPar-
ticipant) is a subclass of Workflow Concept. Involved in the process of definition
of the concept of Workflow Element (workflowprocess elements) of the subclass,
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Fig. 4 The initial expansion of layer

Workflow Process (process), Activity (activities), Connector (Connector), Rule
(rule), Transition (transfer) and other types of inherited Workflow Element. Routing
rules (Rule) contained in the transfer of part of the conditions and terms. Core
elements from the workflow process (WorkflowElement) and workflow involved
in the object (WorkflowParticipant) component.

The initial expansion layer is composed by organization model and infor-
mation model (workflow relevant data, WorkflowRelaData). Organization model
and information model is to participate in the workflow object (WorkflowPartici-
pant) sub-classes, the work flow through the expansion of participation of target
groups. Application layer, including the expansion of the functional model and
resource model are, of course, WorkflowParticipant sub-classes, which combines
the application of business through succession workflow object class to participate
in the work flow to achieve the expansion of ontology, namely the expansion of the
work flow model. Workflow Participants (WorkflowParticipant) the definition of the
object name, object path, object attributes and object operations, such as object type
attributes (Fig. 4).

Workflow participant is used to define all the resources used in the workflow or
participate in the workflow. Each instance in it is a class of the enterprise model
such as role, application, devices, document etc. A workflow participant has 0 or
more attributes, and the attribute include attribute name, data type, default value etc.
Operation is defined as the methods of the participants, each method have name and
return type, an operation can have 0 or more parameters, and each parameter have
its data type and transmission direction.

2.2 Collaborative Matrix and Gear Linkage Model

Any enterprise has seven basic elements: the elements of people, elements of
process, elements of knowledge, the elements of client resources, the elements
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of the projects, material elements and financial elements; the seven factors was
not isolated, there must be strong correlation between them, at the same time
these elements in the enterprise organization flow between various departments.
As the leaders of an enterprise, their requirements of information is full ranged, for
example, the leader want to know about an employee, the leader will concern about:
how he finishes all his tasks in the enterprise? How he contributes and accumulates
his knowledge in the enterprise? What is his client and supplier like? How is the
condition of the project he is responsible for? When the leader concerning about an
employee, he will care about not only the archives but all the information mentioned
above (Delalondre et al. 2010).

Enterprises have been looking for a method to manage all the elements of all
the knowledge in the enterprise in a “three dimensional multi-threaded” platform.
“Coordination matrix model” give a suitable solution for the enterprises on this key
problem.

Coordination matrix model: an effective solution to enterprise information man-
agement needs mesh. Matrix model collaborative enterprises to effectively address
the various elements of the various departments are coordinated network structure
and operation of “three-dimensional multi-threaded” needs to provide the solution:
in the system, if users find an information point, with the associated information for
all points information has been found. For example: to find a company’s internal
sales staff, then with the sales-related: personal financial information (wages,
benefits, costs and expenses), he managed client, he wrote the documentation, he
subordinates the management, he to participate in the project, he used the company’s
assets, the organization of the work he has all the information like a network
of personal data by employees of the information nodes to be extracted quickly
(Francisco et al. 2007).

Coordination matrix model is an effective solution to the “network enterprise
information management” demand management platform for collaboration, this is
the logic of the ideological dimensions of the system and another system is also a
need for power transmission in the need for a model to support “synergy matrix”
operations.

Gear linkage model: the effective delivery of the core engine power and coordina-
tion to support the operation of matrix. Gear linkage model is the key to the design:
The system provides a core engine (similar to “gear school Hopewell Center”) to
support the various system application modules (each module similar to a gear):
knowledge of document management modules, workflow application management
modules, human resources application management modules, customer relationship
management modules, project management module, financial management and
asset management module of the collaborative operation of modules, as long as
a one module (gear) rotation can be more agreeable to the Center through the
gear drive other modules (gear) rotation. The operation of a module to bring the
operation of the other six modules, greatly enhance the function of the module,
while improving systems, and meet the requirements of collaborative management
of enterprises. (http://carparts.breakeryard.com/cheapcarspares/Gear-linkage.aspx)

http://carparts.breakeryard.com/cheapcarspares/Gear-linkage.aspx
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Collaborative knowledge management matrix model based on collaboration and
interaction model of gear design. Matrix model based on collaborative information
network map the characteristics of knowledge management and other strongly
correlated with the seven modules. When we find in the system when a document
with the documents related to all of the information has been extracted: with this
document related to human resources, projects, assets, etc., makes this document
all information related to the structure of organized the show (Rawson and
McCann 2005).

3 System Implementation

Our system uses Windows 2003 Server Edition and J2EE architecture platform, and
it is developed based on the structure of B/C/S three-tier model, the technology
is advanced, the implementation is efficient and it is easy to maintain. Modular,
process-oriented and systematic design ideas are applied in the development
process. System development techniques and the main points include:

JBOSS application server architecture is used; full application of object-oriented
design system design; depending on the application type, the use of middleware
technologies, improve system reliability and stability; the use of relational database
Oracle 10i, a wide range of integrated data management; grading and opening up the
use of information, the method of licensing authority, the establishment of system
security mechanisms.

3.1 The Implementation of Main Function Model

Establishment of directories for knowledge documents is an important step
in the management of knowledge. In this process, we mainly consider three
aspects: document directory, positioning systems and search powers. (http://
download.oracle.com/docs/cd/E12529 01/ali65/AdministratorGuide ALI 6-5/tsk
documents editing.html)

3.1.1 Directory Configurations Implementation

Knowledge resources for the content of our institution are complex; systems are
wide, through a unified system of classification of knowledge. We designed two
kinds of classification of the document directory. One is the classification of
the document directory, and the other is multi-dimensional directory; document
directory categories are in accordance with the traditional “functional” approach
to the management of file management, and multi-dimensional classification of
the main directory of the various professional departments in accordance with
customary access to classified documents.

http://download.oracle.com/docs/cd/E12529_01/ali65/AdministratorGuide_ALI_6-5/tsk_documents_editing.html
http://download.oracle.com/docs/cd/E12529_01/ali65/AdministratorGuide_ALI_6-5/tsk_documents_editing.html
http://download.oracle.com/docs/cd/E12529_01/ali65/AdministratorGuide_ALI_6-5/tsk_documents_editing.html
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Fig. 5 Document catalog classification chart

Fig. 6 Multi-catalog classification

Document directory is divided into the first tier classification: the rules of the
system, producing technical reports, review (test) inspection report, inspection
report, the assigned contract management, community activities, and the corporate
culture. The second level is set according to our organizational structure. For
example, the institution-level document is in an individual directory, and the
documents of different major are placed in different directories too (Figs. 5 and 6).
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3.1.2 Custom Configuration of Permissions

When all the knowledge is placed together in a knowledge management system,
the applications have to ensure the safety of these knowledge and the documents.
We have horizontal and vertical permissions system combination to solve this
problem. As a result of a knowledge base for each directory corresponds with the
appropriate departments, to find the directory and the corporate sector Knowledge
corresponding mapping relations, we can set up through the horizontal authority to
control documents, such as financial-related article directory applications mainly in
the financial sector, business sector, mainly in the business document applications.
In this way, between avoids the possibility of cross-leaked (Bernstein 1999).

Vertical file permissions set to consider two factors and user documentation.
Enterprises can set up each document to the appropriate security level. Some com-
mon documents, such as corporate culture, rules and regulations, such as commonly
used, its security level is relatively low, you can fully share in the enterprise. Like
contracts, financial statements and other related confidential documents, only in a
small range of content-sharing, the security level higher than it should be set up.
Similarly, the system also can set up each user’s security level, and the user’s
security level and the corresponding documents to the security level. In this way,
the security system put the definition of vertical clear.

Horizontal and vertical security system is combined together and constitutes a
more rigorous, standardized, improved document permissions system. In this way,
we can ensure that the information in the document at the same time be fully utilized
to minimize the chance of being leaked.

3.1.3 Location Search Implementation

Faced with massive documentation of knowledge, the user can quickly locate,
retrieve the contents of the required documents. If there are only hundreds or
thousands of documents, the employees can find what they want easily. However, in
our institution, from the beginning of MIS use a date, the number of up to tens of
thousands of documents. At this time, users need to retrieve the documents they need
when they encounter difficulties, can not find what you want, or enter a Mesh search
out after too much documentation, it is difficult to filter. To resolve this problem, we
proceed from the following three aspects.

First, the increased ease of retrieval. This can be achieved through the establish-
ment of a more complete realization of the naming rules.

Second, by setting the words, a summary of the core of the directory or some
other information, allows users to keywords, summary and other relevant documents
retrieved.

Third, use multi-dimensional classification method to search positioning
document.
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Table 1 Collaborative interaction relationship

Collaborative
matrix

Knowledge
document

Project
management

Human
resources

Process
management

Knowledge
document

Document &
document
collaboration

Project &
document
collaboration

Staff &
document
collaboration

Process &
document
collaboration

Project
management

Document &
project
collaboration

Project & project
collaboration

Staff & project
collaboration

Process &
project
collaboration

HR Document &
staff
collaboration

Project & staff
collaboration

Staff & staff
collaboration

Process & staff
collaboration

Process
management

Document &
process
collaboration

Project &
process
collaboration

Staff & process
collaboration

Process &
process
collaboration

3.2 System Testing

1. Into the production plan – click on the “new”, after the approval process, the
project entered the implementation.

2. In the project, you can see project-related customer information, business statis-
tics, technical reports, the implementation of information and human resources
are synergies associated automatically.

3. Found in the system when a process with the processes related to staff, clients,
projects, documents and other information can be found in the process.

Test results: The system succeed to meet the collaboration matrix model, knowl-
edge management is the core, and other project management, human resources
and process management share their information such as collaborative interaction
module, the relationship is shown in the Table 1.

4 Conclusion

The system bases on the ontology theory modeling, using the collaborative matrix
and gear linkage design. Matrix model based on collaborative information network
map the characteristics of knowledge management and other strongly correlated
with the seven modules. When we find in the system of knowledge when a document
with the documents related to all the information has been extracted: with this
document related to human resources, projects, assets, etc., makes this document
all information related to the structure, and organized the show. The design
provides a comprehensive knowledge management framework, standardization of
the knowledge of the organization entirely.
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The Research and Application of City
Emergency System for Medium and Small Cities

Dong Zhong

Abstract Medium and small cities are the high proportion in the total number of
cities in China, the construction of emergency system for medium and small cities
is relatively backward compared with big cities, speeding up the construction of
medium and small cities emergency system is imperative. This paper proposes a
new design scheme based on the analysis of the traditional medium and small cities
emergency system construction, which is more suitable for medium and small cities.
The system architecture, the hierarchical structure and business process have been
designed in this paper, it provides a good research direction for the construction of
emergency system for medium and small cities.

Keywords Medium and small city emergency system • System architecture •
Hierarchical structure • Business process

1 Introduction

In recent years, with the rapid development of the social and economy, the
issue of city public security becomes the concerning focus, emergencies, such as
earthquakes, production security accidents, malignant diseases spreading, natural
disasters and other unexpected events occur frequently in domestic cities (Qi et al.
2006), it affected seriously city public security. In order to reduce the incident losses,
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the construction of emergency response system is imperative. At present domestic
some big cities like Nanning, Beijing, Tianjin, Guangzhou, Shenzhen, Shanghai
and other large and super large cities have built emergency response system, they
are responsible for public emergencies (Dong and Chun 2011). Due to smaller
scale, financial resources shortage, construction mode and system construction,
medium and small cities are relatively backward. Except for the public security
and fire department, the information systems of medium and small cities emergency
departments are backward, it is necessary to speed up the construction of primary
emergency system and to provide better service to the people (Shoupeng 2007). This
paper proposes a new design scheme based on the analysis of the traditional medium
and small cities emergency system construction, which is more suitable for medium
and small cities. The system architecture, the hierarchical structure and business
process have been designed in this paper, it provides a good research direction for
the construction of emergency system for medium and small cities.

2 The System Architecture Design of Medium and Small
City Emergency System

In general, the emergency system of big cities is composed of wireless communica-
tion system, wireless communication voice dispatching system, integrated response
alarm system, voice recording system, wireless data transmission system, video
image system, city geographical information system, moving target positioning
system, mobile communication system (Jianhua et al. 2005). The emergency
system has the command scheduling function, it can achieve the rapid reaction
and unified response alarm to natural disasters and accidents, disasters, public
health emergencies, sudden public social security incident alarm, resorts, complaint
telephones sources, it also can provide communications and information security
for the decision of super-serious events (Yue 2006; WeiJun 2004). But usually
the traditional emergency systems of medium and small cities cannot achieve the
integration of resources, lack of unified management, lack of unified dispatching,
the efficiency of response alarm is low.

This paper proposes the new system architecture suit medium and small city
emergency system according to the characteristics of medium and small cities in
China. Figure 1 is the system architecture diagram designing for medium and small
cities emergency system, the system architecture has been divided roughly into three
parts: command application layer; Linkage department data layer; Infrastructure
layer.

In the paper, the center of emergency system architecture is composed mainly
of response alarm system, emergency resources comprehensive search system;
accident warning and evaluation system, alarm and information release system,
the emergency treatment knowledge base system, emergency response processing
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Fig. 1 Small urban emergency system architecture diagram

tracking system, the linkage department evaluation system, it has been showed in
Fig. 1, the functions of main systems as follows:

1. The response alarm communication system has the phone scheduling and
computer network scheduling function, wireless scheduling function. It is prior
to use network scheduling in normal circumstances of public security network,
if the network is impassability, the system prompted automatically to use
traditional telephone scheduling. It integrated with all communication system
to constitute a complex system, achieving convenient and interoperable voice
communication function. The response alarm communication system is response
alarm call center, it is a wireless scheduling system of all communication
terminal, including digital simulation cluster communication equipment, cell
phone, public telephone, and so on.
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2. Emergency resources comprehensive search system, it can search quickly the
data storing in storage device and provide services. It can search specific
surveillance video and associated data of government in the Web interface by
the ways of lens, time, association events, log and so on. It can provide unified
management for the emergency resources of the governments, city leaders can
use this system to make decision quickly according to on-site conditions and
provide handling for emergency event by mobilizing related resources through
the shortest path.

3. Accident warning and evaluation system, this system can provide regulations and
system inquires according to the type of emergencies, it can define early warning
indicators and assessment criteria of sudden emergencies, and formulated early-
warning index and disasters.

4. Alarm and information release system, some information can be posted on the
WEB by the system, the related departments can share the information; it can
transmit the information to all kinds of medias in the first time, not only releasing
information to the public, but also can get the aid of the public.

5. Emergency treatment knowledge base system, the operation data of this system
is sensitive and classified information, the professional data must be stored by
mutual isolation distribution, important data must be encryption and even phys-
ical isolation. It is to complete the collecting, disposal knowledge classification
and comprehensive utilization of emergency events.

6. Emergency response processing tracking system, various linkage department
personnel and on-site command staff must provide the latest information of
dealing with emergencies to government command center report meeting room
through the network, or the fixed telephone and mobile phone means. It could
be accessible to get the information of all departments and disposal team,
even personal working condition, on-site condition, instruction state through the
tracking systems.

7. The linkage department evaluation system, this system stressed self-commitment
and management, operation is very simple, it is more suitable for departments
of not quantitative unit. It can complete the evaluation emergency response
work of all departments and promote the linkage department to concern emer-
gency response command system construction, improving the emergency event
handling level of departments.

3 The Hierarchical Structure Design of Medium
and Small City Emergency System

The paper presents the hierarchical structure design of medium and small city
emergency system: the core layer, institutions layer, communication layer, directors,
relevant layer. All levels have different data and applications. Its hierarchical
structure has been shown in Fig. 2:
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Fig. 2 Small and medium-sized city emergency system structure diagram

1. The core layer is the center of emergency system command center. It is consist
of dispatching center, network center, communications center, the monitoring
center, data center, release center. Command center can achieve the integrated
application of database, comprehensive application of various departments data,
real-time monitoring data and image display, the application of electronic map
display and so on.

2. Institutions layer, it contains leadership and authority agencies. In the informa-
tion construction, as a leading unit, it should arrange overall citywide, especially
involving the communication system, computer network, GPS system, video
surveillance system and information resources.

3. Communications layer, it contains all sorts of cable and wireless communica-
tions, Digital Data Network (DDN Data), Public Switched Telephone Network
(PSTN), wireless trunking communications.

4. Director layer, the emergency team is an information receiver picker and schedul-
ing command performer in the function. The emergency team is a network
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sub-center node to distributed database in the technology. The emergency team
is a data update operator in the management.

5. Related layer, it refers the alarm people, alarm unit, meteorology, telecom
departments, electric power sector and gas sector and other related with
emergency individuals or department.

4 The Business Process Design of Medium and Small City
Emergency System

A typical emergency response business process contains six links parts, including
call the police, response the police, response alarm, disposal, sources of withdrawal,
summarizes. The process has been shown in Fig. 3: when the command center has

Coal water
power police

Major situation and daily summary report to public
security and municipal government

Disposing seats
distribution

119 police 120 police

Comprehensive
police

Emergency interact action over,personnel
involved

receiving alarm

Spanned police

122 police

Emergency business executives and tools executive combat
missions

Emergency business executive units receiving
and executes instructions

110 police

Civil defense
police

Table allocation sources

alarm

Crossing police
kind

The event log
and

information
query display

Field
information

Key unit plan inquiry
Emergency data warehouse

queries
Image monitoring vehicle

tracking
On-site general image

transmission

Related units
databases

Emergency
response

Distributed
database

Statistical
analysis

Information
maintain

Fig. 3 City emergency system business process



The Research and Application of City Emergency System for Medium and Small Cities 107

an acknowledge of happening non-emergency event, it will turn to the convenient
service center directly and distributing processing; When the convenient service
center received emergency for help, it will also turn to the command center directly.
In emergency/ non-emergency preparedness, the command center and convenient
service center have sharing information. The decision-making command center is
usually only one on duty, when encountering major emergency or non-emergency
events need coordinate, the attendant report the information to the director of
decision-making command center, the director will judge the events and report to
the city leaders, then the leader will has a decision. When leaders have arrived
to command center for decision-making, the system will provide information
collection and leading comprehensive coordination communication (start voice, data
and images) platform.

5 Conclusions

This paper proposes a new design scheme based on the analysis of the traditional
medium and small cities emergency system construction, which is more suitable
for medium and small cities. The system architecture, the hierarchical structure
and business process have been designed in this paper, it provides a good research
direction for the construction of emergency system for medium and small cities.
This system has been applied in Jianli, WuXue medium and small cities, and so on.
The system is stability, security.
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An Intelligent Recommendation System
for TV Programme

Xiaowei Shi, Weijian Mi, Linping Huang, Yanhua Niu, Daofang Chang,
and Yang Zhang

Abstract A personalized recommendation system for multiple users used in
TV-Anytime context is presented. The system includes five agents: filtering agent,
recommendation agent, profile updating agent, report agent, and interface agent.
It also has a user preference database and a database for recommended program
information and content. The “like” and “dislike” information of the users is
included in the user preference database. The filtering and recommendation agents
propose contents based on the ranking of similarity of user preferences and
programme metadata. The user interface agent builds and updates the user profile
based on explicit feedback, and collects information on user’s reaction to the
recommended contents and viewing behavior. This system has sensibility and
adaptability to the status of itself and outside and can represent the users’ potential
needs based on implicit feedback and learn potential changes of their preferences,
avoiding the limitation of recommendation based on only explicit needs. Experiment
results show the recommendation system can recommend contents effectively.

Keywords Multi-agent Recommender • Potential needs • Preference learning
• TV-Anytime • Filtering & ranking

1 Introduction

In recent years, the research on personalized recommendation technology on DTV
has already reached a variety of achievements, such as Multi-Agent Recommender
(Blanco-Fernández et al. 2004), TV-Advisor (Das and ter Horst 1998), and Personal
TV (Cotter and Smyth 2000). The recommenders filter/rank Electronic Program
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Guide (EPG) according to the user’ preference, recommend programs which may
meet the demand of users. However, basic information of EPG only includes channel
name, program title, the start time and the duration time of the program. In addition,
several factors which may lead to hard to recommend programs that users will
like by the recommendation system are listed as follows: (1) The TV program
schedule may be changed at any time; (2) When users choose the program, they
always are attracted by the actors, directors, program genre and so on. The TV-
Anytime Forum seeks to develop specifications (TV-Anytime) since September
in 1999. The specifications enable audio-visual and other services based on mass
market high volume digital storage in consumer platforms (TV-Anytime System
Description 2002). Metadata as defined by TV-Anytime not only includes detailed
information about programs, but also about user preferences and usage history
(TV-Anytime Metadata Specifications 2004). TV-Anytime identifies program with
Content Reference Identifier (CRID) which is unique for each program, then apply
location analysis to obtain program metadata. Through applying location analysis
can make the process of obtaining program metadata free from the limitation of
TV schedule. The specialization of metadata makes it possible to improve the
accuracy and reliability of recommendation quality. A typical TV-Anytime system
consists of three parts, that is, a proxy for delivering the information stream of TV-
Anytime, program resource, and Personal Digital Recorder (PDR) which belongs to
household appliance, and DTV (TV-Anytime System Requirements 2005).

One of important factors that may influence the recommendation quality is the
reality and integrity of user preferences. Because of the constant change of user
preferences with the time, intelligent recommendation system should learn user
preferences dynamically, and update user profile on time. Several recommendation
systems have already existed, such as PTV, TV-Advisor, and Multi-Agent Rec-
ommender. However, plenty of drawbacks existed in the1 current recommendation
systems. PTV fails to put forward the ideas revise user preference dynamically;
TV-Advisor revises users’ explicit preferences based on explicit feedback, while it
is incomplete to acquire user preference due to impossible for users to express all
of their needs by their own; Multi-Agent Recommender revises user preference by
combination of explicit feedback and the statistics about the view rates of parameters
such as program. However, it is impossible to learn the potential user preferences
wholly only according to the basic information such as program.

A self-adaptive recommender based on TV-Anytime is proposed in this paper.
The system, as an intermediary, relates users’ preference with program resources.
This system has sensibility and adaptability to the status of itself and outside. The
paper is divided into three big parts in this: Firstly, Architecture of recommendation
system is introduced. Then discussion on the detail information about each part of
this system: (1) the feature-weight (V, W) user profile structure; (2) the filtering

1This work sponsored by Shanghai Maritime University Research Project (20110316).
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and recommendation strategy; (3) a method for modeling a user profile dynamically
and revising the model according to the explicit and implicit feedback. Eventually,
experiment results prove the recommendation system’s reliable.

2 Multi-Agent Recommendation System

2.1 System Architecture

The system is a prototype of personalized recommendation system for programs
based on TV-Anytime. As shown in Fig. 1, it is comprised of five agents, that is,
filtering agent, recommendation agent, profile updating agent, report agent, and
interface agent. There exist two parts for content storage, that is, user preference
database and a database for recommended program information and content. The
function of the agents is presented as follows:

(1) Filtering agent. Selecting the program that users may be interested in
by filtering the incoming program according to the user profile, then submit the
information and contents to the recommendation agent and local storage. At the
same time, filtering agents can filter repetition program to eliminate the redundancy
information and to save the storage space. (2) Recommendation agent. The
Recommendation agent can rank the recommended programs according to the like-
degree and submit a recommendation list. (3) Interface agent. The user interface
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Preference 
Information 

Flow

Control
Flow

Fig. 1 System architecture
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agent builds an interface of user profile according to explicit feedback; Users
can provide feedback about the recommendation list and the contents of program
through the interface. In addition, it can collect information on user’s reaction
such as recommended program metadata and program in content database and
send the feedback to the report agent. (4) Report agent. The report agent provides
the feedback to profile updating agent and need to be agreed by the user before
sending. (5) Profile updating agent. The agent studies the potential change of
implicit preference of users further. In addition, combination of implicit feedback
with explicit feedback to update the preference profile.

2.2 Inter-Agent Communication

The agents in multi-agent system (MAS) rely on inter-agent communication to
achieve something which they cannot achieve individually. In the current MAS
research, inter-agent communication is based on Knowledge Query and Manipula-
tion Language (KQML) which is a language that is designed to support interactions
among intelligent software agents. KQML messages do not merely communicate
sentences in some languages, but they rather communicate an attitude about the
content (assertion, request). Furthermore, there are a variety of protocol oriented
performatives among KQML to support interactions among intelligent software
agents. For example, the simplest protocol, namely, client/server protocol, one agent
as a client request to another, then the server agent will one-off return the result
data (Wu and Sun 2010). In the system, several inter-agent communication pairs
exist. For example, when interface agent recommends programs for user, it needs to
communicate with the recommendation agent.

3 User Profile

3.1 User Profile Structure

User profile is regarded as a vector consists of features and weights. The meaning
of feature is generalized, such as certain program genre, actors, etc. Weight is a
metric that measures the important degree of each feature. The future is unique,
such as the feature as an actor and the feature as a director of Brad Pitt are different
at all, and the corresponding weights can be also different. The value of weight
ranges from�1 to 1, which above zero represent that user like the feature, otherwise,
it represents that user dislike the feature. The larger absolute value means more
intense emotion. To simplify the calculation, n features serve as a set of typical
features which represent user’s emotion. The n features are used to model the user
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profile, i.e. weight only includes the first n features in user profile. User profile can
be described as the vector sets (V, W), V represents the feature set, which can be
shown as follows:

V D .v1; v2; : : : ; vn/ (1)

W represents the corresponding weight set shown as follows:

W D .w1;w2; : : : ;wn/ (2)

3.2 Program Metadata

The description of program relies on the description of user profile, and program P
can be represented as follows:

P.V / D .u.v1/; u.v2/; : : : ; u.vn// (3)

Where if feature v is included in the fields of program metadata, then u.v/ D 1,
otherwise u.v/ D 0.

3.3 The Presentation of User Preference Information
and Program Metadata

For the purpose of interoperability, the program metadata and user profile in the
system are both represented by The Extensible Markup Language (XML). The
W3C’s XML 1.0 Recommendation was first issued in 1998. It defines data structure
in an opening, self-description pattern. In addition, when it describes the content of
data, it can highlight the structure description. XML is widely applied in the field of
data exchange due to its greatest strength, that is, the data storage format will not be
constraint by its display style (“XML Path Language (XPath) 2.0” 2010).

4 Filtering Agent and Recommendation Agent

4.1 Filtering and Recommendation Procedure

Filtering agent filters incoming programs according to user profile, and recommends
and records the program users may like. The function of filtering agent and
recommendation agent is shown in Fig. 2. In Fig. 2, a program consists of program
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metadata and program content. When the program is incoming, the filtering agent
calculates the similarity between program and user profile. If the degree of similarity
is higher than the similarity degree between storage program and user profile,
the filtering agent will execute step 1 in the Fig. 2, the filtering agent will ask
recommendation agent to broadcast real-time program directly; if the similarity
degree of calculated program is higher than threshold ˇ, the filtering agent will
execute step 2 in the Fig. 2, the program is considered that user may like and be
stored into the computer memory. The program which meets the user’s requirement
will be sent to recommendation agent, then the recommendation agent recommend
the fist n programs whose similarity degree is ranked from highest to lowest.

4.2 Similarity Measurement

In the classical vector space representation, the similarity between program meta-
data and user preference refers to their relationship. This paper measures the
similarity by comparing the weight of corresponding feature. A commonly used
similarity metric is the cosine of the angle between the two vectors. Given a program
P and a profile .V;W /, the cosine similarity sim.V;W;P / can be calculated as
follows:

sim.V;W;P / D .W;P.V //

kW k � kP.V /k D
Pn

iD1 wi � u.vi /qPn
iD1 w2i �

Pn
iD1 u.vi /2

(4)

Where if the similarity between program P and user profile .V;W /, that is,
sim.V;W;P / � ˇ, then the filtering agent considers P as a program user
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likes, otherwise, considers P as a program user don’t like. Setting an appropriate
value of ˇ which is based on experience can exert influence on the reliability of
recommendation.

5 Profile Updating Agent

Two methods are proposed to update user preference in this paper: (1) updating
user preference according to usage history of users; (2) updating user preference
according to explicit feedback. There is no need to introduce second method. The
first method is proposed in this paper. When users select and view the recommended
program, they will show the like-degree for the program naturally. Then the system
will mine the potential change of implicit preference according to the feedback
and update corresponding feature and weight. Suppose certain programP , program
duration T , view time of the program t . Then each weight w.v/ of feature v in the
program can be updated as follows:

w.v/ WD w.v/C ˛ �
�
t

T
� ı

�
(5)

Where if v have not shown in the user profile, then w.v/ is set as value of 0. ˛ is
the learning rate which presents the updating sensitivity of the user profile based on
feedback. ı 2 .0; 1/ is a threshold and depends on experience, here 0.7 is its value.
If user view the program exceed ıT , it presents that user is fond of the program and
the corresponding weight increase, otherwise, it indicates user don’t interested in
the program, the corresponding weight in user profile will be reduced. In addition,
if user deletes the recommended program directly, the system sets the view time
as 0. Eventually, the new user profile is constituted by the highest value of n weights
and corresponding feature. Program metadata is modified correspondingly.

6 Report Agent

The user interaction agent provides a chance for revising the feedback. It collects
feedback and asks user whether they agree to put the contents into the feedback
report. If they oppose the idea, they can revise the report. Sometimes, user regards
this as privacy and don’t expect this kind of content show on the recommendation
list preventing, then user can delete the information; sometimes, some unappealing
programs have to be watched for accompanying guest. In this condition it cannot
reflect the true preferences of users, and user can delete the information too. User’s
privacy can be protected while causal behaviors can be deleted in the system.
Consequently, updating results of user profile can be more reliable.
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7 Experiment

7.1 Experimental Environment

The experimental environment involves 1 PC, 1 TriMedia card, a Multi-agent
system and 1 TV set. The PC is working as the host (that is PDR), responsible
for depositing program sources. The TriMedia card is used for video decoding
(Philips Homepage for Media Processors 2004). The TV set is used for displaying
programs. This system runs under PC/Linux platform. The test program contains
150 different program segments, and each program segment lasts 2–10 min. Three
users participate in the experiment. The three users is trained with 30 programs.
Then they are respectively tested with 20 programs last 6 days. From the perspective
of user’s view, the effectiveness of filtering is very important. It reflects the degree of
personalization. The parameter of Precision measures the filtering ability of relevant
program. PrecisionDRPR/TPR. Where TPR indicates the total number of recorded
program; RPR indicates the total number of program which meets the requirement
of user.

7.2 Results

There are three users participate in the test. User 1 fails to provide the explicit
feedback, his initial profile is empty; user 2 provides the explicit feedback to initial
the profile, then his preference is changed suddenly and fail to update the user profile
according to the explicit feedback; user 3 also provides the explicit feedback to
initial the profile, only the normal potential preference is presented in the test. The
experiment result is shown in Fig. 3.
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7.3 Discussion

The experiment result reveals that learning algorithm of user profile can learn the
potential demand of users and capture the potential changes of user preference,
and recommend personalized programs for user. Compare the three users, user 1
and user 2 learn fast. For user 2, initial preference and the following provided
preference are totally different, and the system needs to spend more time to learn
new preferences and forgets old preferences. If user changes his preference suddenly
and updates preferences on the interface on his own, then the recommendation
precision will be better. Comparing user 1 and user 3, the recommendation precision
of user 1 is lower than the other user due to fail to provide explicit preferences
based on explicit feedback. The result of user 3 reveals the gradually change of user
preferences. Therefore the recommendation precision won’t always become higher
and higher, even closed to 1, that is to say, the recommendation precision cannot
reach 100%. The setting of threshold in experiment will influences the learning
speed and recommendation precision, but the basic function is invaluable.

8 Conclusion

A personalized recommendation system for multiple users used in TV-Anytime
context is presented. The system which includes five agents filters incoming
programs according to user preference and program metadata, and recommends the
programs which users may like to user. This system has sensibility and adaptability
to the status of itself and outside and can represent the users’ potential needs based
on implicit feedback and learn potential changes of their preferences, avoiding the
limitation of recommendation based on only explicit needs. Experiment results show
the learning algorithm can learn user preference effectively. It needs further research
on the reliability of improving program filtering ability and on how to recommend
for groups.
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The Research of Digital Resource Technique
in Libraries

Zong-ying Shu

Abstract Digital Library is an extension of traditional library functions. It is
information collection, conversion, to describe, and the computer can handle in the
form of digital information collection and storage of digital information network
to intelligent information retrieval methods and unified search interface to use
advanced information processing technology. The Internet, provide a variety of
languages compatible with the long-range multi-media digital information services.
This paper provides comprehensive coverage of the theories research connected
with the provision and management of electronic resources in libraries to show
us with comprehensive coverage of the core topics related to electronic resource
methods. With the rapid development of computer technology, communication
technology and network technology, the construction of information expressway
have offered the environment and condition for development of extensive infor-
mation system, library system. The information resources in libraries are getting
more and more rich, the digitized tendency is getting more and more obvious.
Some technique such as the information resource integration technology, electronic
resource management and cataloging standard technique have enhanced day by day.
In order to better serve for the reader and cause readers to refer to the more literature
resources in the shortest time, the researchers should pay more attention to library
information resource technique.
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1 Introduction

These developments, coupled with the new expectations of the Internet-savvy user,
affected all types of libraries who had to rapidly shift from print-based to electronic
resources. Whether the electronic resource comes from a commercial publisher or
a local digitization effort, this trend is also rapidly changing library operational and
organizational practices. Along with the increase in electronic resource acquisitions,
librarians have had to quickly adapt and address an ever complex set of new
challenges and changes related to: workflow management and planning; selection
and acquisition procedures; copyright and license negotiation; cataloging practices;
public access interfaces; and utilization of usage statistics. Libraries must now come
to terms with how to better evaluate, acquire, store, and manage this wealth of
electronic resources (Anderson 2003; Lee and Boyle 2004). The proliferation of
electronic resource management systems (ERMS) presents an additional problem
for libraries, that must now develop in-house resource management solutions or
acquire one of a myriad of emerging turn-key solutions and implement them in an
evolving organizational setting.

Broadly, activities and tools used by a library to manage their investment in
electronic products. More finely, electronic resources management refers to several
specific management areas (acquisitions, access, workflow, trial, statistics, costs,
etc.) that have been defined by the Digital Library Federation.

2 Integrated Library Systems (ILS)

During the past decade, there has been phenomenal growth in the number of
electronic resources including electronic journal packages and full text aggregations
acquired by libraries. University Libraries projected will become more digital.
Though this prediction has yet to come to pass, the Association of Research
Libraries (ARL) expenditure trend data (Association of Research Libraries, 2002)
showed that academic libraries are “in the midst of a profound shift toward reliance
on electronic resources, and this reliance seems to have deepened just within the
last year or two as libraries have shed paper journal subscriptions to help pay for
online access.” Since providing access to electronic resources have become such
a major part of the library services, it was crucial for libraries to tackle these new
challenges head on.

Libraries provide their users with different ways of accessing its electronic
information resources, such as the ILS, a library developed Web site that include
listings of available e-resources and a metasearch system (sometimes referred to as
federated search). Library users may start an e-resource research session from any of
these systems. Many libraries also provide access through other nonlibrary systems,
such as the Learning Management System (LMS), an enterprise portal, and so forth.
Many of these systems perform authentication. Depending on how the user starts the
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research, the user may have different experiences in terms of authentication. These
access points should briefly discussed here.

Usually, when a patron tries to access a resource that is part of the library’s local
collection and restricted, such as an item in an electronic reserves collection, the ILS
itself will authenticate the patron. In other words, the ILS will use its own internal
authentication mechanism to authenticate the user.

However, if the resource resides outside the ILS, such as an electronic journal, the
ILS will simply redirect the user to the resource itself, or to another authenticator,
such as a proxy server, which in turn authenticates the user. In this case, the
ILS delegates the authentication to another authenticator (White 2006). Some ILS
vendors provide a proxy server as an add-on module that is integrated to the ILS
(e.g., Web Access Management from Innovative Interfaces, Inc.). These modules
authenticate patrons using the ILS’s internal patron database.

3 Electronic Resources of Library

Libraries are standard-bound institutions, applying rigorous rules to cataloging,
classification, coding, indexing, and authority work. The international descriptive
cataloging standard, the Anglo-American Cataloging Rules, 2nd edition, (AACR2)
(2002), for example, includes rules governing naming library print, audiovisual,
and electronic media in the title statement. Even when no title exists, there are
rules for compiling one. But standards are never comprehensive, nor can they be.
There are always exceptions that do not fit the rule. AACR2 uses language of
sufficient generality and vagueness to leave catalogers with considerable interpretive
or subjective latitude.

This flexibility works fairly well for print and microfilm, since these “old” media
are relatively stable in their presentation, making exceptions finite. This flexibility
becomes a liability in the case of electronic resources, where presentation is far from
stable and where name changes occur frequently. The standard makers cannot keep
up with the evolving nature of “new” media in libraries. As a result, a small cottage
industry of additional guidelines and interpretations flourish between standards
editions. The continually updated, Library of Congress Rule Interpretations(LCRI)
(Office of Descriptive Cataloging Policy, Library of Congress, 1989), for example,
amplifies and explains existing rules and adds new ones for areas not covered in
AACR2. CONSER (Cooperative Online Serials) is an international online serials
cataloging program run by the Library of Congress. Module 31 of the CONSER
Cataloging Manual (2006) is a supplemental standard specifically geared to deal
with the complexities of cataloging online serials. Module 31 only applies to
individual electronic journals and newsletters, that is, to serials in the narrows sense,
and not to databases. While such guides assist catalogers in interpreting standards,
they also sanction subjective interpretation and make exceptional applications
quasi-standards.
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When it comes to the ever-changing field of electronic resources with their
multiple sources for description information, the cataloger is often at sea, and
must extrapolate from standards applicable to print media or invent totally new
approaches for emerging realities. Since its first appearance, AACR2 has gone
through a series of revisions and updates. Yet it still lags behind the real world of
electronic resources. A so-called third edition, AACR3, is now under development.

Library systems in general become corrupted over time. Standards are applied
differently from institution to institution, from one individual to another, and over
the life of a system. As new standards and local administrative policies are imple-
mented and displace old standards and policies, catalogs demonstrate a hodgepodge
of different standards and policy applications (Kichuk 2000). This is true even
in the relatively short time that electronic resources have been widely accessible
in libraries A spot check of library catalogs reveals that in many, electronic
resource titles receive different treatment, for example, for capitalization, that is
only explainable as a change in policy or interpretation. The inconsistency remains
embedded in the catalog record unchanged perhaps for the life of the catalog.

Cataloging standards and guidelines can not be systematically applied in the
creation of metadata for electronic resource A to Z lists or ERM records, where
their weaknesses in relation to electronic resources are even more apparent than in
the catalog.

4 Library Technical Services Management

This explosion of electronic resources has created a new workload requirement:
management. Management of electronic resources is a time-consuming and, at
times, a difficult process. Although the management of electronic resources is
often seen as a strictly technical services endeavor, it should been considered a
multi-faceted process requiring all areas of the library. The workflow currently
in place at JSU is just such a practice. The management of electronic resource
workflow is a collaborative effort between public service and technical service
librarians. At JSU, the public services librarians collaborate with the technical
services librarians in order to provide a substantial collection of electronic resources
and to make this collection available to the users as quickly as possible. It is this
collaboration that makes the workflow inimitable. The collaborative effort begins
with the review process, both trial reviews of databases, e-journals, and so forth
and reviews of freely accessible materials such as Websites, extends through the
acquisitions, administration, cataloging/bibliographic control, marketing, training,
and ends with the assessment of the resources. No matter what workflow a library
uses for electronic resources, good communication at each stage in the process is
paramount since there is no physical trail of where the item is in the workflow until
it gets to the bibliographic control stage.
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Fig. 1 Library collaboration

Despite the physical division between “technical” and “public” services in the
library, managing electronic resources is one of many shared responsibilities. The
mission of the HCL is to provide information services and bibliographic resources
to support the scholarly and informational needs of the university community. To
meet user expectations better, the public service librarians’ responsibilities at JSU
have evolved to include four major professional areas (Collantes 1995). All areas are
both interchangeable with and interconnected to one another. For example, effective
reference is impossible without a sound collection and vice versa. The four areas
are: (1) reference, (2) collection management and development of their respective
subject areas, (3) instruction, and (4) liaison activities. Liaison activities include
a structured liaison partnership between university teaching faculty and library
faculty which includes appointment letters, a list serve, and formal communications
between librarians and departmental liaisons. An informal relationship between
librarians and teaching faculty is also encouraged and expected as part of their
liaison activities job responsibilities.

Additionally, these four professional areas for the public service librarians are
dependent on and mirror the four technical services professional responsibilities
to: (1) Provide the correct bibliographic data and access points; (2) order, pay, and
process the materials requested; (3) deliver or notify the public services librarians
of new information sources; and (4) process nonlibrary faculty request and inform
them of new information sources. (Fig. 1)

5 Conclusion

Electronic resources may take many forms, from e-books or journals to full-text
resources from aggregators, or index/abstract databases from publishers. The way
in which electronic resources are managed is becoming more distinct from print with
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new approaches to planning, tasks, workflow and communication. The planning
process encompasses policy-making, budgeting, and staffing. Tasks may include
things like setting up trials, license negotiation, authentication, troubleshooting,
evaluation, and renewal. Workflow covers the entire process from initial product
consideration, making the resource available to patrons, to renewal or cancellation.
Communication includes a variety of interactions from local administrators to
vendors, IT staff, public service personnel, and users. So it is important to research
the topics related to electronic resource management of library, and we should pay
more attention in order to promote library digital level.
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Study on Model of E-Government Public
Satisfaction Based on Service-Oriented

Sun Hao

Abstract In order to solve the financial crisis, confidence crisis and management
crisis, government has introduced the concepts of market-driven and customer-
orientation into management on the guidance of new public management. From
the perspective of service-oriented, the contents of public satisfaction and its
improvement are the important approach and carrier of reengineering government,
providing efficient and convenient services to meet public needs, and building an
open, transparent, efficient, information-sharing government. Through reviewing
the literature, this article presents an integrated e-government customer satisfaction
model, which is a multivariate statistical analysis approach and used to discuss
the relations between latent variable and manifest variables. Latent variables
includes public expectations, perceived quality, perceived ease of use, perceived
usefulness, perceived value, public trust, public satisfaction, government image
and public participation, which compose the indicator of e-government customer
satisfaction index system, and guide government to promote management efficiency,
effectiveness, fairness, participation of e-service.

Keywords Service-oriented • Publicsatisfaction • E-government • Model

1 Introduction

After 70 years of the twentieth century, governments in western countries face
financial crisis, confidence crisis and management crisis. Public administration
established in the bureaucracy has not effectively solved the real world prob-
lems, and can not satisfy the public’s request of highly efficient operation and
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responsibility. In this context, the experience, technology and method of the success-
ful operation of large number of enterprises have been introduced into the reform
of public administration, public administration mode changes from the traditional
domination to service. Government management has been more and more pointed to
the public interest, adopted democratic and participatory approach, resolved social
problems through cooperation with the public and various organizations in the
network structure, and taken democratic and scientific decision-making mechanism
based on needs of the public and the efficiency.

The development of e-government resulted from the transformation of govern-
ment in the world and the strong demand for government reform. The construction
of e-government as a pilot project of social information, gets more and more
government attention and support. In the guidance of service-oriented, the con-
tents of public satisfaction and its improvement are the important approach and
carrier of reengineering government, enforcing optimization and reorganization of
government organizational structure and workflow; providing efficient and conve-
nient services to meet public needs, and building an open, transparent, efficient,
information sharing government. Therefore, according to the construction reality
of Chinese e-government, it has an important and practical significance to build
e-government user satisfaction index system and evaluate quality and level of
government services for promoting e-government construction and accelerating
transformation to service-oriented government.

This paper proposes an e-government customer satisfaction model based on
ACSI Government Model and other domestic scholars opinions, which includes
variables of public expectations, perceived quality, perceived ease of use, perceived
usefulness, perceived value, public trust, public satisfaction, government image and
public participation. These nine latent variables compose the first-level indicator
of customer satisfaction index system. Also this paper lists different observation
points of each latent variable in details, which compose the manifest variables.
These variables constitute the elements of e-government user satisfaction, which
can guide government to promote management performance.

2 Reviewing of American Customer Satisfaction
Index Model

2.1 American Customer Satisfaction Index (ACSI) Model

The American Customer Satisfaction Index (ACSI) model is a cause-and-effect
model with indices for drivers of satisfaction on the left side (customer expectations,
perceived quality, and perceived value), satisfaction (ACSI) in the center, and
outcomes of satisfaction on the right side (customer complaints and customer
loyalty, including customer retention and price tolerance) (Fig. 1).
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Fig. 1 American customer satisfaction index model

Customer expectation is a measure of the customer’s anticipation of the quality
of a company’s products or services.

Perceived quality is a measure of the customer’s evaluation via recent con-
sumption experience of the quality of a company’s products or services. Quality is
measured in terms of both customization, which is the degree to which a product or
service meets the customer’s individual needs, and reliability, which is the frequency
with which things go wrong with the product or service.

Perceived value is a measure of quality relative to price paid. Although price
(value for money) is often very important to the customer’s first purchase, it usually
has a somewhat smaller impact on satisfaction for repeat purchases.

Customer complaints are measured as a percentage of respondents who indicate
they have complained to a company directly about a product or service within
a specified time frame. Satisfaction has a negative relationship with customer
complaints, as the more satisfied the customers, the less likely they are to complain.

Customer loyalty is a combination of the customer’s professed likelihood to
repurchase from the same supplier in the future, and the likelihood to purchase
a company’s products or services at various price points. Customer loyalty is the
critical component of the model as it stands as a proxy for profitability.

2.2 ACSI Government Model in Public Sector

In September 1993, President Clinton signed the No. 12862 Executive Order
“establishing customer service standard”, and ordered federal agencies to develop
customer service standards, requiring government departments to provide more
choices for customers of public services, resources and means of service provision
options. The establishment of customer-first concept in the new public management
movement prompts the America customer satisfaction index (ACSI) to be applied
in U.S. public sector, and builds ACSI Government model (Fig. 2).
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Fig. 2 ACSI government model

The ACSI government model (used for most agencies) is identical to the private-
sector model with a key modification in the “outcomes” component. Specifically,
the outcome of citizen trust replaces the price-related outcomes found in the private-
sector model (repurchase intention and price tolerance).

Because agencies provide services with little or no direct charge to the user,
perceived value is not part of the government model. The drivers of expectations
and perceived quality, satisfaction, and the outcome of customer complaints appear
in both the government and private-sector models.

The results of user satisfaction in public sector are slightly different from
private sector. In private sector maintaining customer loyalty and reducing customer
complaints are important goals to maintain profits. Satisfaction evaluation and
improvement is an important carrier and the key point to improve corporate
profits. For most government organizations, the value orientation of public interest
determines the main objectives of public sector services is to obtain the trust of
customer, to resolve the public confidence crisis, to improve government credibility
thus ensuring smooth implementation of all activities and policy.

At the same time, e-government is an electronic online service, which content
and form are different from product provided in private sector. First of all, according
to the services and product type provided, e-government websites are divided into
news and information sites, portals and department main sites, E-commerce and
transactional sites, career and recruitment sites. Secondly, private sector, mainly
through variables of customization and reliability evaluate perceived quality. While
for government organizations, indicators of satisfaction are grouped into four broad
categories that are used as input to measure quality (process, information, customer
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service, and website). For the outcome of citizen trust, indicators are the degree
to which the user customer would recommend the agency’s services to others,
and the extent to which the user has confidence in relying on the agency in the
future. Variable of citizen trust is defined as public confidence and support on online
services, which reflects citizens reuse e-government.

The model regards citizen trust as a cause variable of public satisfaction, not
as the ultimate outcome variable. This change is because that satisfaction as a
psychological measure variable is reflected by external action of the public, which
embodies citizens support and reuse e-government, that is, the frequency and
effectiveness of external use can reflect the inherent subjective satisfaction.

3 The Model of E-Government Customer
Satisfaction—From Perspective of Service-Oriented

3.1 The Proposal of Service-Oriented E-Government

New public management highlights the function change, and thinks that government
should be oriented to customer to meet public different needs, and enhance
responsibility to the public needs.

Under the guidance of this concept, the construction and implementation of
e-government not only improves the quality and efficiency of government services,
promotes the change of government management functions, but also fully embodies
the basic concept of constructing service-oriented government, which is the impor-
tant way to build service-oriented government. E-government should pursue from
sector interests to the public interests, from attention to organization efficiency to
realization of public value and service satisfaction.

Highlighting service function and deepening service concept will placed the
public in the core of government management and operation, in which consumer
sovereignty of the public and users are strengthened, the public is regarded as
the object of access to government services-customer, and public satisfaction as a
dominant indicator is used to evaluate e-government services and capabilities.

3.2 The Features of Service-Oriented E-Government

Through the application of network technology, communication technology,
E-government achieves electronic, across time and space public service, the public
can access to public services anytime and anywhere; network structure integrates
originally distributed independent activities to provide “one-step” service for public;
at the same time, the powerful information processing capability of background
guarantee to offer personalized service to public.
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The implementation of e-government is not simply the traditional realization of
electronic public services, service-oriented e-government reflects a new cooperation
relationship between government and citizens, which realizes the transformation
from the traditional domination to modern service. Government no longer through
the administrative regulation and approval manages the economy and society; no
longer plays the role of producer, supervisors and controller. It provides a good
development environment and equal competition conditions for public, provides
social safety and public services.

Service-oriented e-government not only pursues lower administrative costs,
improvement of service quality, cleanness and efficiency, but also pursues open
and transparent goal. There are several reasons explain the importance of Openness
and transparency of E-government. Firstly, it makes government information in
a timely manner to be known by citizens through a variety of media, which is
convenient for citizens to receive services provided by the government; Secondly, it
provides a way for citizens participating in administration and policy-making, which
is convenient for citizens to participate in various activities related to their interests
and express their own aspirations and demands; thirdly, it reduces information
asymmetry between government and citizens, reduce corruption and probability
of moral hazard and implements effective supervision; Fourthly, it is convenient
to assess government service functions and its behavior, to promote administrative
efficiency and service capability; Fifthly, it realizes the transformation of power
operation from means of single, top-to-down to means of diverse and interactive,
which effectively embodies the spirit of public service.

3.3 Customer Satisfaction Model of Service-Oriented
E-Government

Influence by western new public management movement, the concepts of customer-
oriented, results-oriented, market provision of public services and the public
participation in government performance evaluation have gradually applied to the
government reform practice. Based on the ACSI model and domestic scholars’
opinion, there is an E-government public satisfaction model (Fig. 3).

3.3.1 Latent Variable-Perceived Value

Generally, perceived value refers to the ratio between total benefit for customer and
price paid by customers. Since most of e-government service provision is free, it is
difficult to measure perceived value. A lot of satisfaction models including ACSI
model do not use this latent variable.

This model increases variable of perceived value and expands its content, which
reflects not only the ratio relationship between benefit and payment, but also can
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Fig. 3 E-government public satisfaction model

be used to express the perceived effectiveness of e-service. This perception covers
not only the overall perception of service quality, but also reflects the degree
of coinciding between public expectations and requirements concerned on results
of e-services. The extent of achieving policy objectives and user expectations,
changing original state and behavior can obtain good consume experience and
feelings, also raise e-service satisfaction. As for the free services which can not
measure the cost and payment, we can calculate in an indirect way, because the
users save time, energy when enjoying high-quality e-services. According to the
time value method it can be converted into the corresponding payment of cost and
price.

3.3.2 Latent Variable-Perceived Ease of Use and Perceived Usefulness

E-government depends on the Internet to provide the virtual electronic information
services for public. The enjoyment and service experience bases on actual usage.
Before enjoying the service, there is a process of e-learning and acceptance in which
public use network technology, hardware and software. Therefore, based on the
theory of technology acceptance model, these two latent variables are introduced
in integrated model.

Technology acceptance model (TAM) is the usage of rational behavior theory of
Davis to study the degree of accepting new technology and new information systems
for users (Davis et al. 1986). It purposes two major determinants:

• Perceived usefulness reflects the extent that a person uses a specific system to
increase his job performance.

• Perceived ease of use reflects the extent that a person is easy to use a specific
system.
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TAM regards that system usage is determined by behavioral intention (BI).
Behavioral intention (BIDACU) is determined by attitude toward using (A) and
perceived usefulness (U). Attitude toward using (ADUCEOU) determined by
perceived usefulness (U) and perceived ease of use (EOU). Perceived usefulness
(UDEOU External Variables) is determined by external variables and perceived
ease of use. Perceived ease of use (EOUDExternal Variables) is determined by
external variables. External variables include system design characteristics, user
characteristics (including the perception forms and other personality characteris-
tics), task characteristics, the nature of the development or implementation, policy
effects and organizational structure, etc., which establishes a link among existing
factors in the TAM such as internal beliefs, attitudes, intention, differences among
individuals, environmental constraints and controllable interference.

According to TAM, user choosing and actual using of online e-services are
determined by behavioral attitude and intentions which are formed by perceived
usefulness and perceived ease of use. Once the public has obtained original
expectations and gained satisfaction, this use behavior will repeat, the frequency
of behavior can be used to measure and improve public satisfaction.

3.3.3 Latent Variable-Government Image

In general, the government image is the comprehensive impression and evaluation
of above relevant factors in the public mind through experience of e-services, which
is an overall performance of the public satisfaction and recognizing for government.
Characteristic of virtualization in e-service determines that the image is more of a
subjective experience and evaluation. A good government image can gain public
trust, strengthen public confidence, promote public to support and participate in
policy activities, and secure implementation of the government service functions
efficiently.

Different from ACSI Government Model, this model removes latent variable of
public complained, increases latent variable of government image. There are several
reasons:

• According to Albert O. Hirschman’s exit-voice theory, there is a basic distinction
between alternative ways of reacting to deterioration in business firms and, in
general, to dissatisfaction with organizations: one-exit-is for the member to quit
the organization or for the customer to switch to the competing product, and the
other-voice-is for members or customers to agitate and exert influence for change
“from within.”. Clearly, the complaint as a result of low degree of satisfaction
is inferior to two mechanisms of exit and voice concerned on promotion of
the recovery and improvement of organizational performance (Hirschman et al.
1970).

• Hirschman believes that it should perfectly combine the market force-exit with
the non-market and democratic force-voice during the economic development
and organizational performance promotion. User complaints are neither exit nor
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voice, whose influence on government only stays in the subjective level, and is
lack of substantive action to improve government performance, and to improve
public satisfaction.

• According to exit-voice theory, in a monopoly market structure, because organi-
zations do not have competitors, the exit mechanism has nothing threat and voice
mechanism is a formality, losing its basis to take effect. Thus, from the subjective
level, the public complaint is only regarded as a kind of catharsis in a monopoly
e-government environment, which destroys the government image, and confirms
that government image as a result of satisfaction index variables is reasonable.

3.3.4 Latent Variable-Public Participation

The model takes public participation as a new latent variable, the reason is that:

• The traditional process of providing public service is monopolized by govern-
ment, in which the low efficiency and the poor quality of service are difficult
to meet the citizens’ diverse needs. In the context of new public management
movement, people strongly urge to directly involve in the provision of public
services, and establish a joint governance model between the state and society
to make up with the shortage of government bureaucracy abilities. Thus, the
effective provision of public services must introduce public participation and
emphasize the cooperation of citizens and government.

• In the service environment, e-government provides services based on Internet.
The development trend of network operating environment stresses on interaction
and communication. For different user needs, it should customize services and
different combinations to realize personalized consumption. E-services is no
exception, it also requires government to pay attention to different users’ needs,
through public participation to realize differentiation service and personalized
consumption.

• From the angle of information technology development, the network links
government, ordinary citizen, businesses and social organizations a network,
in which the mutual communication levels decrease, the cost becomes low,
the efficiency becomes higher, the public and various organizations have
more opportunities and more effective technical means to participate in the
management of public affairs to break traditional bureaucratic monopoly
provision situation and enhance the effectiveness and responsibility of services.

• Public participation as a kind of behavior can increase public satisfaction. On
the one hand, the process of public participation in public service inputs their
own needs and goals, once their proposals and measures adopted, they will
get a psychological satisfaction. If such proposals realize need goals, it further
strengthens this kind of satisfaction. On the other hand, public participation
process is a process of interaction and learning. Through continuous network
communication, the public get needed information and information acquisition
method, which can increase the accumulation of knowledge and experience
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Table 1 E-government public satisfaction index system

Latent variables Manifest variable

Public expectations The public’s overall expectations of website and its
services

The expectations of the extent of Meeting the public
demands of website information and e-service quality

Expectations of website Information availability and
e-services reliability

Expectations of meeting personalized needs of website
Perceived quality Reliability of information

Usefulness of information
security of Website
Professional of services
Interactivity of services
Attitude of services

Perceived ease of use Degree of easily understanding website structure
Degree of easily learning Website operation
Degree of easily Accessing Website information

Perceived usefulness Degree to meet personalized needs of website services
Degree to improve website efficiency

Perceived value Efficiency of public obtaining e-services
Effectiveness of public obtaining e-services

Public trust Support of the public to e-services
Recommendation of the public to e-services

Public satisfaction The overall satisfaction of the public obtaining e-services
Degree of satisfaction Compared with the expected quality
Degree of satisfaction Compared with the desired quality

Government image Degree of government liability
Degree of Government responsibility
The fairness of the Government
The open and transparency of the Government
Management efficiency of Government

Public Participation Public participate in public administrative activities
through e-government

Public participate in general activities through
e-government

to promote the public satisfaction. In addition, in the wave of democratic
participation, public change the status of passively accepting public services and
in-effectively supervising and restricting the government behaviors, who in a
gesture of ownership actively involves in the provision process of public services,
and enjoys the satisfaction with supporting and improving democracy.

Through analyzing these latent variable, E-government public satisfaction index
system from perspective of service-oriented as follows (Table 1).
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4 Conclusions

E-government emphasizes the service-oriented for customers and citizens, so the
performance management and evaluation regard user satisfaction as a core indicator
from perspective of consumer, which fully reflects benefit, availability, effective-
ness, fairness, participation, coverage and quality of the e-services to citizens.

The model introduces variables of perceived ease to use and perceived use-
fulness, preserves variable of perceived value, and takes variable of government
image as a new mental experience and activity for public obtaining services. Taking
into account the interactive nature of the network, the model adds new variable
of public participation, and regards it as the outcome of public psychological
satisfaction. Public expectations, perceived quality and public confidence and other
indicators are reserved and its definition is consistent with the opinion of domestic
and foreign scholars. Especially, public participation not only is a latent variable
of e-government user satisfaction, but also is the behavior result of psychological
satisfaction, through which people involve in the public affairs and management
process. More and more public determinations and goals embody in the policy-
decision and provision of e-service, in which government is not the monopoly
service provider, open and transparency is the main pursuing target.
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Numerical Simulation for EMU Air-Conditioner
Vent System and the Flow Inside the Carriage

D.P. Wang, F. Liu, and G.P. Xu

Abstract By using standard k-© turbulence model and wall-function method,
the new design scheme of air-conditioning system of the high-speed EMU was
simulated numerically, and the calculation result was evaluated. The result showed
that the velocity distribution of the air flow in the carriage was uniform, but the
difference between the maximum and minimum temperature around passengers
exceeded 3ıC. In order to reduce the difference, the position of the guide plate in the
main air channel was adjusted and the result of the temperature field was improved
that the temperature difference was less than 1ıC. The research result would be a
helpful reference to the optimal design of air-conditioning system and the comfort
of environment in the carriage.

Keywords CFD numerical simulation • Air-conditioning and ventilation system •
High-speed EMU

1 Introduction

With the velocity of the high-speed EMU has approached 380 km/h in China, the
domestic innovative technologies and the design have been grown up gradually
after digesting and absorbing advanced ideas from developed countries (Zheng
et al. 2010). In the specific process, it is a systematic project on how to have
the capacity of independent innovation through digestion and absorption, and
the air-conditioning ventilation system, as one of the subsystems, requires a lot
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of meticulous and scientific research work. More requests for the surrounding
environment and interior comfort of the CRH series EMU are brought forward,
correspondingly, it is very important to study the air-conditioning ventilation system
(Zhao et al. 2011).

It is difficult and costly to study the airflow organization inside of the train
because of many factors including solar radiation, rejection of heat of passengers
and complex structure inside the carriage (Zhang et al. 2006). However, when we
use the method of CFD numerical simulation to analyze air-conditioning ventilation
system, massive manpower, physical resource and financial resource can be saved,
and the efficiency of product development can be increased. It has very high
superiority compared with the traditional method of only depending experiment. By
using the method of CFD numerical simulation, the investigation gave a numerical
simulation on the air-conditioning system, analyzed the effect of air-conditioning,
aiming at the new design scheme of air channel and the layout of passenger seats,
and ameliorated the air channel according to the analysis result.

2 Model and Computational Method

2.1 Calculation Model

It firstly requires a physical model not only according with the physical property of
practical flow field, but also adapting to the air dynamical flow field computation.
According to the layout and the correlative dimension in new design system of the
high-speed EMU, the 3-D model is set up by the Solidworks software after being
predigested rationally. The length of the carriage is 24.7 m, the width is 3.0 m, and
the height is 2.5 m. The specific model shows in Fig. 1, including exterior wall of
the carriage, windows, passengers, the main air channel, the air channel for heating
(located at both sides of the carriage), the air channel for emission, Air return duct,
wiring cabinets, (there are 2 on forward and back), and the toilet.

Main air 
channel

Air channel 
for heating

Toilet
Air channel 
for emission

Wiring
cabinet 

(forward)

Air 
return 
duct

Wiring 
cabinet 
(back)

Fig. 1 The calculation model of the air-conditioning system
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Orifice plate Below layer

Entrance of cold
air

ClapboardAbove layer

Fig. 2 The calculation model of the main air channel

Square hole

Round holeGuide plate (forward)

Guide plate
(back)

Fig. 3 The calculation model of the main air channel (back)

There are two ways of sending air in the air-conditioning system: one is sending
air by the main air channel which locates at the middle of the top of train, the other
one is sending air by the air channel for heating which locates at each side of the
main air channel. The main air channel contains two layers above and below. The
two layers are separated by clapboard on which there are some holes. After going
into the air channel, the cold air flows from the above layer to below through the
holes, and then goes into the carriage through the orifice plate at the bottom of the
below layer. The model of the main air channel is shown in Figs. 2 and 3.

There are 28 round holes in the front of the clapboard and 46 square holes in the
back of the clapboard. The guide plate lies below the round holes under the bottom
of the air channel, and above the air channel each square hole owns a square guide
plate.

In the new design scheme, the number of passengers in the carriage is 33, and
there are 3 passenger compartments in the carriage, each number of which is 4,
6, and 6. The operation condition, considering the summertime, is that 75% of the
cold air enters the carriage through the main air channel, while 25% of it enters
the side air channel from the below part of the carriage. Table 1 shows the specific
calculation condition.

2.2 Mesh the Model

The precision of grids can affect the veracity and the convergence property of the
result. For this reason, the grids are denser in the place of air-delivering inlet and
air-returning outlet. Flow and heat exchange are calculated by wall-function method
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Table 1 The calculation
condition

Item Value

Temperature in the carriage (ıC) 25
Temperature out of the carriage (ıC) 35
Number of passengers (person) 33
Temperature of the cold air inlet (ıC) 13
New air quantity (m3/h) 1,200
Air-returning quantity (m3/h) 3,600
Supplying air quantity (m3/h) 4,800
Heat transfer coefficient of body (W/(m2K)) 1.2
Heat transfer coefficient of window (W/(m2K)) 1.8
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of equiangular skews and
equisize skew on meshing

in the place of viscidity sub layer nearby the wall surface, so there are no grids
nearby the wall surface and the first node connected with wall surface is disposed in
the region of blooming turbulence. The model is meshed with tetrahedron elements,
the number of which is about 4,000,000. Figure 4 is the histogram which shows the
result of the equiangular and equisize distortion. It can be seen that the quality of
grids is between 0 and 0.6, and it can be considered that the quality of the most grids
is good (Huang and Bi 2008).

2.3 Calculation Method

The air flow in the carriage is considered to be a kind of three-dimensional,
uncompressible, steady and turbulent one. The related governing equations
include continuity equation, momentum equation, energy conservation equation,
and standard k-" turbulent model. These equations are shown in the reference
(Wang 2005).

The calculation is done by the software of Fluent, using segregated solver and
SIMPLE solve method (Yu and Che 2010). The convection term is calculated by
second order upwind scheme and the viscosity term is calculated by second central
differencing scheme. The calculation meets the hypothesis that the change of the
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Fig. 5 The computation residual curve

flow density only impacts the buoyancy existing in the momentum equation. The
calculation is converged on the step of 1,025, and the relative errors of the flow
between inlet and outlet is 0.058%. Figure 5 is the computation residual curve.

3 Method Analysis of Calculation Result

3.1 Distribution of Temperature and Velocity in the Main
Air Channel

On the above layer of the main air channel, the cold air enters at a higher velocity,
and then the velocity descends gradually (He and Jin 2009). When the air gets into
the rear of the air channel, as the area of longitudinal direction section decreases,
the velocity becomes some higher. In the below layer of the main air channel, the
foreside air goes from the above layer into the below one through the small holes
on the clapboard, and then distributes uniformly in the air channel with the effect of
the guide plate, at the same time, the cold air from the rear of the air channel firstly
goes through the guide plate which locates in the above layer of the air channel, and
then goes into the below layer after reflecting by the rear of the channel. Figures 6,
7 and 8 show the distribution of velocity of the main air channel.

In practical situation, there are adiabatic materials adhered to the wall surfaces of
the air channel (Stathopoulou and Assimakopoulos 2008). For this reason, the wall
surfaces of the air channel are set to be adiabatic. In the air channel, the temperature
of the cold air retains about 13ıC.
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Fig. 6 The distribution of velocity on the above layer of the main air channel

Fig. 7 The distribution of velocity in the below layer of the main air channel (front)

3.2 Distribution of Temperature and Velocity in the Carriage

The distribution of temperature around people is not very uniform, and the highest
temperature is 25.3ıC while the lowest temperature is 22.2ıC. The difference of
temperature is 3.1ıC. The temperature goes a little higher in the compartments along
the direction of the body of train, and arrives at the highest out of the compartments.
Figure 9 shows the temperature distribution of the section at the height of the body
of passengers. The velocity of the wind around passengers is 0.01–0.29m/s, which
measures up the comfort of passengers. Figure 10 shows the velocity distribution of
the section yD 0 in the carriage.
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Fig. 8 The distribution of velocity in the below layer of the main air channel (back)

Fig. 9 The temperature distribution of the section at the height of the head of passengers

4 Improvement About the Main Air Channel

It can be seen from the above analysis that, in the new design scheme, the quantity of
supplying air descends from front to back, in addition, the density of passengers is
rare in the front part and dense in the back part, which result in that the temperature
increases gradually, and increases by 3.1ıC at the end of the carriage. It can be
known from analyzing the structure of the air channel that round holes correspond-
ing to the guide plate are in the same plane (15 cm to the above clapboard), so it
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Fig. 10 The velocity distribution of the section y D 0

Fig. 11 The temperature distribution contour of the lengthways symmetry plane in the carriage in
two situations of the main air channel improved and not

can be considered to control the rationality of the quantity of supplying air from the
main air channel by adjusting the vertical height of the guide plate (Mu et al. 2009).

According to the practical experience in factory, the two guide plates in front
of the below layer of the air channel are moved up by 5 cm, and the last one at
the bottom is moved down by 2 cm. Then the improved model is calculated by
Fluent, and it can be found that the temperature distribution in the carriage has been
improved to some degree. The highest temperature around the passengers is 24.6ıC
and the lowest is 24.0ıC, and the temperature difference is below 1ıC. Figure 11
shows the temperature distribution of the lengthways symmetry plane in the carriage
in two situations of the main air channel improved and not.
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5 Conclusion

In summertime conditions, we make the numerical simulation of the train air-
conditioning ventilation system and the flow field inside the train by the use of the
technology of the simulation, and make analysis and evaluation on the air flow inside
the carriage directly and vividly (Wang et al. 2004). The following conclusions
are:

• In the upper air channel, the cold wind speed gradually decreases from the start
of the inlet; and the air flow of the lower is relatively intense.

• In the original design scheme, the velocity of the wind around passengers is
between 0.01 and 0.29 m/s which is good. The temperature around the passengers
is between 22.2 and 25.3ıC, which is not very comfortable to passengers.

• After changing the height of the guide plate under the main air channel, the
distribution of air supply can be adjusted to make the temperature inside the
carriage more uniform, and the temperature difference is less than 1ıC.
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The Study of Scientific Development of China’s
Foreign Trade from the Perspective
of Dependence on Foreign Trade

Xue Xuandeng

Abstract Dependence on foreign trade reflects the extent, which a country’s
economy contact with the whole world economy, and to some extent, reflects the
importance of foreign trade in the national economy. The concept of scientific
development is the important guideline of our country’s economic and social
development. This paper analyzes the status, cause and effect of our country’s
dependence on foreign trade in recent years, and provides some effective measures
to promote the scientific development of China’s foreign trade from the perspective
of dependence on foreign trade.

Keywords Foreign trade • Dependence on foreign trade • Scientific development

1 Introduction

Since the reform and opening, the scale of China’s economic and trade development
has made great development and the total trade increased year by year, which has
been a significant role in promoting of China’s economic development. At the
same time, China’s dependence on foreign trade is continually improving, and this
trend becomes more apparent especially after the accession to WTO. The rising
dependence on foreign trade has also brought a lot of trade risks.
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2 The Status of China’s Dependence on Foreign Trade

2.1 The Increasing Dependence on Foreign Trade

Since China joined the World Trade Organization in 2001, the pace of the partic-
ipation economic globalization has accelerated, the degree of integration into the
international community has deepened gradually, and foreign trade has been playing
a prominent role in promoting economic growth increasingly. From the Table 1
we can know, China’s foreign trade increased from 509.65 billion dollars in 2001–
2008 to 2.56 trillion dollars. With the continuing expand of China’s foreign trade,
foreign trade dependence has also been increased except for the decline in exports
and dependence on foreign trade in 2009 because of the world financial crisis. In
generally, our dependence on foreign trade is growing year by year, continuously
increased from 0.44 in 2001 to 0.70 in 2007, slightly lower in 2008, but still
reached 0.60.

2.2 The Eastern Reign Is Higher Than Central
and Western Reign

In order to facilitate the analysis, this paper selected Shandong Province, Anhui
Province, Qinghai Province as a representative of eastern, the central and western
regions. Table 2 shows, in 2008, for example, the GDP of Shandong Province was
3.107206 trillion Yuan, import and export amounted to 1.111859 trillion Yuan, and
foreign trade dependence was 35.8%, while dependence on foreign trade of Anhui
Province and Qinghai Province was 16.0 and 5.0 separately. Thus, there is also a
great imbalance for our dependence on foreign trade in the region. That is to say,
eastern region is economic development, the import and export trade, which is in
the leading level of foreign trade. Is also more developed, and the dependence on

Table 1 China’s dependence
on foreign trade data during
2001–2009 (billion)

Year
Total import
and export Domestic GDP

Dependence on
foreign trade

2001 5; 097 11,620 0.44
2002 6; 208 12,707 0.49
2003 8; 510 14,166 0.60
2004 11; 546 16,494 0.60
2005 14; 219 22,281 0.64
2006 17; 604 26,464 0.67
2007 21; 737 31,050 0.70
2008 25; 633 42,835 0.60
2009 22; 072 49,100 0.45

Source: China Statistical Yearbook 2009 and Ministry of
Commerce Website
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Table 2 The contrast of
dependence on foreign trade
among Shandong, Henan,
Qinghai in 2008, (unit:
million)

Region GDP
Import and
export

Dependence on
foreign trade

Shandong 31072:06 11118:59 0.358
Anhui 8874:17 1416:64 0.16
Qinghai 961:53 48:43 0.50

Source: China Statistical Yearbook 2009

foreign trade in general is higher than the Midwest. The Midwest regional industrial
is backwardness, industrial configuration is unreasonable, so correspondingly lower
dependence on foreign trade in the eastern region.

2.3 Significantly Higher Than the World Average

With the respective of the current average level of the world, the world’s dependence
on foreign trade reached 0.41 on average, of which the average level of developed
countries reaches to 0.384, and developing countries is 0.51. The average depen-
dence on foreign trade in China was 0.57, which is higher than the world level.
Compared With dependence on foreign trade of other world powers (take 2007 as
an example), China’s dependence on foreign trade is not only higher than 0.309
of India and 0.219 of Brazil of developing countries, but also higher than 0.23 of
United States, 0.304 of Japan and other developed countries.

Chinese foreign trade dependence on the average annual growth rate is 7.82%.
Compared with other countries, our dependence on foreign trade is not only higher
than India, Brazil and other large developing countries, but higher than the U.S.,
Japan and other major developed countries. China’s dependence on foreign trade
was 11% in 1979, which is lower than India, the United States and Japan’s foreign
trade dependence, while it exceeded these three great powers in 1990. Take the year
of 2007 as a example, the Chinese dependence on foreign trade reached 0.70, is far
higher than the United States and Japan, even more than twice higher than India
and Brazil of the developing countries. Such a high foreign trade dependence is not
common at the international level, So the study of Chinese foreign trade dependence
have a good guide and alert significance for the healthy development of Chinese
economy, foreign trade, and scientific development.

3 The Cause Analysis of the Status of Chinese Dependence
Foreign Trade

3.1 The Promotion of Economic Globalization

The coordinate construction of the International trade, international finance,
and international technology provides a system for the protection of economic
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globalization, promotes the cross-border movement of the factors of production,
and creates the conditions for China’s export trade. China, as one of the largest
developing countries benefits most during the process of economic globalization.
In the 1990s of last century, economic globalization is speeding up, and the cross-
border investment in global world optimizes and allocates the sources, all of
which become an important driving force of world trade growth. The growth of
international trade is almost two times higher than the world’s average economic
growth. The average world dependence on foreign trade continues to increase.
According to the estimation of World Bank, by 2015 this proportion may rise
to 60%. In some newly industrialized countries, dependence on foreign trade in
general greatly improved because of the implement of the export-oriented strategy
in the economic take-off stage. Since China joined the WTO in 2001, the degree of
opening further increased, the development with the world economy has become
increasingly inseparable, and foreign trade dependence is substantial increased.
Therefore, the improvement of our dependence on foreign trade is consistent, and
inseparable with the process of economic globalization.

3.2 The Expanding Scale of Foreign Trade

In the twenty-first century, it provides a good historical opportunity for the
development of China’s foreign trade to join the WTO and deepen economic
globalization. The sustained rapid economic growth of China also provided a good
macroeconomic environment and the solid material foundation for foreign trade.
Since the 1990s of twentieth century, the export growth rate of China is faster than
the GDP growth rate. Therefore, the relative growth rate of foreign trade and GDP is
much higher than the world average level, which has led to increasing dependence
on foreign trade in China and is higher than the world average level. Since accession
to WTO, China’s GDP increased from 1162.01 billion $ in 2001 to 49106.1 billion
in 2009, and the average annual increase is 9.7%. At the same time, the imports and
exports of China increased from $ 509605 billion $ in 2001 to $ 22072.2 billion $
in 2009, with the 18.3% of the average annual growth.

3.3 Domestic Industrial Structure Is Irrational,
and the Proportion of Tertiary Industry Is Lower

Generally speaking, when the second industry is domination and third industry
lags in a country’ GDP, the products of import and export is mainly the labor-
intensive products or the simple processing technology-intensive products, which
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Table 3 The comparison of
dependence on foreign trade
among U.S., Japan, India and
Pakistan, in 2007 (unit:
billion U.S. dollars)

States
Import and
export GDP

Dependence on
foreign trade

American 31828:8 138438:3 0.23
Japan 13338:6 43837:66 0.304
India 3619:5 11709:7 0.309
Brazil 2872:3 13135:9 0.219
China 21738:3 32508:3 0.692

Source: World Bank, “World Development Indicators 2009”

will be included in the total foreign trade, so the trade dependence on foreign trade
calculated by trade is relatively high; When the tertiary industry’s share in GDP
is higher, The main benefit of foreign trade is through the capital, technology and
service trade, etc., rather than import and export of commodity, so the dependence
on foreign trade is relatively low calculated by trade. Table 3, China’s domestic
industrial structure dominated by processing and manufacturing, and the proportion
of tertiary industry is low. At present, the proportion of tertiary industry in China’s
GDP is more than 40%, which is one of the reasons that cause the high dependence
on foreign trade in China.

4 Increased Dependence on Foreign Trade
of China’s Economy

4.1 Positive Impact

4.1.1 Promote the Upgrading of Domestic Industries

Increased dependence on foreign trade promoted the upgrading of domestic indus-
tries, and thus promoted China’s economic growth. On the one hand, it Promoted
the technological progress of related industries in China imports of badly needed
by advanced technology and key equipment importing advanced technology and
key equipment badly needed; On the other hand, through active participation in
foreign trade activities, domestic enterprises can better understand the international
market information, and thereby enhanced the ability of imitation and innovation.
In addition to, the technical “spillover” effects of foreign enterprise also contributed
to the upgrading of domestic industries. Increased dependence on foreign trade,
especially in developing countries is also one of the engines to accelerate the
development of a country’s economy (Zeng et al. 2008). According to development
economics, foreign trade is the “engine” for economic growth. Economically
backward countries need the help of foreign trade or economic openness to exploit
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the advantages of factors of production itself, thus gets economic development funds
from the international market relying on foreign trade to realize the industrialization
gradually, and adjusts the industrial structure and export structure timely to urge the
national economy through foreign trade to the track of industrialization.

4.1.2 Accelerating the Process of Integration into the Global Integration

China’s increasing integration into the trends of world economic development and
plays an increasingly important role in the contemporary international division
of labor. With the rapid development of science and technology, international
division of labor will become increasingly greater in breadth and depth, and
China’s economic impact on the world economy will be growing. Therefore, with
the oncoming force of economic globalization, the substantial rise of China’s
dependence on foreign trade is a necessity. Increased dependence on foreign trade
has brought a most direct consequence that is China’s economic development is
jointing with the international standards.

4.1.3 Raising the Employment Rate and Playing Comparative
Advantage of China

The massive growth of foreign trade provided a large number of labor positions,
made the population of hidden unemployment in rural areas can get a job,
increased the national income, and improve the overall level national welfare. The
improvement of employment rates plays an important role for the social stability.
Meanwhile, because of the abundant labor resources of China, providing the world
with a lot of labor-intensive products gave full play to China’s comparative advan-
tages and accelerated China’s pace forward to largest trading and economic power.

A system for the protection of economic globalization, promotes the cross-
border movement of the factors of production, and creates the conditions for
China’s export trade. China, as one of the largest developing countries benefits
most during the process of economic globalization. In the 1990s of last century,
economic globalization is speeding up, and the cross-border investment in global
world optimizes and allocates the sources, all of which become an important driving
force of world trade growth. The growth of international trade is almost two times
higher than the world’s average economic growth. The average world dependence
on foreign trade continues to increase. According to the estimation of World Bank,
by 2015 this proportion may rise to 60%. In some newly industrialized countries,
dependence on foreign trade in general greatly improved because of the implement
of the export-oriented strategy in the economic take-off stage. Since China joined
the WTO in 2001, the degree of opening further increased, the development with the
world economy has become increasingly inseparable, and foreign trade dependence
is substantial increased. Therefore, the improvement of our dependence on foreign
trade is consistent, and inseparable with the process of economic globalization.
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4.2 The Negative Impact

4.2.1 The Impact of Domestic Economic Security

National economic security refers the most fundamental economic interests of a
country can not be harmed. As the continuous improvement of our dependence on
foreign trade, the fluctuation of external demand is becoming increasingly the risk
affecting China’s economic operation we have to face. The impact, the dramatic
changes of world economy bring for China’s economy, which relies on foreign
demand increasingly will be difficult to predict. Because of high import dependence
on the high-tech products, when the world economy is to significant volatility, China
will suffer the economic, scientific, and technological losses. Because of the import
markets of certain important commodities are more focused, Once the country-
specific export ban on China’s exports caused by political or other, the loss will
be immeasurable. The rapid economic development, added to China’s economic
growth is still the dominant extensive mode, and energy consumption is more than
the output of China’s ability, all of these causes China has to import energy and raw
materials. If the world economy takes place more volatile, China’s economy will
be affected definitely (Peng Zhang et al. 2008). Especially the current import and
export of China mainly concentrated in a few developed countries and regions, If
the economy of these nation and region is instability or deliberate obstruction, we
can not effectively prevent the risks. For example, in recent years, the dependency
of China’s imported crude oil is rising. More than half of these imported oil is from
the Middle East. About 4/5 transport of offshore oil has to go through the Malacca
Strait, the majority ships used are rental foreign tankers, once blocked because of
this, China’s oil security will be seriously threatened.

4.2.2 Domestic Industrial Structure Is Not Conducive to Be Optimized

Since reform and opening, the structure of China’s foreign trade has been signifi-
cantly optimized. The exports of primary product have been less competitive, and
the exported competitiveness of manufactured goods is rising with the proportion
of total exports has increased to 91.2%. However, as far as the industrial products
concerned, the competitive exports of China are still concentrated in products with
high labor-intensive. The competitiveness pattern still showed strong labor-intensive
products, and weak capital and technology intensive products. In addition to labor-
intensive products, China’s foreign trade, other elements-intensive products are
basically deficit. Labor-intensive products not only make up this deficit, it also
appears surplus of China’s foreign trade in general. Thus, Although China has a
certain improvement of industrial structure in recent years; The structure of goods
in foreign trade were optimized; It appears breakthrough in high-tech exports,
However, generally speaking, the competitive products of China in the international
market is still only labor-intensive. This continuous expansion of low value-added
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industry is not conducive to the upgrading of domestic industrial structure in
China, and Increased the difficulty to improve the advantage target of foreign trade
competition. The larger proportion in China’s exports are the textile and garment,
footwear, labor-intensive products like toys, and these industries have emerged the
oversupply situation in the international market.

4.2.3 Foreign Trade Frictions Tend to Be Frequent

At present, China’s foreign trade concentrates in few countries and regions, and the
import and export of three main trading partners of United States, Japan, and the
European Union accounted for about half of the total. Thus, China has inevitably
entered the era of international economic friction, which can be best proved by
the Sino-US anti-dumping, trade barriers and intellectual property issues and the
pressure the United States has frequently put on RMB in recent years. Thus, the
development of China’s foreign trade and the rising dependence on foreign trade has
made China’s foreign trade into the international economic friction times inevitably.
How to response correctly and rationally has become an urgent task.

5 Measures to Promote the Scientific Development
of China’s Foreign Trade

5.1 To Develop Trade in Services

At this stage, China’s industrial structure is still irrational. The negligence of the
development of modern service industry for a long time causes the development
of financial, trade and other modern service trade lags. Tertiary industry in GDP,
accounts for only 1/3 or slightly more, while developed countries are more than
70%. The share of services sector of our country in GDP is lower, which is also the
reason for high rising dependence on foreign trade in China. Service trade should be
developed rapidly and we should improve its proportion in national economy and
foreign trade. By doing this, part of the surplus labor and capital can be attracted to
the development of service trade; The industrial structure and the structure of foreign
trade of China can be optimized; The sources of interest can be increased; The high
dependence due to processing trade can be reduced, thereby the dependence on
foreign trade in China can be reduced, at the same time, the share of the output
value of service sector in GDP can be promoted, and the proportion of numerator
can be Increased in order to lower the dependence on foreign trade of our country.
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5.2 To Promote the Transformation and Upgrading
of Processing Trade

The domestic processing enterprises are only simple processing and assembly, and
the usage of the domestic raw materials and components is low during processing
trade, which makes the fast growing of the processing trade not promote other
industries, and the industrial structure of China has not been upgraded and progress
by development of the processing trade. Once the human resources of China are loss,
foreign trade development will be seriously affected. Therefore, when the policy to
develop the processing trade formulated by government, it should be driven from the
role of starting their own industries to reduce the negative nature of the processing
trade, Promote the processing trade to gradually shift from the simple processing
and assembly to the upgrade of procurement, manufacturing, Retailing service, post-
sale service, research and development, and information consultant, and Promote the
expansion of domestic demand through the processing trade in order to enable the
processing trade to be the link between the home industry chain and the international
industrial chain (Qiang Fu 2007).

5.3 To Optimize the Structure of Imported
and Exported Products

The exported products of China are dominated by the labor-intensive industrial
products like shoes, clothing, toys, etc., and such products are highly dependent
on specific markets, and are constrained by it. We should implement the strategy
of the diversification of foreign markets and exported commodity’s structure to
lower the dependence on the specific trading partners and specific imported and
exported commodities and to ensure the stability of national economy (Qiyun Wang
et al. 2008). As China’s economic growth in the past did not change the extensive
economic growth mode of “high input, high consumption and low efficiency”. Now
our natural resources are in the relatively poor state, and many mineral resources
are imported from several exported countries of mineral resources, therefore our
economy is highly dependent on the external environment. At the same time, a large
number of resource products are used for export to increase foreign exchange, and
the results of doing like this lead to many precious raw material of our country
are out flown. Therefore, at the time of the promotion of energy conservation and
improvement of resource utilization, it is necessary to control the export of natural
resources to reduce the dependence on foreign trade.
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5.4 To Change the Mode of Foreign Trade and Increase
Direct Foreign Investment

If the production plant was established in the local target market through foreign
direct investment by China’s enterprises, which can not only avoid trade barriers, but
also can reduce the favorable balance, and balance China’s international payments,
and then to maintain the stability of the RMB exchange rate. The currency of
our country can be maintained at a reasonable level to reduce the pressure of
inflation due to the inflow of additional money. With the International development
of enterprises, we can make the domestic industry chain extend out and promote the
transformation and upgrading of our national economic system (Wei-xian Xue et al.
2008).

5.5 To Speed Up the Investment of Science and Technology
to Develop High-Tech Industries

Restricted by the level of domestic technology development, the dominant exported
products of China are only labor-intensive products, and high-tech products are
few. Meanwhile, the imported products in China are dominated by the high-tech
products with high price, which further enhance China’s dependence on foreign
trade. On the one hand, it can reduce the dependence on foreign imports of high
technology to accelerate the scientific and technological investment and develop
high-tech industries; On the other hand, we can create our own brands in the
world in order to take the initiative advantages in foreign trade. As far as China’s
dependence on imported raw materials, such as oil, etc. concerned, we should
further increase the investment of science and technology, develop the alternatives
as soon as possible and reduce imports to avoid the phenomenon of controlled by
others.

6 Summary

In short, the dependence on foreign trade is a “double-edged sword” for the
improvement of China’s economic development. On the one hand, it has made our
country more actively involve in international economic development and improved
the economic status and influence of our country; On the other hand, it has also
brought new risks for China’s economic development. China, as a developing
country, must pay attention to the issues of dependence on foreign trade to ensure
the healthy and scientific development of foreign trade.
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The Design of University Library Expert
Advice Platform

Luo Ying

Abstract University’s virtual reference system (VRS) as the universities library’s
participation in teaching and research work in the network extensions plays a
very important role and position. Based on the study of its connotation, service
methods and the present domestic and international development situation and
related building systems technology, analyzed the system requirements, features
and particularity, designed a library VRS based on university. This system took to
enhance service practicability and information acquisition accuracy as the essential
starting point, put forward a method based on the analytic hierarchy process (AHP)
experts scheduling model. For traditional systems shortages, it put forward the
questions wizard module, in which the AJAX technology was applied to realize.
AJAX will put clumsy Web interface into strong interactivity application, user in the
process of asking will not be refreshed the page, be interrupted operation, and get
more quickly response, reduce operating time. Another it used participle technology
to take ask and retrieval well together, greatly reducing the probability of repeated
questions, and it is quite good to avoid the existing defects when traditional system
ask cross-disciplinary questions. Finally summarized the system design, and gave
more suggestions to further perfect.

Keywords Virtual reference • AJAX technology • Participle technology • AHP
method
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1 Practical Significance of the System

Reference library services has always been one of the traditional reference service
are the “one to one” model, by time, technology, communication means, the quality
of personnel and other conditions, its scope is small, does not influence large. In the
network environment, library reference services, content and form have undergone
tremendous changes, not only provides us with a wealth of information resources
and advanced means of information exchange, and the library, computer systems,
databases and even readers of the Advisory between the solution as a whole, the
formation of a new information service pattern – Virtual Reference Service.

Virtual reference service, also known as digital reference service (Digital Ref-
erence Service, DRS), is based on Internet (or Web) to help service mechanism.
Internet users can ask questions to the consultants, and consultants are the answer
online feedback to the user. Compared with the traditional reference service, the
service object, service mode, service tools, services, great changes have taken place.
It effectively transcend time and space limitations, “not to meet face to face” way,
so that librarians and clients no matter where, as long as the site log to provide
advisory services to interactive consultation, which is all online users are equal. The
questions which be answered can provide more information for more readers.

University Library is the dissemination of knowledge and important body of
information services is an important distribution center for information resources.
As the school’s documentation and information center, It has an important position
in teaching, scientific research. Today, networks are increasingly developed in the
traditional library should be a gradual transition to the Modern Library considering
re-location services model, in order to achieve comprehensive, multi-level efficient,
convenient, accurate and comprehensive information service.

We therefore based on the university, proposed the construction of expert advice
platform, intended to take greater advantage of library resources, more effectively
organize the human resources experts, universities, and fully tap the expertise
of experts to provide students with a deeper teaching service, to provide an
effective platform to facilitate interaction. The establishment and completion of
this platform will realize the Internet between students and experts to build bridges
of communication, help students to more deeply grasp the scientific and cultural
knowledge, and is able to research and teaching experts play a very good supporting
role.

2 The System Design

Platform using the groups are primarily college students and subject experts, so
the whole system design aspects in which both embody the characteristics of its
services and features in college. The enhancement university reference service
availability and accuracy of access to information as a fundamental starting point
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Table 1 The difference between the general VRS and the university VRS

Service type Content by the advisory Consultants work

General Virtual
Reference System

Public library Classified according to
industry

Full-time

University Virtual
Reference System

University library Divided by subject Part-time

of virtual reference platform development, content and services means the colleges
and universities while the specificity of virtual reference service in order to make
better use of books, experts and other resources for teachers, students of teaching
and research services.

2.1 System Requirements

Table 1 the difference between the General VRS and the University VRS Shown in
Table 1, in the public library, the reference content is usually classified according
to sectors, and in universities should be divided according to the precise subject;
Secondly, the role of consultants as subject specialists from the school, as they
usually are busy teaching and research work, answering only spare time for
consultation work, the expert’s available time throughout the consultation process
is a very important factor.

2.2 The System Features

The system should address the following three aspects highlighted: (a) Professional
excellence and not exhausted by increasing the difficulty of matching the expert
knowledge; (b) The expert’s available time in the consultation process can be
considered a very important factor; (c) Select the expertise of existing counterparts,
those who can answer questions as quickly as possible is the system to solve a
substantive problem. Based on the above analysis, should be introduced questions
Wizard module in the system, and highlighted the importance of the work of expert
scheduling module.

2.3 Questions Wizard

In order to collect enough information to enhance the accuracy of the extracted set
of experts, the increase of the questions asked during the Wizard module. Questions
from the guide are usually the role of the wizard. In addition, it helps the system
to collect information, to solve the two problems, Firstly, cross-disciplinary. With
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Table 2 The system compared with other similar systems

Questions dealing with
cross-disciplinary Avoid duplication of questions

The system Allows the user the flexibility to select
one or more subject categories,
cross-disciplinary issues can be
properly classified

A question guide as a bridge into
the question the problem
retrieval process, to achieve the
organic combination of
questions and retrieval

Other similar
systems

Not take into account the existence of
cross-disciplinary questions, only to
achieve a simple classification
problem

In the form of a text to remind the
user library in the FAQ before
asking queries, questions and
search are two separate
processes

the development of science and technology, interaction between all disciplines,
the phenomenon of mutual penetration has become more evident in the university
system in the virtual reference users can not help but encounter the case of
interdisciplinary questions, the choice of disciplines and even the experts will search
FAQ scheduling accuracy will have a very significant impact. Secondly, the repeated
questions. Questioner raised the same concerns in question, often with temporal
locality, that is the same question at some time receive special attention. Multiple
users repeated the same question concerns experts and the system will increase the
workload of maintenance personnel (Table 2).

Here, the system uses AJAX technology to solve and segmentation, Ajax is
short for Asynchronous JavaScript and XML, the asynchronous JavaScript and
XML. In layman’s terms is a request by the client asynchronously call server data
without page refresh operation to achieve the technology. It is the realization of the
core technology of Web2.0, the clumsy Web interface into strong interactive Ajax
applications. Its advantage is very easy to implement asynchronous interaction and
dynamic refresh Web pages for users and server interaction frequent occasions. Here
the use of AJAX allows users to question the process does not refresh the page, do
not interrupt operations, and are responding more quickly to reduce the operating
time (Shi Mei et al. 2000).

2.4 The Expert Scheduling

Experts scheduling process shown in Fig. 1, the system based on available informa-
tion, assigned to a specialist for the user to answer their questions. On the one hand,
university virtual reference systems usually require an expert working in a busy
teaching and research work, only in his spare time engaged in reference services.
On the other hand, given a good reference system is based on the shortest response
time for user questions the primary objective.
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Fig. 1 Experts scheduling process diagram

2.5 The Consultation Process

Combining the basic function of reference consultation service and universities
features, it include the following two working mode:

(a) asynchronous work patterns. The most basic way of consultation: FAQ, mail
advisory, form consulting, etc. In this system, to bring FAQ and form consulting
the two mode organic combine together, let them for customer service. In
questions into the FAQ guide can reduce unnecessary workload that repeated
questions bring experts and database maintenance personnel.

(b) synchronous work patterns.

Is a real “face to face”, also called real-time reference. In the system through
the text to complete a short time talking to the reference service, because Java
is a complete sense of the object oriented language and its support for safety and
synchronization mechanism, here TCPSocket realize the use Java online reference
service, make the whole system has a good stability and security.

In summary, the university virtual reference system flow is shown in Fig. 2.
Firstly, ask the user through the wizard to retrieve the problem, if find the answer,
the result will be returned to the user; otherwise, under the guidance of the wizard
in question, complete the information questions, and enter the expert scheduling.
Secondly, the expert scheduling this session, an expert assigned by the system
to answer user questions and the requirements of the user, respectively to form
consulting and real-time consultation. In the matter to the experts, the experts may
be due to some reason can not answer user questions, the questions can be forwarded
to other experts, or application problem levy answer. Experts to answer questions,
will collate the information into the Q&A database, and returns the results to the
user. Thus, end of the first Q&A round of consultation.

3 The Key Technology

The entire system using JAVA language and SQL database development. And
using the following technology to solve problems which be encountered in the
development process:

(a) Compared to traditional synchronous interactive web application page, asyn-
chronous interaction with the server will be using AJAX technology, mainly in
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three areas: (a), without refreshing the entire page, communicate with the server
within the page; (b), the use of asynchronous communication with the server,
without interrupting the user’s operation, with more rapid responsiveness; (c),
application of only a few pages and a majority of interactions within the
page, without switching the entire page. So, Ajax makes Web applications
more dynamic, and provides rich expressiveness Ajax UI components. The
core technology is the XMLHttpRequest object, which is a unique place Ajax
technology. Ajax update without refresh the page the effect is achieved by the
XMLHttpRequest object.

(b) The Chinese word segmentation be used to search database natural language.
(c) To determine the scheduling expert’s importance in universities VRS, an

important role in the proposed AHP which based on hierarchical analysis
approach to scheduling expert.

(d) The overall system design process, design patterns introduced the idea of the
implementation details of the physical separation of the business layer as much
as possible in improving the expense of reusable code, while enhancing the
maintainability of the system.

4 The System Outlook

Now, some large network technology company in their website design and devel-
opment of interactive search systems, such as Baidu, known system, Sina love to
ask system are currently the most leading intelligent interactive search technology,
which fully embodies the humane application of the product philosophy, for the
majority of Internet users to provide a new search service. New Age libraries as
information resources on land, only the absorption of the former’s advantages and
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experience, advanced technology can learn from others in the network environment,
the traditional library service model to re-locate and achieve comprehensive, multi-
level efficient and convenient, accurate and comprehensive information service.

(a) In an interactive, collaborative, participatory implementation under the premise
of the current search page automatically refresh, multi-angle selection problem
of subject classification, the expert scheduling practical and reasonable to do
a university reference service availability and access to accurate information
resistance, followed by further consideration of the students answer each
question each expert, each user when in doubt ask both can excel in their own
issues with the known answer;

(b) Provides a form of high-quality education consulting, Consultation Form and
other online text consultation, but the way the system is not enough rich sync
contact, synchronize contact is the future direction of reference the mainstream
of development, the power of software development should be strengthened
as soon as possible achieve synchronous browsing, video chat and whiteboard
features such as synchronous consultation methods.

(c) The formation of reference Union. Conform to the current international trend
of development of reference system, the system expands to more colleges and
universities in the joint reference system collaboration, expanding the role of
reference and influence.
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Research on Charge Administration System
of Machine-Room Based on Network

Hu Ning and Xu Bing

Abstract This paper introduces a kind of general designing plan on charging
administration system of machine-room based on network. The system will be
realized function of on- line charge administration on Window 2003 platform.
This paper puts emphasis on expounding designing idea and designing plan of the
system; it sets forth a general designing plan on charging administration system of
machine-room based on network, designs structure of this system adopting Visual
CCC 6.0 technology so as to accomplish charging administration system based on
network. The fact proves design of systematical function is sophisticated with wide
applicative prospective.

Keywords Network • Machine-room • Charge • Administration system

1 Introduction

At present, each university opens subjects relevant to computer and encourages
students to initially study resorting to computer resources. However, how to
administrate computer in machine-room conveniently and which strategy we should
use to charge have become a barricade against students’ activity (Chen Kangjun and
Li Lei 2009). Form the applicative perspective of elevating convenience, simplicity,
security of data, for the purpose of solving this problem, this paper lays out a design
and realization of charging administration system of public machine-room based on
large- scale database. Based on database of all-in-one campus card, it can records us-
age time users spend on a students computer by card or password, after data process-
ing, judgment and so on to accomplish function of charge (Feng Hogqi et al. 2001) .
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2 Design Idea of System

Charge administration system of machine-room based on network satisfies the need
of education, which relieves the workload shouldered by administrators in machine-
room largely, enhances working efficiency and realizes autonomous charge.

First of all, it must satisfy the need of synchronous transmission of data
to charging system of machine-room, when connecting with platform of all-in-
one card. That is staff information, group information, role information, card
information and etc. can be got form backing database of all-in-one card.

3 Solving Plan of System

Comparing with current charge administration system in machine-room, we can
apply this system to working environment of various machine-room managements,
adapting to need of different administrative models. Integrating with various
working models and choosing different models in accordance with current choose:
model of account number of access control, model of solar access control, model of
account number, model of reservation.

Model of account number of access control: users who enter machine-room are
admitted by access control, meanwhile students who want be on- line must log on
client. This way can elevate security of this system in order to avoid any means to
escape fee and protect students’ profit (Guo Quansheng and Che Yuping 2001).

Model of solar access control: in accordance with on- line environment, we can
adopt model of access control. For example, we can adopt this model to simplify
on- line identification when students have class.

Model of account number: under the environment of shortage of administrative
charge in machine-room, we can adopt software identification in order to decrease
investment to access control or can adopt this model when access control works
wrong.

Model of reservation: this system is applied to group reserved on- line or
computer training, computer exam and so on.

3.1 General Design

Primary functions of system

Server: providing service for client, card terminal procedure, teacher managing
procedure in terminal (TCP) 1,024, (TCP) 7,070 AND (UDP) 1,024 (Li Yubo
2003).

Client: check students’ and clients’ identification and password.
Card terminal: students can enter by card, validity of card is judged.
Teacher managing terminal: it is convenient for teachers or administrators to

administrate and supervise machine-room.
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Fig. 2 Main functional module of system

Synchronous tool terminal: it mainly charges data of synchronous transmission of
all-in-one card platform and database of machine-room. General Structure of
System (Fig. 1)

The Relationship between Functional Demand and Systematical Model
Card terminal is mainly in charge of communicating with server to ensure the

validity of someone’s with card identification.
Teacher managing terminal firstly connects with server to ensure whether server

operates properly, then connects backing database.
Client identifies the rightness of users’ account number, password.
Teacher terminal has long- distance control of client machine. Primary Func-

tional Model of System (Fig. 2)
Management on students’ information: mainly realizing data import and dealing

of students’ card.
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Charging management: mainly setting students’ on- line expense per 1 h.
Educational administration: mainly setting group reservation, anonymous reser-

vation and syllabus reservation.
Module of consulting administration: module of reporting form covering consult-

ing number of card, consulting charge and consult card cost. This module realizes
consultation of this system to search basic condition of each card and daily charge
and realize criteria query and fuzzy inquiry.

Systematical management of module: systematical management module is in
the charge of charging setting, preferential setting, systematical diary, setting of
card cost, setting of user and so on. This module is used to set charging standard,
administrator and administrators’ limited right, providing some functions such as
initialization of system and recovery of data backup

Module of help: this model is used to introduce function of system, develop
information and so on.

Design of Operation

Combination of module of operation
Service and client: client can be connected with service normally so as to appear

normal logging interface.
Service and teacher terminal: teacher terminal can be connected with service so as

to appear interface logged by administrator.
Service can be and car terminal: the connected situation of card terminal: successful

in connection.

Operation control:

The time of client terminal much match with that of service.

4 Integral Design

4.1 Structure of System

Environment of software: win 2003CVC 6.0
Environment of background: SQL SERVER 2000
Structure of system (Fig. 3)

4.2 Design of Server

Server mainly provides service for the following modules. Service procedure
primarily adopts select I0 model to handle with request of initial service from
student server, student card terminal, teacher managing terminal. Server at first
sends request I0 accepted to chain table, then handles with I0 request by another
routine.
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Fig. 3 Figure of system structure

After starting service procedure, it can serve system. After starting system, server
will start autonomously and then supervises and waits for I/0 request from client,
card terminal and teacher terminal in terminal 1024, 7070.

4.3 Design of Teacher Terminal

Teacher terminal mainly provide a facility for administrators to maintain machine-
room and scheme syllabus. The primary functions are following:

Establishing administrator’s information:

Adding administrative data information and maintaining administrators’
information.

Administration on limits of authority:

Allocating different limits of authority to different levels of administrators so that
maintain and manage system better and safer.

Establishing machine-room and information of machine:

In each machine-room, a logical correspondent relationship in database. That means
corresponding machine-room in the database to real machine-room. Adding
machine to each machine-room, matching with reality. Number of identification
of machine is the accordance.

Educational administration: it mainly covers group reservation, anonymous
reservation and syllabus reservation. In the terms of anonymous reservation, anony-
mous and free of charge logging way help instructors to have class and administrator
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to maintain machine, what is more, it also guarantees some students and instructors
who forget to bring valid identified card (all-in-one card) can be on- line; group
reservation aims to facilitate to class and syllabus reservation.

4.4 Design of Card Terminal

The aim of card terminal identifies information of card of students after logging on
client. They can enter machine-room to log on computer, once they can be identified
as validity (Wei Chengguo et al. 2008). It has following functions: identifying
validity of card. Such as invalid card such as lost card, declined card; checking
identification by swiping card when students are on- line; when students are off-
line, they can close account in card machine.

4.5 Design of Client

It offers interface logged by users. Its function is fix time according to on- line
time. Client loggings are divided into four types: common logging, which signifies
check identification by swiping card before on-line, after identifying, they input
account number and password; after off- line, they swipe card, needing charging.
Reservation logging (divided into two kinds), anonymous logging without swiping
card and inputting account and password. They just enter system directly after
starting, are limited within on-line time; real- name logging need to swipe card so
as to check user’s identification requiring inputting account password constrained
to on- line time. Administrator logs in by his account number and password without
swiping card released from time, for purpose of helping administrator to maintain
computer, renew system and so on.

4.6 Design of Synchronous Terminal

Synchronous data is located in server to improve efficiency of system. Primary
function of synchronous data is transmit data of all-in-one card to database of
machine room; data resources of all-in-one card, logging name, password and
ORACLE database terminal (Xie Yinzhong and Zhang Baozhou 2010); getting data
from database of all-in-one card, after comparing and handling, which can deposited
in database of machine room. If it in database of machine room, it will renew
condition; if not, it will insert data into database of machine room.
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4.7 Design of Main Data Form Is Following

This system mainly designs four tables. The structure of User’s for form can be
seen in Table 1, the structure of Name of card can be seen in Table 2, the structure
of Group form can be seen in Table 3, and the structure of Role form can be seen in
Table 4.

Table 1 Users’ form: user Name of filed Type Width Illumination

id bigint 8 Users’ name ID
name varchar 50 Users’ name
number varchar 50 Student number
sex varchar 50 Gender
birth varchar 50

disc varchar 50

gid bigint 8 Group ID
rid bigint 8 Role ID

Table 2 Name of card: card Name of field Type Width Illumination

id bigint 8

number varchar 50 Number of card
flag int 4 Condition of card 1 valid

card not 1 invalid card
status int 4

uid bigint 8 1—userID
balance float 8 Sum of users’ card
login name varchar 50 Logging account
pwd varchar 50 Logging passwaord
free time float 8

deposit float 8

cr time datetime 8

deadline datetime 8

reserve 1 varchar 50

reserve 2 varchar 50

Table 3 Group form: group Name of field Type Width Illumination

id bigint 8 Group ID
lev int 4 Level of group
id top bigint 8

id sec bigint 8

id thi bigint 8

id four bigint 8

name varchar 100 Name of current group
tname varchar 100 Name of the whole group
dis varchar 100

reserve 1 varchar 50

reserve 2 varchar 50
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Table 4 Role form: role Name of field Type Width Illumination

id bigint 8

name varchar 50 Name of role
dis varchar 50

5 Conclusion

Charging system of machine room based on network is a sophisticated system with
extension and transferability. Thus interface of system is friendly, administrator
is convenient to operate, information output is integral. Taking VCCC 6.0 as
explorative tool, this software realizes module of lock screen by calling systematical
function. At present, this system has already fulfilled administration and charge of
machine room in university, primarily accomplishing open administrative model of
machine room, laying foundation for improving utility ratio of public machine room
and unmanned administration.
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Research on Informatizational Platform
of Tourism in Three Gorges Reservoir
Based on Web

Xu Bing, Zeng Jiping, and Hu Ning

Abstract With increasing development of tourist industry, tendency toward
informatizational platform of tourism become more and more conspicuous. In view
of problems existing in informatization of Three Gorges reservoir tourism and users’
demand on informatizational platform of tourist industry, the paper does research on
informatizational platform of Three Gorges reservoir tourist industry based on .Net
and introduces basic structure and primary function of informatizational platform
of Three Gorges reservoir tourist industry and expounds extensively realization of
.Net three layer model structure, user’s consultation and data administration. It is
of significance that enhances practicability and universality of tourist informational
system.

Keywords Component • .Net • Three Gorges reservoir • Informatization •
Three layer structure

With the development of computer and network, innovational change has taken
place on administrative means and logical means of tourist industry (Dai Changying
et al. 2009). One important task of informatization of tourist industry is construct
informatizational platform of tourist platform. Not only can it enhance labor
efficiency, save human resources, but also make administrant work rapid, exact,
which is one of way to realize high technology and optimization of administration
of tourism and satisfy rapid development of tourism. Three Gorges has long history
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and brilliant culture and rich tourist resources, thus informatization of Three Gorges
reservoir tourism exerts positive influence on domestic and international tourist
industry (Freenam et al. 2007).

1 Current Problems Existing in Informatization
of Three Gorges Reservoir Tourism

The Problems of informatization of Three Gorges reservoir tourist industry resulted
from history, geography, economy besides some important reasons:

1.1 Corporation Informatization Lacking in Integral
Strategic Plan

The management of Tourist Corporation in reservoir maintains weak, system of
informatization of tourist management still in initial stage (Huo Hong et al. 2005).
Informatization of the majority of tourist corporations falls into dispersion, low-
level, and short- sighted implementation of strategy, which is hard to connect with
strategy tightly. Account of underestimating significance and strategic status of
tourist information resources, the majority of Tourist Corporations, especially the
medium and small- sized only purchase short- term economic profit ignoring the
great influence of information resources of long- term strategy on development of
Tourist Corporation.

1.2 Strategic Inappropriate Construction of Informatization

Due to lack of integral strategic plan, technology corresponding to situation
of Tourist Corporation of reservoir needs further research. The development of
informatization of tourist industry of reservoir is still restricted with technologic
promotion, manufacturer of informational technology’s spur and new applied
structure sought from technology and system (Liao Guoqiong et al. 2008).

1.3 Delay of Fundamental Work of Exploring
Information Resources

Information of tourist resources got by Tourist Corporation in reservoir only stays
in surface, which lacks efficient, deep utilization (Meng Xiaofeng et al. 2002).
Operating administration of informatization is imperfect, operation of system is
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lacking in informational resources. Therefore, it is difficult to transfer informational
resources into income and treasury efficiently, which, to some extent, constrains the
development of tourist industry in reservoir.

1.4 Informatization of Tourism and Disjunction of Business

Part of tourist corporations regard informatization of Tourist Corporation as show-
ground of information technology and product to decorate network appearance,
ignoring huge influence of Tourist Corporation on strategic development. It will
result in huge waste and devaluation of tourist information resources and facility
and low informatization.

2 Analysis of Demand of Users

In respect of demand of informatization of tourist industry in three gorges reservoir,
it divides users into following kinds by comprehensive analysis:

Common users signify the users who are required to get or scan relevant information
in system of multi- media. This kind of users only is not required to participate in
renewal of system and maintenance of data and has no right to modify limits of
authority. Therefore, the primary aim of common users is consult data resources
and get more information about media tour.

Registered users (including administrator of tourist spot, travel agency, hotel,
transportation department, travel department) who has wider limits of authority
and enjoy more services than common users. In order to induce more users to
administrate and maintain multi- media data-base, registered users are deployed
more limits of authority, who can distribute and modify relevant information.

Senior users (administrators of system) who administrates registered users’ infor-
mation, renews the data of data-base, optimize the whole data of system, and
legally verify the files uploaded by users. Senior users can change content of data-
base and information of registered users according to their own requirements, in
addition, cancel illegal users and restrict other users’ authority.

Administration of users’ data covering following functions:

(a) Addition and adjustment newly data in time
(b) Cancellation out- dated multi- media data.
(c) Modification wrong multi- media data and division the information uploaded

by users more exactly.
(d) Change more function according to demand.
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3 Structure of Informatization of Three Gorges
Reservoir Tourism

3.1 Net Three Layer Structure

B/S model (browser/server) is the result of development of c/s model, based on Web
technology, dividing traditional servers of C/S model into data-base server and Web
servers.

B/S structure is a typical distributive information system on Intranet. The
advantage of B/S model is (1) user’s operation is simple, user side of B/S model
only need to be installed by a common- used browser providing user friendly
interface, such as internet explorer instead of extra users’ training. (2) B/S structure
is flexibility. Permitted by network environment, browser and servers are increased
against influence of network resources. (3) Due to easy exploration, installation
and maintenance B/S structure only need to explore and integrate the applied
platform of servers in order to eliminate exploration, installation and expense of
maintenance.

In terms of current technology, it is relatively easy and cost lower price to
apply network by means of LAN of B/S structure and apply data-base by means
of Internet/intranet model. It is a kind of one-time exploration, which can visit and
operate common data-base from different places, different personnel and different
inserted mode, such as LAN, WAN, Internet. It can protect data platform and
administration of limits of authority and guarantee data-base of server (Muller
2005).

This system mainly adopts B/S system model. The whole system is divided into
three levels, which are presentation layer, business logical layer, data-base level
(Fig. 1). We use a server to realize all functions or use Web server and Data-base
server, which can relief load of server and elevate efficiency of implementation.

3.2 Module of .Net of Three- Layer Is Constituted
of Presentation Layer, Business Logical Layer
and Data-Base Visit Layer (Fig. 2)

Business logical layer is the core part of system, undertaking procession task of
business logical including HTTP requirement of procession interface layer, offering
function of business to presentation layer and visiting data-base by data-base layer.
The specific procession is analytically transfer HTTP requirement sent by receiving
presentation layer of Web server and invokes corresponding logical procession; this
logical procession communicates with data-base layer, visit data-base, and returns
result to Web server, finally sends the result to browser of user side in the form of
XML OR HTML by Web sender (Xu Bing et al. 2007).
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Fig. 1 Hardware structure of platform

Fig. 2 Three-level structure model of platform

Data-base layer at low layer is mainly used to realize communication with data-
base, consult, insert, modify and cancel data of data-base. ADO and .NET are used
for interface of data-base and SQL 2005 data-base is used for structure, which han-
dle requirement of data. This system is based on Windows 2003 ServerCIISCSQL
2005C .NET structure, adopting ASP.Net structural procession. Data-base adopts
SQL 2005 as well as ADO .NET as exploring technology of data-base interface.
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4 Primary Functions of Informatizational Platform
of Tourist Industry in Three Gorges Reservoir

In light of users’ demand on informatization of tourism and function on adminis-
tration of system, we get main functions of module of informatizational platform of
tourism in three gorges reservoir (Fig. 3).

(a) The function of users’ consultation
Travelers can consult the information about scenic spot (including word, picture
and video), transportation information (train, plane, car and so on), travel agency
(introduction to travel agency, routine, address and phone number), information
about hotel (introduction to hotel, rank, bed, telephone and so on).

(b) Administration of travel policy
Administrating current travel policy of state, such as addition, modification,
cancellation, distribution and so on

(c) Informational administrative functions of travel spot
Record of scenic spot resources including number of spot, name of spot,
contact person, picture, video, fare and so on; modification of spot resources;
cancellation of spot resources; consultation on spot resources.

(d) Informational administration of travel agency
Record of travel agency resources including number of scenic spot, name of
travel agency, contact person, picture and some other information; modification
of travel agency information; cancellation of travel agency; consultation on
travel agency

Fig. 3 Main functional module of tourism informatization platform of Three Gorges reservoir
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(e) Administration of hotel information
Record of hotel resources including hotel number, name of hotel, contact person,
quotation and some other information; modification of hotel information;
cancellation of hotel information; consultation on hotel information

(f) Administrative functions of transportation resources
Administration of train information; administration of plane information; ad-
ministration of other transportation resources

(g) Function of administration of travel routine
Record of travel routine information covering routine number, name of routine,
quotation and other information; Modification of travel routine information; can-
cellation of travel routine information; consultation on travel routine information

(h) Administration of user
Record of user information including user’s name, password, limits of authority
and other information; modification of user’s information; cancellation of user’
information; consultation of user’s information and other functions

(i) Administration of system
Initialization of system, backup of data-base, restoration and other functions

5 Conclusion

By use of .Net technology, exploring informatizational platform of three gorges
reservoir tourism based on browser/server (B/S) mode is the inevitable tendency
toward exploration and administration of future tourist industry, which has bright
prospect and has deeply influence on traditional mode of tourism. Applying system
of mode of server/browser (B/S) rationalizes systematic structure; the function of
user side transferred to server, which means user sided need only one browser.
In this case, installation, allocation and operation of user side are simpler. User
side can ensure stably user’s requirement can be satisfied. Adoption of Asp .Net
technology makes applying procession more convenient, faster, and higher efficient.
The establishment and application of informatizational platform of Three Gorges
reservoir tourism have become the innovational way to develop tourist industry
in reservoir and elevated competition in international and domestic tourism, which
worth extending.
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A Study of Model for Optimizing Supply Chain
Inventory with Controllable Lead Time

Yao Tang and Bin Yang

Abstract This paper has put forward the importance of shortening lead time in
the competition of modern society and researched the decision-making problem
in a supply chain system consists of one supplier and one retailer. Basing on
the hypothesis that the decision-making power of determining the lead time is
controlled by the downstream, which completely undertakes the expenses for
shortening the lead time, this paper has established a Stackelberg model of this
supply chain system, and given out some corresponding algorithms for reference.
Finally according to the analysis of cases, this paper has confirmed the practicality
and effectiveness of the model, and proved that shortening the lead time reasonably
can reduce the supply chain inventory cost effectively.

Keywords Lead time • Supply chain • Inventory cost

1 Introduction

At the end of the 1980s, academia had put forward a new competition pattern
which was called “time-based competition”. As a powerful weapon of “time-based
competition”, lead time was also paid more attention by people. Shortening lead
time can effectively reduce the inventory and funds backlog of the enterprise,
enhance the service level and competitive ability. Basing on inventory continuous
inspection strategy, Liao and other (1991) have proposed controllable lead time
inventory model, in which lead time is the unique decision variable. Subsequently,
Ben and other (1994) have seen order quantities as another decision variable and
expanded model, for considering the joint decision making of both of lead time and
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order quantities. Basing on previous research, this paper has added a new decision
variable—order point, in order to analysis the joint decision making of three of
lead time, order quantities and order point. Furthermore, being familiar with the
reference Liao and Shyu (1991) and Ben Daya and Raouf (1994), this paper has
also assumed that lead time decisions is controlled by the downstream, which bears
completely the expenses for shortening lead time.

2 Cost Components Analyses

2.1 Supply Chain System Components

There is a single-product and two-levels supply chain system, which is constituted
by one supplier and retailer. In this system, suppose that lead time consist of three
independent operating periods, and each operating period has both a minimum

duration time ai and a maximum duration time bi . If L0 D
nP

jD1
bj represents

the retailer’s the longest lead time, and Li represents the length of lead time, the
component 1 to component i of which is under the adequate time to catch up with

the schedule, so there is Li D
iP

jD1
aj C

nP
jDiC1

bj D
nP

jD1
bj �

iP
jD1

.bj � aj / D

L0 �
iP

jD1
.bj � aj /. And the lead time can be shorten by increasing a certain fee.

The fee which is produced by the i-th part shortening a unit of time is ci , in non-
descending order, that is c1 	 c2 	 � � � 	 cn. If R.L/ represents the catch-up
schedule costs which are generated by shortening lead time forL in one order, there

is R.L/ D ci .Li�1 � L/C
i�1P
jD1

cj .bj � aj /; L 2 ŒLi ; Li�1� (Li Hua et al. 2004).

2.2 Retailer Inventory Costs

Retailer annual expectation costs consist of three parts: annual order costs, annual
inventory costs and annual catch-up schedule costs.

1. Annual order costs. The retailer’s cost per order is A. Annual demand is D. The
amount of each order is Q. Therefore the annual order costs is DA

Q
.

2. Annual inventory costs. The annual inventory cost of the unit of the retailer’s
goods is hr . The annual average inventory level is Q

2
C kıpL. So the annual

inventory costs is hr.
Q

2
C kıpL/.
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3. Annual catch-up schedule costs. Known lead time L 2 ŒLi ; Li�1�, the catch-up

schedule costs of each order isR.L/ D ci .Li�1�L/C
i�1P
jD1

cj .bj � aj /. Because

this paper studies the inventory optimization problem that the retailer bears the
annual catch-up schedule costs completely, so the retailer’s annual catch-up
schedule costs is DR.L/

Q
.

So the retailer’s total annual inventory costs can be shown as follows:

Cr.Q;L/ D DA

Q
C hr

�
Q

2
C kıpL

�
C DR.L/

Q
(1)

2.3 Supplier Inventory Costs

Supplier inventory costs consist of two parts: stocking costs and inventory holding
costs.

1. Stocking costs. Each stocking cost of the supplier is S , Annual demand is D.
Each product capacity is mQ, so the annual stocking costs is DS

mQ
.

2. Inventory holding costs. Annual holding costs per unit of commodity is hs ,
annual average inventory is Q

2
Œm.1 � D

P
/ � 1 C 2D

P
�, so the inventory holding

costs is Q

2
Œm.1 � D

P
/� 1C 2D

P
�hs .

So the supplier’s total inventory costs can also be shown as follows (Ouyang
et al. 2004):

Cs.Q;m/ D DS

mQ
C Q

2

�
m.1� D

P
/� 1C 2D

P

	
hs (2)

3 Modeling

The retailers need to determine the most economical unit Q, the best lead time L,
and the suppliers need to determine the optimal delivery batch m. This problem
can be attributed to a class of Stackelberg leader-follower game problem, which is,
the retailers seek most economical unit and the best lead time when the inventory
costs is minimized, meanwhile the suppliers seek the optimal delivery batch through
predicting the possible choices could be made by the retailers. Therefore the leader-
follower game problem modeling composed by the suppliers and the retailers is as
follows (Jiang Liangkui and Wang Chuanxu 2008):

minCs.Q;m/ D DS

mQ
C Q

2

�
m.1� D

P
/� 1C 2D

P

	
hs

s:t: Cr .Q;L/ D DA

Q
C hr

�
Q

2
C kıpL

�
C DR.L/

Q
(3)
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4 Model Solving Steps

Seek the second-order partial derivatives of Q and L in the Eq. (3) separately we
can obtain that:

@C 2
r .Q;L/

@Q2
D 2D

Q3
ŒACR.L/� > 0 (4)

@C 2
r .Q;L/

@L2
D �1

4
kıhrL

� 3
2 < 0 (5)

From Eqs. (4) and (5) we can know that:

(a) For any given economical order batchQ, Cr.Q;L/ is a concave function of the
lead time L.

(b) For any given lead time L2ŒLi ; Li�1�, Cr.Q;L/ is a convex function of
the economical order batch Q. So the best lead time L inevitably occurs in
endpoints of the range.

Again we seek the partial derivative of Q in the Eq. (3) and obtain that:

@Cr.Q; L/

@Q
D � D

Q2
ŒACR.L/�C hr

2
(6)

Make the Eq. (6) equal to zero then the most economical unit Q can be obtained:

Q� D
s
2D

hr
ŒACR.L/� (7)

For the suppliers, they seek the optimal delivery batch through predicting the
most economical unit Q�, the best lead time L� of the retailers. As m is a positive
integer, we can know from the Eq. (2), when m D m� is the optimal solution, it
inevitably satisfies these following inequalities simultaneously:

(
Cs.Q

�; m�/ 	 Cs.Q�; m� C 1/ .8/

Cs.Q
�; m�/ 	 Cs.Q�; m� � 1/ .9/

Follow the Comprehensive analysis above; the optimal solution algorithm can be
given (Chang et al. 2006):

1. For each lead time Li.i D 0; 1; � � � ; n/, Qi can be figured out with Eq. (7);
2. For each set of .Li ;Qi /, we can figure out the corresponding Cr.Li ;Qi/ when
i D 0; 1; � � � ; n;

3. Make Cr.Q�; L�/ D min
iD0;1;��� ;n Cr .Li ;Qi/, and .Q�; L�/ would be the optimal

solution;
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4. Put .Q�; L�/ into the Eqs. (8) and (9) to figure out the value range ofm, assume
that there are k possible solutions in the value range, and the number i possible
solution is mi ;

5. Put mi into the Eq. (2), and make Cs.Q�; m�/ D min
iD0;1;��� ;k Cs.Qi ;mi/, and m�

would be the optimal solution, under this optimal solution the total inventory
costs of the supplier would be Cs.Q�; m�/.

5 Analysis of Cases

Assume that the basic parameters of the supply chain system are: D D 500, A D
180, hr D 18, k D 1:65, ı D 6, S D 1; 600, P D 2; 000, hs D 16. The lead time
consists of four parts and the specific values are shown in the Table 1 (Liu Lei and
Tang Xiao-wo 2005):

According to the optimal solution algorithm in the model solving steps the
following table can be given:

Known from the Table 2, when the retailer’s lead time L� D 12 weeks and the
economical unit Q� D 102, the annual total inventory costs can be minimized to
Cr.12; 102/ D 2447:76 Yuan. Put this optimal solution .L�;Q�/ into the Eqs. (8)
and (9), then obtain the value range of the optimal delivery batch 12:6 	 m� 	 13:6,
which means when m� D 13. When the optimal solution is m� D 13, the annual
total inventory costs would be Cs.102; 13/ D 8151:32 Yuan. Still the annual total
inventory cost of the whole supply chain system is Csum.12; 102; 13/ D 10598:38

Yuan.

Table 1 The operation constitutions in the lead time (unit: week)

Constitutions in
the lead time (i )

Normal work
time bi

Adequate catch-up
schedule time ai

Catch-up schedule
costs per unit time ci

1 3 1 3
2 3 1 8
3 6 3 18
4 2 1 36

Table 2 Retailers’ inventory
costs under different lead
time

i Li (week) R.Li / Qi Cr .Li ;Qi/

0 14 0 100 2,466.76
1 12 6 102 2,447.06
2 10 22 106 2,470.35
3 7 76 119 2,618.10
4 6 112 127 2,729.11
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6 Conclusion

The decision-making problem of the lead time and the order quantity in a supply
chain system consists of one supplier and one retailer has been researched in this
article. As a delivery strategy under consideration, the retailer was considered to
determine the lead time and fully undertake the expenses for shortening the lead
time. The best lead time under which the total inventory costs of the supply chain
system is minimized, the corresponding most economical unit and optimal delivery
batch had been obtained through modeling analysis. According to the specific
analysis of cases the practicality and effectiveness of the model has been proved.
This model can also be further extended to the decision-making problem in a supply
chain system consists of one supplier and two retailers.
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Human Resources Management Based
on the Teacher’s Empowering

Belferik Manullang, Sri Milfayetty, and M.S. Kons

Abstract The objective of this research were to describe and to see the correlation
between normative commitment, spiritual intelligence, pedagogical attitudes, essen-
tial scientific, and ability competence. Survey used as a method in this research.
Data collected by questionaire.Thirty teachers among 60 teachers got randomly as a
sample. Data obtained were descriptive and correlation analysis. The results of the
research showed that the condition of the teachers were relatively below average for
each variable. Data aquisiton showed that there were significant correlations among
the variables. It suggested that the teachers need to recharge, educate and train, due
to empower them. The school need to maintenance good atmosphere such as strong
leadership, as well as the school policies to support the empowering program.

Keywords Normative commitment • Spiritual intelligence • Pedagogical
attitudes • Essential scientific and ability competencies

1 Introduction

The essence of education is developing human qualities, that we say as human
character. Education is called humanize also, because humans have had the potential
of humanity. Plato said that if you ask what is good education, in general, the
answer is easy, education makes good men, and that good men act nobly. The end
of education is character. Harrel (2004) said that “In education, character or attitude
is everything”. Your character or attitude to day, determine your succes tomorrow.

Teachers’ normative commitment means the loyality of teachers to carry out their
role as educators in developing student’s character. As educator, teachers required
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to have a good character. Teachers need to be a model how to behave base on
pedagogical value due to create good school atmosphere. Learning in the classroom
and outside are expected to develope students’ character, as a person, as a member
of the community and as citizens.

Teacher has strong position in developing students character. They need edu-
cational tools to transform pedagogical value to be character of the students. The
tools are, such as a sense of affection toward students, sincerity in the line of duty,
modeling, reward and educational punishment. Life is preserved as a model teacher,
nature of the firm but to educate as well as other pedagogical properties.

There were some indications showed that some teachers did not meet the
pedagogical standards. It caused the transformation of pedagogical value unef-
fectively. As a result, some students were in a bad manner such as cheating,
buliying, fihgthing, etc. In these situations, teachers need to develope their normative
commitment, due to transform the pedagogical value while interact with the student.

Normative commitment of teachers is the level of duty and loyalty to the
institution on the basic of considerations of conscience. According to Colquitt
(2009) and Slocum and Hellriegel (2009), normative commitment of teachers, could
be improve by supported through ability competencies, scientific mindset essential,
pedagogical attitudes and spiritual intelligent. Ability competencies are knowledge
and skills that become a part of their life. The teachers felt a duty as a teacher can
not be separated from their personality. They have to aware to their role as a teacher.
They have to be satisfied, happy and dignity as a teacher. Competencies are effective
to improve teachers normative commitment. Essential scientific is the mindset
that prioritizes the essence of truth on which base on action. There are scientific
technological mindset, theoretical or scientific mindset and essential scientific.
To illustrate the difference of these mindset, we can interpret the meaning of teacher
as a profession. The technological scientific mindset tend to think how to make a lot
of money from the work as a teacher. From the side of theoretical scientific mindset,
teachers tend to think how to work theorethically. If the teacher has reached the level
of essential scientific, it will effective to support normative commitment and ability
competencies. Pedagogical attitudes of teachers are the properties that contain
values such as education, affection, sincerity, patience, firmness, and motivation.
If these properties have been owned by the teacher, it would be effective to improve
their normative commitment and their ability competencies.

2 The Problem Formulation

(a) How did the prospensity of spiritual intelligence, pedagogical attitude, essential
scientific, ability competencies, and normative commitment?

(b) Were there significant coorelation between spiritual intelligence and habitual
pedagogical, spiritual intelligence and essential scientific, spiritual intelli-
gence and ability competencies, habitual pedagogical and ability competencies,
essential scientific and ability competencies, ability competencies and norma-
tive commitment?
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X1

X2

X3

X4 X5

Fig. 1 The model of
normative commitment.
X1: Spiritual intelligence,
X2: Pedagogical attitudes,
X3: Essential scientific,
X4: Ability competencies,
X5: Normative commitment

3 The Normative Commitment Model

Normative commitment of teachers is the level of duty and loyalty of the teacher
to the institution on the basic of considerations of conscience. Intelligent Sipiritual
refers to the properties of noble and humanitarian values. The spiritual intelligence is
the intelligence that use to solve problems of meaning and values. This intelligence
will position our lives meaning in the context of a broader and richer.

Slocum (2004) said that competencies are interrelated cluster of knowledge,
skills and ability that needs by individual to be effective. Competencies of teachers
are the ability to perform professional duties as a teacher. Mindset is the essential
truth of scientific theories prioritizes the fundamental and through reasoning, with
pure thought, the main character suprarasional. Habit is daily pedagogical teacher
while interact with students. Behaviors are expressed as an educational tool,
patience, dignity, compassion, exemplary, motivation, which educates firmness,
sincerity (Fig. 1).

Normative commitment, spiritual intelligence, pedagogical attitudes, essen-
tial scientific and ability competencies are aspects of personalities. Commitment
consists of continuance commitment, affective commitment and normative com-
mitment. The spiritual intelligent consists of intellectual intelligent, emotional
intelligence and spiritual intelligence. Pedagogical attitude consist of thought, action
and habits. Scientific mindset consist of practical scientific, theoretical scientific and
essential scientific. While the competencies consist of knowledge competencies and
skills competencies and ability competencies. The best character in commitment
is normative commitment. The best character in inteligence is spiritual inteligence
and the best character in attitude is pedagogical attitudes. The best character in the
scientific mindset is an essential scientific, and the best character in competencies
are ability competencies.

4 The Objectives of Research

The objectives of this research were,

(a) To analysis the level of prospensity of normative commitment, spiritual intelli-
gence, pedagogical attitudes, essential scientific and abilties competencies
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(b) To analysis the corelation between spiritual intelligence and habitual peda-
gogical, spiritual intelligence and essential scientific, spiritual intelligence and
ability competencies, habitual pedagogical and ability competencies, essential
scientific and ability competencies, ability competencies and normative com-
mitment.

5 The Method of Research

The research was conducted at Junior High School number 17 in Medan. The
population were 60 teachers and got 30 teachers randomly as a sample. Data
colleced by questionnaires to all five variables: normative commitment, essential
scientific, pedagogical attitudes and spiritual intelligence and ability commitment.

Data analysis was performed by using descriptive statistics.

(a) Description of normative commitment, spiritual intelligence, pedagogical atti-
tudes, essential scientific and abilties competencies

(b) Testing of the coorelation between spiritual intelligence and habitual peda-
gogical, spiritual intelligence and essential scientific, spiritual intelligence and
ability competencies, habitual pedagogical and ability competencies, essential
scientific and ability competencies, ability competencies and normative com-
mitment.

6 Analysis and Discussion

6.1 The Results of Research

The description of the data for five variables in this research presented as mean,
median, mode and frequency distribution histograms of each variable perform
in the table below (X1)D Spiritual intelligence (X2)D pedagogical attitudes,
(X3)D essential scientific, (X4)D ability competencies and X5D normative
commitment (Tables 1 and 2, Fig. 2)

Hypothesis 1
Ho: Spiritual intelligence has no significant correlation with pedagogical attitudes
H1: Spiritual intelligence has significant correlation with pedagogical attitudes

Testing criteria is Ho be accepted, H1 rejected, if th	 tt. Ho rejected, H1
be accepted if th> tt. Apparently th> tt, that is 3,68> 1,70. Ho is rejected,
H1 accepted. It meant that there was significant relationship between Spiritual
intelligence and pedagogical attitudes
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Table 1 Descriptive analysed

Data of variable

Analysis X5 X1 X2 X3 X4

Empirical data
Number of data 30 30 30 30 30

minimum 12 12 11 11 11

Maximum 25 20 22 20 20

Range 13 8 11 9 9

Number class interval 7 5 6 5 5

Range of class interval 2 2 2 2 2

Mean 16; 93 16; 10 16; 53 15; 77 15; 43

Deviation standard 2; 82 2; 43 2; 78 2; 85 2; 94

Median 16 15; 5 15 15; 5 15; 5

Modus 16 15 16 15 15

Theoretical data
Minimum 10 10 10 10 10

Maximum 50 50 50 50 50

Mean 30 30 30 30 30

Deviation standard 1; 67 1; 67 1; 67 1; 67 30

X1: Spiritual intelligence
X2: Pedagogical attitudes
X3: Essential scientific
X4: Competencies ability
X5: Normative commitment

Table 2 The level
of percentage

No Variable Percentage

01 Normative commitment 67%, below of the mean
02 Sipiritual intelligence 74%, below of the mean
03 Pedagogical attitudes 57%, below of the mean
04 Essential scientific 60%, below of the mean
05 Ability competencies 67%, below of the mean

b. Correlation analysis

Var r Th tt Summary

r21 0,570 3.68 1,70 Significant
r31 0,430 2,53 1,70 Significant
r41 0,540 3,40 1,70 Significant
r42 0,338 1,90 1,70 Significant
r43 0,493 3,00 1,70 Significant
r54 0,382 2,12 1,70 Significant

Hypothesis 2
Ho: Spiritual intelligence has no significant correlation with essential scientific
H1: Spiritual intelligence has significant correlation with essential scientific

Testing criteria is Ho be accepted, H1 rejected, if th	 tt. Ho rejected, H1
be accepted if th> tt. Apparently th> tt, that is 2,53> 1,70. Ho is rejected, H1
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X1

X2

X3

X4 X5

r12 = 0,57
r42 = 0,338

r41 = 0,54

r43 = 0,493

r54 = 0,382
r31 = 0,43

Fig. 2 The Model of Normative Commitment with variable. X1: Spiritual intelligence, X2: Peda-
gogical attitudes, X3: Essential scientific, X4: Ability competencies, X5: Normative commitment

accepted. These meant that there was significant relationship between Spiritual
intelligence and essential scientific

Hypothesis 3
Ho: Spiritual intelligence has no significant correlation with ability competencies
H1: Spiritual intelligence has significant correlation with ability competencies

Testing criteria is Ho be accepted, H1 rejected, if th	 tt. Ho rejected, H1
be accepted if th> tt. Apparently th> tt, that is 3,40> 1,70. Ho was rejected,
H1 accepted. These meant there was significant relationship between spiritual
intelligence with ability competencies

Hypothesis 4
Ho: Pedagogical attitudes has no significant correlation with ability competencies
H1: Pedagogical attitudes has significant correlation with ability competencies

Testing criteria is Ho be accepted, H1 rejected, if th	 tt. Ho rejected, H1
be accepted if th> tt. Apparently th> tt, that is 1,90> 1,70. Ho is rejected, H1
accepted. These meant there was significant relationship between pedagogical
attitudes and ability competencies

Hypothesis 5
Ho: Essential scientific has no significant correlation with ability competencies
H1: Essential scientific has significant correlation with ability competencies

Testing criteria is Ho be accepted, H1 rejected, if th	 tt. Ho rejected, H1
be accepted if th> tt. Apparently th> tt, that is 3,00> 1,70. Ho is rejected, H1
accepted. These meant there is a significant relationship between essential scientific
and ability competencies

Hypothesis 6
Ho: Ability competencies has no significant correlation with normative commitment
H1: Ability competencies has significant correlation with normative commitment
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Testing criteria is Ho be accepted, H1 rejected, if th	 tt. Ho rejected, H1
be accepted if th> tt. Apparently th> tt, that is 2,12> 1,70. Ho is rejected,
H1 accepted. These meant there was a significant relationship between ability
competencies and normative commitment.

7 Discussion

7.1 Descriptive Discussion

Normative commitment, spiritual intelligence, pedagogical attitudes, essential sci-
entific and ability competencies are the traits of teachers as educator. This research
found that most of the teachers condition in these five variables were still below the
mean

1. Normative Commitment
Normative commitment showed loyalty of the teacher to school culture, attach-
ment to working system, optimism for the future through the school, pride in
the institution of employment, a sense of comfort at school, feeling at home at
school, positive perceptions about school places to work, feeling togetherness,
mutual respect and a deep sense of mutual aid in the life at school.

Data analysis showed that teacher’s normative commitment below average,
there were 67% and an above average were 33%. Data showed that more than
50% of teachers have not been convinced the work suited as a teachers. This
condition showed that commitment to become a teacher still needs to reinforce.
In general the perform of the teacher more focused on personal or family needs, if
compared with their fidelity to make school as the foundation of their dedication.
Working as a teacher for self more interest in school.

2. Spiritual Intelligence
Spiritual intelligence conscience means participation in performing their duties
as teachers. Professionalism is realized to a greater interest or caring. The
teachers with spiritual intelligence means seeing his duty to care the children,
responsibility to society or nation, not merely to satisfy his own. The research
found that spiritual intelligence of the teachers 74% below average. This meant
that the spiritual intelligence of the teachers should be improved in a good con-
dition. This spiritual intelligent should improved and maintained continuously in
good condition, so that, could fix the meaning of teacher professionalism. The
teacher should be ready to take on the task of preparing future generations, as a
form of universal nature and human values that exist within them.

3. Pedagogical attitudes
Habits behavior is teacher pedagogical properties such as educating, patient,
compassion, sincerity, reinforcement, educating and modeling. The research
found that 57% teachers had pedagogical attitudes. These condition indicated
that education has not been successfully constructed with pedagogical attitudes,
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as a conditio sine quanon for good educational process. Instead, all teachers in a
deliberate and conscious effort to maintain pedagogical attitudes because only in
the conditions such that, education process can be carried out effectively.

4. Essential Scientific
Mindset is the essential truth of priority to basic and comprehensive theory of
reasoning, with pure thought, the main properties suprarasional. The research
showed that 60% was below average which meant working with pragmatic ways
of thinking. One example of pragmatic thinking was to perceive the work of
teachers revenued. Teachers should made their work as their devotion such as
scientific essential mindset.

5. Ability Competencies
The best competencies of teacher is ability competencies. On this understanding
of teaching, competencies means an arts, that should be a part of teachers’ life.
In this condition, teacher would get satisfaction, happiness and dignity. The
research found that teachers’ competencies ability about 67% below average.
This condition indicates that the majority of teachers performing still not good.

7.2 Correlation Discussion

If the spiritual Intelligence had got better, then the pedagogical attitudes should
had better. If the spiritual Intelligence had got better, then the essential scientific
should got better. If the spiritual Intelligence had got better, then the ability
competencies should got better. If the habitual pedagogical had got better, then
the ability competencies got better. If the essential scientific had got better better,
then the ability competencies should got better. If the ability competencies had
got better, then the normative commitment should got better. For that, we need to
improve spiritual Intelligence, pedagogical attitudes, essential scientific and ability
competencies.

8 Conclusion and Suggestions

8.1 Conclusion

1. The results showed that the majority of teachers normative commitment were
below average, spiritual intelligence teachers below average, pedagogical atti-
tudes remained largely below average, essential scientific remained largely below
average, the ability competencies remained largely below average.

2. The spiritual intelligence with habitual pedagogical, spiritual intelligence with
essential scientific, spiritual intelligence with ability competencies, habitual ped-
agogical with ability competencies, essential scientific with ability competencies
and ability competencies with normative commitment had significant correlation.
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8.2 Suggestions

1. The schools leadership were expected to improve spiritually intelligent, peda-
gogical attitudes, scientific mindset essential, ability commitment due to increse
normative commitment of the teachers.

2. The school policy should considered the direction of the teacher development in
spiritual intelligence, pedagogical attitudes, scientific mindset essential, ability
commitment. It needs supervisory ini everyday school life. The supervisor should
observe, analyze and help teacher to improve their performance. This method
is very important because the formation of character as educators must be
committed intentionally, continuously and sustainable.
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The Evaluation Based Study on the Innovation
Strategy of Electric Vehicles

Maria Ikram and Yan ZhiJun

Abstract Energy saving and environment protection is the major issues in China
which speeds up the electric vehicle industrialization sector. The proposed study is
a survey based evaluation study. Taking Beijing as a centre, the paper proposes
the evaluation of EVs from the following several aspects: performance of the
electric vehicles from different aspects; evaluation from different issues relating to
its uncertainties; the evaluation with respect to its market trends; evaluation from
its acceptance by its users; Furthermore the results from the evaluation study will
be helpful to discuss the key points on the innovation strategy of electric vehicles
relating to the development areas, policies, drawbacks and further improvements for
solving this major issue in China.

Keywords Evaluation • Electric vehicles • Innovation strategy

1 Introduction

Two major issues that China is facing for its social and economical development are
energy saving and environment protection. The worst situation is that China’s most
of the oil consumption is on fossil fuel vehicles which exhaust emissions and is one
of the major source of the urban air pollution, that’s why electric vehicle transport
industry is boosting up in China for solving these major issues. The promotion of
electric vehicles cannot only reduce the consumption to save more fossil fuel, but
can also reduce or even generate no emissions. Our proposed paper is the evaluation
based study on the innovation strategy of electric vehicles.
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By considering the sudden raise in the world oil prices and environmental
issues (Wu Feifei and Zhou Qian 2011) China’s EV transport industrial sector
is giving much importance to innovation strategy to make economical and social
advances (Fu Xiang et al. 2006). Further more Beijing being a capital has given
much promotion to this innovative technology for the country’s development
(ZhangXiang et al. 2008; Xiang Zhang et al. 2009; Robert Earley et al. 2011). Jonn
Axsen (2010) demonstrates that the social assessment is an important factor for
promoting new technologies. Yiming Pan et al. (2011) adopted the AGT evaluation
method to compute evaluation values for promoting electric vehicles, while Fu xiang
et al. (2008) demonstrate the innovation strategy of electric vehicles based on SWOT
analysis.

2 A Detailed Comprehensive Evaluation of Electric Vehicles

A comprehensive evaluation of electric vehicles uses the questionnaire technique
for evaluation and proposes the innovation strategy of EVs, solving issues related to
energy saving and environment protection.

In our proposed study, Beijing is selected as representative because being a
capital; it is more representatives and a strong supporter of EV industry.

The following is the detailed evaluated information which we have obtained from
our survey.

2.1 Respondent’s Information

In the survey about 40% of respondents were students; about 10% of questionnaires
were filled in by employees, 10% by teachers and other 10% by electric vehicle
dealers which will actually evaluates the markets trends of the electric vehicles.

2.2 Information About Performance Aspects
of the Electric Vehicles

Figure 1 shows the information about performance aspects of the EVs. For the
evaluation of electric vehicles from their performance aspects we have defined eight
parameters for which the highest two scores are found for “environment friendly”
and “fuel economy”.
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Fig. 1 Information about performance aspects of the EVs

Fig. 2 Information about the drawbacks of EVs

2.3 Information About the Draw Backs of Electric Vehicles

There are some uncertainties from some perspectives as well, which is shown in
Fig. 2. Our analysis shows the highest scores for “price”. After then the “security”
issues have also been rated relatively high.
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Fig. 3 Information about the value of acceptance for EVs

2.4 Information About the Value of Acceptance
for Electric Vehicles

The Fig. 3 shows the information about the value of their acceptance from the user
community. For this the second highest information is evaluated for “battery bikes”
and “other electric vehicle”.

2.5 Information About Sales and Market Aspects
of Electric Vehicles

The Fig. 4 shows the information of electric vehicles from their market value; a
relatively high ratio was computed against their sales aspects in 1 month.

3 Key Points on the Innovation Strategy of Electric Vehicles
Based on Evaluation Study

Based on the evaluation study here we will discuss the key points, which should be
concerned for carrying out the strategy.
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Fig. 4 Information about market and sales aspects of EVs

1. By observing the high evaluation for fuel economy and environment friendly
issues, electric vehicles are best to use for solving the major issues. Government
of China should pay special attention to this innovation and its management.

2. By observing the high evaluation against the price and security from their
drawback aspects, these issues should be taken seriously, which are creating the
means of barrier for the EV development; by solving these properly EVs will be
more used at domestic level also.

3. Related to the market trends, the government should promote the market of this
innovation, so as to overcome the gap between China’s and overseas EV market.

4. There is needed a great investment for vehicle’s demonstration, because social
acceptance plays an important role in the development of any technology.
Government should arrange special programs for its demonstration, its reliability
issues for greatens its value of acceptance.

4 Conclusions

By having an overview from the analysis which we have derived from our survey,
we can say that electric vehicles are the most feasible way to solve this major
issue in China for economical and social development. The innovation strategy of
Electric Vehicle seems to be an interrelated with government, EV industry, social
acceptance, and its market trends in which each one is having equal importance
and plays an important role for the development and further improvements for this
innovative technology.
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Construction of the Prediction Model
of University Library Lending

Bao Sun, Liqin Tian, and Jiangwei Feng

Abstract Library lending is the books which a university library has lent or the
readers which a library has served in a school year. Library lending has a strong
association with the number of readers. The author has investigated library lending
and the number of readers of a university library in China within 18 school years.
It is found by the author that the sample data of library lending and the number
of readers fit the simple linear regression model. The scatter plot between library
lending and the number of readers indicates that there is a linear relationship
between the two variables. The result of F-test and correlation coefficient test proves
that a strong linear relationship exists between library lending and the number
of readers. The result of F-test is acquired by running the function of regression
of data analysis of Microsoft Excel. Then Based on the theory of the simple
linear regression analysis, the prediction equation is obtained. The author gives
the methods of calculating confidence intervals of the mean library lending and
prediction intervals of a single library lending in the school year 2011–2012.
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1 Introduction

It is necessary for a university library administrator to predict the library lending
in terms of changes of librarian and device. So it needs to construct the prediction
model of library lending. There are many methods for predicting a variable such
as time series analysis (http://www.statsoft.com/textbook/time-series-analysis/) and
average prediction method (http://www.crowdcast.com/blog/2010/04/02/not-your-
average-prediction-market/). These two kinds of prediction theory merely involve
the change of the variable itself, whereas the prediction of library lending should
involve the influence of other important factors such as the readers and the books
belonging to a library.

Linear regression analysis is an important prediction method that has been used
in many fields of nature science and social science such as business management,
market policy decision, financial analysis (http://www.stat.yale.edu/Courses/1997-
98/101/linreg.htm). Simple linear regression analysis is mainly used to discuss the
relationship of two variables and to predict one variable through the other.

It is found by the author that the change of library lending depends on the change
of the number of readers. Then the library lending can be predicted through the
number of readers based on simple linear regression analysis.

2 Construction of the Prediction Model

The prediction model is mainly used in the university in China and its data come
from a university library. The library discussed in this article belongs to North China
Institute of Science and Technology.

2.1 Collection of Library Lending and the Readers

The author has collected the library lending from August of one year to July of the
next year and the number of readers for 18 school years, i.e. from August 1994 to
April 2012. All data are displayed in Table 1.

Table 1 indicates that the increase of library lending relies on the increase of the
reader numbers.

2.2 Drawing a Scatter Plot

The number of readers is used as the variable of horizontal axis and similarly library
lending is used as the variable of vertical axis. The relationship between library
lending and the number of readers is displayed in Fig. 1.

Figure 1 indicates that there exists linear relationship between the two variables.
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Table 1 Library lending
and the number of readers

School year Number of readers Library lending

1994–1995 1;869 53;677

1995–1996 1;484 40;737

1996–1997 1;842 45;587

1997–1998 2;024 45;920

1998–1999 2;605 44;343

1999–2000 3;527 62;520

2000–2001 5;709 149;608

2001–2002 6;850 168;494

2002–2003 8;728 191;353

2003–2004 9;873 231;200

2004–2005 10;525 254;829

2005–2006 11;021 285;733

2006–2007 12;315 299;971

2007–2008 13;706 372;197

2008–2009 15;692 369;425

2009–2010 16;678 342;177

2010–2011 17;493 316;390

2011–2012 21;249
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Fig. 1 A scatter plot
between library lending
and the number of readers

2.3 Acquisition of Linear Regression Parameters

The linear relationship between library lending and the number of readers can be
expressed as the following equation (http://www.jerrydallal.com/LHSP/slr.htm).

Li D aC bRi C ©i .note W i D 1; 2; : : : ; n/ (1)

Where Li is library lending, a and b are linear regression parameters, Ri is the
number of readers and ©i is the residual.

According to the theory of least squares, the least squares estimator of the two
linear regression parameters can be acquired (Obremski 2008).

8̂
<
:̂
Ob D SSRL

SSRR
.2/

Oa D NL � Ob NR .3/
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Table 2 The analysis of variance of simple linear regression

Source Sum of squares df Mean square F value

Regression SSR 1 MSR
F D MSR

MSEResidual SSE n � 2 MSE
Total SSTO n � 1

Where SSRL D
nP
iD1

.Ri � R/.Li �L/ and SSRR D
nP
iD1

.Ri � R/2 are the sum of

squared values (http://mathbits.com/mathbits/tisection/statistics2/correlation.htm).

2.4 F-test

As for simple linear regression, the total sum of squares, i.e. SSTO can be decom-
posed as follows.

SSTO D SSRC SSE (4)

In order to test the linear relationship between library lending and the number of
readers, whether b is equal to zero can be tested. The null hypothesis and the alter-
native hypothesis should be put forward firstly (http://www.stat.yale.edu/Courses/
1997-98/101/anovareg.htm).

H0 W b D 0 HA W b ¤ 0

If there exists linear relationship between library lending and the number of
readers, the following F distribution statistic can be used to test the null hypothesis,
i.e. H0.

F D MSR

MSE
�F.1; n � 2/ (5)

Where F (1,n� 2) is F distribution statistic with df of 1 and n� 2.
The test of regression equation can be realized through the analysis table of

variance, which is displayed in Table 2.
Under the significance level assigned previously, the test result can be gained by

comparing the computed F value with the critical value of F distribution which we
can look up and find out in the statistical tables. If F 	 F˛ .1; n � 2/, then there
is not any obvious linear relationship between library lending and the number of
readers and H0 should be accepted; if F> F’(1,n� 2),then there is obvious linear
relationship between library lending and the number of readers and H0 should be
rejected (http://stattrek.com/AP-Statistics-4/Test-Slope.aspx).
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2.5 Correlation Coefficient Test

Definition 1 The correlation coefficient between library lending and the number of
readers indicates how strong the linear relationship between the two variables is.

r D SSRLp
SSRRSSLL

(6)

Where r is the sample correlation coefficient between the two variables, �1 	
r 	 1.

To test whether the linear correlation coefficient between library lending and the
number of readers is positive, the null and alternative hypotheses are written as
follows.

H0 W  D 0 HA W  ¤ 0

Where ¡ is the population correlation coefficient.
The t distribution can be used to perform this test about the linear correlation

coefficient when the sample size is small .n 	 30/. The value of the test statistic t is
calculated as follows.

t D r
r
n � 2
1 � r2 (7)

From the statistical tables we can consult and find out the critical value of the t
distribution under the significance level ’ which is assigned previously. If the value
of the test statistic t calculated through the sample data is much greater than the
critical value of the t distribution found out in the statistical tables, i.e. t> t’;n � 2,
then we can conclude that there is obvious linear relationship between the two
variables; on the contrary if t 	 t˛In�2, then we can conclude that there is not any ob-
vious linear relationship between the two variables (http://mathworld.wolfram.com/
CorrelationCoefficient.html).

2.6 Attaining the Prediction Value

The linear relationship between library lending and the number of readers can be
depicted as the following equation.

Li D OaC ObRi (8)

If we can get the number of readers in the coming school year, the following
equation can be used to predict the prediction value of library lending in the same
school year.

L0 D aC bR0 (9)
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Where L0 is the prediction value of library lending in the coming school year and
R0 is the number of readers in the same school year (http://onlinestatbook.com/
chapter12/intro.html).

2.7 Attaining the Confidence Intervals

If the number of readers in the coming school year has been given, the variance of
the mean library lending can be written as follows.

	2
� OLm

�
D MSE

�
1 =n C 
R0 � R�2 =SSRR

�
(10)

The confidence intervals for the mean library lending in the coming school year
can be depicted as follows.

� OL0 � t˛=2In�2 	
� OLm

�
; OL0 C t˛=2In�2 	

� OLm
��

(11)

Where t˛=2In�2 is the critical value of t distribution which we can look up and find
out in the statistical tables and ’ is the significance level in t-test (Devore 2004).

2.8 Attaining the Prediction Intervals

If the number of readers in the coming school year has been given, the variance
of a single library lending in the coming school year is composed of the variance of
average estimating and the variance of regression model.

	2
� OL0

�
D MSE

�
1C 1 =n C 
R0 � NR�2 =SSRR

�
(12)

The prediction intervals for a single library lending in the coming school year
can be depicted as follows.

� OL0 � t˛=2 In�2	
� OL0

�
; OL0 C t˛=2 In�2	

� OL0
��

(13)

Where t’/2;n� 2 is the critical value of t distribution which we can look up and
find out in the statistical tables and ’ is the significance level in t-test (http://www.
weibull.com/DOEWeb/confidence intervals in simple linear regression.htm).
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3 Procedure of Computation Practice

3.1 Equation of Simple Linear Regression Model

Using the data of Table 1, we can get the parameters of simple linear regression
model.

Ob D 21:811282
Oa D 192,597:705882� 21:811282
 8,349:470588 D 10,485:044931

Then the equation of simple linear regression model between library lending and
the number of readers can be written as follows.

OLi D 10,485:044931C 21:811282Ri (14)

3.2 Practice of F-test

Firstly the null hypothesis and the alternative hypothesis should be put forward as
follows.

H0 W b D 0 HA W b ¤ 0

The null hypothesis states that the slope is equal to zero, and the alternative
hypothesis states that the slope is not equal to zero.

After putting the observed sample data of library lending and the number of
readers into several continuous cells within two columns of Microsoft Excel, we
can get the result table of the analysis of variance by running the function of
the regression of data analysis of Excel. The output table from Excel appears in
the following Table 3.

Because the p-value of F-test is equal to 9.947710
 10�11, the probability of
rejecting the null hypothesis, that is, H0 is 1 – 9.947710
 10�11D 0.99999999990
and there is strong evidence that the regression coefficient b is not equal to zero.

Table 3 The analysis of variance between library lending and the number of readers

Source Sum of squares df Mean square F value Significance F

Regression 2.391025 � 10 11 1 2.391025 � 10 11 247.290783 9.947710 � 10 �11

Residual 14,503,320,969 15 966,888,064.594376
Total 2.536058 � 10 11 16
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3.3 Practice of Correlation Coefficient Test

The rationale of correlation coefficient test is the theory in Sect. 2.5.

Step1: State the null and alternative hypotheses
The null and alternative hypotheses can be written as follows.

H0 W  D 0 HA W  > 0
Step2: Select the distribution to use
The sample size n is 17 and is less than 30, that is, n D 17 	 30.So the t distribution
should be used to perform the test about the linear correlation coefficient between
library lending and the number of readers.

Step3: Determine the rejection and non-rejection regions.
The significance level ’ is previously assigned 0.1%, that is, ’D 0.1%. From the
alternative hypothesis we know that the test is right-tailed. Hence,
Area in the right tail of the t distributionD 0.001

df D n � 2 D 17� 2 D 15
From the t distribution table, the critical value of t based on 15 df is 4.07277,
that is,t’;n � 2D t0.001;17 – 2D 4.07277. The rejection and non-rejection regions are
.4.07277,C1/ and .�1; 4:07277� respectively.

Step4: Calculate the value of the test statistic.
The value of the test statistic t can be calculated as follows.

t D r
r
n � 2
1 � r2 D 0:970985

r
17� 2

1 � 0:9709852 D 15:725482

Step5: Make a decision
The value of the test statistic is greater than the critical value, i.e. t D 15:725482 >
t˛In�2 D 4:07277 and it falls in the rejection region. Hence, we reject the null
hypothesis and conclude that there is a strong positive linear relationship between
library lending and the number of readers such that as values for the number of
readers increase, values for library lending also increase (Mann 2004).

3.4 Prediction Value of Library Lending

In accordance with the regression equation between library lending and the number
of readers, the library lending in the coming school year which is written as L0 can
be predicted as follows based on the number of readers in the coming school year
which has been collected previously in Table 1,i.e. R0D 21,249.

L0 D aC bR0 D 473,952:984804
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3.5 Confidence Intervals of Library Lending

From the given information in Tables 1 and 3, the standard deviation of the mean

library lending OLm, that is, 	
� OLm

�
can be computed as follows.

	
� OLm

�
D 19,416:177626

To get the confidence intervals for the mean library lending in the coming school
year, the confidence level ’ must be assigned previously. Here based on the result
of F-test and the linear correlation coefficient test, the confidence level is previously
assigned 0.001,i.e. ’D 0.001. From the t distribution table, the 15 df t critical value
for a 100(1�’)%D 99.9% confidence level is 4.07277, from which we determine
the desired confidence interval to be

473; 952:984804˙ .4:07277/ .19; 416:177626/ D 473; 952:984804
˙ 79; 077:625749D .394; 875:359054; 553; 030:610553/

3.6 Prediction Intervals of Library Lending

From the given information in Tables 1 and 3, the standard deviation of a single
library lending
OL0, that is, 	

� OL0
�

can be computed as follows.

	
� OL0

�
D 36,658:914580

Then based on the result as in Sect. 3.2 and under the same confidence level from
the foregoing test, the prediction intervals of a single library lending in the coming
school year 2011–2012 can be calculated as follows.

473; 952:984804˙ .4:07277/ .36; 658:914580 / D 473; 952:984804
˙ 149; 303:327534D .324; 649:657269; 623; 256:312338/

4 Conclusions

The author has observed the change of the number of readers and that of library
lending for 18 school years in the library of North China Institute of Science and
Technology and has found that there is a positive linear relationship between library
lending and the number of readers. Based on the theory of simple linear regression,
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the paper discusses how to construct the prediction model of library lending of
university library. The prediction value, the confidence intervals and the prediction
intervals of library lending in the coming school year 2011–2012 has been obtained.
Then library lending in the coming school year 2011–2012 may be 473,953.0 books,
between 324,649.7 books and 623,256.3 books and the mean library lending in the
same school year may be between 394,875.4 books and 553,030.6 books.

The prediction of library lending will play a key role in the library administration.
The administrators of most libraries are paying more and more attention to library
lending which is often mentioned in their annual reports. The prediction of library
lending may also have great effects on the annual plan of most libraries.
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Unmanned Mountain Station Supervising
System Based on C Language

Ma Yuchun, Yuan Nannan, and Li Zhuang

Abstract Computer monitor systems are widely applied in many fields, such as
industrial control, environmental monitoring, and intelligent transportation etc. Here
is an example for computer supervising system which applied in power monitoring,
and the software for Supervisor Computer is developed by KingView Tools, and the
slave one is developed by the library functions integrated with 7188 system under
Turbo C 2.0. A general serial communication solution is proposed and realized.

Keywords Monitor and control • Supervisor/slave computer • RS-232

1 Introduction

The system is used for supervising microwave stations in Hangzhou, Wenzhou and
Ninbo, etc. The supervisor stations generally locate in urban computer room and
slave stations in mountaintop near the sea with a very harsh environment (Jing
Shaohong1 and Li Xiaolu 2010). There are six supervisor stations, and each of them
controls a slave station. Data transmission between supervisors is carried out via
microwave channels (as shown by bold black line in Fig. 1). However at a specific
time, only one supervisor can poll its slave computer, the slave computer should
respond accordingly, and all other supervisors must retain in listening mode. After
the supervisor finishes polling its slaves, it will yield the polling privilege to the
next supervisor and the polling process is similar to that of the first supervisor.
The items that are monitored include working status of the diesel generator, switch
power supply, mains, storage battery etc., and environment temperature, humidity
and guard against theft. The main hardware system architecture is shown in Fig. 1.
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Fig. 2 Hardware architecture of slave computer

2 Hardware Design

Oil engine monitor with double on-line backups is specially designed for working
with large diesel oil generator. 1600 and 2800 are also dedicated monitors for
original facilities. 1600 is mainly used to monitor the mains and environmental
parameters and 2800 is used to monitor two sets of storage battery (each with 12
sections). 7041 is used for alarming digital signal input module, 7067 for controlling
digital signals and 7188 for supervisor module. 7188 has four serial ports which
include 2 RS-232 ports (only Rx, Tx, and GND signal lines are used), 1 RS-485
and 1 full-signal 9-pin RS-232 port which can be changed to RS-485 by internal
jumper. 7188 module has provided many interfaces and can be operated under
harsh environment and provide many built-in functions that can help to fast develop
reliable supervising system program for field computers. The hardware architecture
of the slave stations is shown in Fig. 2. Since all monitoring modules use RS-485
ports, two RS-232/RS-485 conversion ports are required. Port COM1 is full-signal
RS-232 port that is connected to a dedicated Modem to transfer data through
microwave channels. The supervisor stations are connected to a dedicated Modem
via RS-232 port to transfer data through microwave channels.
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3 System Software

3.1 Supervisor Software

The supervisor software is developed with KingView 5.1, it is featured with
real-time multiple tasks, multi-threading, high sampling speed, high reliability,
supporting distributed history database and dial-up network and many ActiveX
controls. The software has been extensively used in steel, chemical industry,
environment protection, national defense and aeronautical and astronomical fields.

It is easy and convenient to develop real-time computer supervising system using
kingView Tools. Firstly it is required to define device and load communication
driver. The system, for example, communicates with slave computer through
RS-232 port. The facilities are defined in following sequence: Smart module—
I-7000 series, I-7188—Modbus RTU Extension, secondly to specify working
parameters of RS-232. After that we need to define data dictionary and variable
name, data type and relationship between registers. For the variable in data
dictionary, the corresponding linear target value can be calculated automatically
based on the original values. Finally you can design user interface with primitive
controls provided by KingView Tools. “Animate Link” can be built for both string
and primitive so as to integrate data variables and data display. Data can be displayed
in two ways: text format and animation display such as alarm, green indicating
normal and red indicating alarm.

3.2 Slave Computer Software

3.2.1 Slave Computer Main Program Design Scheme

7188 provides extensive library functions which include watchdog, related data
sending and receiving functions and time clock interrupt function, etc. In addition
it also provides many example programs (Yi Zhou et al. 2010). All of these make
it easy and convenient to develop slave computer software and to integrate with
modules provided by other companies. Each serial port of 7188 can control two
smart devices that can be distinguished by their addresses. The working parameters
and module addresses for ICP 7000 series are adjustable and can be set before
system installation, while working parameters and addresses for smart modules
from other manufactures have been preset and cannot be changed.

Since 7188 has built-in DOS environment, the slave computer program can be
written in TC 2.0. The main program should first initialize the system, including
serial ports initialization and operating parameters initialization, and install the
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user timer interrupt. Because the interrupt interval is preset as 1 ms, the data
receiving and sending routines should not be used within the interrupt service
function. The reason for this is because transmitting 1 byte at 9,600 bps, which
is typical in a supervising system, will need about 1 ms. If the speed is too high,
the data transmission will become unreliable. And typically at least 2 bytes will be
transmitted one time; this will result in DOS re-entry error and makes the system
unreliable. Therefore time clock interrupt program should be as short as possible and
only handle the coordination of different jobs. The main task can be implemented in
the main routine. When it’s time for polling, it will send inquiring command to the
smart modules or devices, and when data is ready; the program will read data and
deal with them. The software architecture of slave computer is shown in Fig. 3.

3.2.2 Communication Problems and Solutions

Data communication reliability is the most important for computer supervising
system. Industrial computer I/O devices provided by ICP can transmit data steadily
and connect reliably with 7188. However data transmission between modules
provided by other companies is not as continuous as expected, and the waiting time
depends on different modules. Too short will result in data loss and too long may
lead to system failure or receiving of the next data package. Data receiving program
can be found in function ReadDataDelay of program 1. The first byte of array bData
is used to store the number of bytes received and the following is the content of
valid data. After many times of debugging, the delay time for the system should be
greater than 0
 140. If it is less than 0
 130, data error rate will be about 1/4 and
1–2 bytes will be lost each time. The delay time between 0
 130 and 0
 140 is
critical value.
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Program 1 Definition of Function ReadDataDelay

/*************************************************/
/* ReadDataDelay:Read data from COM nPort, save */
/* to array bData, nDealy is the waiting steps. */
/*************************************************/

void ReadDataDelay(int nPort, unsigned char

*bData, int nDelay)
f

int nDataD0; /* count for received bytes */
int iCountD0; /*waiting steps*/
while(iCount < nDelay)
f

if(IsCom(nPort)DDQueueIsNotEmpty)
f
nDataCC;
bData[nData] D ReadCom(nPort);
iCount D 0;
g
else iCountCC; /* waiting for following data */
g
bData[0] D nData;

ClearCom(nPort); /* prepare for next package */
g

4 Comparison with Panasonic PLC System

The large-scale pump station supervising system for Qiantang River, Zhejiang
province is a national irrigation works created with a loan from the World Bank.
The central computer uses industrial computer, and the front-end computer uses
Panasonic PLC, model FP10SH (Gabor Gianina1 et al. 2009). The hardware
architecture is shown in Fig. 4. The central computer communicates with front-end
computers via two RS-232 serial ports: COM1 is used for sending interrupt signals
such as real-time alarm to the central computer; COM2 is programmable port with
which the central computer can download PLC program to front-end computer and
read/write data. In Fig. 4, from left to right displayed: CPU module, A/D converter,
temperature module (RTD), digital input module and digital output module.

All modules are inserted in the motherboard of the system. Main CPU module
only has two RS-232 serial ports. In respect of software the central computer
doesn’t provided configuration software and the front-end computer software is
implemented by “ladder diagram”. It is difficult for developers without electrical
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knowledge to understand ladder diagram. In addition there is no sample program
provided with CD. PLC operating system automatically scans “ladder diagram”
program repeatedly. But a problem occurred during numeral conversion. After many
times of debug, it is found that only one data can be converted each loop of system
scan, the multiple-byte conversion cannot be implemented with this system.

On the other hand, it is very easy to integrate using 7000 series. 7188 has four
RS-232/485 serial ports. Moreover it can also work reliably under harsh environ-
ment, for example when its surface temperature increased to above 50ıC. The
central computer program can be developed quickly and reliably with configuration
software provided by the central computer; the front-end computer software is
featured with simple logic and watchdog resetting system by using many library
functions and example program.

5 Debug and Conclusions

“Universal and Multifunctional Testing Software on Computer Monitor
System”(Ma Yuchun 2011) is designed especially for testing supervising system or
related smart devices through RS-232 or RS-485. The software can be used not only
as a slave computer to test supervisor program but also as a supervisor computer
to test slave computer programs, which have been verified in many supervising
systems. 7000 series modules can transmit data steadily during debugging the
system. Supervisors provided by other companies have 25 data transmission errors
and 7000 series modules have no error when they have been tested continuously
for 48 h (testing one time per 5 s). There is no error during the test of supervisor
computer (configuration software) with the test software as slave computer. Now
the system has passed the debug in laboratory and can operate successfully.
Using ICP configuration software and 7000 series modules make it possible to
reduce development time and improve system reliability, and the solution of serial
communication implemented via Turbo C 2.0 is reliable and flexible. In a word it
deserves to be generalized extensively.
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Comprehensive Practice Research
of Professional Platform Courses Based
on Computer Monitor Technologies

Ma Yuchun, Yuan Nannan, and Li Zhuang

Abstract Computer monitor systems are widely used in many fields nowadays,
and the digital input and output module, analog input module which most com-
monly used in computer monitor systems are simulated by software, including the
protocols to operate them. RS-232 to RJ-45 converter is designed to extend the
serial communication distance, and RS-232 to RS-232 converter to connect two
devices in different serial communication parameters and capture their protocols
to database. Finally, a simulated development platform on computer monitor
systems is constructed through all those software tools described above. Since
computer monitor technologies concerning comprehensive professional courses,
applied teaching examples are given accordingly.

Keywords Simulated module • Serial communication • Comprehensive
practice • Professional platform course

1 Introduction

Computer monitor systems (CMS) consist of computers which act as controllers,
analog input and output (I/O) modules, digital input and output modules, and
different sensors etc. In this system, computers are directly involved in every
stage such as measurement, monitor and control (Ma Yuchun 2007). Measurement
is accomplished mainly through sensors and the corresponding input module to
acquire status data of devices being supervised, monitor is done through the analysis
to status data and then providing operating reference to operators, control is done
through output module with manual or automatic strategy to operate those devices
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being controlled. Input and output modules play a very important role in CMS as
described above, to study these modules is very meaningful to the development, test
and computer-aided education on CMS.

Most I/O modules are provided with serial communication port. In this paper,
8-chanel digital input module (DIM), 8-chanel digital output module (DOM) and
8-chanel analog input module (AIM) are designed through simulated software, and
all these modules can be connected to the controllers, such as embedded controllers
or personal computers via RS-232 interface. In addition, the software converters
from RS-232 to RJ-45 and RS-232 to RS-232 are developed, the former is used
to extend the distance of local serial communication, just about 15 m or so, to
Internet, and the latter is used to connect two devices with different baud rate and
serial communication protocols can be captured to database. Simulated development
platform on CMS is set up based on all those simulated modules and software
converters described above, and this platform costs free except computers, so can
be widely installed into computer laboratory.

2 Designs of Simulated Modules

In practical projects concerning CMS, data acquisition modules and control modules
generally use the RS-485 interface because of needing only two wires, construction
convenient at the same time, transmission distance can reach 1,200 m around. Most
computers are equipped with RS-232 interface and can be connected to RS-485
modules via RS-232 to RS-485 hardware converter. Consequently, RS-232 interface
is default setting in simulated modules.

2.1 Design of DIM

DIM is used to acquire digital status from switches where the change of value is
mostly due to the environment factor or analog value out of threshold. Digital status
is used to give an alarm or as a control reference to operators. There are eight digital
status described with a byte in 8-chanel DIM, 1 for the switch being turned on and
0 for the switch being turned off, as shown in Fig. 1.

Every bit in a status byte can be switched at random under certain cycle set by
program. Here take system clock as seeds to generate a 0–7 random number to set
corresponding bit 1, and set the others 0. For example, when the number is 3, IN3 is
set 1, and the other bits are set 0. Communication parameters of RS-232 can be set
in accordance with requirements.

IN7 IN6 IN5 IN4 IN3 IN2 IN1 IN0
Fig. 1 Digital status in a byte



Comprehensive Practice Research of Professional Platform Courses. . . 227

2.2 Design of AIM

AIM acquires analog status of supervised device. At first, physical signals are
turned into analog voltage or current through sensors, and then modulated into an
appropriate range for analog-to-digital converter to convert into digital numbers. In
order to facilitate understanding, 8-chanel AIM is used to acquire temperature value
with the range 20–100ıC corresponding with byte range 0–255. New temperature
Tnew changes based on old one Told, as in

Tnew D Told C k � step; (1)

where k is a coefficient with only two values, when k for 1, the temperature
increases, when k is �1, the temperature decreases, but Tnew is in the range of
0–255; step is the breadth changed each time. Both k and step can be set via
program, including the interval time between changes.

2.3 Design of DOM

DOM is used to simulate industrial control signals to operate supervised device
according to digital and analog input. There are eight switches corresponding with
eight bits in a byte in an 8-chanel DOM, switch close expressed with 1, open for 0,
as shown in Fig. 1. Digital output can be controlled directly via write command
transmitted through RS-232 described below.

3 Designs of Communication Protocols

All communication with simulated modules consists of commands generated by
the supervisor and responses transmitted by simulated modules. Each module has
a unique ID number with the range 1–255 which is used for addressing purpose
(I-7000 Remote I/O Introduction 2012). The ID is 01 by default. All commands to
the modules contain the ID address, meaning that only the addressed module will
respond.

Modules from same manufacturer generally share the same leading character.
EOT is a special ASCII character (0
 04), frequently used as a control character,
here takes EOT as the leading character in read command as following:

EOT ID Command [BCC] [CR]

Read command is sent from supervisor to acquire the status of simulated
modules, where command is “R” (0
 52) meaning read, BCC is the data block



228 M. Yuchun et al.

AIM-DOM
Bridge

DOMAIM

Fig. 2 Implementation
of AIM

check code, such as XOR, ADD and CRC etc. CR is carriage return character which
used as end of message. There is no BCC or CR code by default in all commands.
BCC is calculated with all bytes except CR.

Response command is sent from addressed module to supervisor, the command
format as following:

STX ID Data [BCC] [CR]

Where STX (0
 02) means “start of message”, data is byte carried information of
digital or analog status to supervisor.

Write command is sent from supervisor to DOM, used to change its status, the
command format as following:

EOT ID Command Data [BCC] [CR]

Where command is “W” (0
 57) meaning write, data is byte sent to DOM. There are
two functions for DOM, the first is to control output signals directly, and the second
control the temperature trend of AIM, as shown in Fig. 2. Under real environments,
when turn on the heater by DOM, temperature acquired from AIM increases, and
turn off the heater, temperature decreases. Simulated DOM and AIM are isolated,
and there is no relation between them. AIM-DOM Bridge is used to combine AIM
and DOM, when certain bit in DOM is set 1, corresponding temperature in AIM
increases, otherwise decrease, as in (1).

4 Visual Model of Simulated Module

The visual model of simulated module is shown in Fig. 3, where visualization area
is for status display of the simulated module via static and dynamic graphics, for
example, the digital input of a DIM is switched at random according to the period
set by program, input status is shown through hiding a short red line or displaying it.
Digital output of DOM is included in a powered circuit with load, such as lamp and
bell, when certain bit is set 1, corresponding lamp or bell will be lighted or ringed.
There are signal lamps for each module indicating the status of data receiving or
transmitting.

Setting buttons are for man machine interface, used to set port number of RS-232,
baud rate, BCC code, ID of module, timer and if carry CR etc. Timer to DIM is the
period time when switch turned on or off.
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Protocols description includes the format of read command, response command
and write command, with them programmers need not read user’s manual.

Bytes received area displays bytes sent by the supervisor, and bytes sent area
displays response bytes sent by the simulated module. The physical module only
indicates communication through signal lamps, compared inconvenient with the
simulated module which in more ways.

5 Supporting Tools

Supporting tools mainly include RS-232 to RS-232 and RS-232 to RJ-45 converter,
the former is used to connect two RS-232 devices with different serial communica-
tion parameters, at the same time, take down the protocols between them, and the
latter is for remote debug and protocols capture.

5.1 RS-232 to RS-232 Converter

Due to historic reasons, one of the supervisor or controlled device in CMS needs
to be replaced, while the other cannot be changed, it may need for converter and
analysis of protocols. Since RS-232 is widely used in CMS, here only take it as
default settings. As described above, each serial communication protocol includes
leading character, module address, block check code and end of message, two
devices with different protocol parameters can be connected via RS-232 to RS-232
converter too. For example, the converter received a read command from supervisor
device with CR as end message, it can send to controlled device without CR.

As shown in Fig. 4, the supervisor device is connected to COM1 of RS-232
to RS-232 converter, and the controlled device connected to COM2, when the
converter received a command from the supervisor device, it can then send to the
controlled device with different baud rate and command formats, and vice versa.
At the same time, protocols between supervisor and controlled device can be taken
down with time stamp; it is very convenient for further analysis on protocols and
holding signals.
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Fig. 4 RS-232 to RS-232
converter

5.2 RS-232 to RJ-45 Converter

The RS-232 to RJ-45 converter is used to replace the hardware converter by software
one in order to transmit bytes from RS-232 to RJ-45 and vice versa. There is no pro-
tocol change but transmit directly. Serial communication parameters of the converter
are set according to which device connected to. Due to most supervisors connected
to embedded controllers via RS-232, and so did between controllers and input mod-
ules, the converter can transmit bytes from local devices to the Internet for remote
process. The RS-232 to RJ-45 converter can work in client mode or server mode.

5.3 Virtual Serial Port

The RS-232 cable is absolutely necessarily for communication between RS-232
devices except built-in modem. Virtual Serial Port Driver (VSPD) is an advanced
utility, which emulates unlimited number of RS-232 serial ports connected via
virtual null-modem cable using special driver, which can be easily included in
software providing simple and convenient way to create and configure virtual serial
ports directly (Virtual Serial Port 2012). Virtual serial ports appear to operating
system or any Windows application as “standard” hardware serial ports. Virtual
serial ports created by VSPD work exactly the same as real ports supporting all
signal lines and baud rate emulation. For instance, using VSPD two virtual serial
ports: COM5 and COM6 in a virtual pair can be created so they can be opened by
two different applications. Everything that the first application sends to COM5 will
be received by the second application at COM6, and all data sent to COM6 by the
second application will be received by the first one at COM5. So, with VSPD the
RS-232 cable can be omitted.

6 Application Model

Using simulated modules and supporting tools, a simulated development platform
on CMS can be established via only one computer, and remote RS-232 protocols
can be captured too.
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Fig. 6 Remote protocol capture model of serial communication

6.1 Development Model with Single Computer

By building simulated modules around the controller, a simulated development
platform is constructed, as shown in Fig. 5, where each module is connected via
a virtual RS-232 pair, and the controller is realized by Turbo C program with serials
of RS-232 functions (Ma Yuchun and Huang Yinghong 2012). All programs run in
a computer.

Before development, it is necessary to design the control logic, for instance,
let temperatures of AIM follow changes of DOM1 in order to select the trend of
temperatures, and DOM2 follow changes of DIM.

Supervisor programs are written in a high-level language such as Visual Basic
or Delphi, and acquire information of modules from the controller via RS-232
interface. At the same time, send control commands to DOM via the controller.
Protocols between supervisor and controller may be designed by the programmer,
for manufactures have not provided them.

6.2 Remote Protocols Capture

Sometimes an engineer needs to analyze local serial communication protocols
between the supervisor and controller from remote PC; such an appropriate solution
is shown in Fig. 6. With RS-232 to RJ-45 converter run in local PC, everything sent
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to the controller from supervisor are transmitted to remote PC. These byte streams
reach remote PC via RJ-45 to RS-232 converter and be taken down through RS-232
to RS-232 converter, finally, these data are sent back to controller transparently, and
vice versa. The solution is right for remote debug and maintenance of CMS. The
engineer and user cooperate through Internet, such as negotiate the working mode
of the computer and its IP address.

6.3 Comprehensive Practice Model of Professional Platform

Computer monitor system program includes supervisor and slave program, and
concerning most computer relative courses such as C language (even assembly
language), computer network, computer interface, visual program design (.NET
Series, for example), and database etc. The comprehensive practice model of
professional platform is shown in Fig. 7. C language or assembly language can
be used to write simple program to communicate with single simulated input or
output module, and through this practice, students can master the program tool and
the method to operate computer interface RS-232. Communication with simulated
module will do well to TCP/IP protocols. Based on all these described above,
general slave computer program can be designed and run in controller shown
in Fig. 5, at the same time, communicate with supervisor computer. Supervisor
computer program can write by .NET series, Visual Basic 2008, for example,
and database used to save protocols and system status etc. The same professional
platform courses, since computer monitor technologies is imported, have been more
interesting to students, and will be very helpful for their employment.

7 Conclusions

Computer monitor systems are widely used in many fields. Mostly used modules
such as digital input and output modules, and analogue input modules are simulated
via software, including the protocols to operate them. In addition, RS-232 to RS-232
converter and RS-232 to RJ-45 converter are designed too. With these simulated
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modules and supporting tools, and third-party virtual serial port, a free development
platform on computer monitor systems can be constructed in the computer lab.
All programs and tools are test strictly and can be widely used for simulated
development and computer-aided education on computer monitor systems.
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Situation and Problems of Chinese College
E-learning Resource Development

Yufang Chao

Abstract E-learning resource is very important to carry out E-learning in china.
This paper takes Chinese college for the study, analyses the situation and problems
of Chinese college E-learning resource development. Based on the above analysis
and feasibility studies, came to this conclusion that there are lacking integration,
lacking organized and lacking platform and tolls to integrate resources in china
college E-learning resource development. To carry out in-depth E-learning, Chinese
government and colleges should renewal education idea, construct development
platform, and integrate all kind of learning resources, introduce incentive policy.

Keywords E-learning resource • Chinese College • Situation and problems
• Development

1 Introduction

Since the twentieth Century 1980s, with the rapid development of information
technology, learning styles also produced change. E-learning is among of new-
style ways of learning. E-learning means digital learning, electronic learning, means
learning mainly through the internet, is also a kind learning style applied widely in
information society (Aldrich 2006).

In 1999, the word “E-learning” is put forward firstly on conference on line-
learning in the United States (Brown et al. 1989). At first, the “E-learning” definition
is teaching content or learning experience supported or leaded by network electronic
technical, what learning and teaching activities can be called E-learning through the
network, radio, TV, video and other electronic media (Chan et al. 2006).
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Chinese government, the departments in charge of education and colleges
has fully aware of the importance of E-learning, and adopt various measures to
vigorously develop the E-learning. Although E-learning has achieved great progress
in china, but there were many problems. Because colleges are the main position of
knowledge education in china, it provides knowledge acquisition, access, sharing
channels for students. So this paper takes college for the study, in view of E-learning
resources development, analyzes problems of Chinese college E-learning develop-
ment. Through this research, hoping to promote Chinese E-learning development.

2 E-learning Advantages and Content

2.1 E-learning Advantages

E-learning makes full use of IT technology, have the all new communication mech-
anism and learning environment of rich resource (Mandinach 2003). So, E-learning
has many advantages compared with the traditional learning style. Firstly, by using
comprehensive images, sounds, animations etc., E-learning provides the diversity
of stimulation, and attracts the attention of learners, stimulates learners’ interest in
learning. So, it can largely increase the interest of learner, enlarge learner range
of knowledge and make more friends. Secondly, because E-learning riches multi-
channel teaching materials, and improves efficiency to cognitive through learners
call more information processing, it can improve learners’ cognitive effect. Thirdly,
because it is strong interactivity, so E-learning let learners to participate the learning
process control. This can improve learning initiative, and make the cognitive process
more in line with the learners’ learning progress and needs.

In addition, E-learning broke the limited by time and space; learners can plan
their learning activities according to their own needs (Russet 2001 and Nick Van
Dam 2003). Meanwhile, variety of channel information provided by E-learning is
processed by different channels, and no mutual interference. This strengthens the
acceptance and quantity to information, strengthens depth to specific information,
and helps learner understand well to learning materials.

2.2 E-learning System and E-learning Resource Important

E-learning is a system included by E-learning environment, E-learning resources
and E-learning style, this system is shown as Fig. 1 (Siemens 2005). E-learning
resources are a kind of digital multimedia material and resource. It makes E-learning
become possible through learner search and process information in vivid way.
And, it is key part to stimulate learner cooperation, creativity. E-learning environ-
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E-learning 
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Fig. 1 Three elements of E-learning system

ment is informatization information processing environment based on multimedia
computer and network environment. It has characteristics, multimedia-oriented
display, Information processing intellectualization, teaching environment virtual-
ization. E-learning style is a kind of style through autonomous learning, cooperative
learning, learning by discovery, experiential learning, and that it is mainly based on
digital content and in the digital environment (Weiser 1991).

Figure 1 is shows that these three elements restrict each other, and promote each
other. In these three key elements, learning resource is the key; learning environment
is ideal atmosphere; learning style is the realization form. So, E-learning resources
are very important to carry E-learning for China colleges.

3 Situation and Problems Chinese Colleges E-learning
Resources Development

3.1 Situation of Chinese E-learning Resources Development

After years of construction, Chinese college E-learning resources have been greatly
enriched. “National Knowledge Infrastructure” (CNKI) project led by the Chinese
government has the international advanced level of technology of digital library.
The project built the world’s largest full-text information “CNKI digital library”,
and officially launched the construction of “Chinese knowledge” and CNKI grid
resources sharing platform. The project provides the most abundant knowledge
and information resources and the most effective knowledge dissemination and
digital learning platform for the whole society to knowledge resources sharing. Now,
Chinese colleges have purchased this item engineering services.

In addition, the Chinese Ministry of education constructed the national
quality course project. The project use modern information technology, network
technology, and integrated national, provincial, schools at all levels of quality
courses, formed the support environment and sharing service platform to meet the
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Table 1 Human resources managenment profession E-learning websites

SN Net name Website

1 China human resources network http://www.hr.com.cn/
2 Free sharing networks http://www.vsharing.com/
3 Valley habitat http://bbs.21manager.com/forum.php
4 Borui management online http://www.boraid.com/
5 World executive http://www.icxo.com/
6 HR Bar http://www.hrbar.com/
7 Study hard community http://bbs.qs100.com/

Resource: According to the popularity of the website, the website visit quantity

high-quality curriculum for storage, retrieval, service operation. Development so
far, national quality curriculum project has constructed national quality curriculum
resource library and resource center. As of 2011 December, Resource Center
have teaching video data high up to 34,363, teaching courseware high up to
328,315, teaching case high up to 49,541, electronic teaching plan high up to
310,826. Curriculum Library Center have undergraduate course of 14,345 doors,
5,921 doors of Higher Vocational curriculum. Now Chinese colleges part in the
project, many teachers and students make use of this platform to teaching and
learning.

Chinese colleges also recognized the importance of E-learning, and have invested
substantial resources for E-learning resources construction. Under the guidance the
ministry of education, provinces established excellent curriculum resource sharing
system; the University also established its own class excellent course resource
sharing system. Chinese college on excellent course construction seriously, greatly
increased the E-learning learning resources for learners, and provides a new way of
learning.

In addition, on the development of Digital Libraries, Chinese colleges generally
constructed the electronic reading room, campus LAN. These expand the E-learning
resources. At last, China launched the college teachers’ modern educational infor-
mation technology training project. This project can greatly improve the information
literacy of university teachers, and promote teachers make use of multimedia net-
work. That information literacy improving for the E-learning resources development
has laid a good foundation.

In addition, some enterprise and people having same interest and hobby co-
sponsored some professional E-learning websites. Some human resources manage-
ment professional E-learning websites and platform is shown in Table 1.

These professional E-learning platforms in Table 1 have numerous E-learning
resources. But, their contents are disorder, and difficult to the quality of resources.
At same time, these E-learning resource lack professional knowledge management,
learners often fail to determine whether the resources they need, causing frequent
download information, occupied the learners a lot of time.

http://www.hr.com.cn/
http://www.vsharing.com/
http://bbs.21manager.com/forum.php
http://www.boraid.com/
http://www.icxo.com/
http://www.hrbar.com/
http://bbs.qs100.com/
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3.2 Problems of Chinese Colleges E-learning
Resources Development

3.2.1 Lacking Initiative to Develop E-learning Resources

A significant feature of Chinese E-learning resources development is the govern-
ment leading. Although Chinese colleges also do some work in E-learning resources
development, but still some college don’t realize importance of E-learning. An
investigation by taken in 2007 shows that understanding of most colleges teachers
on E-learning is superficial and one-sided. The preliminary investigation by author
found that understanding of students on E-learning only is learning through
network; understanding of colleges’ personnel (College audio-visual center) on
E-learning is mostly confined in the school, only think E-learning as a multimedia
teaching, distance education, network education. There no think E-learning as the
knowledge creation, management and share knowledge.

The E-learning one-sided understanding influence university in resource devel-
opment input. Most Chinese colleges passive participated to the E-learning, rather
than active participated. These Chinese colleges are associated with a state of
E-learning resources to establish contact, lack of social integration of E-learning
resource initiative.

3.2.2 Lacking Integration to E-learning Resources

Now, most of Chinese colleges have some E-learning resources, especially in
excellent courses construction. But, these resources lack integration, can’t reach
the requirements of E-learning. Because the E-learning system is open; learner
can develop through learning E-learning. So, this also affected the efficiency of
resources utilization, and hindered further development of E-learning resources.
Chinese colleges lack integration to E-learning resources embodied in the following
aspects.

Firstly, the colleges’ resources are scattered and independent. Taking china
colleges’ translation courses as example, colleges’ excellent translation courses have
been development, but they are independent, shown in Table 2.

Xi’an FANYI University, XIAN International Studies University, Sichuan Inter-
national Studies University in Table 2 has many E-learning resources on translation
courses, but there no integration. People don’t belong to this college difficult use
these E-learning resources. While, Harvard, Yale etc. world-famous universities put
the most famous courses on website to the free. And there were new entries into
the open course activity, as London Business School etc. These famous universities
raised a lot of quality E-learning resources, and these resources are free, and easily
integrated, shown in Table 3. China colleges should study universities in Table 3,
and open their E-learning resources, integrate these free quality resources.
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Table 2 Colleges excellent course for translation

College URL

XIAN International Studies
University

http://www.xisu.edu.cn/jingpin/

Sichuan International Studies
University

http://jpkc.sisu.edu.cn/jpkc/

Xi’an FANYI University http://61.185.224.141/jpkc/kczt.htm
Tianjin Foreign Studies University ttp://xibu.tjfsu.edu.cn/jpkc/2005/yhfy/
Tianjin Normal University http://59.67.71.237:8080/wy/
Tianjin University of Commerce http://www.tjcu.cn/web/wangshangketang/biyi/index.htm
Hunan Normal University http://202.197.120.40/ec/C41/Course/Index.htm

Resource: corresponding college website

Table 3 Foreign universities open courses

Foreign universities URL Cources quantity

Harvard Business School http://www.harvard.edu/ Hundreds of course
University of California

Berkeley
http://webcast.berkeley.edu/courses.php Hundreds of course

Massachusetts Institute
of Technology

http://ocw.mit.edu/OcwWeb/web/courses/
courses/index.htm

1,800

University of
Washington

http://www.cs.washington.edu/education/
course-webs.html

Hundreds of course

Resource: corresponding college website

Table 4 Professional
organizations free resources

Company Courses

Intel Intel® Teach Skills for Success Course
(Intel® Teach Getting Started Course)

IBM Java train course, AU16 course etc.
Microsoft Microsoft SQL Server,
HP HP China on-line course

Resource: website

Secondly, Chinese colleges lack integration to social resources. Now, with
the development of the network, social professional organizations develop many
E-learning resources, as Microsoft, IBM, CISCO, Inter and HP etc. These
E-learning resources are public benefit course, so are free and open, as shown
Table 4.

In Table 4, these E-learning resources are open, free and professional. Integrating
these E-learning is of great value to improve Chinese college teaching. But no
Chinese colleges integrate these E-learning resources.

Thirdly, there is lack integration to campus resources. Colleges’ teachers and
students are intellective. So, they can provide a lot of quality E-learning resources.
A little college integrates these resources.

http://www.xisu.edu.cn/jingpin/ 
http://jpkc.sisu.edu.cn/jpkc/ 
http://61.185.224.141/jpkc/kczt.htm 
ttp://xibu.tjfsu.edu.cn/jpkc/2005/yhfy/ 
http://59.67.71.237:8080/wy/ 
http://www.tjcu.cn/web/wangshangketang/biyi/index.htm 
http://202.197.120.40/ec/C41/Course/Index.htm 
http://www.harvard.edu/ 
http://webcast.berkeley.edu/courses.php 
http://ocw.mit.edu/OcwWeb/web/courses/ courses/index.htm 
http://ocw.mit.edu/OcwWeb/web/courses/ courses/index.htm 
http://www.cs.washington.edu/education/ course-webs.html 
http://www.cs.washington.edu/education/ course-webs.html 
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Fig. 2 Renmin University of China economic BBS Screenshots

3.2.3 Lacking Organization to E-learning Resources

Although some china colleges attend the construction of learning resources, and
build up material database; develop multimedia teaching material and the network
courseware; provide exercise, testing and teaching on internet. However, widespread
problem in resources construction is that these network course emphasizes display
teaching content, all the resources are piling up in the network, resources did not
well organized, no structure. By Renmin University of China economic BBS for
example, although BBS has many resources, and also makes a preliminary classifi-
cation, but resources are mostly mixed and disorderly distributed, as shown Fig. 2.

In Fig. 2, all kind of resources are mixed and disorderly. This causes that learners
depend on their ability and patience to get resources they went. Learners often have
to collect resources on different subsystem or child menu to learn some knowledge.
While learners often does not know exactly how much the curriculum resources,
how much particular knowledge resources, more do not know how much resources
what needed in all resources.

While, due to lack organization, many of resources are repeated, this course
that resources database is hard to manage. That resource lacks organized hampers
E-learning develop in China colleges, affected resource usage.

3.2.4 Lacking Platform and Tolls to Integrate E-learning Resources

Hardware device and corresponding tolls are necessary to E-learning resources
development. Hardware device and tolls are premise to resources development.

Now, through many of companies have developed E-learning resource platform
and tolls, for example, Apple Inc developed iTunesU to integrate E-learning
resources. Now, Princeton University, Harvard University, MIT higher education
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institutions, etc., provide E-learning resources for it. But, many of china colleges
have not developed a standardized platform for E-learning resources development.

While, resource software simply provides resources or collects resources, has no
corresponding tool to integrate resources. Many repository, in addition to provide
a resource search tools, no provide other information integration tools, learners
still need other production tools combination information, it is not convenient for
E-learning resources utilization.

4 Suggestion on E-learning Resources Development
to Chinese College

4.1 Renewal Education Idea on E-learning

To promote E-learning develop, in the United States, from President to congress,
from central to the states, from the government to the enterprise, they all attend
E-learning and gave great support to E-learning. American government leaders
have personally called on congress, state and enterprise to increase investment to
E-learning. These attention and support create favorable external environment for
development of E–learning, improve people to recognition of the importance of
E-learning.

In china, many leaders don’t understand deeply to E-learning, don’t know trend
of the development of education. So, leaders and people don’t give full attention to
E-learning. It must improve their information literacy, guide they attend E-learning.

Secondly, college should pay attention to E-learning resources development,
actively adopt mordent education technology.

Thirdly, college teachers must realize that time has into information age,
multimedia technology, network technology and digital technology is necessary,
and E-learning will be ideal study form on education in the future. So, now, they
should pay full attention to E-learning, and do well work on E-learning resources
development.

4.2 Constructing Development Platform

For the platform construction, resource integration view is must be set up. Following
the basic principles of integration should be taken in construction E-learning
resource development platform. These principles are optimizes structure, innovates
management ideal and integrate technology. Platform construction should meet the
following requirement:

It should put all E-learning resources into a unified planning, unified development
platform and unified technical standard, as far as possible. Only in this way, we can
guarantee the platform meet generality, replacement, compatibility and sharing.
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Resources collection Resources classification Resources storage

Resources shareResources updateResources spread

Fig. 3 Platform function figure

It should break resources situation, handle the segmentation investment and
return, management and limits of authority, ownership and use right relationship,
establish flexible, fair and reasonable sharing mechanism.

It should clean, classify, eliminate resources, and timely to be supplemented,
upgrade, the transformation and updating, and make the teaching resources not only
complete facilities, also keep pace with the times, maintain novelty and advanced.

This platform must have following function, shown in Fig. 3. The E-learning
resource platform should have resources collection, resources classification,
resources storage and resources share etc. functions in Fig. 3.

When Chinese colleges construct platform of E-learning resources development,
they should reference commercial company development platform, especially well-
known companies, for example Apple Inc’ iTunesU, NTES’s open courses plan
etc. these platforms that commercial company has developed are matured, applied
widely.

Of course, this platform construction needs lot of investment; single college is
hard to undertake this investment. So, it should establish college alliance to develop
this platform.

4.3 Integrating All Kind of E-learning Resources

Firstly, college should integrate itself resource; fully improve teachers, students’
initiative and enthusiasm, guide them become E-learning resource development
subject. Through this, teachers and students can take themselves E-learning resource
into the platform, update E-learning resource. Initial stage, colleges should reward
the teachers and students contributing their resources to promote E-learning re-
sources development. While, it should shape university culture to support resources
share.

Campus cultural of E-learning resource sharing atmosphere is a crucial soft
environment. This cultural atmosphere needs schools vigorous advocacy and mo-
bilization. Building Fairness and trust of campus culture can create atmosphere of
resources sharing, and can support E-learning resources develop.

Secondly, it should integrate and develop resources between universities. China
colleges should establish open spirit, learn famous universities practice, for example,
Harvard, Yale etc., go out, and share oneself resources. Resources integration
between colleges can abide by steps following, shown in Fig. 4. In Fig. 4, regional



244 Y. Chao

Integration between territory colleges Integration between cross-regional colleges

Integration between abroad l colleges Integration between domestic colleges

Fig. 4 Resources integration steps figure

universities must first be integrated, and then cross regional universities were
be integrated. At the right time, Chinese colleges can integrate foreign college
E-learning resources.

The Government should play a leading role in resources integration, encourage
colleges integrate E-learning resources. The government can formulate relevant
policy to guide college integrate, can also build a platform to integrate all colleges
E-learning resources, for example, national level excellent course construction
project.

Thirdly, it should integrate and develop E-learning resources of social resources.
Lots of companies open public benefit course. We can integrate those resources
through network. These companies also willing contribute their resources to college.

5 Conclusion

This paper analyzes the situation and problems on E-learning resource develop-
ment of Chinese University. E-learning resources development has achieved great
progress, and has accumulated much of E-learning resources in Chinese college.
But, there were many problems that lacking initiative, lacking integration, lacking
organization and lacking platform. Chinese college should renewal education idea,
construct development platform, etc.
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Accurate Train Stopping by Model Following
Sliding Mode Control

Renshi Luo, Zhenyu Yu, and Tao Tang

Abstract Accurate stopping control is crucial to ensure safe operation of urban
mass rapid rail transit. In this paper, automatic trajectory tracking control of urban
rail vehicles during the stopping phase is investigated and a model following sliding
mode control algorithm is applied. It is shown that the proposed control algorithm
can effectively tackle the external environment disturbances and achieve high
tracking performance. Theoretical analysis and numerical simulation also confirm
the effectiveness of the proposed methods.

Keywords Accurate stopping • Sliding mode control • Model following • Urban
rail vehicle • Automatic train operation

1 Introduction

Accurate stopping control is one of the most important technologies that enable high
efficient and cost-effective operation of urban mass rail transit system. One of the
challenging issues related to the design of automatic train operation (ATO) system
is that the dynamics of the train are coupled with disturbances, which calls for high
performance controller. There have been several literatures studying the problem of
train automatic operation and various control approaches, such as PID control (Tang
Tao and Huang Liang-ji 2003), fuzzy control (Yasunobu et al. 2002), neural-fuzzy
control, predictive fuzzy control (Oshima et al. 1988) have been proposed. Although
some of these literatures have achieved inspiring breakthroughs, all of them used the
model-free control approaches which have several drawbacks, such as being unable
to tackle the uncertainties and external disturbance directly, causing the controller
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to have complex structure as well as requiring the controller designers have rich
engineering experiences. By contrast, sliding mode control has the advantages of
order reduction, decoupling design procedure, insensitivity to parameter variations,
disturbance rejection and simple implementation. Although having several advan-
tages, sliding mode control hasn’t been used in the research of ATO.

This paper investigates distance tracking control of urban rail vehicles during
the stopping phase. A braking model of urban rail vehicle proposed by Yu
Zhen-yu and Chen De-wang (2011) is considered in which the major external
disturbances are explicitly included. Considering the external disturbance due to
varying environment, a sliding mode control algorithm is derived. It is shown that
the designed controller is able to achieve good tracking performance and stopping
accuracy.

The remainder of the paper is organized as follows. Section 2 presents the
dynamic braking model. Section 3 presents the approximation model used in the
controller design. Section 4 develops the sliding mode controller. Section 5 presents
numerical simulation results and finally Section 6 offers the conclusion of this study.

2 Braking Model of Urban Rail Vehicle

Braking system is part of the train control system; it is used to adjust the speed
and stop the train and is critical to ensure the safe operation of the train. The main
function of the train braking system is to achieve the same braking performance
characteristics, which is controlled and managed by the braking controller (Yu Zhen-
yu and Chen De-wang 2011). ATO is designed to substitute drivers; it generates
the traction or braking command according to the target speed, driving license and
track conditions. ATO cannot directly manipulate the train power actuators, such
as motors and internal combustion engines, while it control the vehicle through
vehicle’s own traction control system and braking control system. Therefore, the
vehicle dynamics braking model is the motion model including the braking control
system (Yu Zhen-yu and Chen De-wang 2011), which is shown below (Fig. 1)
where u denotes the command input, at denotes the target acceleration, Oa denotes
the control acceleration, v denotes velocity and s denotes distance. F(�) denotes the
mapping between braking command and target acceleration, it is a linear or non-
linear invertible function. T is the system transport delay and � is system response
time. d denotes the environment disturbance which is mainly caused by ramp slope
and curve. With the existence of transition slope and transition curve, d is bounded.

In this study, we take at as the virtual input and focus on the design of it, while
the actual system input u is obtained via uDF�1(at) (Luo Ren-shi et al. 2012).
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F(•)u +Fig. 1 Braking model of

urban rail vehicle
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3 Model Approximation

To simplify the analysis, we use the pade function in Matlab to get the approxima-
tion of the transport delay in the Model, which is

e�Ts � �s C �
s C � (1)

where� is a constant decided by T. Accordingly the approximation model is given as
In order to get the state-space equation expression, we reorganize Fig. 2 and get

the equivalent model, which is shown in Fig. 3
Selecting distance s, velocity v, control acceleration Oa and intermediate variable

az to be state variables, we have the following state space equation
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�
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(2)

In the following section, we focus on the distance tracking problem and use
model following approach to design a sliding mode controller based on the
approximation model.
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Fig. 3 Equivalent model of Fig. 2
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4 Controller Design

There are two main approaches to design a sliding mode tracking controller, which
are model following approach and integral-action approach. However, the model
following approach avoids the difficulty of performance specification because the
reference model will specify the design objectives; the controller is required to
minimize the tracking between the model and plant (Edwards and Spurgeon 1998).
In this section, we will design a sliding model controller using model following
approach.

4.1 Reference Model and Error Dynamics

As the first step, we specify a reference model which generates the desired states,

Pxm DAmxm C bmr
xm D

�
sd vd Oad azd

�
(3)

where r is the reference input. Denote the state tracking error as follow

e D x � xm (4)

then by subtracting Eq. (2) from Eq. (3), the error dynamics is obtained as

Pe D Ame C .A� Am/x C bat � bmr C fd (5)

It should be noted that in order to use model reference approach the following
match condition has to be satisfied

A D Am � bF (6)

bm D bG (7)

Substituting A and bm using Eqs. (6) and (7), Eq. (5) can be reorganized as

Pe D Ame C b.at � Fx �Gr/C fd (8)

With this error dynamics model, next we will focus on the stabilization problem
of Eq. (8).
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4.2 Design of Sliding Mode Control Law

For error system Eq. (8), we define the switching function as

	.t/ D Se.t/ (9)

Substituting Eq. (10) into Eq. (8), the error dynamics can be written as

P	 D SAme C Sb.at � Fx �Gr/C Sfd (10)

where kfdkD jdj satisfies the bounded condition. Ignore the effect of fd and make
the right-hand side of (10) be 0, then the equivalent control is obtained as

ul D �.Sb/�1SAme C FxC Gr (11)

where S D bT P and P is the solution of the following Riccati equation

PAm C ATmP � PbbT P CQ D 0 (12)

FD bC(Am�A) and GD bCbm, bC denotes the Moore-Penrose pseudo-inverse
matrix of b. The nonlinear control is defined to be

un D � sgn.	/ (13)

where  is the control parameter and if it satisfies > kkfdkC � , where k> 0 is
decided by S and b, then it can be proved that as time goes infinite, 	(t) goes toward
zero and � > 0 ensure that the sliding surface is reached in finite time (Edwards and
Spurgeon 1998). However, the sign function will cause the chattering phenomenon
which is highly undesirable in practical use. There are several methods to avoid
chattering; here we choose the following function (Khalil 2007) to replace the sign
function

�.	/ D 	

j	 j C ! (14)

When replacing sign with �, the ideal sliding motion will not exist, but pseudo-
sliding motion, during which 	(t) is forced to remain within an arbitrary small
boundary (decided by !) about 0, is still reached according to the theorem that the
boundedness of ! ensures the uniform ultimate boundedness of 	(t) (Yoshizawa
1958). Further, as 	(t) remains within a small boundary about 0, according to
Eq. (9), we know that e(t) also remain with a small boundary about 0, and then
the accurate tracking is achieved.

In addition, in order to shorten the sliding motion reaching phase, we add one
more feedback control, which is given as

um D ��.Sb/�1	 (15)
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where �> 0. Finally, the virtual control at comprises three components, specifically

at Dul C un C um

D� .Sb/�1SAme C Fx CGr �  	

j	 j C ! � �.Sb/
�1	 (16)

and the actual system input is obtained by

u D F�1.at / (17)

5 Simulation

To verify the effectiveness of the designed sliding mode controller, we conduct
a simulation of distance tracking based vehicle stopping control with track curve
disturbance in Matlab/Simulink.

The parameters of the braking system are T D 1:2 s and � D 0:4 s. By using
pade function, the parameter � corresponding to T D 1:2 s is 1.6667. The reference
model, which satisfies the model match condition, is chosen as (Fig. 4)

When written into state space expression, the reference model is given by Eq. (3),
where

Am D

2
664
0 1 0 0

0 0 1 0

0 0 �1 1

0 0 0 �1

3
775

bm D
�
0 0 �0:75 1 �T

The initial conditions for the simulation are s.0/ D 0 m and v.0/ D 20 m =s .
The target stopping position, which is the command input by system supervisor, is
chosen to be 300 m. After the target position is given, the corresponding reference
input is calculated and here the one corresponding to 300 m is given by

r D
� �4; if vd � 5
0; otherwise

The conditions of the track are chosen as follows; the section between 50 and
200 m is a curve section with radius of 200 m and the other sections are straight.
Besides we also consider the constraint of controller saturation as well as the
distance and velocity measurement noise, of which the control signal at has the
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Fig. 4 Structure of reference
model
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upper bound 1 and lower bound �1 and the distance and velocity measurement
noise are both the uniformly distributed random numbers with the mean 0 and
standard variance 0.05. The controller parameters are calculated or chosen as F D�
0 0 �2:16 0:344 �, GD 0.3, S D � 1 8:52 7:44 6:79 �, D 0.1, !D 1, �D 0.2.

Simulation results are given as follows. Figure 5 shows both the target position
curve and actual position curve, which are dashed and solid respectively. Figure 6 is
the plot of the tracking error. Figure 7 is the plot of virtual control signal at. Figure 8
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plots the switching function. Finally, Fig. 9 shows the distance-velocity curve of
vehicle’s actual movement. Note that although the controller saturation constraint
and distance and velocity measurement noise are considered and the environment
disturbance is unknown, good tracking precision still maintains with high stopping
accuracy.
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Fig. 9 Distance-velocity curve of vehicle’s movement

6 Conclusion

This paper investigated the problem of accurate stopping control of urban rail
vehicles. A dynamic braking system coupled with environment disturbance was
used for control design. A sliding mode controller that can reject the environment
disturbance to achieve high stopping accuracy is proposed. Theoretical analysis and
numerical simulation verify the effectiveness of the proposed control algorithm.
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Building Occupant Evacuation Models Inside
Buildings – Approach, Progress and Solutions

Rong Xie and Xin Luo

Abstract Occupant evacuation is currently becoming a challenging research
direction in the field of emergency management. Approach to evacuation modeling
is firstly proposed in the paper, which is mainly consisted of four core components,
like spatial model, crowd movement model, individual behavioral model and
psychological model. Secondly, the related solutions and development about these
models in the recent studies are reviewed. The establishment of general process of
evacuation modeling is then presented in the paper. Some existing issues and future
directions are finally discussed.

Keywords Occupant evacuation • Occupant evacuation model • Evacuation
behavior • Simulation • Emergency management

1 Introduction

With the increasing number of crowded places, people become more and more
gathering, causing high pressure on emergency evacuations. Occupant evacuation
is increasingly becoming a challenging research direction in the field of emergency
management. Occupant evacuation is how to determine an optimal evacuation
route for occupants when emergency events occur. For instance, people wish to
conduct quantitative analysis, evaluation and emergency plan on evacuation safety
performance of large and complex buildings (theaters, stadium etc.), which can
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provide with optimal escape routes and rescue decision-making when various types
of emergency events occur. Currently, researchers and engineers have been doing a
lot of work and made a series of useful research results on the aspects of evacuation
modeling, behavioral analysis, evacuation simulation, as well as applications. There
have been about 30 kinds of evacuation models and corresponding software avail-
able (Kuligowski and Peacock 2005), applied to wide applications, such as building
design safety analysis, crowd management, safety engineering etc. Evacuation
models become important sources for the understanding of evacuation processes.
However, most existing evacuation models are either computationally inefficient,
or missing some crucial human behaviors in crowds (Song et al. 2006), making
evacuation results difficult to comprehensively reflect a more realistic evacuation.
Therefore, how to effectively describe evacuation behavior and how to represent
decision-making process are the key issues to evaluate whether an evacuation model
is successful or not. Under surveys on some effective solutions in the aspects of
occupant evacuation modeling that researchers and engineers put forward in the
recent years, the paper proposes evacuation modeling method, as well as four core
components of modeling, including environmental spatial model, crowd movement
model, individual behavioral model and psychological model.

The rest of the paper is organized as follows. Section 2 proposes an approach to
occupant evacuation modeling and core components of the model. The establish-
ment of general process of evacuation modeling is then presented in Sect. 3. Some
existing issues and future research directions are discussed in Sect. 4.

2 Approach to Occupant Evacuation Modeling

Large-scale occupants’ evacuation is a special phenomenon of crowd flow. Bryan
(1977) thinks that individual behavior under emergency is a complex decision-
making processes, including cognition, recognition, definition and evaluation etc.
The individual interaction during evacuation, i.e. occupant-occupant (i.e. interaction
with other occupants), occupant-structure (i.e. interaction with enclosing building)
and occupant-environment (i.e. interaction with hazards, fire earthquake etc.),
directly affects complex group behavior. It is required to represent the three types of
intersection in modeling. These interactions can produce congestion, bottleneck,
jamming towards exits, affecting an occupant’s behavior, and therefore trigger
the decision-making process, so that behavior analysis is further complicated by
the way in which occupants interact with their surroundings on the three levels
of psychology, physiology, and sociology. Hence, evacuation modeling process is
required to describe different characteristics of individuals in the different evacua-
tion choices during the applications of decision-making, simulation and analysis.
The main characteristics can be summarized as, (1) Spatial characteristics of
enclosing building; (2) Motion characteristics of evacuation crowd; (3) Behavioral
characteristics of an occupant; (4) Psychological characteristics of an occupant.
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Fig. 1 Basic tasks of occupant evacuation process

Figure 1 shows basic tasks of the whole occupant evacuation process, such as
intersection representation, behavior analysis, evacuation modeling and applica-
tions. Among them, evacuation modeling provides with systems or methods which
can simulate and evaluate these main factors, including environmental spatial
model, flow movement model, individual behavior model, and psychological model.

2.1 Environmental Spatial Model

Fahy (1993, 1996, 1999, 2001) proposes an EXIT89 gridded model. The input to
the model includes a network description of building, representing room or sections
of rooms or corridors with nodes, connecting nodes with arc, while each occupant
moves from node to node. This model does not take into account geometry of
building partitions, and occupant cannot move in the regional unit of the same
building. So, exact locations of occupants are actually ignored in the model. Some
models divide building partition into smaller grid cells. Thompson and Marchant
(1994, 1995a, b) propose Simulex model, dividing building plane into 0.2 m
 0.2 m
square grid. Ketchell et al. (1994, 1995) propose EGRESS model using a hexagonal
grid. Relative to the EXIT89 model, these models can more accurately describe
geometry shape of architecture space and positions of obstacles in building, and can
simulate occupants to move inside grids or network nodes. However, it needs to have
sufficient fine grids to describe status of occupant evacuation. For large evacuation
area, discretization will yield massive grid data which making real-time processing
and simulation application difficult.

Considering these issues of gridded method, some researchers propose topolog-
ical modeling method (Bruckner et al. 2005; Krieg-Bruckner and Shi 2006; Lorenz
et al. 2006; Thrun 2003). Different from gridded method, it does not represent exact
location and size of building objects, but topological relationship among objects in
building. For example, Thrun (2003) proposes topological method and its proce-
dures, which can divide free spaces into several regions and establish region-based
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topology by critical line of grid map. It is a compact spatial representation method.
The model is simple and easy to implement real-time updates. But such model is
inaccurate, and the found route-choice is not optimal.

Geometry-based spatial modeling is a common method used in the application of
path planning of mobile robot. Some geometric modeling methods are MAKLNK
Graph (Habib and Asama 1991), generalized Voronoi (Wallgrun 2005), Visibility
Graph (Kitzinger 2003) etc. Therefore it is often applied to environment spatial
modeling of occupant evacuation. But using geometric method, complexity of time
and space will be relatively high. With the increase in the number of obstacles,
structural complexity increases exponentially. Therefore, this method is suitable to
some open evacuation regions, like squares.

2.2 Crowd Movement Model

Fruin (1971) gives relationship curve between average moving speed and population
density by statistics. After this study, there are a lot of researchers make statistics
of relationship between walking speed and density in different regions and different
spaces. Henderson (1971, 1974) gives probability distribution formula of moving
speed and derives relationship between moving speed and people and environmental
factors (such as gender, age, forward way, location etc.). This early work opened up
a road towards the later research. On the basis of this study, some scholars propose
to establish mechanical equation of population movement using fluid dynamics
and thermodynamics. Bradley (1993) proposes Navier–Stokes equations using fluid
mechanics to describe population movement in high density areas. Helbing et al.
(2002) presents Maxwell Boltzmann distribution law using thermodynamics to
establish distribution equation of population movement.

Hoogendoom and Bovy (2004) proposes a more complex gas dynamic pedestrian
model and establishes relationship between density function and position, velocity,
desired speed. The model describes change of crowd density under continuous or
non-continuous interaction. This model is microscopic in the sense. But such model
ignores effects of obstacles and infrastructure on crowd movement. Also large-scale
crowd, calculation time will be more relatively.

Lovas (1994) proposes a stochastic model to simulate pedestrian traffic flow.
In the model, pedestrian facility is modeled as a network of walkway sections, and
pedestrian flow is modeled as a queuing network process, where each pedestrian
is treated as a separate flow object, interacting with the other objects. The process
of change is described using equation to calculate the expected values of number
of evacuees and evacuated evacuees. Some similar models include EvacSim model
(Poon et al. 1994) etc. These queuing network models are simple and require less
calculation. But population in queuing network, as a whole, represents the same
movement characteristics. On the other hand, interaction and psychology are not
reflected in the model yet.
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2.3 Individual Behavior Model

Takahashi et al. (1989) present a fluid model to predict and evaluate evacuation time
of people from a low level hazard. The assumption of this model is that people move
like a fluid with movement equation. Okasaki and Matsushita (2004) propose that
movement of each pedestrian is simulated by the motion of a magnetized object
in a magnetic field. Magnetic force which acts on a pedestrian from a magnetic
pole is basically calculated by equation according to Coulomb’s Law. Completely
determined by function(s), occupant’s movement and behavior will react in a
deterministic manner to its influences, and therefore these models will be limited
in the same way for each occupant.

Rule-based models assign individual actions and decision based on pre-defined
sets of rules which can be triggered in specific circumstances or conditions. Stahl
(1982) simulates the perceptual and behavioral responses of building occupants
involved in fire emergencies with some behavioral rules in BFIRES model. Levin
(1988) proposes that occupants make decisions based on a large set of decision rules
which are a function of smoke conditions in the building. Ozel (1991) thinks each
object in an intelligent simulation system needs to be associated with logic rules that
govern its operation.

The above styles of decision-making process are in simplistic methods. All
objects in the system are logically interconnected with each other and with the
processes that could influence their behavior. The same decisions are taken under
the same circumstances in a deterministic fashion. This is obviously not advantage
of denying the possibility of natural variations. CRISP model (Boyce et al. 1998;
Fraser-Mitchell 2001) improves it and views occupants as individuals by giving
the occupants certain behavioral roles. These certain behavioral activities taking
place during evacuation are in a probabilistic fashion. buildingEXODUS (Gwynne
et al. 1998; Parke et al. 2003) incorporates deterministic and stochastic approaches
depending on the circumstances.

In the recent years, many behavioral models tend to use agent technology to
simulate human and social behaviors during emergency evacuations. Thompson
et al. (1996) define individual as an agent with certain characteristics like age,
gender, social experience and movement capacity. Physical characteristics, such as
walking speed, are determined by population density. Individuals may have some
basic behaviors under emergency situations (bypass, turn etc.). They can adjust
their decisions according to the changes in the surrounding circumstances. Williams
(2004) proposes Legion model which views occupants as an intelligent agent with
social, physical, and behavioral characteristics. These characteristics make up a
profile for each person. These models can accurately represent decision-making
process, but weakened the capacity that user control over the model, so accuracy
of simulation is unpredictable.

Another agent-based application is called multi-agent, which have been found
sufficient to represent complex human behavior and decision making process. Pan
et al. (2006) has prototyped a multi-agent system to model emergent human social
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behaviors, such as competitive, queuing, herding, and bidirectional crowd flow
through simulating the behavior of human agents at microscopic level. In order
to study the role of leadership during evacuation process, Murakami et al. (2002)
think leaders are presented in many real-world situations and introduce a leadership
in simulator. The system describes the behavior of each leader and evacuee as
been modified to represent the interaction among leader and other occupants.
Pelechano and Badler (2006) also simulate a leader agent who is trained and has
complete knowledge about the internal building connectivity and would help others
during the evacuation process. The leadership and other human responses during
an evacuation process have also been represented by Sugimoto (2006) using multi-
agent simulation in virtual space.

2.4 Psychological Model

Thompson and Merchant (1994, 1995a, b) presents Simulex model which can
simulate psychological behavior of Evacuees, like response time to fire alarm
etc. An ORSET (Occupant Response Shelter Escape Time) model (Sime 2001) is
advocated as a framework unifying aspects of psychology, architecture, engineering
and facilities management. It might also mention that Gwynne et al. (1998) and
Fahy and Proulx (1995) have been researching on evacuation modeling under
perspective of occupants’s behavior restricted to the psychological and sociolog-
ical aspects. Kuligowski and Peacock (2005) launches study during emergency
evacuation, including personnel decision-making and response to environment,
assessment methods of fire impact on occupants, self reaction during fire. Helbing
(1992) presents social force model based on self-driven particle system framework,
assuming that individuals have ability of thinking and responding to the surrounding
environment. Psychological response is quantified to the force, and is added to
evacuation model to simulate typical effects of evacuation behavior.

In an emergency situation, human psychological reactions generally make people
represent some behaviors, such as tending to choose their own familiar path and
environment, passive agreement, and blindly herding behaviors. Current research
does not take into account important aspects associated with the psychological
attributes of the occupants yet.

3 Discussion

Environmental spatial model represents geographical position of evacuation envi-
ronment, such as barriers, signage, passage, exits, stairs and elevators. Accurate
models can be helpful to effective evacuation route planning and decision making
which is the basis of occupant evacuation under emergency. In general, we can
establish a spatial network model using a combination of topological method and
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geometrical method. The model builds subspace node network using topological
method, records geometric information of buildings in the unit of nodes, which can
be a good solution. Another effective solution is a data modeling through the use of
integration of vector and raster, similar to research in GIS. The method uses vector
data accurately represent location and topological relationship between entities.
Raster data is used for spatial analysis and operation of entities. Data conversion
is achieved through combination of vector data and raster data.

Evacuation is a dynamic process of flow movement which combines a large
number of individual behaviors. Crowd movement model describes the effects
that impact population density, people walking speed and flow impact on crowd
movement.

Individual behavior model aims to describe behavior characteristics during the
whole evacuation, including behavior interaction on the three levels of psychology,
sociology, physiology. How to properly and effectively describe the interaction
between them in the model is the key to evaluate whether evacuation model is
successful or not. An agent-based system is particularly suitable for simulating
individual decision-making process and behavior to explore macro phenomena.
Particularly, multi-agent simulation has been widely accepted as a promising ap-
proach to model complex emergent phenomena. We can define human intelligence
throughout the evacuation, where occupants are regarded as active agents taking into
consideration their response to various hazards and individual behavior. Behavior
rules can be designed for each agent in the model, like: (1) An objective/goal;
(2) Attempt to maintain a minimum distance with others; (3) Attempt to maintain
unimpeded velocity. Also each agent may have its quantitative psychological factors
which can be also defined in the model.

Under the establishment of spatial model, crowd movement model, individual
behavioral model and psychological Model, route-choice can be planned optimal or
near optimal evacuation routes for all evacuees. There are some factors of evacuation
route-choice, such as distance from exit, obstacle, personnel distribution density in
the direction of escape, determination of multiple exits, which it is necessary to
consider in the model.

4 Conclusions and Future Work

This paper presents method of occupant evacuation modeling inside buildings,
including spatial environment model, crowd movement model, individual behavior
model, and psychological model. Throughout the work done by researchers and
their research results in recent years, precise description and quantification of
evacuation problem and phenomenon are the key issues in the study. There is
no model which can fully quantify various behaviors of people in the evacuation
yet. A well-designed behavior model should allow users: (1) To define their own
individual characteristics of evacuees. (2) To describe restrain state environment
acts on evacuation, and interactions among occupant, structure and environment.
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(3) To establish knowledge-base for evacuation decision-making applying to ap-
proaches such as heuristic rules. Based on these ideas, the in-depth study of behavior
modeling will largely depend on the use of artificial intelligence technology to fur-
ther improve ability to behavioral rules, knowledge base and intelligent reasoning.

To meet the social needs and new user demands, the study of intersection and
integration of psychology and behavior is still in its infancy. How to introduce
artificial intelligence technology to further deal with people as individuals with
complex behavioral characteristics and certain decision-making capacity and es-
tablish intelligent evacuation model shall be a promising research direction. On the
other hand, In order to carry out effective evacuation research, it is important to
simulate individual behavioral characteristics and flow movement characteristics.
Thus, computer simulation is becoming an effective way and prospectus research
direction.
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Abstract After years accumulation of informationization construction, power
enterprises have established huge and complex application systems, which include
multi-class data related to business like production, operation and management.
Along with the demands of developing new business application, the data inte-
gration is urgently needed to grasp overall data view; however the complex data
integration environment causes the data quality problem particularly outstanding.
Under the background of the power industry, this paper first studies the data quality
definition and dimension recognition; then proposes a data integration platform
architecture and studies the data quality control methods in data integration;
elaborates data quality assessment methods and procedures; in the view of data
product, designs a total data quality management (TDQM) process finally. In a
typical case of application, the results show the practicability of the proposed
method.
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1 Introduction

After many years of information construction, power enterprises have left huge
and complex application systems, which include multi-class business data about
daily production, operation and management. However, due to the lack of unified
data planning, data and application systems are highly interrelated, data storage
types and locations, data models, data structures, data forms are different, which
together constitute the enterprise multi-source heterogeneous data, the dispersion,
heterogeneity and non-uniformity of data make it difficult to find the hidden
information. As the information constructions of power enterprises have entered the
stage of deepen application, it is urgent to integrate above data to build data centers
and realize the accurate and consistent description of data. As the amount of data and
complexity of the environment where data in are both rapid increasing, which make
data quality issues in the process of data integration become increasingly prominent.

This article studies the definition of data quality, then presents a data in-
tegration platform architecture aimed at the characteristics of power enterprise
data integration environments, studies the process of data statute and data quality
control methods, and then we study the data quality measurement methods and
procedures from the perspective of qualitative and quantitative assessments, finally,
we view data as a product, design a total data quality management process of
power enterprise. The methods proposed in this paper have been put into practical
applications, and obtained good results.

2 The Definition of Data Quality

ISO9000 defines quality as the ability with a set of inherent characteristics to meet
the requirements. Data is the result of the data generating process, but also products,
data have quality issues too. The study on data quality originally appeared in the
field of statistics, and it has become a hot spot in computer information field since
the 1990s.

At present, the definition of data quality has not yet formed a unified understand-
ing in domestic and foreign academic. Chanana and Koronios (2007) thinks that the
data quality is the measure of the gap between data view showed in information
systems and the same data in the objective world. Refer to the definition of quality
in TQM (Total Quality Management), Wang et al. (1995a), Wang and Strong (1996)
consider that data quality should be defined as “the applicability of data usage”,
which is the basic definition of data quality generally accepted. Data quality and the
data application objects are interrelated, therefore, many researchers and agencies
directly identify data quality through a set of dimensions or attributes according
to data application environments. The commonly used dimensions are accuracy,
completeness, consistency and timeliness (Songmin and Tanzheng 2007).
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Table 1 The dimision of data quailty

Dimension Definition of dimension

Accuracy Degree of data correctness, meet realistic semantic
Integrity Degree of data completeness and meet constraint
Consistency Degree of data compatibility in logical relationship
Effectiveness Degree of conformity of data attributes
Identification Degree of data have unique identification
Connectivity Degree of associated data to facilitate the merger
Reliability Degree of the credibility of data
Metadata Degree of data described information completeness
Security Ability of data against damage and illegal access
Privacy Degree of data privacy, confidentiality
Accessibility Degree of data ease to access and use
Integration Degree of data integration easy to use
Correction Ability of user rectification to misdata
Translatability Degree of data ease to understand
Correlation Degree of compactness between data and user needs
Timeliness Degree of data to meet requirements on timeliness

Data is the foundation of the application, high-quality data is a prerequisite to
protect reliable analysis of the results. As the appearance of deepen application
systems, which based on data centers and utilize data across multiple business
domains, data quality issues are particularly important. Start from intrinsic property,
business property and user property, we provide a multi-dimensional definition of
data quality for power enterprise by comprehensive analysis and extraction, which is
shown in Table 1. Since data quality is multi-dimensional, its definition is dynamic
in different application environments, which is also constantly updated and enriched
with the development of business and progressing of technology.

3 Data Quality Control

3.1 Characteristics of Power Enterprise Data Integration

With the rapid development of power information construction, the architecture
of power enterprise information system is continuous evolving. The application
mode has developed from traditional mode that divided by business systems, to
the mode which based on enterprise data bus to build data sharing, finally to the
mode that based on enterprise data centers. The development of power enterprise
application system’s architecture reflects the information developing process of
power enterprise.

While grid is getting larger and more complex, its secure, stable and economic
operation, in particular, the optimal operation is not only the responsibility of
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Fig. 1 The framework of power enterprise data integration platform

frontline managers, but also the problems what should be interested by business
executors and policy makers. China’s smart grid built should pay attention to the
acquisition, integration and sharing of production-class and operation-class data
(Chen Shuyong et al. 2009). The dispersive form of data in the early application
mode is difficult to meet the needs of enterprise’s new businesses, it urgent needs
to integrate various data sources in legacy systems and format a global data view
through the standardization process and dump, so a solution is presented: build data
centers by data integration, then provide a unified, transparent data sharing service.
However, power enterprises face a very complex data integration environment,
including a large number of legacy systems such as SCADA system, production
management system, electric energy collection system, ERP System, etc. These
systems used a large number of heterogeneous database products and a variety of
storage forms, including: (a) Real-Time Libraries: PI, eDNA, etc. (b) Relational
Libraries: Oracle, Sybase, etc. (c) Text Libraries: XML documents, TXT documents,
EXCEL documents, E language documents, etc.

Through analysis and research, we know that power enterprise data integration
platform should contain functions like data standardized transmission, data statute
process and data identity storage, it is able to integrate the data in different data
types, different response time requirements, different data sources. The platform
should also provide high-performance data access scheduling functions to meet
a variety of response time requirements. Figure 1 shows a structure of power
enterprise data integration platform, which uses various types of data adapters to
implement translation and conversion between source data model and target data
model, it extracts data from different types of data sources for statute (data filtering,
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conversion of data attributes and domains, data merge, etc.), and controls data
quality, finally loads data into the data center in accordance with the pre-defined
target model.

The main features of platform are as follows: (a) Platform can read large number
of data directly from the database application systems, it can access data in terms of
regular time incremental, real-time update and real-time service. (b) Platform can
be timed for data extraction, transformation and loading, such as daily or weekly.
(c) Platform has an automatic scheduling function which can automatically call the
data extraction, transformation, loading and updating multi-dimensional data cube
task within a specified time window. Besides, it can monitor the change of data
sources and create data or event trigger by setting parameters. (d) Platform can
record each task’s operation detail in order to provide a reliable basis for system
maintenance and management. If the task is interrupted by exception, platform
can provide alarm message to maintenance personnel to take remedial measures
in time.

3.2 Process Method of Data Statute

In data integration, the process of data statute means that according to a unified
structure and type to calibrate, converse and process data in different systems,
different types and different data structures. Topics include: (a) Uniform coding.
Code is the unique identification for enterprise application systems to identify the
data sources. Uniform coding is to establish the only criterion of classification and
coding architecture in accordance with units or departments for the normalization
of information classification, which makes it easy to distinguish the sources of
data. (b) Uniform property. Uniform property means the same calibration for
property description of the same object. Refer to national standards, power industry
standards or industry agreed standards, we could establish uniform standards for the
properties of objects, then according to the standards to process data and implement
the definition of properties in the same calibration. (c) Uniform type. Uniform
type refers to the same property described by the same data type. Objects are
described by properties, and data types reflect the belonging of properties in the
data classification. Use the same data type to describe the same property in data
process could ensure the normalization of data. (d) Uniform data structure. Data
structure reflects the internal structure of objects. Here the structure is formed by one
or more elements that meet particular relationships, these elements are properties of
the object. Uniform data structure is to provide the same definition to the properties
of the same object. (e) Uniform data model. Since the lack of a unified planning
in early information construction, a lot of similar business systems were developed
independently, and these systems used different data models. Uniform data model
is to achieve the same definition for the data description of systems (Fig. 2).
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Fig. 2 Processing method
of statute

Fig. 3 Improving method of data quality

3.3 Data Quality Control Methods

According to “Garbage in, garbage out”, data quality control in the process of data
integration plays a crucial role for improving the level of business decisions. In
this paper, data quality control methods include two aspects: the correctness and
accuracy of data, as shown in Fig. 3.
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1. Control of Data Correctness
Control of data correctness is to ensure the consistency of data value and data
symbol content, which includes: (a) Data type: The conversion process to data in
accordance with the specific type, length, unit, precision, etc. Such as the type of
substation load requires for the numerical, and its unit is KVA (kilovolt-ampere)
and so on. (b) Data range: The process to data in accordance with the value range
or the value set. Such as the scope of sector performance assessment score is
0 100, etc. (c) Data change rate: Analysis and process the rate of data sequence
variation based on the data change regulation. Such as the collection time of grid
real-time data (SCADA or EMS) is interval of 5 min in continuous. (d) Data
calibration test: Based on prescriptive data standards, data calibration test is to
detect and process the correctness of the data, such as the format of substation
commissioning date is “YY.MM.DD”, etc.

2. Control of Data Accuracy
Control of data accuracy is to ensure the consistency of data value and the actual
value of the data. The main methods are as follow:

• Calibrate by threshold. Threshold calibration is to measure the accuracy of the
data value by judging whether the data within a reasonable fluctuant range.
There are two ways to determine the threshold: (a) Take advantage of the
expert domain knowledge, institute the data threshold by expert or technical
personnel. (b) Summary the data distribution as threshold by statistical
methods (Zhang Liang 2009). For example, the maximum and minimum of
load threshold can be determined by its fluctuant range in a certain period.

• Calibrate according to functional dependence. Business data in power en-
terprises are not isolated, that is, there exists some function relationship
between data, some target data can be calculated through this logic or
arithmetic function. We can get some constraints by analyzing target data on
the functional dependence, and such constraints can be used to calibrate the
target data.

• Vertical calibration based on historical trends. Many grid operation data are
continuous and cyclical. Data are changing all the time, but the trend is with
the principle of inertia. We can get data change rules via analysis the trend
of history data to predict the result of data in a time or time period without
the impact of external factors. In this way longitudinal calibration can be
achieved.

• Horizontal calibration based on correlation between data. In addition to the
direct functional dependence there may be a fuzzy dependence between
the grid business data. That is, the interactions and correlation relationships
between data values cannot be directly deduced by the function. We can
implement the data horizontal calibration through the consistent test of
changes between target data and its relevant data. When the target data value
changes, check the changes of its relevant data values at the same time. If the
change trend meets the rules, then the target data value is accurate. The rules
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and knowledge of consistency test can be determined by business domain
knowledge or using machine learning methods to implement historical data
mining.

• Calibration based on human beings experience. It is not difficult for expert and
technical personnel to find the problems in business data. However, calibration
based on human experience requires a lot of professional technical personnel
to participate, the workload is pretty heavy, and the efficiency is relative low,
so this method may work with other methods to calibrate the key data.

4 Data Quality Assessment and Management

4.1 Data Quality Assessment Methods

We all know that “You can’t manage what you don’t measure.” Generally
researchers measure and assess data quality based on dimensions. The International
Data Corporation (IDC) suggested that China’s large enterprises should assess
the data quality from aspects of data accuracy, compliance, completeness,
consistency, timeliness and repeatability (The white paper of data integration and
data quality market in Chinese enterprises). Wang et al. (1995b), Redman (2005)
think that the pursuit of the practical application of zero-defect data is neither
necessary nor difficult to achieve, we should select representative measurement
of quality indicators according to specific application environments. Data quality
measurement methods include simple ratio method, the minimum or maximum
method, the weighted average of multiple indicators method (Karr et al. 2006; Yang
Qingyun et al. 2004; Michnik and Lob 2009), and decision-making method (Dillard
1992) and so on.

Data quality assessment can be conducted through qualitative or quantitative
methods. The qualitative assessment emphasizes the subjective experiences and
requirements of relevant personnel, while quantitative assessment uses mathemat-
ical methods to measure data objectively. Assessment objects of data quality can
be inherent characteristics of the data itself, or the business processes based on the
context or users’ requirements and so on. The first six dimensions in the Table 1
mentioned are facing to the level of field, record, table or database, they are suit
for the objective quantitative measurement. The last ten dimensions are highly
subjective, we can use the questionnaire to measure qualitatively. Pipino et al. (2002)
proposes a combination of qualitative and quantitative measurement methods. Due
to limited space, details will not be discussed here.

We consider that data quality assessment will follow these steps: first, we should
make sure the objects (applications, databases, data tables, records or fields, etc.)
to be assessed, and then select the KPI evaluation indicators, and make clear the
corresponding measurement methods, and finally assess the quality of data, which
can be inspected one by one, or be comprehensive evaluated.
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Fig. 4 Process of TDQM in data integration

4.2 Data Quality Control Process

Richard Y. Wang, authoritative data quality researcher of MIT, introduced the TQM
technology about traditional manufacturing product into data quality management,
and presented a total data quality management TDQM methodology (Wang 1998).
After a sufficient summaries of research and practical experience, combines with
TDQM methodology, this paper presents a total data quality management processes
of power enterprise data integration, as shown in Fig. 4.

In the process, we define the data providers, producers, consumers and managers
as four roles. Provider is the company’s existing data source system and its asso-
ciated business responsible officer; Producer is an enterprise-class data integration
platform and its application process designer; Consumer is the target applications
on the top of data center and its personnel; Manager refers to the analysis tools and
responsible officer who monitor the entire life cycle of enterprise data product. Data
monitoring can be divided into “upstream” as the data sources, “middle” as the data
integration process, “downstream” as the data object application these three stages
to implement.

According to the corresponding environment, data quality management of
data products needs to formulate appropriate management process, including the
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definition, evaluation, analysis and control of data quality, it is a closed loop
which in continuous improving process. (a) Definition of data quality: First
analysis characteristics of data product, from the view of data providers, producers,
consumers and managers to define the requirements of data quality and establish
the corresponding data standards. (b) Assessment of data quality: According to
the characteristics of data products and data quality requirements, make clear
assessment indicators and methods of data quality. (c) Analysis of data quality:
According to the assessment conclusion of data quality and feedback information
from consumers, survey the causes of data quality problems, generate data quality
analysis report. (d) Control of data quality: In the light of data quality analysis report
to control data quality from aspects of “upstream”, “middle” and “downstream”.
Control in “upstream” is to improve the data sources, “middle” is to improve
the data integration platform application process, and to improve the correctness
and accuracy of the data in data center, and “downstream” is to improve the data
accuracy of the target application system through the calibration procedure.

5 Conclusion

On the basis of theoretical research about data quality from home and abroad, this
paper analyses its definition in-depth, and summarizes the dimensions identification
of data quality. For the characteristics of power enterprise data integration, proposes
a kind of data integration platform architecture, and describes the data quality
control methods in detail. Finally, studies assessment methods and techniques about
the data quality, proposes a power enterprise total data quality management pro-
cesses based on TDQM, which can bring the data quality management process into
virtuous circle. In the application of the power grid investment benefit evaluation
support system for an enterprise, we integrate a large number of SCADA real-time
data, energy metering data, reliability data and investment statistics data into data
center utilizing data integration platform, and take proposed methods to ensure data
quality. The data center provides reliable data support for the system, thus make
the system realize automatic data collection and credible evaluation results. Data
are important strategic resources to enterprise; data quality is a critical issue for
the sustainable development of enterprises. Hope that the article can provide some
useful ideas for solving the data quality issues of power enterprise data integration.

References

Chanana V, Koronios A (2007) Data quality through business rules. In: International conference
on information and communication technology (ICICT 2007). IEEE Press, Dhaka, pp 262–265

Chen Shuyong, Song Shufang, LI Lanxin, Shen Jie (2009) Survey on smart grid technology. Power
Syst Technol 33(1–7)



The Research of Data Quality Problems in Power Enterprise Data Integration 275

Dillard RA (1992) Using data quality measures in decision-making algorithms. IEEE Expert
7:63–72

Karr AF, Sanil AP, Banks DL (2006) Data quality: a statistical perspective. Stat Methodol
3:137–173

Liufei (2008) The white paper of data integration and data quality market in Chinese enterprises.
IDC Company

Michnik J, Lob MC (2009) The assessment of the information quality with the aid of multiple
criteria analysis. Eur J Oper Res 195:850–856

Pipino LL, Lee YW, Wang RY (2002) Data quality assessment. Commun ACM 45:211–218
Redman TC (2005) Measure data accuracy: a framework and review. Infor Qual Adv Manag Info

Syst 1:21–36
Songmin, Tanzheng (2007) Reviews of foreign studies on data quality management. J Inf 2:7–9
Wang RY (1998) A product perspective total data quality management. Commun ACM 41:58–65
Wang RY, Strong DM (1996) Beyond accuracy: what data quality mean to data consumers. J Manag

Inf Syst 12:5–33
Wang RY, Storey VC, Firth CP (1995a) A framework for analysis of data quality research. IEEE

Trans Knowl Data Eng 7:623–640
Wang RY, Reddy MP, Kon HB (1995b) Toward quality data: an attribute-based approach. Decis

Support Syst 13:349–372
Yang Qingyun, Zhao Peiying, Yang Dongqing, Tang Shiwei, Tong Yunhai (2004) Research on data

quality assessment methodology. Comput Eng Appl 9:3–5
Zhang Liang (2009) Research on data quality for electric power dispatch data centers. East China

Electr Power 37:403–405



Study on Classified Teaching Model
of Computer Common Course in Finance
and Economics Colleges

Lingbo Liu, Hengnong Xuan, Weimin Wang, Jie Lv, Lang Zhou,
Huaili Zheng, and Hui Tang

Abstract In order to further improve the teaching quality of computer basic course
to the non-computer majored, this paper analyzed the current teaching status of
computer common course. It gave the basis of the study of classified teaching
and a teaching model about classified teaching was presented. It also discussed
the teaching goals, students grouping, teaching methods, assessment methods,
teacher requirements of classified teaching etc. Classified teaching for the individual
differences and different cognitive levels of students can practice the teaching
according to his ability. As well, it could fully promote quality education and
improve significantly the teaching quality.

Keywords Classified teaching • Computer basic course • Teaching model
• Individual differences

1 Introduction

Classified teaching is a teaching model, which based on the specific circumstances
of students learning ability, students are divided into different levels and teachers
will apply pertinent instruction and guidance for students of different levels in the
teaching process. The conception of “Classified teaching” abroad was put forward
in the half of the nineteenth century. Its prototype is the Activities of the Branch
System, also known as Flexible System, founded by the American educator Harris
(Harris, WT) in St. Louis in 1868. Classified teaching abroad in recent years is
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various in forms, theory and practice has become more scientific, personalized and
comprehensive (YeLin and LiuWenXia 2008). For the teaching status of computer
common course, the teaching method of classified teaching should be studied. It can
improve teaching effectiveness, so that each student can be enhanced in learning and
we can cultivate the community’s overall quality of talent.

2 Computer Common Course Teaching Status

The computer common course is one of the important basic courses for non-
computer majors of the higher education institutions, which aims to enhance the
information literacy of the non-computer professional students, strengthens students
versus computer application capable, and lays the foundation with the use of
computer as a tool for their future work.

Computer common course for financial college such as our school is absolutely
necessary. In order to improve our students’ the skills of computer operations and
applications, it has opened two computer public courses: Computer Application and
Database Management System Application for non-computer professionals in our
school, and student can graduate with a bachelor’s degree if he through the National
Computer Test Band 2 or the Jiangsu Provincial Computer Proficiency Test Band 2.
As the more and more high requirements from community of the college graduates
in computer applications and skills, the reform of computer common course is
imperative.

Now, there is the phenomenon in class that it is difficult to teach for teacher and
the students haven’t the desire to learn more. The main reasons of these include:

2.1 Different Levels of Students

Students in different localities have different levels of the basis of computer. Some
students in high school have contact with computers and they can operate perfectly
the application of basic. But some students are ignorant of the computer and some
of them even do not know the basic operation of switch.

2.2 Different Accept Ability of Students

In any course of learning, learning abilities are always different of different
individual students. For the same question, some students will be able to understand
after listening only one time, and some students have no notion of what the teacher
means after a few times.
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2.3 A Single Teacher Teaching Methods

To most of the teachers there is an idea: strictly in accordance with the outline,
imparting the knowledge as major. All students in the classroom are as a whole
and teaching contents are transferred out with the broadcast form. The individual
differences of the receiving capacity of the audiences are not taken into account.

For these reasons, although lots of teachers work hard to explain in the classroom,
a phenomenon is existed that the top students can’t be supplied their learning desire
and the poor students are unwilling to listen to. Certainly the teaching can’t achieve
good results.

3 Study Basis of Classified Teaching

3.1 Theoretical Basis of Education of Classified Teaching

Individualized instruction put forward by great ancient educationists Confucius is
the prototype of classified teaching. “Learning control” of American educational
psychologist Benjamin Bloom is a theory of teaching about take different teaching
approaches to the different students to adapt the diversity among students. Based on
the research of the students’ characteristics, the former Soviet educators Babanski’s
“optimization theory of teaching process” takes full account of teaching law,
principles, forms and methods of modern teaching and teachers select purposefully
the best scheme of teaching process, so that teachers and students can receive the
best results by spend less time and less energy (LinYongHeng 2010).

3.2 Accord with the Demands of the Community

Development of information technology make our society more closely combined
with computer technology and it is also put forward higher requirements for non-
majors in computer operation and application of computer technology. Unit of
choose and employ persons hope to appoint the employee whose work would
Combined with the professional and he is good at analyzing and solving problems
with computer as a tool. By using the teach model “classified teaching”, it makes
each student’s ability improved to cope with increasingly fierce competition in the
community.

3.3 Needs of Computer Teaching Reform of University

In the “National education reform and development of long-term planning programs
(2010–2020)”, it was brought forward the guidance of teachers and student-centered
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and giving full scope to the initiative, to promote the healthy growth of all work
as a school starting and ending points. Caring for every student and improving
their development internally and lively, the rule of education and the discipline of
students’ body and mental development must be respected and suitable education
should be provided for each student (National Education Reform and Development
of Long-term Planning Programs 2010).

4 Particular Act of “Classified Teaching”

4.1 Teaching Aim

Integrating with the current goal of education of computer common course in
college, there are three alternative schemas for the teaching aim of “classified
teaching” (as shown in Fig. 1).
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Fig. 1 Diagram of classified teaching
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4.1.1 A-Level Teaching Aim

Upon the basis of completion the requirements of the instructional program of
computer common course, the much higher request is being put into a higher
level for the learning content and learning ability. It needs to fully mobilize the
initiative and activity of students, and to train the self-learning ability and sense
of innovation of students. It would enable them to discover problems and solve
them with computer knowledge and able to combine with specialized subject to be
a comprehensive human resources.

4.1.2 B-Level Teaching Aim

It is demanded to reach the required standard of instructional program of computer
common course and master the basic computer knowledge, and can solve some
problem with their knowledge to further develop good study habits and improve
learning ability.

4.1.3 C-Level Teaching Aim

The teaching aim is to perform the requirements of the instructional program of
computer common course and cultivate a taste of learning computer courses to
improve study habits (LiuLong et al. 2008).

4.2 The Grouping of Students

We should analysis earnestly the individual characteristics of each student and give
an overall consideration of each student’s intellectual and non-intellectual factors.
In the full study, according to the three levels of teaching aims above, students are
divided into three groups:

1. A group: In this group, students have good study habits and strong learning
capability and they showed a keen interest in computer learning, so we can set
an even higher demand on them to achieve A-level teaching goals.

2. B group: This group of students has a good foundation and they also listen to
class very attentively. But they are lack of strongly initiativeness of learning and
need the power outside to promote. The students in this group are required to
achieve B level.

3. C group: Influenced by sorts of factors, the students of this group didn’t form a
good habit of learning whose computer foundation is comparatively poor, have
little interest in learning the curriculum and received very low marks test scores
are low, this group of students will lead a walk, required to complete C-level
teaching objectives.
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4.3 Teaching Content

The teaching content of different groups is different too. After complete the required
teaching content of the instructional program, the students of A group should be
demanded further in all its breadth and depth to satisfy the curiosity of these
students. We will train them to accept the challenge of a difficult problem and to
have the spirit of assiduous study. For the students of B group, they are asked to
fully understand and absorb teaching content outline required and complete the
corresponding operation. As the different cognitive level, for the students of C
group, we don’t require them to understand immediately the teaching content in
the classroom and allow them digest and absorb slowly after class.

4.4 Teaching Methods

When we adopt the teaching model of “classified teaching”, teachers can’t use a
single teaching method and they are required to have various teaching methods. As
the students of A group have strong learning capability, teachers do not need too
much explanation and only need give them reference-point construction. They are
allowed to discuss in groups, even part of the contents can also be self-learning to
enhance their spirit of cooperation and self-learning ability. As well as, teachers can
give a reading list to them to expand the horizons and broaden their knowledge. For
the students of B and C two groups, teaching content is needed to explain in class,
especially to pay attention to the accept ability of students of C group. If necessary
sometimes, the important and difficult points of teaching content should be repeated.

4.5 Assessment Standard

The students of different groups have different teaching targets and their teaching
assessment standard and assessment methods are also different. The assessment
method of A group can be more flexible, such as solving problem personal or in
group or examining the difficult exercise problems; For the students of B and C
group, the mainly assessment method is generally paper-based test, but their papers
to be in difficulty difference to adapt to different levels.

4.6 Dynamic Adjustment Grouping

In the teaching process, the grouping is dynamic and changes. According to the
development of each student, the student of the C group, who made remarkable
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progress in learning ability and learning habits during the section of teaching time
recently, can be adjusted to the B group, and vice versa. It is interoperable between
different groups. It is a pressure for the students of high groups and they are forced
to maintain good learning state. For the students of low groups, it is a driving force
and they would have improvement and progress in the process to strive.

4.7 Demands with Teachers

Under the traditional teaching mode, the majority of teachers, while in the process of
preparing lessons, focus on the process of study the features of textbook and familiar
with the teaching content. In the design process of teaching all the time, the students
are treated as a whole. Lesson conducting is the process of the implementation of
lesson plans. The teachers always think that they only need spread the knowledge to
students. In this series of teaching process, teachers seldom regard the differences
and individualistic between students and this is also our traditional teaching habits
and limitations.

“Classified teaching” is a complex process. It will put forward high demands
and high standards on teachers and the class load of a teacher will be increased a
lot. It requires teachers to have a profound understanding the teaching philosophy
of “classified Teaching” first and to form a correct teaching ideas in the mind.
“Classified teaching” also put forward higher requirements for teachers’ teaching
ability. Teachers need to keep learning, thinking, analysis, and further improve the
teaching ability themselves. In the teaching preparation before class of “classified
teaching”, firstly, the basic conditions and acceptability of the students must be
familiar to the teacher. Secondly teacher should design the teaching process and
prepare lesson plans according to the specific circumstances. Finally the teacher is
in control of the teaching content and teaching methods of each level student in the
classroom, so that the teaching works pretty well.

5 Conclusion

Our university belongs to financial college and most of the faculties are liberal
arts classes. Therefore, students of the university have the various levels of the
abstract computer theory and the acceptance of computer concept. Implementing
classified teaching, we should teach students in accordance with their aptitude facing
individual differences of students and aiming at different cognitive levels. It will be
taken appropriate educational methods for each student to better adapt to students’
interests and differences, so that every student can be improved and made progress
for different levels of students. Though fully dig for the potential of every student
and promote the individuality development of students, it can bring about an all-
round improvement of quality education.
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Strategic Human Resource Management,
Enterprise Competence and Competitive
Advantage – A System Dynamics Model

Weipeng Wang

Abstract There exist strong relations among strategic human resource man-
agement based on competency model, enterprise competences and competitive
advantages. By building a system dynamics model, we demonstrate the interaction
mechanism among the three above. The competence of human resource man-
agement plays an important strategic role in the formation and development of
enterprise competence system. Likewise, strategic human resource management can
promote the complementation and gain of the enterprise competence system, which
is of important theoretical significance for the competitive advantage. This article
also points out that there exists strong correlation between the competency-based
human resource management and strategic human resource management.

Keywords Strategic HRM • Enterprise competence • Competitive advantage
• Competency model

1 Instruction

The theory of strategic management maintains that competitive advantage comes
from the heterogeneous enterprise resources and competences. Since McClelland
(1973) first proposed the concept of competency, many scholars began to deal with
the “competency” in the field of HRM, and then gradually formed a theoretical
system of competency-based HRM. However, this theory concerns more individual
competency and performance, with little consideration of the relations among
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individual competency, enterprise performance, enterprise competence and the
needs of enterprise development. And with the rise of strategic HRM, the traditional
research on local and functional optimization began to turn to the important role
of HRM in promoting the overall enterprise objective. But most of the studies of
strategic HRM were based on Barney’s theory (1991), focusing on the resource
characteristics of human capital and HRM system, which is closely associated with
the sustainable competitive advantage. So it is still a black box for us today that how
HRM activities affect enterprise performance and create competitive advantage. On
the basis of the review of the related studies on the competency-based HRM and
strategic HRM, this paper will analyze the relations between enterprise resources
and competence, discussing the relations among employee competency, enterprise
competences, competitive advantage performance and HRM from the perspective
of enterprise competences.

Furthermore, this paper will deal with the relations between competency-based
HRM and strategic HRM, which are the two important branches in the area of HRM
nearly 30 years, and point out that we can build and apply an employee competency
model based on enterprise strategy for strategic HRM.

2 The Competency-Based HRM and Strategic HRM

2.1 Review of the Former Research

Modern competency management began from MeClelland’s (1992) pioneering
work. Then many scholars made further research on the competency model
from different angles. And the competency model was widely used in many
areas. For example, the combination of competency model and HRM can im-
prove employee productivity. The HRM activities, procedures, methods, which
are based on competency model, are called competency-based HRM by some
scholars. Overall, competency-based HRM research accepted the traditional ideas
of HRM, discussing the improvement and functional optimization of HRM from
the relations between employee competency and their performance. Unlike tra-
ditional function-based HRM, strategic HRM discusses the relations between
HRM activities and organizational goal from a macroscopic angle of an organi-
zation, emphasizing on human capital and HRM activities’ important contribu-
tions to enterprise performance and competitive advantages. Based on Barney’s
(1991) theory, Wright and McMahan (1992); Brockbank (1999); Teece et al.
(1997) pointed out that human capital had the special characteristics which could
bring sustained competitive advantages for enterprise, and thinking that HRM
activities could affect organizational performance and competitive advantages
through affecting human capital, employee attitudes and behaviors. However,
some scholars believed that human capital was not the only source of competi-
tive advantage, HRM system could also bring sustained competitive advantages.
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So Becker and Huselid (2006) thought that it was still a black box until today
for the study of the relations among HRM activities, enterprise performance, and
competitive advantages.

2.2 The Differences and Similarities of Strategic HRM
and Competency-Based HRM

There are many similarities among human capital, employee behavior and employee
competency in the research on the competency-based HRM, only that the former
stresses the important role of human capital and employee behavior in enterprise
performance and competitive advantages, the latter focuses on the relations between
employee competency and individual performance from microscopic view. Until
now we still know very little about how enterprise human capital and employee
behavior affect enterprise performance and competitive advantages, which leads
to the uncertainty of causes and effects, pseudo relations in the empirical analysis
of HRM activities and enterprise performance. Also, since the human capital and
HRM system can bring a sustained competitive advantage, then what relations exist
between the two, and how they interact? These are still an unresolved problem in
the research of strategic HRM.

3 The Enterprise Competence and Enterprise
Competency System

3.1 A Resource-Based Enterprise Competence

An important cause of the dilemma which the study on the relations between HRM
and organizational performance faces is that most of the researches on strategic
HRM are based on Barney’s (1991) theoretical model of resource-based view and
analysis framework, focusing too much on the characteristics of the resources in
human capital and HRM system, which is closely associated with the sustained
competitive advantage. However, the resource-based view is still deficient. For
example, there is no agreement about the concept of resource, and the explanations
for how to create competitive advantages are deficient. In fact, there are no
differences in nature between the strategic resources of the resource-based view and
the core competence of the competence view. The enterprise resources include all
the assets, competences, organizational processes, enterprise features, information
and knowledge, which an enterprise can control and improve the efficiency and
effectiveness during strategic formation and implementation. The meaning of
human resource living is basically the same as that of employee competency.
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Therefore, this paper argues that the enterprise can be regarded as a collection of
resources, also a collection of competences. The resource-based view focuses on the
identification of strategic resource, yet the competence view on the efficiency and
effects of the allocation and use of resources for specific tasks. Because of the multi-
dimension of the division of resources and competences, resources or combinations
of resources often correspond to enterprise competences. In other words, enterprise
competence comes from the combination and configuration of some resources.
Considering that the resource-based view studies the characteristics of the resources
which are closely related to competitive advantages, but without deeper research on
the interaction among different resources and on the links between the different
resources and tasks, this article will deal with the relationship between HRM
activities, enterprise performance and competitive advantages based on competence
view. But this does not affect our learning from the research of strategic HRM of
the resource-based view.

3.2 What Is Enterprise Competence: A View of This Paper

An enterprise is a collection of competencies. Some scholars defined enterprise
competence as a series of knowledge and skills which could create value for
customers but must be rooted in various enterprise processes. This paper argues
that the profit indicator of organizational performance depends on the difference
between the price a consumer is willing to pay for the products and services
and the cost to provide these products and services, while the price a customer
is willing to pay depends on the value an enterprise provides for him. Thus,
compared with the competitors, organizational performance ultimately depends on
whether an enterprise can provide more value for customers at the same cost,
or provide the same value for customers at a lower cost. But that depends on
the enterprise competence of completing the value chain activities. The formation
and development of these competences are not a spontaneous process; they are
purposefully cultivated and integrated under the guidance of the strategic target.
At the same time, these competences affect the formation and implementation
of the future strategy in turn. But the concept of competitive advantage has not
been well defined: one view is that competitive advantage is a gained position
advantage relative to competitors and potential entrants in the market; another is
that competitive advantage is the competence advantage of the more efficient use
of resources than the resource owners and other users.; the third is that competitive
advantage is an advantage shown in the competition with the opponents. Relying
on this advantage, an enterprise can gain more return than the normal revenue rate
of the industry. In other words, competitive advantages are a market position which
comes from the greater value an enterprise created for the customers relative to the
competitors, because it has heterogeneous competences and resources. However,
competences, resources and market position must eventually be reflected and proven
by enterprise performance. The relations among enterprise strategy, enterprise
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competences system, competitive advantage, customer value, and enterprise per-
formance are shown in solid line in Fig. 1 below:

3.3 The Enterprise Competence System

Different scholars divided the enterprise competence system for different purposes.
This paper will learn from the study of some scholars, and divide the enterprise
competence system into the competency of individual level, integration level,
and enterprise level. This article argues that it is the combination of employee
competency, experience, knowledge, skills, relationship, attitude, judgment and
equipment, plant, geographical location, raw materials that form the individual-
level competency of accomplishing a particular job. The interaction (comple-
ment, alternation, gain, suppression) of the individual-level competency forms the
integration-level competency of accomplishing a particular job in the value chain or
business process. With the interaction of the integration-level competency, thewhole
enterprise value chain enable the competence to create customer value. It should be
pointed out that high-level competency is based on low-level competency in the
enterprise competence system, and low-level competency is the “raw materials”
of high-level competency. But once the high-level competency had been formed,
it would affect the formation and integration of low-level competency in turn, so
the enterprise competence system would show path-dependent. Meanwhile, the
enterprise competence system is an open system, it exchanges competences with
other enterprises through employee recruitment and turnover, employee learning,
M&A, strategic alliances, which enables the enterprise competence system show
the dynamic and developing. In a word, the competitive advantage comes from the
organic combination of the competency of different levels and their integrated work.
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However, compared with low-level competency, the higher the level of competency
is, the more valuable, scarce, inimitable, and non-substitutable it is, and it can
bring more sustained competitive advantage for the enterprise. The structure of the
enterprise competence system is shown in dotted line in Fig. 1 below.

4 The Enterprise Competence System and HRM

4.1 HRM: The Impact on Enterprise Competence System

Under the direction of strategic target, the ideal enterprise competence system
will make the inside operation of the enterprise competence at different levels
run in harmony with the outside operation of the competences at different levels,
and get the effects of complementation and gain. It can also adjust and develop
constantly in accordance with the changes of external environment, especially
customer demands. The changes of HRM from the operation-level response pattern
to the operation-level active pattern, and then to the strategy-level response pattern
and the strategy-level active pattern, meet the needs of the enterprise system from
local optimization to global optimization, and from static management to dynamic
development. It also highlights the increasing importance of knowledge and HRM in
the enterprise competence system and the increasing contribution to the competitive
advantage in turn. The operation-level response HRM can achieve the people-thing
match by hiring junior employees, managing salary and welfare, providing basic
skills training, and then improve the individual-level competency and employee
productivity. The operation-level active HRM can improve the quality of HRM and
employee satisfaction, promoting the integration of individual-level competency
and the formation of the integration-level competency through working process
reengineering and total quality management. The strategy-level response HRM con-
cerns the effective implementation of enterprise strategy, promoting the integration
of integration-level competency and the formation of the enterprise level compe-
tency through shaping and building a strategy-oriented organizational structure,
incentive systems, communication mechanism, enterprise culture. After a thorough
understanding of the external social environment and internal function areas, the
active strategic HRM can shape a customer-centric culture, founding an innovation-
centric incentive system, communication mechanisms and organizational structure,
building learning-oriented enterprise and promoting the formation of a growing
enterprise competence system based on external environmental requirements. There
were two great changes in the employee management: the first is from the personnel
management to HRM, the second from HRM to the strategic HRM. Compared with
the traditional HRM, strategic HRM, from the perspective of enterprises as a whole,
achieves the vertical match of human resource activities and external environment
or enterprise strategy, the horizontal match of different HRM activities, promoting
the complementation and gain of competences at different levels, the changes of
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the competences from a low level to a higher level, the development of enterprise
competence system based on external changes. (see Fig. 2 below)

4.2 The Enterprise Competence System: The Impact on HRM

The level of strategic HRM of an enterprise depends on it’s competences of HRM.
Liqun Wei (2006) once pointed out that the factors, which affected the vertical match
of enterprise HRM activities and enterprise strategy, and the horizontal match of
HRM activities, included the ability of human resource managers, the ability and
support of senior managers, the knowledge and skills of employees, the nature
of strategy, enterprise values and culture, human resource policy, the option of
human resource activities, budget constraints and other factors. That explained to
some extent that the competence of HRM was affected by some other competence
subsystems of strategic management competence, financial management compe-
tence. In fact, the HRM competence subsystem may play a more significant role
in the formation and development of other competence subsystem: HRM activities
are one of the major factor to decide employee competency, yet the employee
competency is the main “raw material” to build the enterprise competences; the
HRM activities in strategic alliance directly affect the enterprise competence and
motivation to acquire knowledge and skills; the integration of human resources
after M&A determines the availability to obtain the knowledge and competence of
M&A object and the success of M&A activity. The policies of human resource will
affect employee turnover, and then affect the speed and extent of the outside transfer
of enterprise competence; The Incentive mechanism, learning mechanism, and
communication mechanism of HRM will affect the relationship and the integration
of the competences at different levels, and then affect the formation of competence at
a higher level and the competitive advantage of the whole competence system. The
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interaction of the competence subsystem of HRM and other competence subsystem
will get a stronger match of enterprise competence subsystem of HRM and other
competence subsystems. That is, the stronger the embeddedness is, the greater
contribution to the enterprise the competence system makes. At the same time,
Li-Qun Wei (2006) pointed out that enterprise competences at different levels such
as the competency and support of human resource managers, the competency and
support of senior managers, knowledge and skills of employees, enterprise values
and culture, human resource policies, the option of human resource activities, are
both the foundation of human resource activities and the results of the human
resource, As a bridge to connect the current competence and future competence
of HRM, human resource activities make the competence of HRM show a dynamic
non-equilibrium and path-dependence. In short, the enterprise competence system
determines the value created for customers, and then the enterprise performance. As
an important component of enterprise competence system, there exists interaction
and mutual influence among the competence of HRM and other competences, which
has a major impact on the formation and development of enterprise competence
system. Compared with the individual competency of human capital, the human
resource system including processes, functions, activities, is at a higher level in
the competence system, and contributes more to competitive advantages. But this
does not deny the importance of employee competency. The employee competency
being the “raw material” of competency at other levels, the basis of the competences
in enterprise value chain, and an important source to gain access to external
competences, so the competency model based on enterprise strategy and the changes
of external environment, and the human resource activities based on the competency
model, are also of the same strategic significance for enterprise, and can be regarded
as an effective way to carry out enterprise HRM.

5 Conclusions

In this chapter, we argue that an enterprise is a competence system, and point out
that as part of enterprise competence system, the competence of HRM plays an
important strategic role in the formation and development of enterprise competence
system. Through the matching of HRM activities and enterprise strategy or the
external environment, strategic HRM can promote the complementation and gain
of the competency at different levels, encouraging the conversation of a low-level
competency to a higher level, the development and innovation of the enterprise
competence system based on external changes. HRM activities first affect the
enterprise competence system and customer value, and then enterprise performance,
which is of important theoretical significance for the empirical analysis of HRM
activities and enterprise performance. At the same time, this article also points out
that, as the two important study branches in the HRM area nearly 30 years, there
exits strong correlation between the competency-based HRM and strategic HRM.
If the employee competency model in the competency-based HRM is based on the
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analysis of enterprise strategy and external environment, then the competency-based
HRM is an effective method to carry out strategic HRM, which is of an important
practical significance for the enterprises to carry out strategic HRM.

References

Barney J (1991) Resources and sustained competitive advantage [J]. J Manage 17(1):99–120
Becker BE, Huselid MA (2006) Strategic human resource management: where do we go from

here? [J]. J Manage 32(6):898–925
Brockbank W (1999) If HR were really strategically proactive: present and future directions in

HR’s contribution [J]. Hum Resour Manage 38(4):337–352
Liqun W (2006) Strategic human resource management: determinants of fit [J]. Res Pract Hum

Resour Manage 14(2):49–60
McClelland DC (1973) Testing for competence rather than for intelligence, Am Psychol

28(1):1–24
Teece D, Pisano G, Shuen A (1997) Dynamic capabilities & strategic management [J]. Strateg

Manage J 18:509–533
Wright PM, McMahan G (1992) Theoretical perspectives for strategic human resources manage-

ment [J]. J Manage 18(2):295–320



A Neural Network Model on the Forecasting
of Inventory Risk Management of Spare Parts

Weipeng Wang

Abstract This paper proposes a neural network-based classification approach to
inventory risk level of spare parts. Firstly a fuzzy evaluation of spare parts is
made in terms of their availability of suppliers, importance, predictability of failure,
specificity and lead time. Then a multilayer feed forward neural network model is
established. The Back Propagation (BP) algorithm for training a neural network
is used to decide the weights to connections in the model. Choosing a sample of
historical data of 100 spare parts and undertaking a BP training stimulation, the
model is used to predict the inventory risk levels of 60 spare parts for a well-logging
service firm. The forecasting reliability reaches 84%.

Keywords Management of spare parts • Neural network • Back propagation
algorithm

1 Introduction

The inventory management of spare parts plays increasingly important role in the
modern production and operation management. The management of spare parts
shoes many different characteristics and requirements from inventory management
of other materials, such as there are so many different types of spare parts, and the
prices vary widely; the shortages of spare parts will inevitably lead to shutdown,
the loss of business contracts and customer satisfaction, etc. These characteristics
lead to a large inventory of spare parts and low inventory turnover rate for many
process-oriented enterprises. For many companies of small quality, multiple variety
and complete production, there is a wide range of spare parts, some of them are very
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expensive. Moreover, most parts are not standard parts, must be purchased from
specific suppliers, ordering a longer period. In order to avoid unnecessary losses,
some companies have to reserve a large number of spare parts, which takes up a lot
of liquidity.

The existing research on inventory management focused on the inventory
management model and inventory management control strategy in the supply chain,
working on some effective demand forecasting method, but with little consideration
of the inventory management of spare parts. Chang et al. (2005) built a model
of (r, r, Q) to demonstrate the inventory management of dangerous parts, that
is, to determine the number of spare parts to order according to the levels of
inventory spare parts. But this model considered the inventory risk only from the
angle of costs, without considering the uncertainty of demand and supply due to
the inherent characteristics of spare parts. Fisher et al. (2001); Hua et al. (2006);
Huiskonen (2004); Willemain et al. (2004) described an optimal replenishment
strategy for fashion products. After considering the factors of the minimum
shortage costs, delaying in delivery and inventory, they built a two-stage stochastic
dynamic programming model, finding the optimal order time and replenishment
strategy bi the heuristic method. Liu Liwen and Wang Jun (2006) established
an inventory management model containing order cycle, marketing strategy and
logistics characteristics, but without considering the order of the products of small
and uncertain order. Xu Xiaoyan (2006) proposed an inventory management method
of spare parts based on the classification of demand characteristics, which could
solve the problems of too many kinds of spare parts and lack of the historical data of
demand of some of the spare parts, but with little consideration of the uncertainty of
demand and supply. For some companies of small quality, wide variety and complete
production, it is very difficult to decide the order time and quality, because they have
a wide variety of spare parts, and the spare parts have high price, complex source,
little qualities, uncertain order cycle, limited historical data of the demand. Due
to the uncertainty of the demand, it is very difficult to forecast the demand of the
spare parts, which lies in the followings: (1) randomness. Most of the demand of the
spare parts is random, once the equipments were out of action, we need to replace
the ineffective components with stock spare parts in time, but the demand time is
uncertain and intermittent. (2) demand uncertainty. While we can make the regular
and overall maintenance plan, because of the difference of the use and maintenance
of the equipments, it is difficult for us to forecast when and how many we will
generate the demand of spare parts.

There are already some solutions to these problems. For example, we can
use ABC classification and AHP to classify the inventory spare parts, and to
determine the inventory update cycle, Groston (1972); Aronis et al. (2004) use the
method of Bayesian to forecast the demand quality of inventory spare parts and
inventory levels. In addition, there are two methods of Croston and IFM, the former
concentrating on the forecasting of intermittent demand, and the latter considering
the maintenance of the equipment and the autocorrelation of demand. But there
are so many factors that affect the stock of spare parts that we have no general
forecasting method considering a variety of affective factors. For the enterprises
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of small batch, wide variety and complete sets of production, the spare parts have
characteristics of wide variety, high price, small-lot, non-standard. In this paper,
after considering the source of supply, importance, degree of vulnerability, degree
of standardization, supply cycle and other factors, through fuzzy evaluation of spare
parts, we can get the initial information of the spare parts, and then build a model of
multilayer feed-forward neural network, that is, a neural network model containing
the importance, predictability, degree of vulnerability, degree of standardization,
supply cycle, and other factors that affect inventory risk. Then we can use this
model to predict the level of inventory risk of different spare parts, and then take
appropriate strategy of risk management according to different risk levels.

2 Description of the Model

2.1 Preparation for the Establishment of the Model

The conventional inventory management of spare parts in enterprise classifies spare
parts according to the properties of spare parts such as physical characteristics or
performance parameters. Unlike the conventional classification of spare parts, we
re-classify the inventory spare parts based on the purpose of the decision-making of
inventory risk, one hand, to prevent a large number of stocks which led to the funds
used, the other is to avoid the losses and reduction in customer satisfaction due to
out of stock. In order to solve this problem, we will analyse the factors that affect the
inventory cost and the approach of risk-averse., and then find the factors that affect
inventory cost. There are five: (1) The predictability of spare parts failure: It is very
difficult to predict exactly when the spare parts will fail, but we can get the levels
of the failure of spare parts from the probability rating of the failure of spare parts.
The easier to failure, the greater inventory risk, the spare parts not easy to failure
have little effects on inventory. (2) Importance of spare parts: For example, for the
logging apparatus is concerned, some belonging to high-end devices, the exports of
which are controlled by American government, the cost of imports is high, the cycle
of imports is long, which lead to be very difficult to order. The importance of devices
affect the inventory costs and inventory risks, the more difficult to import, the greater
impacts on inventory. (3) Number of alternatives for spare parts: If we can easily
find the alternatives for spare parts, and easily get from markets, then the risk of
low stock is low, and then the risk level is also low. Instead, the risk level of spare
parts is relatively high. (4) Standardization of spare parts: If the spare parts meet
a standard, easy to order, and the order time can be controlled, then the inventory
risk of spare parts is low. On the contrary, the non-standard spare parts are difficult
to order, and the order time is uncertain, then the inventory risk is high. (5) Length
of order cycle: The longer the order cycle, the higher the risk of out of stock, and
the higher the inventory risk. Considering these five factors generally, and through
the classification characteristics of the approach of neutral network, we can get the
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level of inventory risk of the spare parts. For the apparatus seldom used before and
then lack of relevant historical data, we will use the method of fuzzy evaluation to
classify these factors. There are two purposes: (1) To overcome the difficulties of
predicting the demands in the lead time because of lack of the historical data of
the demands of some spare parts. (2) To overcome the difficulties of predicting and
decision-making of inventory duo to the uncertainty of the demands of spare parts.
So in this paper, we classify the spare parts according to some indicators, and then
get the risk levels of spare parts (high risk, medium risk, low risk). These indicators
include: (1) a1: predictability of the failure of spare parts (easy, possible, difficult).
(2) a2: importance of spare parts: important, medium important, general. (3) a3:
number of the alternatives for spare parts (easy, difficult) (4) a4: standardization of
spare parts (standard, non-standard) . (5) a5: length of order cycle (4–20 weeks).

2.2 Structure of the Model

We use the results of fuzzy evaluation on the five indicators as the initial input to
construct multilayer feedforward neural network model. As shown in Fig. 1, the
neural network is divided into three layers: input layer, hidden layer and output
layer; the output of input layer as input of hidden layer, the output of hidden layer
as the input of output layer, then the upper and lower layers of model reaches
full connectivity, but there is no connection among the neurons of each layer. The
input variables of input layer are: the predictability of the failure of spare parts
(al), the importance of spare parts (a2), the number of alternative parts (a3), the
standardization of spare parts (a4), the range of order cycle (a5). The output variable
of output layer can be divided into three styles: high risk (H), medium risk (M), low-
risk (L). Here, the I said the neurons of input layer, j said the neurons of hidden layer,
k said the neutrons of output layer, wij said the connection weights between input
layer neurons and hidden layer neurons, wjk said the connection weights between
hidden layer neurons and output layer neurons.

According to the number of original input variables, there are five neutrons on
the input level; according to experiences, there are 16 neutrons on the hidden level;
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according to the number of the output variables of output level, there are three
neutrons on the output level.

The transfer function of this neutral network is s-shaped function. A s-shaped
function is differentiable everywhere, the divided area is composed of non-linear
super plane, and the surface is relatively smooth. This classification is more accurate
than the method of linear classification, so is the fault tolerance.

3 Determine the Connection Weights of the Neutral
Network Model

To take advantage of the multilayer feedforward neutral network model to predict
the risk level, we need to know the connection weights wij between the input
level neutrons and the hidden level in the model, and the connection weights wjk

between the hidden level neutrons and output level neutrons. To determine the
connection weights of the neutral network model, we use BP training algorithm.
By the following steps:

• Initialization settings: In the interval (�1,1), we select randomly the connection
weights wij between the input layer and the output layer, the connection weights
wjk between the hidden layer and the output layer, the threshold value ™j, the
threshold value ”k, and set a higher value sum of squares of the output error
(SSE), as 1.

• Select a group of sample values randomly, and assign PD (a1, a2, : : : ,an) to the
input variable of the input layer, and assign a target value to the corresponding
output variable T of the output layer.

• Use the input sample PD (a1, a2, : : : ,an), connection weight -, threshold value
™j to calculate the input value u(j) of each node of the hidden level, and then use
u(j) to calculate the output value U(j) of each node of the hidden level by transfer
function.

U.j / D f .u.j // (1)

• Use the output value U(j) of the medium level, connection weights wjk , threshold
value ”k to calculate the input value ”(k) of each output level, and then calculate
the output value Y(k) of each part of the output level by transfer function.

y.k/ D
NX
jD1

wjkU.j / � �k (2)

Y.k/ D f .y.k// (3)

K D 1; 2; : : : ;M
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• Use the target value T(k) of the network, the real output value Y(k) of the network
to calculate the error dkt of each node of the output level.

etj D
&

MX
kD1

dkwjk

'
uh.i/ .1 � uh.i// (4)

d tk D .T .k/� Y.k// 
 Y.k/ .1 � Y.k// (5)

K D 1; 2; : : : ;M

• Use connection weights wjk, the error dkt of the output level, and the output
value U(j) of the hidden level to calculate the error ejt of each node of the hidden
level.

• Use the error of each node of the output level, the output value uh(k) to correct
the connection weights wjk and the threshold value ”k

wjk.1C t/ D wjk.t/C ˛d tkU.j / (6)

�k.t C 1/ D �k.t/C ˛d tk (7)

Use the errors of each node of the hidden level, the input value PD (a1, a2,
: : : ,an) of each node of the input level to correct the connection weights wij and
the threshold value ™j.

�j .t C 1/ D �j .t/C ˇetj (8)

�j .t C 1/ D �j .t/C ˇetj (9)

i D 1; 2; : : : ;N j D 1; 2; : : : ;M 0 < “ < 1

Here, “ is the coefficient of learning efficiency.
• Select next sample randomly, and return to step (3), until the total P samples are

all be practiced.
• Select one sample from the P samples again, and return to step (3), until the

global errors are less than the pre-set minimum value. At last, the process of
learning is over.

4 Analysis of Simulation

In this paper, we select the historical data of 160 types of spare parts of a logging
service as samples, therein, the data of 100 types of spare parts as training sample,
the data of other 60 types of spare parts as test samples.
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Table 1 Forecasting
accuracy of the spare parts
classified by the neutral
network mode l(%)

Total training samples 84:00

Classification of the training samples 82:50

Level H 76:80

Level M 85:60

Level L 86:30

Classification of the test samples 85:70

Level H 100:00

Level M 76:70

Level L 84:40

The method of BP training simulation is as the following: selecting randomly one
type of spare parts, and then the results of the fuzzy evaluation of the five indicators
of this type of spare parts as input value of the input variables of neutral network
model, and then the evaluation results of the risk level of this type of spare parts as
the target output value of the neutral network model. And then following the steps
described by the above to calculate the SSE, and then to calculate the connection
weights between the input level neutrons and the hidden level neutrons, and the
connection weights between the hidden level neutrons and the output level neutrons
in the new neutral network model, until the SSE is less than 0.001, and then the
training simulation is over. At last, we can obtain the two connection weights. The
forecasting accuracy of the 160 types of spare parts classified by the neutral network
model is shown in Table 1.

5 Conclusions

In this paper, we proposed a decision-making method to determine the level
of risk of the spare parts based on neutral network, which could provide a
practical decision-making tool for enterprises to make full use of the information
management platform, and then achieve more accurate and effective management
of the inventory of spare parts. The method proposed in this paper is applicable to
the inventory management of spare parts of wide variety, complex sources, small
batch, non-standard custom or import controls.

The results of this study can be used to predict the risk level of inventory of spare
parts, helping enterprises take appropriate risk management strategies to improve
the effectiveness of inventory management of spare parts according to different risk
levels of spare parts. But with thousands of problems of spare parts management,
we need to consider the costs of the risk factors of inventory management. Under the
circumstance of the minimal loss of out of stock, our further research is the lowest
inventory costs.
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Improved Spam Filtering Algorithm
Based on AIS

Jue Huang and Changwu Liao

Abstract Arming at the inefficiency in generation of self libraries and gene
libraries, it added MI and the frequency of words and improved the auto-update
strategy of self libraries and gene libraries. The result of experiments showed that
the new algorithm can reduce the false positives rate and at least 10% of the time.

Keywords Artificial immune • Spam • Self libraries • Gene libraries •
Algorithm

1 Introduction

Spam as the carrier of advertisement, virus, reactionary content threats normal email
systems operation seriously, anti-spam has became the important subject in the
world.

In recent years, people begin to resolve project issues by means of Artificial
Immune System model (Khorsi 2007; Qing et al. 2009), Andrew Secker proposed
AISEC Algorithm model and it has been used to detect spam successfully (Secker
et al. 2003). The model used independent memory and mature antibody libraries,
gene libraries and self libraries. It’s good at variety, adaptation and self-learning.
The algorithm has obvious improvement in recall than Bayesian. It can auto turn
antibody libraries according to environment change and customer response. The
algorithm is good at processing unknown email.
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With the study unceasingly thorough to AISEC, people incessantly improve the
model in their project (Prattipati and Hart 2008; Wang and Wang 2006; Zhu and
Zhuang 2008; Zhang et al. 2007). A modification (Prattipati and Hart 2008) is
proposed to the learning process of the algorithm and to the mutation operator. Wang
and Wang (2006) improved the antibody update process of AISEC by Virtual Gene
Libraries technology, It use antibody in the correct classification to improve the
quality of antibody and don’t delete antibody in the wrong classification simply, but
to give them hyper mutation, keep the update of antibody conform and coherent. The
experimental results show that this improvement can achieve higher classification
accuracy rate. Zhu and Zhuang (2008) designed an algorithm to produce detector
which is based on weight of gene. The algorithm can achieve higher efficiency of
classification and reduce false positive. Zhang et al. (2007) improved the accuracy
rate and the speed of classification by incremental learning algorithm. All of these
improvements don’t involve the generation of self and gene libraries. According to
the negation algorithm we can know that the generation efficiency of self and gene
libraries will affect the performance of whole spam detect. The paper will give an
improvement algorithm to produce self and gene libraries, and improve the auto-
update strategy of self and gene libraries.

2 AISEC Model

First, AISEC splits gene sections from spam samples and add them to gene
libraries. Original immature antibody is composed of gene libraries randomly.
Mature antibody evolves from immature antibody by tolerating with self libraries.
After receiving emails, AISEC classifies them and updates antibody gene libraries
according to the classified result. Finally, it updates the antibody’s lifetime ac-
cording to user’s response and Prolongs the lifetime of antibody participated in
the correct classification. It Deletes antibody participated in the classification from
antibody libraries directly if the classified result is wrong.

3 The Defect and Improvement of AISEC

The defect of the model is generating gene and self section randomly and can’t
think about weight. So each section has the same weight and it’s not optimum. It
will affect system performance.

First, each word has different distribution for classification of mail. Some words
have big distribution, but some words have not. They even no any distributions for
classification of mail. If we don’t think about the fact, just select and put them to
self or gene libraries randomly, it will make self or gene libraries too big. It will
downgrade the efficiency of classification.
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Second, each word has different frequency in email. So, high frequency antibody
should be used firstly.

Third, it Prolongs the lifetime of antibody participated in the correct classification
and deletes antibody participated in the wrong classification directly. The update
mechanism is too single and simple and lacks quantitative analysis.

Base on the preceding analysis, we will add two attributes for self and gene
section-MI (Mutual Information) and word frequency. The following is the detail.

• During the generation of new self libraries and gene libraries, we control these
size by calculate MI (Mutual Information).

• During the email detecting, we add word frequency for each self and gene
and mach high frequency self or detector firstly to improve system detect
performance.

• After receiving user response, if false positive appear, we should punish self and
gene by tuning the frequency of self and gene.

4 The Generation Algorithm of Self Libraries and Gene
Libraries After Improved

4.1 The Generative Process of Self Libraries
and Gene Libraries

The algorithm generates self libraries, gene libraries and detector during training.
The Fig. 1 shows the generation of self libraries and detector.

4.2 Calculate the Mutual Information

MI (Mutual Information) is a standard of establishing implicative statistic module.
The more MI we get, the more probability words co-occurrence. We can take MI
differentials as evaluate function. He provides food and clothes for his family.

difference .W / D
ˇ̌
ˇ̌
ˇ̌
ˇ̌log

P.W jC1/
P.W /

ˇ̌
ˇ̌�

ˇ̌
ˇ̌log

P.W jC2/
P.W /

ˇ̌
ˇ̌
ˇ̌
ˇ̌ (1)

P(Cj):the appeared probability of the document j in all document; P(W):the word
W appeared probability in all documents; P(WjCj):the word W appeared probability
in document j.
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Fig. 1 The generation of self libraries and detector

We calculate MI by the improved formula (1), we need set a threshold. If one
word appeared in mail sample, its MI bigger than the threshold, it can be considered
as a characteristic item, here we set the threshold is 0.3 (the value of the threshold
is connection with mail sample).

5 The Updating Strategy of Self Libraries
and Gene Libraries

False positives are generally considered to be more harmful than false negative. We
deal with the spam by user synergy stimulation signal. User cooperation mechanism
imitated principle of biology immunity T cell. The mechanism improved system’s
detection performance. If false positive occurs, for avoid happening again, the
frequency increment of word appeared in self libraries is equal to the word exposure
frequency in the mail * weight; the frequency decrement of word appeared in gene
libraries is equal to the word appeared frequency in the mail * weight;
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6 Examination Result Analysis

6.1 Examination Samples

The sample used in the system is the same as Gu and Chen (2008). It includes 4,520
spam mails and 4,480 normal mails. We separated these mails into nine groups
randomly. It includes seven groups for training and two groups for testing. In order
to obtain the objective examination result, we tested many times and calculated
average of the test result as the final test result.

6.2 Examination and Result Analysis

Examination one. Size of self libraries influence on system performance.
We will evaluate system performance by precision, recall and accuracy. Precision

stands for correct rate of spam and high value shows less normal mails were judged
to spam. Recall stands for call back rate and high value shows less spam were judged
to normal mails. Accuracy stands for correct rate of all samples.

We can see from the Fig. 2 that if the system has less self detectors, the precision
is low, the Recall is high. Because too less self can stand for normal mail character,
many normal mails were regarded as spam. Along with the self libraries increasing,

Fig. 2 Size of self libraries influence on system performance
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Table 1 Detection speed contrast

Mail
num

Self
num

Mature
detector num

Memory
detector num

AISEC spend
time(s)

Improved AISEC
spend time(s)

Improve
percentage (%)

2,000 50 100 50 1; 024 904 11.7
2,000 50 100 70 760 668 12.1
2,000 50 100 90 606 528 12.9
2,000 100 150 50 1; 166 1; 008 13.6
2,000 150 200 50 1; 362 1; 148 15.7
2,000 200 250 50 1; 610 1; 318 18.1
2,000 250 300 50 1; 928 1; 536 20.3

precision will increase and Recall will reduce. After the number of self libraries
reaches to 250, precision and recall will reach to best value. If the number of self
libraries continues to increase, recall will continue to reduce and precision will
continue to increase. If we select too many self, some unrepresentative words have
been added to self libraries. When mail is detected, many words match with self, the
mail will be regarded as normal email. So, recall will reduce.

Examination two. Improved algorithm compare with AISEC algorithm.

• Detection speed
After adding frequency of word and MI, the improved algorithm has faster speed
than AISEC. In Table 1, system spends more time to detect mail when increasing
the number of self or mature detector. If it freezes the number of self and
mature detector and just moderately increase memory detector number, it can
reduce detect time because of the more representative memory detector. After
adding frequency of word to self and detector, when mail detects, it matches
high frequency of word firstly, so the improved algorithm will have higher detect
speed than AISEC. The experimental results show that the improved algorithm
can reduce 10% of the time.

• False positives rate contrast
In Fig. 3, AISECG stand for improved algorithm, along with detector number
increasing, false positives rate will increase, because we add MI, the character
will be more representative. Otherwise, the self and gene update policy have been
improved, by processing customer response, it punishes the characters take part
in error detect. The improved algorithm’s false positives rate has obvious reduce.

7 Conclusion

This paper analyzed the shortage of AISEC algorithm module in generation
efficiency of self and gene libraries, proposed an improved algorithm: adding word
frequency and MI to self and gene libraries, updating strategy of self libraries
and gene libraries. The improved algorithm considered sufficiently the importance



Improved Spam Filtering Algorithm Based on AIS 309

Fig. 3 False positives rate
contrast

of word frequency and MI in mail detection system. We experimented with this
algorithm and the result showed that the improved algorithm can improve at lease
10% detection performance and can improve false positives rate obviously.
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Network Monitoring Model Extension
or Reduction of The Mathematical Algorithms

Xu Guanglian

Abstract In practical network, the nodes have capacity, a circulation flow in the
node has the phenomenon of hysteresis, making the practical application of network
flow theory and the distance between. Nodes in the network based on the inflow
and outflow balance theory and the node point and a separate entry points for the
method of loops by the node, the establishment of an improved mathematical model
of network monitoring NIO. Introduction of network flow state period T, given the
network nodes NIO increase and decrease, the network of local compression and
expansion algorithm, the network model shows the adaptability and flexibility.

Keywords Network flow • Network model • Node loop flow • Circular flow

1 Introduction

Network flow problems in engineering, computer science and technology, com-
munications network technology, transportation, regional planning and other fields
have a wide range of applications, from the twentieth century, 50 years since many
of the scholars through the accumulation of a large number of studies, the network
flow method has become more mature theoretical system (Gao 2009). Network
Model N vertices and directed edges from the composition. With the development
of modern science and technology, in particular the system of things set up with a
trend accelerated markedly, these network systems urgently need a suitable network
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flow model with a monitor. As the model in the vertex N ignore the logistics flow
between the loading, unloading, transfer, temporary storage, consumption or value-
added and other errors and asked for the new network flow model to compensate
for this defect. Network flows model NIO is makes the improvement in the model
N foundation (Xu and Ma 2010), both has the model N nature, and can express the
node loop which in model N neglects, enhanced the mathematical model precision.
Because is restricted length, here only discusses the network model NIO node to
increase the algorithm which the reduction and the compression launch.

2 Network Model N and NOI

2.1 Simple Network Model N

Model N uses the edge of the simple weighted directed graph. Network flow theory
is based on the model in the N.

Definition 1 Let ND (V, A, s, t, C) is a directed graph, where V is the set of vertices,
A is a directed edge (arc) set, s2V is a source, in-degree is 0; t2V is a sink, Out-
degree is 0. C is a non-negative capacity function on a directed edge (arc). If vi, vj

2 V, called arc (vi, vj), vj for the arc in the head, vi for the arc tail; arc capacity is
denoted by C (vi, vj) or C(i,j) or Cij; the flow on the arc denoted f (vi, vj) or f (i,j) or fij.
Calls this kind network that with source and sink the capacity network. In V�fs,tg
vertices is called the transit vertices (Wang 2009); Assigns network ND (V, A, s,
t, C), the number of vertices in V as j V j D n, the number of arc in arc set A
as j A j Dm.

Definition 2 If the flow f defined on N in the network to satisfy the following
condition:

1. Capacity constraints: for each arc (vi, vj) 2 A,

0 	 fij 	 CijI (1)

2. Equilibrium condition: Regarding besides the source and the sink transit vertices
vi, has: X

.vi ;vj /2A
fij �

X
.vj ;vi /2A

fj i D 0I (2)

It called the feasible flow.
The expression

P
.vs ;vj /2A

fsj � P
.vj ;vt /2A

fjt is called the feasible flow f the

current capacity, denoted by v ( f ).
Note: The vertex of graph theory corresponds to a network is called node.
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vi

Cj2 i( fj2 i)

Cj1 i( fj1 i) Ci j3( fi j3)

Ci j4(fi  j4)

Ci i( fi i)

Fig. 1 Graph with loop flow

vi
– vi

+

Ci j3( fi j3)

Ci j4( fi j4)Cii
–( fii

–)

Cii
+( fii

+)

Cii
0( fii

0)

Cj2 i( fj2 i)

Cj1 i( fj1 i)
Fig. 2 Node separates

2.2 Network Mathematical Model NIO

Model N is converted to model NIO rules are as follows:

1. multiple arcs (parallel arcs) merge rule:
If vi, vj2V, moreover vi arrives at vj to have l the directed edges, then may merge
is, namely

aij D .vi; vj/ D
l[

kD1
.ik; jk/; (3)

and Cij D C.i; j / D
lX

kD1
C.ik; jk/; fij D f .i; j / D

lX
kD1

f .ik; jk/: (4)

2. In the node loop flow separates the rule:
Assuming that each node there arc head and tail are the same node vi arc loop,
denoted by aiiD (vi, vi). Ring with capacity set to Ciiloop; loop with traffic,
denoted by Ciiloop. Node has the capacity, denoted by Cii,, while node in a flow,
denoted by fii. All the nodes are split into a pair of nodes that is vi

� and vi
C,

which is only one arc from vi
� to vi

C. If the node does not have the loop, then
the capacity (flow) is 0.Understand the node loop of the change process node is
divided into three steps, respectively, in Figs. 1, 2, and 3. In Fig. 2, Cii

0 (fii0) says
node positive transfer capacity (transfer flow) (Wang 2009).

Theorem 1 According to the multiple arcs (parallel arcs) merge rule and the node
loop flow separates the rule that the two transformation rules, the network model is
constructed in theNIO diagram is a simple graph.
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vi
– vi

+Cii( fii )

Cj2 i( fj2 i)

Cj1 i( fj1 i) Ci j3( fi j3)

Ci j4( fi j4)Cii
–( fii

–)

Fig. 3 Separates node in NIO

MIO =

Fig. 4 Adjacency matrix
MIO

Proof. According to the simple graphs neither multiple arcs again without the loop
of definition (Gao 2009), according to rule 1, the graph of the multiple arcs merge
into a arc, namely remove multiple arcs, According to the rule 2, node separately for
the in-node and the out-node, then a node loop separately for positive arc, negative
two arcs, these two nodes all without loop. Because positive arc and positive transfer
arc is multiple arcs (parallel arcs), merged, so the graph without the multiple arcs,
so the network graph is no multiple arcs, node without loop to be a simple graph.

Definition 3 network model NIOD (V�, VC, A, s�, sC, t�, tC, C) is a simple graph,
where V� and VC, the node after the separation of the entry nodes set and the out
nodes set, A is a directed edge (arc) set, s� and sC is the source entry and the source
out, t� and tC is the sink entry and sink out, the C is a directed edge (arc) on the
capacity of the function.

The network model NIO correspondence’s directed edge (arc) the adjacent matrix
expression is MIO, namely Fig. 4.

Definition 4 In a simple network ND (V, A, s, t, C), all flow f is feasible, and is at
the invariable steady state, this condition maintains the time is called flows f feasible
one period, expressed with T.

Actually the network flow change is with timeliness, this paper mainly research
network flow stable state, the relation between does not involve changes of
timeliness.

Feasible flow period Ti (iD1, 2, : : : ). There are three qualities:

Property 1 The period Ti to Ti C1 is the step of conversion, with no intermediate
state.
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Property 2 The period compared to Ti and Ti C1, each possession is not such a
long period of time. (Similar to the replacement train schedule time is long range).

Property 3 In two consecutive period in Ti and Ti C1, the Ti and Ti C1state can
be the same or different, but if the state of Ti and Ti C1 different, must be the two
period.

3 Nodes of Network Model NIO Increases
and Decreaes Algorithm

3.1 Nodes Increases Algorithm

In the network NIO, if increased a node, the flow state changing, and enter a new
state. In the model NIO, set to increase the node vn C1, that is, to add a pair NIO

nodes vnC1
� and vnC1

C, will have to increase the entry arc f(sC, vnC1
�), ( vi

C,
vnC1

�) j iD 1,2, : : : , ng, to increase the out arc f(vnC1
C, t�), (vnC1

C, vj
�) j jD 1, 2,

: : : , ng, the node to increase loop for the f(vnC1
�, vnC1

C),(vnC1
C, vnC1

�)g, expanded
the entry node set is denoted by VnC1

�, the out node set is denoted by VnC1
C, arc

denoted as AnC1, the capacity of the arc set is denoted by Cn C1. Algorithm steps:

1. To expand the node set and arc set.
node set

V nC1� D V n
� [ vnC1�I V nC1C D V n

C [ vnC1CI (5)

arc set

AnC1 DA [ ˚
sC; vnC1��; 
vnC1C; t�
�
;


vnC1C; vnC1��; 
vnC1�; vnC1C�;



vi

�; vnC1C�; 
vnC1C; vj
�� ji D 1; 2; : : : ; n; j D 1; 2; : : : ; n : (6)

2. Flow balancing.
If increases newly a pair of nodes can form an independent connected compo-
nent, then only need increase source sC to vnC1

� and vnC1
C to the sink t� flow

then, namely has:
Capacity set

C nC1 DC n [
˚
C


sC; vnC1��;C 
vnC1C; t�

�
; C .vnC1�; vnC1C/;

C


vnC1C; vnC1�� : (7)

The corresponding arc the flow is:

f .sC; vnC1�/; f


vnC1C; t�

�
; f .vnC1�; vnC1C/; f .vnC1C; vnC1�/ (8)
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Total flow:

v.f /nC1 D v.f /n C f .sC; vnC1�/ D v.f /n C f


vnC1C; t�

�
(9)

If increases newly a pair of nodes do not constitute an independent connected
component, then Considers the original node connection, so must maintain
the node flows in with balanced which flows out, namely through adjustment,
then has:

Capacity set

C nC1 DC n [
˚
C


sC; vnC1��;C 
vnC1C; t�

�
;C .vnC1�; vnC1C/;

C .vnC1C; vnC1�/;C


vi

�; vnC1C�;C 
vnC1C; vj
��;

ji D 1; 2; : : : ; n; j D 1; 2; : : : ; ng : (10)

The corresponding arc the flow is:

f


sC; vnC1�� [

nX
iD1

f .vi
C; vnC1�/ D

nX
jD1

f .vnC1C; vj�/ [ f 
vnC1C; t�
�

(11)

All node flow balance:

f


sC; vnC1��[

nX
iD1

nX
jD1

f .vi
C; vj�/ D

nX
jD1

nX
iD1

f .vj
C; vi�/[ f



vnC1C; t�

�

(12)

Total flow v(f )nC1 must the recompilations.
Note: In theory, the program has a lot of trim, for example, re-calculation of

maximum flow algorithm, or simply for diversion and other methods, application
to the actual situation and optimization.

3. In increases two lines and two rows with NIO on corresponding matrix MIO the
adjacency element which constitutes by node vnC1

� and vnC1
C.

4. State change, increasing the node status before T1, increased to T2.

3.2 Delete Node Algorithm

In the network NIO, if you delete a node, the flow state periods is changing, and enter
another state period. Adjacency matrix MIO used here the nature of the theorem.

In matrix MIO, to calculate conveniently, the geminate node cannot inverted. The
MIO matrix formally, besides source s�, sC occupies the first line generally (first
row) and sink t�,tC occupies follows (tail row), other geminate node subscript serial
number relies on the node numeral order.
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Theorem 2 The matrix which and original matrixMIOafter a series of lines in the
matrixMIOdoubling’s node (row) exchanges obtains is equal.

Proof. MIO is one of 2n th-order square matrix, through a series of row (column)
exchange, the matrix is obtained MIO’. If the matrix is obtained by elementary
transformation, this matrix is equivalent to the original matrix (Wang and Shi
2003).Because in matrix MIO of row (column) exchange is elementary transforma-
tion, so income matrix MIO’ with original matrix MIO equivalent.

By the Theorem 2, the matrix MIO can be on line (column) exchange method to
adjust the position of the nodes, for example may the node which is going to delete
adjust vn

� and in the vn
C position carries on the computation.

In the NIO model, supposes must delete a pair of NIO nodes is vn
� and vn

C, then
must delete the enter arc set for f(sC, vn

�), (vi
C, vn

�)j i D1,2, : : : , n� 1g, must
delete the out arc set for f(vn

C, t�), (vn
C, vj

�)j jD1,2, : : : , n� 1g, must delete node
loop for f(vn

C, vn
�),( vn

�,vn
C)g,after deleting to the enter set of nodes is Vn�1

�,
leaves the set of nodes is Vn�1

C, the arc set records is An�1, on the arc capacity set
records is Cn�1.

Algorithm steps:

1. Deletes node vn
� and node vn

C from the node set, deletes their related arc from
the arc set.node set

V n�1� D V n
�n fvn

�g IV n�1C D V n
Cn ˚vn

C I (13)

arc set

An�1 DAnn
˚

sC; vn

��; 
vn
C; t�

�
;


vn

C; vn
��; 
vn

�; vn
C�; 
vi

�; vn
C�;



vn

C; vj
�� ji D 1; 2; : : : ; n; j D 1; 2; : : : ; n : (14)

2. Flow balancing.
If the node must try to be delete is an independent connected component, then

only need delete source sC to vn
� and vn

C to sink t�, namely has:
Capacity set

C n�1 D C nn
˚
C


sC; vn

��;C 
vn
C; t�

�
; C



vn

C; vn
��C



vn

�; vn
C� : (15)

The corresponding arc the flow is:

f


sC; vn

��; f 
vn
C; t�

�
; f



vn

C; vn
��; f 
vn

�;Cvn
�
:

Total flow:

v.f /n�1 D v.f /n � f


sC; vn

�� D v.f /n � f


vn

C; t�
�
: (16)
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If you want to delete the node is not a separate connected component,
connected with the original node, the node will have to maintain a balance of
inflow and outflow through the adjustment, there are:

Capacity set

Cn�1 DCn �
˚
C


sC; vn

��; C 
vn
C; t�

�
; C



vi

C; vn
��; C 
vn

C; vj
��;

C


vn

C; vn
��; C.vn

C; vn
�/ji D 1; 2; : : : ; n; j D 1; 2; : : : ; n : (17)

All node flow balance:

n�1X
iD1

n�1X
jD1

f .vi
C; vj�/ D

n�1X
jD1

n�1X
iD1

f .vj
C; vi�/ (18)

Total flow v ( f ) n�1 to recalculate , remove with a pair of nodes vn
� and vn

C
associated with the flow.

3. Deletes two lines and two rows in N IO on corresponding matrix M IO side the
adjacency which constitutes by node vn

� and node vn
C the element.

4. Change state period, not delete node of state for T1, delete the node after network
state for T2 .

4 Regional Compression And Expansion Algorithm

4.1 Region k Nodes into One Node Algorithm

If the locally model NIO k-connected nodes, can be combined into a single node,
called the merger algorithm compression algorithm. Local model NIO compression,
NIO diagram and the corresponding adjacency matrix MIO form of change, but
maintain the original state intact.

NIO based network has n nodes, denoted by NIO (n), j Vn j D 2n; to merge the
k-connected local area network formed by nodes denoted by NIO (k), VkVn, jVkj
D2k; merged into a node, denoted by vn�kC1, the NIO said the vn�kC1

- and vn�kC1
C,

the merged network is denoted by NIO (n� kC 1), j Vn�kC1 j D 2(n� kC 1).
The NIO (k) merge divides into two steps, namely flows out the flow from the

node to merge or the inflow node flow must merge, circulation merge.

1. Node out arc, into the arc merger:
Enters new node vn�kC1

� to enter the arc flowD into regional node flow
D the out flow of arcs from regional nodesD out flow of arc from new
node.vn�kC1

C
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Namely

f .sC; vn-kC1�/C
n�kX
iD1

f .vi
C,vn-kC1�/ D

kX
jD1

f .sC; vj�/C
n�kX
iD1

f .vi
C; vj�/

D
kX

jD1
f .vj

�; tC/C
n�kX
jD1

f .vj
C; vi�/ D f .vn-kC1C; t�/C

n�kX
iD1

f .vn-kC1C,vi
�/

(19)

Among them, vi2Vn�Vk, vj2Vk, iD 1,2, : : : , n� k; jD 1,2, : : : , k.
2. Circulation merge

Compression, the new node vn�kC1 loopD loopC node region circular flow
within the region. Node loop denoted as: f (vn�kC1

C,vn�kC1
�).Circulation within

the region denoted by the node:
kP
iD1

f .vjC; vj�/.Requests the region recycling

flow needs to introduce a feasible circulation flow the definition.

Definition 5 A simple network N, if there is an arc set A, flow to meet:

1. 8vi ; vj 2 V � fs; tg, satisfied:

X
vi ;vj2V�fs;tg

f .vi ; vj /�
X

vi ;vj2V�fs;tg
f .vi ; vj / D 0I (20)

2. 8.vi ; vj / 2 A, satisfied:

0 	 f .vi ; vj / 	 C.vi ; vj /: (21)

Then said that f is a network N internal recycling flow, is also called feasible
circulation flow (Gao 2009). Internal recycling flow search method (Sedgewick
2003):

(1) In the simple network N in a flow never to 0 the tail of the node vi arcs starting
in the head along the arc of a flow within the meaning of any one arc forward,
until it encounters an already visited node vi far, that detects a ring, is circulation
flow .

(2) Along the ring back to find a minimum flow of the arc, each arc in the ring minus
the amount of flow, then the ring at least one arc on the flow 0, (for example, to
find out to which the minimum flow arc), then took out a ring.

(3) Repeats (1), (2) two steps until no ring so far, it has at most j V j D n rings.
Now on NIO (k), then has jVkj D 2k, because NIO (k) is also one kind of

simple network, its algorithm and the N network is the same. Because the node
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loop flow is also one kind of internal recycling flow, altogether has k, if already
removed, the region internal recycling flow is:

f D
k�1X
iD1

fi i D 1; 2; : : : k � 1: (22)

k� 1 expresses internal recycling class most integers.
Therefore, after the compression, in node loopD local area network circula-

tion, namely:

f .vn�kC1C; vn�kC1�/ D
nX
iD1

f .vj
C; vj�/C

k�1X
iD1

fi (23)

Note: Regional nodes on the arc, to enter the arc flow merger, the new node
in flow terms, does not affect other nodes in the state, does not affect the total
amount of sources and sinks, to maintain the original operating condition.

4.2 In the Region a Node Expansion is k Node Algorithm

NIO local network if a node can be expanded into k-connected nodes, which need
to use a node expansion algorithm. Network NIO expanded, network NIO and the
corresponding adjacency matrix MIO form may have changed, but able to maintain
the original status quo. Supposes in the original network to have n node, records
makes NIO (n),jVnjD 2n. The random node may expand, might as well supposes
must the nth node expansion be k-connection node, then the nth node records is
vn, in NIO the expression is vn

� and vn
C. Expands k spot composition’s regional

network, records makes NIO (k),jVkj D2k, after the expansion network records is
NIO (nC k� 1), jVnCk�1j D 2(nC k� 1).

NIO in node vn, namely vn
� and vn

C, must carry on the expansion, has 3
prerequisites:

1. Have been identified within the layout local network;
2. The flow into vn

� D flow into the regionD flow out of the region
D the flow out of vn

C
3. Node vn loopD in region circulation sum

D region internal node loop sumCregion internal recycling
flow sum.

If the above three conditions had been reached, the NIO (n) expanded into NIO

(nC k� 1) is divided into two steps.

1. The inflows node into arc flow matching for regional flow; inflows Outflow node
for an arc flow matching regional flow out, namely:
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S− S+18(18)

0(0)
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+18(13)

5(3)
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0(0)
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Fig. 5 Compression of graphs
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0(0)
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− v2

+18(12)

5(3)

t− t+18(18)

0(0)
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15(10) 15(6) 15(9)
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Fig. 6 Extended of graphs

f .sC; vn
�/C

n�1X
iD1

f .vi
C,vn

�/ D
kX
iD1

f .sC; vi�/C
n�1X
iD1

kX
jD1

f .vi
C; vj�/

D
kX

jD1
f .vj

C; t�/C
kX

jD1

n�1X
iD1

f .vj
C; vi�/ D f .vn

C; t�/C
n�1X
iD1

f .vn
C,vi

�/

(24)

Among them, vi2Vn�1, vj2Vk, iD 1,2, : : : n� 1; jD 1,2, : : : , k.
For example, to see Fig. 5 compression of graphs, and Fig. 6 extended of

graphs.
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The prerequisite (2) means that enters the region total quantity and the node
receive total quantity is equal, but makes concrete to the region outside some
node loop, if enters in the region some node, not necessarily is the match. Has
the match plan, and the plan is not only. Below gives an algorithm, one side
the solution according to enters the region the order, with one side according to
enters the node in addition the order simple match question in order.

Like Figs. 5 and 6, those who enter the region:
f0 D 4D f (v1

C,v3
�); f1D 8D f (sC,v3

�), enters region various nodes the
class is:

g0D 4 (enters v3
�), g1D 5 (enters v3

�), g3D 3(enters v5
�), the match result

is: f0g0D 4; f1g1D 5; f1g2 D3, Matching algorithm:

public class matchf
int f[]Df4,8g;int g[]Df4,5,3g;int fg[][]Dnew int[10][10];
public static void main(String args[])

fmatch objDnew match(); obj.comp();g
public void comp( )f
int stateD0,iD0,jD0;boolean flagDtrue;
for(iD0;i<Df.length-1; iCC)f
dofif(f[i]>g[j]) stateD1;

else if(f[i]<g[j]) stateD-1; else stateD0;
switch(state)f

case 1:fg[i][j]Dg[j];f[i]Df[i]-g[j];
jDjC1;flagDtrue;break;

case 0:fg[i][j]Dg[j];jDjC1;flagDfalse; break;

case-1: fg[i][j]Df[i];g[j]Dg[j]-f[i];
flagDfalse; break; g//case end

gwhile(flag); g//for loop end

for(iD0;i<10; iCC) //fg[][] output
for(jD0;j<10; jCC) if(fg[i][j]>0)
System.out.println(‘‘fg[’’CiC‘‘][’’CjC‘‘]D’’Cfg[i][j]);

gg

2. Decomposes the vn node loop into the region internal node loop and the region
internal recycling flow.

In node loopD region internal node loopC region circulation, Namely

f .vn
C; vn

�/ D
kX
iD1

f .vj
C; vj�/C

k�1X
iD1

fi : (25)

Node loop capacityD regional nodes loop in the flow capacity sumC regional
network circulation capacity.

For example, to see Figs. 5 and 6:
Here: the nodes loop capacity each is 15,15,15; regional network circulation

capacity, namely Minf15,30,15,30,20,30gD 15; regional network circulation.
min ff (v3,v4)D 15, f (v4,v5)D 10, f (v5,v3)D 6 gD 6, nodes loops are three,
3C 3C 3C 6D 15.
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5 Conclusion

The NIO model is establishes according to the network flows theory (Xu and Ma
2010), it can adapt the flow change and the network change. On this model’s data
may take the research network flow the basis, in the national economic planning and
the research, has the vital significance. As a result of the length limit, others, like the
network optimizes the circulation emergency to affect questions and so on (Xu and
Shang 2010), circulation shift, circulation control, the separate article discussion.
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A Novel Parallel Hardware Methodology
for Solving Linear System of Equations

Bowei Zhang, Guochang Gu, Lin Sun, and Xingzhou Zhang

Abstract In this paper, we proposed a parallel hardware methodology employing
the modified Gaussian elimination algorithm to efficiently solve linear system of
equations (LSEs). Two parallel operators are issued in the hardware-optimized
algorithm. Moreover, to be the proof-of-concept, the proposed parallel methodology
is implemented to hardware structures in cases to address solving LSEs over GF(2)
(primarily are bits operation) and LSEs with floating-point (IEEE-754 standard,
32-bit single precision) coefficient matrix. The corresponding hardware is mainly
composed of uniformly distributed basic cells which store and register data, yielding
a standalone worst case time complexity O(n2) opposed to O(n3) of the software
replication. Finally, the given experimental result inosculated with the theory
analysis.

Keywords Parallel methodology • Linear system of equations • Hardware-
optimized algorithm

1 Introduction

Solving linear systems of equations (LSEs) is a very common computational
problem appearing in numerous research disciplines. From a complexity theoretical
point of view, the solution of the LSEs is efficiently computable; using the
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algorithms (like Cramer’s rule, LU decomposition) any LSEs can be solved in at
most cubic time (Cormen et al. 2001; Galoppo et al. 2005; Toshio and Taura 2005).
The standard algorithm for solving a system of linear equations is based on Gaussian
elimination with some modifications. However, for some areas current algorithms
and their software implementations are insufficient or unsatisfying in practice. This
is often due to the large dimension or number of LSEs that must be solved in order
to accomplish a special task.

In this paper, in order to develop such hardware architecture we analyzed the
suitability of various algorithms while taking possible parallelism over solving
LSEs efficiently. A parallel methodology is introduced based on the modified
Gaussian elimination, which turned out to be basically best suited for hardware
implementation due to its simplicity and weak data dependency between each
elimination element. Two parallel operators are issued in the hardware-optimized
algorithm. Moreover, to be the proof-of-concept, the proposed parallel methodology
is implemented as hardware structure in the cases for solving LSEs over GF(2)
(primarily are bits operation) and LSEs with floating-point (IEEE-754 standard, 32-
bit single precision) coefficient matrix. To the best of our knowledge the alternative
of an efficient implementation in hardware has not been analyzed thoroughly yet.

The rest of the paper is organized as follows: in section “Proposed Methodology”,
the detail methodology is introduced with given hardware-optimized algorithm. In
sections “Case Study I: Solving LSEs over GF(2)” and “Case Study II: Solving
LSEs over Single Precision Floating-Point”, real world cases equipped with the
proposed architecture have been studied, addressing solving LSEs over GF(2) and
LSEs with floating-point. The experimental results of performance are given to
prove the theory analysis.

2 Proposed Methodology

The LSEs is a collection of linear equations involving the same set of variables. For
example, a general system of n linear equations with m unknowns can be written as:

a11x1 C a12x2 C : : : Ca1nxn D b1
a21x1 C a22x2 C : : : Ca2nxn D b2

:::
:::

:::
:::

am1x1 C am2x2 C : : : Camnxn D bn

(1)

The vector equation is equivalent to a matrix equation of the form “A�xD b”, while
A is an m
 n matrix, x is a column vector with n entries, and b is a column vector
with m entries.
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A D

2
664
a11 a12 : : : a1n
a21 a22 : : : a2n

: : : : : : : : : : : :

am1 am2 : : : amn

3
775 ; x D

2
664
x1
x2

: : :

xn

3
775 ; b D

2
664
b1
b2

: : :

bm

3
775 (2)

A general solving can be described as: firstly transform the “A�xD b” to “U�xD
b0 ”; the U is an upper triangular matrix as the result of applying elementary row op-
erations; and it can trivially be solved by backward substitution. In implementation,
the column b is always added to the right hand side of matrix A to form a new matrix
A0 which is treated as the adjoint matrix. In the rest part of the paper, the coefficient
matrix A0 is taken as the main operated object.

A0 D

2
664
a11 a12 : : : a1n b1
a21 a22 : : : a2n b2

: : : : : : : : : : : : : : :

am1 am2 : : : amn bn

3
775!

2
664
a0
11 a

0
12 : : : a

0
1n b

0
1

0 a0
22 : : : a

0
2n b

0
2

: : : : : : : : : : : : : : :

0 0 : : : a0
mn b

0
n

3
775 (3)

The pseudo-code of Gaussian elimination is given in Algorithm 1 (Trefethen and
Schreiber 1990). In Algorithm 1, each step of the outermost loop consists of pivoting
phase, specifically row exchange phase and update phase. Firstly, choose a row
below the diagonal with a max-value element. Selecting a large element as a pivot
is important for numerical accuracy. Then, execute column elimination. The pivot
element is always moved to the diagonal. Lastly, obtain the result identity matrix
after the outer while-loop has been executed for every column of A.

Algorithm 1 Algorithm 2

fork :D 1 to n do for each column k :D 1 to n do
finds pivot element A[max, k] whileA[1, 1] D 0 do
exchange the max-th row & the kth row A :D shiftup(n � k C 1, A)
for i :D k to n do A :D eliminate(A)

ratio :D A[i,k] / A[k,k]
for j :D 1 to n do

A[i,j] :D A[i,j] � ratio � A[k,j]

A re-written algorithm is introduced in Algorithm 2. In this algorithm, we only
take care of the first column/row to find the pivot element. Therefore, A[1,1] is the
only pivot element according to what the whole matrix operation is performed to
the next step.

In this paper, we introduce the parallel operators “shiftup” and “elimination” in
our methodology which is hardware-optimized. In order to obtain a pivot element,
we define a cyclic shift-up operator of all rows not yet used for elimination (due to
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the shifting approach these are the first n� kC 1 rows) until the value of the fixed
pivot position presents non-zero value (in fact, the probability of a zero element in
dense matrices is so tiny that it is not a critical step). A “shiftup” is defined as:

�
i; .row1; : : : ; rown/

T
�
7! .row2; : : : ; rowi ; row1; rowiC1; : : : rown/

T (4)

Then, the elimination operation can be described as proposed mapping process
combining the cyclic “shiftup” and the cyclic “shiftleft”. After a normal elimination,
we put the rows already used for elimination down to the bottom of the matrix. An
“eliminate” is defined as:

A D

2
664
a11 a12 : : : a1n

a21 a22 : : : a2n
: : : : : : : : : : : :

an1 an2 : : : ann

3
775 ; r1 D a21

a11
; : : : rn�1 D an1

a11

# eliminate.A/

A D

2
664
a22 � r1a12 a23 � r1a13 : : : a2n � r1a1n 0

: : : : : : : : : : : : : : :

an2 � rn�1a12 an3 � rn�1a13 : : : ann � rn�1a1n 0

a12 a13 : : : a1n a11

3
775

(5)

3 Case Study I: Solving LSEs Over GF(2)

This is the case in the cryptanalysis of asymmetric encryption schemes like RSA
or ElGamal, where very large but sparse LSEs over GF(2) or GF(p) (p prime) need
to be solved to obtain a secret key. Since these LSEs must be solved accurately,
approximate solutions using fast iterative algorithms are simply useless.

3.1 Parallel Solution

For linear systems of equations over GF(2), solving becomes quite simple: The
required row operations consist of the conditional XOR of two rows and the
swapping of two rows (Parkinson 1984). Given a binary regular matrix A, Algorithm
2 can also perform Gaussian elimination and backward substitution in parallel, i.e.,
when the algorithm terminates the result matrix is not just an upper triangular matrix
U but the identity matrix In, so the corresponding LSEs is already solved.

In order to illustrate Algorithm 2, Fig. 1 depicts an example application to the
LSEs:
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Fig. 1 Example: matrix solution with binary case. (a) eliminate, (b) shiftup, (c) eliminate, (d)
eliminate, (e) finish

0
@1 0 11 0 0

1 1 1

1
A �

0
@x1x2
x3

1
A D

0
@01
0

1
A (6)

For the sake of concreteness we explicitly treat the right hand side as an additional
passive column to A and view the changes on this extended matrix resulting from
each execution step. Rows already used for elimination are visualized by shading
the corresponding elements. For convenience, a small arrow indicates the position
of the passive column.

When the algorithm terminates, the coefficient matrix has been transformed into
the identity matrix I3. The passive column is the leftmost column and contains the
solution:

x D
2
410
1

3
5 (7)

3.2 Mapped Architecture

In order to implement Algorithm 2 in hardware, we use a mesh structure of register
cells: the whole device consists of m
 n cells, which are able to execute the two
basic operations defined in last section in a single clock cycle. Below, we will
describe the basic constituents of the design and its interrelation.

The design at hand comprises a parallel implementation of both operations where
the pivot element is used as multiplexing signal for the appropriate result. The
element cells that compose the mesh structure are called basic cells (BCs). Each
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Fig. 2 Mesh network of the basic cells

of the BC stores a single bit and has local connection to four direct neighbors; it
also connects to the global network like global clock (clk) and reset (rst) network.
All cells are aligned in a rectangular array as shown in Fig. 2. The up-most left cell
always contains the pivot element.

shiftup: in case of the actual pivot element being ‘0’, the architecture performs a
simple shiftup operation. All elements in the matrix with the used-flag set to ‘0’
(lock rowD 0) simply shift their value one row up. Values in the up-most row will
be shifted to the lowest unused row, resulting in a cyclic shift of all unused rows.

eliminate: elimination is performed when the pivot element equals ‘1’
(addD 1D a11). Every element except for those in the first row will compute
an XOR with the up-most column entry (col-addD a1j) if the first entry in the row
is ‘1’ (row addD 1D ai1). In the same step, the result is shifted to the element on
the left in the upper row.

End of computation: when all rows have actively been used for pivoting, the
used-flag reaches the top-most row and the architecture stops.

3.3 Performance Analysis and Experimental Result

Let’s estimate the worst and average case runtime of Algorithm 1. The worst
case runtime overall needed for pivoting is quadratic. Furthermore, n column
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Fig. 3 Results comparison between hardware and software of solving LSEs for binary case

eliminations are necessary, each consisting of n row operations. A row operation
during the k-th column elimination consists of n� kC 1 XOR operations. Hence, in
total about n3 XOR operations are required yielding a worst case runtime of O(n3).

In Algorithm 2, we analyze the running time of Algorithm 2. Since we assume
that an application of shiftup and eliminate can be computed in a single clock cycle,
we simply have to count the required total number of these primitive operations.
In the best case we have no application of shiftup at all and in the worst we have
exactly n–k applications of shiftup during the k-th iteration (assuming A is uniquely
solvable). Hence, we obtain the time complexity R(n) of Algorithm 2 is:

n 	 R.n/ 	 n2 C n
2
D O.n2/ (8)

Hence, in the analysis we gain at least n times speedup over the software original
algorithm. The accuracy of our estimations has been approved by a benchmark
of an emulation of the proposed hardware architecture running at frequency of
300 MHz against the software running on a desktop (2.2 GHz, 1 GB memory),
where the number of required clock cycles to solve matrices of different dimensions
and densities has been counted. The results of this benchmark are depicted in Fig. 3.

4 Case Study II: Solving LSEs Over Single Precision
Floating-Point

Hardware floating-point programming can hardly speed up in general evaluation
since either the single, the double or the long double precision format of floating-
point numbers is much time-consuming and area-demanding while the process is
always suffering from long latency of floating-point computing (Abdul Gaar et al.
2002).
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Fig. 4 Example matrix solution with floating-point. (a) eliminate, (b) shiftup, (c) eliminate, (d)
eliminate, (e) finish

4.1 Parallel Solution

Similar to solving linear systems of equations over GF(2), the parallel methodology
is suitable to solve the LSEs with complicated data type. However, unlike the bit-
operations which mostly can be handled in a single clock, fine-grained controlling is
required to accurately schedule the whole structure’s behavior due to the arithmetic
operators’ different processing latency. The Fig. 4 depicts an example to solving the
floating-point LSEs with our methodology:
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The matrix for elimination is the adjoint matrix A0, when we explicitly put the
right hand side as an additional passive column to original n
 n matrix A. Rows
already used for elimination are visualized by shading the corresponding elements
in Fig. 4.

When eliminations terminate, the coefficient matrix has been transformed into
the diagonal matrix. And the b column is the leftmost column. Thus, we obtain the
result:

x D
2
4 2:07 =1:00

1:77 =6:50

�7:50 =�6:50

3
5 D
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4 2:070:27

1:15

3
5 (10)
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Fig. 5 Global architecture with controller and arithmetic operators

4.2 Integrated FPlibrary Operators

In the case, single precision floating-point (IEEE754 standard) data type is consid-
ered. Regarding of the complicated arithmetic operation of floating-point, an open
source library namely FPLibrary Detrey and de Dinechin (2006, 2009) written in
VHDL is used to synthesizable pipeline operators (FP operator with 34-bit width,
delivering one output per cycle after the pipeline building time).

4.3 Mapped Architecture

An inter-link of all parts are aligned in a rectangular array as shown in Fig. 5.
A single basic cell which stores 34-bit FP data has four local connections. Two of
the four connections-(Out1, In1) are for local connections to two direct neighbors:
above (Out1), below (In1); other two are conjunct with MUXs for serial queue
transformations, respectively. The special column (the left-most column) consists
of a DIV floating-point operator preserving a fix-position divisor of a11 and an
alternative dividend switching input.
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One of the MUL operator’s inputs connects to 34-bit block register ‘R’ providing
serial quotient while the other one always gets value from the first row. From the
second normal column to the (n� 1)th, they share source BCs as the destination
BCs of their right hand neighbor normal columns in order to update the whole matrix
with one time eliminate.

4.4 Performance Analysis and Experimental Result

Firstly, we analyze the worst case runtime of the Algorithm 1 with floating-point
case. A row operation during the k-th column elimination consist itself of n� kC 1
latency floating-point arithmetic MUL and SUB operation. Using ci for the cost of
line j. we sum the products of the cost and times columns:

R.n/ D c10
nX

kD1

nX
iDk

nX
jD1
C c8

nX
kD1

nX
iDk
C .c3 C c5/n (11)

Thus, we obtain:

R.n/ D c10

2
n3 C

�c10
2
C c8

2

�
n2 C

�
c3 C c5 C c8

2

�
n (12)

It is a cubic function of n, and depends on the statement costs c10. According to
the structure principle, considering limited quantity absent overhead an approximate
number of spending cycles of elimination procedure can be calculated. We obtain
running cycles (�e) of a single elimination as:

�e � DivLatency CM ulLatency C SubLatency C n (13)

A single eliminate can be performed in (DivLatencyCMulLa-tencyC SubLa-
tencyC n) cycles. Therefore, taking copt indicate the OptLatency we can obtain as
below. An O(n2) average case against O(n3) of the original algorithm is gained.

R.n/ D n2 C .cdiv C cmul C csub/nC Pr � c2n (14)

Figure 6 depicts average running time curve between software (desktop, 2.2 GHz,
1 GB memory) and our hardware architecture (125 MHz), loading the benchmark
with matrices in varies of dimensions. The result indicates that hardware leads
an approximate linear increasing ratio outperforming over the traditional software
implementation, inosculating with the theory analysis.



A Novel Parallel Hardware Methodology for Solving Linear System of Equations 335

7.44 5.73 7.68
14.59

23.09
32.53

42.51
52.63

64.49
74.66

85.19

96.83

0

20

40

60

80

100

120

1 2 3 4 5 6 7 8 9 10 11 12 13

LSEs'Dimension

SW
 t

im
e 

/ 
H

W
 t

im
e

5.39

Fig. 6 Results comparison between hardware and software of solving LSEs for 32-bit floating-
point case
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The Study of the Application of Virtual Reality
Technology on the Campus Network
Management

Xiao Wei and Zhao Yun

Abstract With the expansion of network, the increase of network elements and
the growing complexity of the relations between these elements, the management
and visualization of a great deal of complex information quickly and easily has
become the bottleneck of two-dimensional user interface. The use of virtual reality
technology can enhance the visualization of network information and increase
the efficiency of network management comprehensively. This thesis, based on the
study of the campus network management, firstly offers the solution to the crucial
problems of the construction of the VR-based computer network management
system, such as scene modeling, scene optimization, reality feedback and so on; and
then, in the experimental test, it makes models of three virtual buildings and network
equipments, and realizes simple scene walkthrough and network management
function by the use of programming technology, such as VRML, X3D and so on;
finally, this thesis summarizes the work done at this stage, points out the weakness,
and makes clear the direction for future study.

Keywords Component • Virtual reality technology • Network management •
Virtual scene • Reality feedback

1 Introduction

Nowadays, with the popularity of Internet, the network has been greatly expanded
and the internet users have increased very quickly, which has caused the steady
increase of amounts and types of network hardware devices and the complexity
of interconnecting links so as to raise the difficulty of the network management.
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However, network management software used popularly at present employs static
two-dimensional pages which have greatly limited multi-dimensional display, visu-
alization and visuality of information (Zhao Dan-yang unpublished). So, network
faults tend to appear more frequently and diversely, especially in places, like
campus, where network users crowd. Campus network covers a large area, and
many schools have more than one campus which scatters in different places, so it is
very hard for the network administrators to monitor the whole network. If Virtual
Reality Technology can be applied to Campus Network Management and three-
dimensional virtual campus scene is used to replace the two-dimensional pages used
at present, the visualization and visuality of network management system would
be greatly enhanced. Thus, the operation system can be more consistent with the
norms of human behaviors and thoughts in the real world, and it would be more
convenient for the network administrators to identify network faults more accurately
and efficiently.

2 Research on Implementation Method

This part focuses on key problems in constructing the VR-based computer network
management system, including scene modeling, scene interactive, reality feedback
and so on.

2.1 Construction of Three-Dimensional Modeling

• Modeling of the terrain and its feature
Input contour layer of the CAD topographic map of the school area collected
to Sketchup software directly, and create the terrain of the new campus by use
of tools of Sandbox plug-in unit for generating terrain with contour, and then,
put the ground grains onto the prepared terrain model by projection; models of
objects on the ground can be zoomed in proportion to the size and shape of the
real objects, and intake the appearance of the objects with a digital camera and
clip the photo material, and put the object models onto the prepared terrain model
in Sketchup accurately; it can also be modeled by way of push and pull on the
basis of the contour line of the layout (Li Ming et al. 2008; Chen Alin et al. 2007).

• Modeling of Electro-weak distribute network
As campus network concerns only the construction of Electro-weak circuit, this
thesis only discusses the modeling of Electro-weak distribute net of underground
pipeline net. Firstly, remove the needless part of campus CAD map and only left
Electro-weak distribute net, and save it as a .Dxf files; then, import this file into
Sketchup software and adjust it to match the prepared terrain model according
to the coordinate; lastly, integrate the plane model of Electro-weak distribute net
with the prepared terrain model by projection. In the integrated model, modify
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Fig. 1 The drawing of integration of campus network equipments and buildings

the inaccurate part of the position of Electro-weak circuit, and create the three-
dimensional net model on the surface of Electro-weak circuit by way of cylinder
modeling. As the CAD map has only main Electro-weak circuit, it is necessary to
create the three-dimensional model of optical fiber circuits connecting buildings
and connecting buildings and the trunk-line net on the basis of the topology of
the real campus network.

• Modeling and integration of campus network equipments
Construct models for the switches, machine cabinets, computer-room air-
conditioning, UPS and so on according to their actual sizes by use of 3DMAX
software, and map all sides of the models with the real digital photo materials of
these equipments to create more realistic three-dimensional models, and export
the models of various network equipments as .3DS files, and import these 3DS
models into Sketchup software. Modify the position of the models of network
equipments according to the coordinate of buildings, locate the position of the
switches in the machine cupboard, group together the machine cupboard and
the switches, and finally integrate these models; locate the position of the group
model and put it in the building, and then, integrate all of the models. Thus, the
integration of network equipments is completed. As shown the “Fig. 1”.

2.2 The Realization of Scene Interactive

As for the realization of scene interactive, especially virtual scene interactive based
on WEB, VRML/X3D programming technology is most popularly used at present.
The Node technology of VRML/X3D supports many functions, such as collision
detection, view navigation, and the event-driven function and so on.
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• The realization of collision detection
VRML/X3D provides a collision node used exclusively for collision detection
(Zhang Xuan 2008). It can create a space, and when the observer’s viewpoint
collides with objects in it, a given event would be produced. Collision node can
detect whether a collision has happened between observer viewpoint and objects,
but it could not detect the collision between objects.

• The method of view navigation
Viewpoint node designates the observing position and direction of the viewpoint
of the user in the scene, while NavigationInfo node sets the way the scene is
viewed and the physical features of stand-ins. Stand-ins refer to a character
appearing in the scene when we choose “ show alias” in shortcut menu of the
scene. Different VRML browser plug-ins would provide different shapes for
stand-ins (Zhang Xuan 2008; Ye Hai-zhi and Gui Wei-feng 2007).

• The realization of event-driven function
In VRML/X3D, the event-driven function is realized mainly by use of Script
node. There are two kinds of Script descriptive languages supported by Script
node: Java and Javascript or ECMAscript (it is the standardized name of
Javascript) (Huang Zheng-jun and Zhou Jian-zhong 2007; Pang Liao-jun et al.
2007). In Script Node, Script programming can connect to the external program
files through url and be quoted, and it can also be packaged within the node
by way of <![CDATA[]]>. Combined with the mechanism of Java world and
VRML/X3D world, Script node can obtain fields, manipulate their values, and
return the result to the scene. The network management of this system and
network communication function can be realized only in the way this node
invokes the script.

2.3 Research on Reality Feedback

Presently, many virtual reality systems mainly concern the simulation of the real
scene, and lack the mapping of the feedback information of the real world, including
the state of objects in the scene, the behavior mapping and so on. This thesis
will conduct research on reality information feedback and state mapping of virtual
network management system by use of the mathematical model of Finite State
Machine, and point out the method of realization theoretically in order to instruct
the future experimental test of this system. Take the following figure of the working
state of network equipments as an example.

As can be seen from the “Fig. 2”, when the device receives the order of
“shutdown”, it turns into the state of “power-off’”, and when the device receives
the order of “start”, it turns into the state of “power-on”. When the device is
powered on, network management system will start SNMP Agent to collect the
device information. If the state of link port, the state of port forwarding, CPU usage
and memory usage are normal, it will turn into “working normally”; if any of the
states appears abnormally, it will be turn into “working abnormally”. The port link
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Fig. 2 The following chart of the working state of network equipments

state means whether the hardware parameters of the port are normal or damaged;
the port forwarding state means whether the sending and receiving of data packages
is normal, that is, whether the parameters of port traffic, throughput, response time
and the like are beyond threshold. Usually, network equipments have more than one
port, when it is powered on, it will enter state checking, but only one port has been
taken as an example in the chart, for the description of the state of every port is
the same. In addition, if the abnormal state disappears or the network administrator
makes manual intervention, the device can compensate automatically and turn into
“working normally”.

3 Experimental Test

The hardware of the experimental test of the writer is ordinary desktop PC, so it
is impossible to carry out the complicate virtual scene. However, the school scene
of virtual network management system designed in this thesis includes the terrain
and its features, models of various objects on the ground, the model of underground
pipe net, models of the external and internal structures of the buildings, network
device models, various materials and texture mappings, but under the hardware and
network condition of the writer, running the browser would bring about a crash
immediately, so this experimental test has only used three buildings, the fibers
connecting the buildings and the model of the switch going with them to construct
a simple virtual scene. As shown the “Fig. 3”.
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Fig. 3 Virtual scene of the experimental test

Fig. 4 View of fiber link attribute

There are three SQL Server datasheets in the test: Switches attribute table,
Switch port attribute table and fiber attribute table, which are used to store all
kinds of network data during the system test. Then, call up data by Java or other
technologies. Finally, link and display them onto the Web page by way of Script
Node of VRML/X3D. As shown the “Fig. 4”.
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4 Conclusion and Prospect

The wide application of network management system based on Web and the growing
complexity of network have made it necessary and urgent to create visualization
of network management, and the application of virtual reality technology provides
us a very good resolution. This thesis has put forward a design of network
management system based on virtual scene and a model of visualization of virtual
network management system, made a research on various scene models, scene
interactive and the method of reality feedback, and carried out an experimental test.
Nevertheless, there are still much to be done in optimization of the big scene, the
speed of scene roaming and the realization of network management function. The
future study should care more about the interactivity and operability of models of
network equipments, and simulate the real work of network administrators.
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Learning Behavior Tracing in Online Course
Based on SCORM Standard

Hu Zhengquan

Abstract In the process of E-learning, in order to grasp their learning dynamics
and given real-time evaluation and feedback to learners, we need to monitor
their learning behaviors. SCORM standard defines a powerful learning tracing
mechanism which can trace the behaviors of learners. This paper analyzes the
principles and Methods of tracing learning behaviors based on SCORM standard.

Keywords SCORM standard • Online course • Tracing • Learning behavior

1 Introduction

In distance education environment, teachers and students are separated in time
and space, students learning mainly through online course. It’s difficult to grasp
student’s learning dynamic and preference for teachers; you can not make appro-
priate evaluation and feedback in time, also difficult to implement individualized
instruction. However, tracing and monitoring learner’s learning behavior through
certain technical specifications, we can record their learning progress, learning state,
learning time, learning achievement, learning interaction, learning preferences and
other conditions.

SCORM (Sharable Content Object Reference Model) developed by the U.S.
Department of Defense’s Advanced Distributed Learning (ADL) (ADL.SCORM
version1.2-The SCORM content 2004), is one of the most widely used online course
specifications in currently. Online course meet the SCORM specification are acces-
sibility, adaptability, interoperability and reusability, LMS (learning management
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system) will be very detailed tracing and recording a variety of learning behaviors
when learning online course (Yan ren-quan and Wu li-ping 2009).

This paper explained how to tracing learning behavior based on SCORM
specification from the network platform and online course.

2 Tracing Theory Based on SCORM Standard

In the SCORM standard, SCO (Sharable Content Object) is the lowest level of
granularity of learning resources that can be traced by LMS through the SCORM
RTE (Runtime Environment) (ADL.SCORM version1.2-The SCORM runtime
environment 2004), and their communication is complete by the API Adapter.

API defined eight major functions, namely LMSInitilize, LMSFinish, LMS-
SetValue, LMSGetValue, LMSCommit, LMSGetLastError, LMSGetErrorString,
LMSGetDiagnostic (Sun Xing-hua et al. 2010), which LMSGetValue and LMS-
SetValue are the most complex, but is the most frequently used in trace, Data Model
used in the communication process to record tracing information.

Learning behavior tracing is achieved through the interaction among LMS and
online course, the process as follows (Fig. 1):

Learning Management System

Determine SCO to run

Initialize the SCO's
Cmi.core.lesson_mode

Initialize the SCO's
Cmi.core.lesson_status

Load and run SCO

CMI Data model
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Call API LMSGetValue(“cmi.core.lesson_status”)

Call API LMSCommit(parameter)

Call API LMSGetValue(“cmi.core.entry”)

Call API LMSGetValue(“cmi.core.lesson_mode”)
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Fig. 1 Tracing theory based on SCORM
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2.1 In the LMS Server

(1) First, LMS decides which SCO will be run, while loading Data Model Library;
(2) Setting the operating mode of SCO, involving the preview mode, normal mode
and review mode, which preview mode just run courseware, rather than tracing
learning behaviors; (3)Setting learner’s learning status, including three statuses:
“initial” (first study), “resume” (re-learning) and “finish” (completed); (4) Loading
and running SCO; (5) Completing the read and write data model by using API
Adapter to achieve interaction among LMS and online course.

2.2 In the LMS Client

(1) Running SCORM API Adapter. (2) Calling the API initialization function. (3)
Loading SCO initial data programs. (4) Obtaining user ID and user name in the Data
Model. (5) Obtaining the value of cmi.core.lesson status in Data Model, which is
the current user’s current learning status of SCO, including Completed, Incomplete,
Passed, Failed and other seven statuses. (6) Obtaining the value of cmi.core.entry in
data model, which is determined whether the current user learning the current SCO
for the first time. If the value “initial”, it means for the first time learning; if the
value “resume”, it means it’s re-learning the current SCO. (7) Obtaining the value
of cmi.core.lesson mode in data model, which is determined the way current user
access to the current SCO, including three modes: Browse (preview, does not tracing
learning behaviors), Normal (tracing learning behaviors) and Review; (8) Obtaining
the value of cmi.core.score.raw in data model, which is used to store each student’s
total scores accumulated in every learning of SCO. The total scores of current user
will be recorded if the current SCO are evaluated, otherwise not record. LMS could
analyze the performances of learners by the Data Model. System will initialize the
value of cmi.core.score.raw be “ ” (empty value) if the user is learning the current
SCO for the first time. (9) Obtaining the value of cmi.core.lesson location in data
model. By the Data Model, LMS could recorded which SCO each user learned
finally, function like a bookmark, you can jump to the last position to continue
learning when re-enter the program the next time. (10) Users began the learning of
current SCO, it will record a series of data model value in the learning process for
tracing the learning behaviors. cmi.core.session time is used to record each student
each learning time, including the residence time and access date of enter each SCO.
When the current user finished the current SCO learning, LMS would recorded the
value of cmi.core.total time, which it means the current user spent total time for each
SCO learning. (11) Executing LMSCommit (Parameter) interface function. This
function is mainly used to submit the value of data model elements, LMSCommit
start up before LMSfinish ( ). (12) Executing LMSFinish ( ) function. It will call
LMSFinish ( ) when user after learning and leaving a SCO. LMSFinish ( ) is mainly
responsible for reset the environment variables, and determined whether the SCO
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has called LMSCommit ( ) to store all the records in the LMS before the end. If not
stored, it will automatically calling LMSCommit ( ) to save the learning record of
current user in the current study (Operating mechanism of LMS 2010).

3 Tracing Mechanisms of Learning Management System
Based on SCORM Standard

If want to tracing the learning behaviors of online course, LMS RTE (Runtime
Environment) should include two parts: the server and client (Chang Jia-yu 2009).

The server includes learning database management and communication data
protect; the client need to provide a API Adapter for learners, which is used to
implement the function of API package.

By browser the SCO running on the client to obtain the API Adapter instance,
API provides a standard way for communication between SCO and LMS, while
its hide the implementation details of communication for SCO, thus promoting the
reusability and interoperability of SCO. Implement of tracing learning behaviors by
reading and writing the Data Model in the Interaction between SCO and LMS (Sun
Xing-hua et al. 2010).

In the process of tracing learners learning behaviors, the design of API Adapter
is the key technology in the system. Functions of API Adapter include three
categories:

1. Operating status functions: LMSInitialize( ): is responsible for initiating SCO,
when the learners begin to learn a SCO, it need to call LMSInitialize( ) first.
LMSFinish( ): when learners finished reading and want to leaving a SCO, SCO
will be calling LMSFinish( ).

2. Status management functions, contains three API functions: LMSGetLastError
( ): This function will return an error code, every time after API called; the func-
tion value will be reset (except LMSGetErrorString and LMSGetDiagnostic).
LMSGetErrorString( ): returns the error messages correspond to the error code.
LMSGetDiagnostic( ): Returns detailed diagnostic information corresponds to
the error code provided by LMS.

3. Data transfer functions: contains three functions: LMSSetValue (data model
element, value): is responsible for storing all the relevant records of learning
process. LMSGetValue(data model element): is mainly responsible for removing
data from the LMS. LMSCommit(“”): is responsible for restoring all temporary
learning records in memory to LMS.

The interaction between SCO and LMS is through the browser, and API adapter
is provided by LMS, it is needed automatically when LMS start (Sharable Content
Object Reference Model 2004). Applet is a small client program of Java that used
the HTML file of the Applet to download and automatically by web browser support
for Java.
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Therefore, Java Applet LMS can be used to achieve the API Adapter, LMS can
tracing the online course of SCORM by embedded Java Applet in the network
curriculum framework page, and then running the onload event to call init () function
to deploy API Adapter. Here are the codes embedded API Adapter in the page.
<body onLoadD“init( );”>
<object classidD “clsid:8AD9C840-044E-11D1-B3E9-00805F499D93”

widthD“0” heightD“0” idD“APIAdapter” codebaseD“
http://java.sun.com/products/plugin/autodl/jinstall -1 4 -
windows-i586.cab#VersionD1,4,0,0”>
<param nameD “code” valueD “org/adl/samplerte/

client/APIAdapterApplet.class”>
<param nameD “codebase” valueD “/elearning”>
<param nameD “type” valueD“application/x-java-applet;jpi-versionD1.4.2”>
<param nameD “mayscript” valueD“true” >
<param nameD “scriptable” valueD“true” >
<param nameD “archive” valueD “cmidatamodel.jar,

lmsclient.jar, debug.jar” >
<comment>

<applet codeD “org/adl/samplerte/client/
APIAdapterApplet.class”

archiveD “cmidatamodel.jar,lmsclient.jar,
debug.jar”

codebaseD“/elearning”
srcD“/elearning”
heightD“0”
idD“APIAdapter”
nameD“APIAdapter”
widthD“0”
mayscriptD“true”>

</applet>
</comment>
</object>

4 Implement Tracing of Online Courses Based
on SCORM Standard

In the online course, one page usually as a chapter. When production SCORM
standard Online course, as a SCO, this page is the smallest unit for tracing (Yan
ren-quan and Wu li-ping 2009). How to trace such a SCO?

First, we put two SCORM documents of all about packing—APIWrapper.js and
SCOFunctions.js into the webpage. APIWrapper.js is a interface of online course
which is used to invoke API Adapter, we used findAPI( ) to seek for API Adapter
while SCO being started. We can invoke the tracing function of API Adapter to
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interact with LMS after finding SCO. SCOFunctions.js is used to date analysis; we
can add custom functions in it. We need to invoke the function in this file when
SCO is jumping and exiting, In addition, it include another function that is used to
calculating the time when the computer user is learning, those time should be saving
in the date model. The code as follows when Adding SCORM package file:
<script typeD“text/javascript” srcD“SCOFunctions.js”>
<script typeD“text/javascript” srcD“APIWrapper.js”>
Second, add initialize event loadPage( ) and finish event unloadPage( ) of

APIAdapter when the page loading and exiting, the codes fragment as follows:
<body onLoadD“loadPage( )” onunloadD“return unloadPage( )”>
Specific definition of these two files are in the package file, the loadPage( ) is

defined as follows:
function loadPage( )
f

var resultD doLMSInitialize( );
var statusDdoLMSGetValue(“cmi.core.lesson status”)
if (statusDD “not attempted”)
f

doLMSSetValue(“cmi.core.lesson status”, “incomplete”)
g
exitPageStatusD false;
startTimer( )

g
Third, trace current user’s learning status by using functions of LMSSetValue( )

and LMSGetValue( ) to read and write data model in the page.

5 Conclusion

To achieve the learning behavior tracing is an interesting topic for learning platform
developer and courseware production staff. Learning trace based on SCORM
standard is a very good solution. Due to limited space, this article only describes
the key technologies of learning tracing, there are many details that need to be
resolved if want to trace learning behaviors. Expected this text can inspire and help
e-Learning workers.
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The Application of Information Technology
in the Logistics

Chen Haiyan

Abstract According to the characters of logistics supports in the modern war,
this paper puts forward the concept of modern logistics, analyzes the necessity
for the application of information technology in the logistics, and also introduces
several kinds of information technology which play an important role in the logistics
system. Finally, the paper points out that we should enhance the research and
application of advanced information technology in order to lay a solid technical
foundation for promoting logistic support capability.

Keywords Logistics • Information • Technology • Application

1 Introduction

They say an army marches on its stomach. It is clear that logistic support has an
important strategic position in the war. Under high tech conditions, modern local
war has become more and more complex. The course and the result of the war has
been mostly depend on the high-efficient logistical support system—logistics.

In modern wars, the type of modern materials is specially varied, the model is
mixed, the technique content is high, and the amount of materials consumption is
very big.

For example, Some 554,000 US troops have been dispatched in the Gulf War,
the United States spent 5 months transporting about 7.7 million tons materials
form America and European military bases to the Middle East in order to ensure
the clothing, food, shelter and transportation for the army. This is equivalent to
transporting a medium-sized city form mid-west America to Mid-East desert. The
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distance between the Gulf and the United States is far away, about 17,000 km from
the sea, 11,000 km from the air. US must employ a large number of transport
resources to complete their large-scale logistic support missions. During the Gulf
War, Daily average carrying amount is 4,200 t. The massive consumption and wide
range of materials set an even higher demand on logistics. Across the Gulf War, US
not only won the modern high-technology war, but also successfully accomplished
high difficulty multi-national logistic mission.

After the Gulf War, US thorough researched logistics, and put forward “accurate
support”. The so-called “accurate support” is the logistics support which provides
the right number and right kind of supplies for the military at right time as well as
right location (Wei Liu et al. 2008). In “Joint Military Operation Vision of 2010”,
the U.S. military proposed, “It is not necessary to establish a large-scale resources
base for the war today. But it requires the support of a technical system with a very
high standard. The desired amount of supplies should be distributed to the desired
location at the desired time. But it is of no necessity to reserve military supplies in
case of possible emergency” (Shaochuan Yan et al. 2008).

Modern war calls for high-efficient logistics supply system. Facing the strong
pressure of the future information war, logistical service if wants to carry on the
scientific deployment and supplement in the unprecedented broad battle field for
millions of species, thousands of tons of materials, by no means human brain
within its capacity. Realizing orderly material support relies on modern logistic
command system in the modern war, and material logistics modernization must be
supported by information technology. For this reason, the study on the application
of information technology in logistics has become one of the current hot spots.

2 The Connotation of Modern Logistics

Logistics is the entity flow process of the commodity from provide place to
the accepted place. According to the practice demand, it can carries out organic
combination of the basic functions such as transportation, storing, loading and
unloading, carrying, packaging, processing, distribution and information handling
GB/T18354-2006 (2007).

Modern logistics is based on the information technology and the computer net-
work; it is a comprehensive logistics activity by integrating functions of transporta-
tion, storing, loading and unloading, carrying, packaging, processing, distribution
and information handling (Feng Wang et al. 2003). Its core content is cooperation
of all elements, so as to achieve the efficiency optimization. Military logistics has
the vital role for translating economic might into military might (Feng Wang et al.
2005).
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3 The Significance of Application of Information Technology
in the Logistics

3.1 It Is Beneficial to Realize the Accurate Support

Information war set an even higher demand on accurate support, but the traditional
logistics is difficult to accurately predict and judge combat requirement. Due to the
limitations of technical conditions in all previous wars, logistics have to reserve a
lot of materials in various security link in order to meet the needs of war, at the
same time, data of the peacetime and wartime can not be combined, data is very
scattered, collection channel is not unified, logistics can only through the advantage
of materials quantity scale to offset the lack of speed. After the Gulf war, countries
army accelerated the pace of developing information technology to achieve logistics
accurate support. In fact, it is the ideal goal of countries army since the Gulf war.

3.2 It Is Beneficial to Realize the Materials
Scientifically Management

In the Gulf War and the Kosovo War, with the help of advanced equipment and
information system, US Army has been able to successfully accomplish material
support task. Among them, logistics information system marking as computer and
satellite communications network played an important role.

For example, the U.S. TAV (Total Asset Visibility) System is an information
system which dynamically monitors all links of materials with advanced technology.
It can automatically track the information of the whole supply system and accurately
display their real-time data, such as varieties, quality, location, transport tools and
units, etc. The TAV System realizes the logistics “visible” and “controllable”,
at the same time, it provides scientific basis for the commanding decision of
logistics. Therefore, by using information technology such as computer network
and automatic identification technology, we can effectively control “material flow”
through “information flow”, improve reliability of the data’s quantity and quality,
reduce supplies levels and link, and greatly improve material supply speed. In
modern war, the material support opportunity is fleeting. Logistics goals will be
difficult to achieve without timely adjustment of advanced information system.
Therefore, our military should accelerate the construction pace of the logistics
information system.
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4 The Application of Modern Information Technology
in the Logistics

During the process of the logistics system construction, the use of large advanced
technology greatly enhances logistics information level. So we should spread the
advanced technology such as Radio Frequency, computer technology, network
technology, modern communications technology, geographic information systems
technology, global positioning system technology, electronic data interchange tech-
nology, etc.

4.1 Two-Dimensional Bar Code Technology

Bar code technology is basic means in logistics management; especially two-
dimensional bar code technology is widely used in logistics field. Two-dimensional
bar code records data symbol information using black-and-white figures which
is distributed in the two-dimensional by specific geometrical figures according to
certain rules. Using two-dimensional bar code technology, we can conveniently
mark and descript personnel, goods, equipment and assets, the major marking
contents include graphics, text, numbers and other information.

Thus, even in the database network interruption, you can also get basic informa-
tion and achieve the basic management functions of logistics. When the database
network is restored, you also gain further more item information and achieve more
logistics management functions. In addition, the two-dimensional bar code also
has advantages of high reliability, large information density, low production cost
and great correction ability. It can also achieve a certain degree of information
confidential by setting the password (Fig. 1).

These characteristics of two-dimensional bar code make it suitable for logistics
applications. Therefore, it has been widely used in various military. For example,
the US military requires that all military suppliers must use two-dimensional bar
code shipping label based on PDF417, and issued labeling standards MILSTD197

Fig. 1 Two-dimensional bar code
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in 1999. Meanwhile, the two-dimensional bar code has also been applied to
the US military ordnance store, ordnance maintenance, military ID, ammunition
marking, material transportation and other fields. British troops also used two-
dimensional bar code PDF417 which includes parts name, parts number, code
designation of a military unit and other information in the weapons, equipment and
facilities; it greatly improved the precision management of weapons ready. In the
French army, two-dimensional bar code has also been widely used in transportation
management. They use the laser-etched PDF417 bar code in the high-temperature
metal plate to achieve the military personnel identification. In the military rescue,
basic medical information of military personnel including identity, blood type, drug
contraindications can be fast obtained from the two-dimensional barcodes under out
of network environment, which accelerates the medical care process. At present,
the conditions of applying two-dimensional bar code in our logistics has gradually
matured, we have to give full play to two-dimensional bar code identification in
logistics.

4.2 RFID Technology

Radio Frequency Identification System (RFID) is an automated data collection
(ADC) system that enables businesses to wirelessly capture and move data using
radio waves. RFID system consists of three parts: the Antenna, Reader and Tag.
When the identified items with an RFID tag pass through its identifiable scope,
the reader can automatically read the relevant information about the technical
labels through the non-contact manner, and achieve functions of items automatic
identification and information automatic collection. The operating principle of
RFID is shown in Fig. 2.

As RFID systems can complete identification without touching between the RF
card and reader, so it’s the identification distance is farther away than distance in the
optical system, it is not restricted line of sight, while radio frequency identification
card also has the ability to read and write, carry large amounts of data, difficult
to forge, it is particularly suitable for realizing automatic management in logistics
system. Radio frequency identification technology can improve the efficiency and
accuracy of the information collection, it is mainly used for monitoring position
and condition of the equipment materials, warehousing management, searching and
distributing of specific articles or goods in transit.

In the logistics process, there are hundreds, even thousands of containers in
a container yard. When facing urgent searching task, the reader can propose the
inquire according to the items name and code, all items in the containers with the RF
card will make a response, then reader activates screaming device of radio frequency
card, staff can tracks the sound to find the container. If the sound is outside the
search scope, you can locate and find items according to the distance showed in the
reader. In the Iraq War, US Army whole-process control and follow-up the position,
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Fig. 2 The operating principle of RFID

attributes, condition of the personnel, equipment, and materials in transit by using
this technology. They process 300,000 military materials container in 40 countries
every day, and greatly improve ensures efficiency of military supplies. Therefore,
we should also spread the RFID technology in the logistics.

4.3 GPS Technology

GPS is the abbreviation of Global Positioning System, which uses the satellite to
navigate and measure location, moving targets on the ground or in the air can
determine their own position.

GPS system has three main components, namely space constellation, the ground
control segment and user equipment part. Space constellation means the satellites
and its related tracking, telemetry, control and network control stations, the ground
control segment include monitor station, master monitor station and ground antenna,
user equipment part is GPS receiver. See Fig. 3.

GPS produced in the 1970s, the entire system has been improved in 1994, it is
one of the most advanced information infrastructure today. The U.S. Department of
Defense originally established GPS for military needs based on a global scale; it has
exerted outstanding contributions for the US military for over 30 years. In the Gulf
War, the United States massively used GPS to provide accurate location data for the
multinational forces moving targets and realized the dynamic and real-time logistics
management.



The Application of Information Technology in the Logistics 359

Fig. 3 Global positioning system

4.4 GIS Technology

Geographic Information System is a high technology, which combines computer
technology and spatial data; it is a unique database in the world —Geodatabase.
Basically, it is an extraordinarily effective technical system of comprehensive
procession and analysis of space datum. GIS expressed geographic features as
geometric objects with the classification property, and then organize, store, modify
and display them though Layer and Layer has become essential basic features of
GIS. See Fig. 4.

The Layer idea of GIS brings conveniently for the management of geographic
object, using GIS systems, the resources and their situation is shown visually
with rich maps form, it is easy to understand resources and decision-making. The
development of visualization technology such as GIS creates favorable conditions
for the close combination of logistics and geographic information. GIS technology
widely used in logistics, it solves many practical problems, such as choice of
transportation routes, logistics center location problem, the capacity of storage,
handling strategy, transport vehicle scheduling and the choice of delivery routes
and so on.
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Fig. 4 GIS layer

By using the geographic data of GIS, we can improve logistics analysis technol-
ogy, inquire goods in transit, solve the problems on distribution, services and query
in logistics activities, automatic determine the position of warehouse and battlefield
or warehouse and rescue sites for timely and accurate distribution. It can be seen that
application of GIS in logistics will fundamentally change the management model of
traditional logistics, and it has broad application prospects.
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5 Conclusion

Currently, the world is in the information age, developed countries have increased
efforts to intensify military reform. As the backbone of the military support,
the logistics become the focus of information construction. In order to achieve
logistics information, we must establish corresponding technical support system.
For example, bar code technology provides a method for automatic identification
and description of materials in logistics process; RFID technology can be used for
tracking goods, vehicles, shelves and other information in the places where needs
data collection and exchange with the non-contact manner; GPS which has the
characteristics of real-time, rapid and high precision can be used for determining the
location of items and transport scheduling management; GIS can be used to organize
logistics and solves problems of the transportation route optimization options,
logistics network rational distribution and other logistics problems. At present,
developing information technology is an urgent requirement to our logistics; we
must strengthen research and application of advanced technology to enhance the
logistic support capability.
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Study on the Application of MAC-Based
VLAN and Multi-domain Authentication
in the Campus Network Management

Pu Heping, Li Pengxi, and Long Shiwen

Abstract Campus network as an important part of the digital campus construction
is a platform that school administrators, teachers and students exchange information
or deal with daily affairs. The campus network management and maintenance
reflect not only the level of information technology, but also the direction and
quality of its personnel training. Based on years of experiences in campus network
management, we proposed the program of using MAC-based VLAN and multi-
domain authentication in campus network management, and applied the program to
practical management. It provided a new and effective method for campus network
management, and achieved the goal that campus network management should be
secure, stable and efficient, and make full use of existing resources to serve the
education and teaching.
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1 Introduction

With the expansion of the campus network and continuation increasing of users, the
campus network operation has become the focus of campus network management.
To ensure the campus network smooth operation, it must address the following two
questions:

1.1 Curate Identification of Users

The whole campus network users are divided into two categories, one is free user,
and the other is charging users. Taking account of the safety and effective using of
resources, we need to make an accurate identification of the two categories of users
by commonly using authentication technologies. At present, there are varieties of
authentication techniques, such as WEB certification, 802.1x authentication and
PPPOE authentication and so on. Of them, the 802.1x authentication is widely
used in the campus network authentication, because it not only has the capacity
of terminal management, but also controls users from the edge of the network
access. It’s a good solution to the internal campus network security issues, while
meeting the billing needs. This paper expatiates by taking 802.1x authentications
as an example. As most of the student hostel can only provide 1–2 ports and
the actual residence of students is 4–6, each port usually links other equipment’s
bought by students such as non-management switch, Hub and so on. It’s requested
to distinguish multiple users under the same port when authenticating and billing.

1.2 Flexible User Charging Scheme

The coexistence of multiple billing models is the frequent situation in actual
management of the campus network. Usually there are four access ways.

Firstly, the school constructs the entire network and manages users by itself with
leasing network exit from Telecom Operator. In this case, the charges are generally
lower, but access controlling is more stringent, especially for limiting bandwidth
resources.

Secondly, network is constructed by the school, and network exit is supported
by Telecom Operator. Users are still managed by the school, but the school and
enterprises have to consult together about how to charge.

Thirdly, Telecom Operator constructs the entire campus network. It’s responsible
for managing of network users. In the case, the charge is relatively higher.

Fourthly, there are four access ways coexisting in the campus network in varying
degrees. Different types of users share the same set of network. Users are unified
managed by the school or it could be separately managed by the school and Telecom
Operator, so that we need to take a variety of billing strategies and access control
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policies. In the case of single account and a variety of billing strategies, we usually
distinguish users by the ISP domain authentication. So this paper also uses the same
method to distinguish users.

2 Mac-Based VLAN

VLAN (Virtual Local Area Network) is called “virtual LAN”. VLAN equipment
will be divided into one logical segment in order to achieve emerging data exchange
of Virtual Working Group (Dongzhu and Deng 2010).

As noted earlier, a single port in the campus network has multiple services, and
each service belongs to different VLAN. So the flexible configuring of VLAN under
the switch port to identify different services has become a key issue of the campus
network management.

In order to solve the above-mentioned problems, we propose a MAC-based
VLAN solution. MAC (Media Access Control) address is burnt on a Network
Interface Card (NIC, NIC), also known as the hardware address. It’s composed of
48 bits long (6 bytes), 16 hex digits.

MAC-based VLAN is another way to distinguish VLAN that tag of VLAN is
added to packet according to the source MAC address. This is often in combination
with security technologies (such as 802.1X) to achieve the purpose of the terminal’s
safety and flexible access.

3 Multi-domain Authentication

Authentication is the process that net users establish a right to use the identification
(E.g. user name). In the case of multi-domain authentication, one user may have
a lot of identifications (Li Yu 2007). These identifications will be identified with
a specific identity meaning in the default semantics. To facilitate the management
of multi-domain authentication, this paper adopts “AAA” management. “AAA” is
the short form for “Authentication, Authorization and Accounting”. It’s a network
security management mechanism which provides such three security functions as
authentication, authorization and accounting.

Generally, “AAA” adopts the Client/Server structure that the client runs on NAS
(Network Access Server) which intensively manages the user’s information. In
terms of the user, NAS is a server; but in terms of servers, it’s the client. The
basic network structure of “AAA” is shown as Fig. 1. When the user wants to
establish connection with the NAS through a certain network to gain the right to
access to other networks or obtain the certain network’s resources, NAS has played
a role of verify users or corresponding connection. In the following figure, access
user can choose to use multiple “AAA” servers, e.g. RADIUS Server (Remote
Authentication Dial In User Service) or HWTACACS (Huawei Terminal Access
Controller Access Control System) Server.
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Fig. 1 AAA (Authentication, Authorization and Accounting) diagram of the basic network
structure

4 The Model of Multi-domain Authentication
Based on Dynamic VLAN

VLAN is devised by MAC based on the following ways: When the port receives
an untagged packet, the equipment can, with the source MAC address of packets
matching the keywords, learn the terminal binding VLAN through finding MAC
VLAN entry, so that the packets are transmitted in the specified VLAN (Li Lu 2006).

MAC VLAN entries are generated in two ways: static configuration and dynamic
configuration.

4.1 Static Configuration

In this way, the user binds terminal of MAC address and VLAN by the command
line. The device generates corresponding MAC VLAN entries. When manually
configuring, the binding is a single MAC address and VLAN if all specified MASK
values are 1. If the high orders of specified MASK are continuous 1, low orders
are 0, the binding is a kind of MAC address and VLAN. It’s usual to divide the
communication equipment of a manufacturer into the same VLAN.

• Advantages:
This way is easily realized; it involves only the access device.

• Disadvantage:
Disadvantage of this way is that initialization of all users must be configured,
if there are hundreds or even thousands of users, the configuration is tedious.
And this way has led to reduction in the efficiency of the switch, because in
each switch port may exist lots of members of the VLAN group, making it
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impossible to limit the broadcast packets. In addition, the notebook PC users
may change their network cards frequently, so VLAN configuration must be
incessantly changed too.

4.2 Dynamic Configuration

In this way, the user needs to configure both MAC VLAN and MAC-based authen-
tication on the device (Such as MAC address or MAC-based 802.1X authentication)
(Okayama et al. 2005). If the user requests authentication, server will authenticate
the user’s name and password. If it is certified, the VLAN information will be issued
by server. Then the device generates MAC VLAN entries in the light of source MAC
address and VLAN information. And MAC VLAN will be added to the untagged
VLAN port list automatically. After the user offline, the device deletes MAC VLAN
entries automatically. MAC VLAN will be deleted from the list.

• Advantages:
This way is flexible and secure. It can identify the MAC address, create MAC
VLAN entries and allow MAC VLAN to pass through access ports automatically.
Therefore, when this way is used in large networks the configuration will be
predigested greatly, and it is flexible to use. Only when the user authentication
is successful can it pass through the appointed VLAN accessing network, so the
security of network is increased.

• Disadvantage:
MAC VLAN can only be enabled on Hybrid port, disabled on ACCESS interface.
The server needs to check whether it conflicts with static VLAN configuration,
if there is some conflict it will lead to issue failure.

Taking various factors into account, the solution is as follows: the dynamic
configuration MAC VLAN coordinates with MAC-based “AAA” authentication;
“AAA” server is arrayed in the network, and VLAN is issued through the server.
The campus network environment is single-user and multi-service, “AAA” server
offers domain-based authentication and VLAN policy. Different businesses under
the same port can be issued with different VLAN; it achieved the goal of dynamic
VLAN multi-domain authentication.

5 Design and Implementation of Multi-domain
Authentication Campus Network Management System

5.1 Network Model

We need to carry out authentication, authorization and billing of the network access
users to improve the security and operation of campus network. Strategy is as
follows:
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Fig. 2 Network model

1. Users who access the internal server on campus use “XXX@CAMPUS” Cer-
tification. It is certified but no charge. Server distributes the segment address
1.1.2.0/24 to them;

2. Users who access the CERNET use “XXX@CERNET” Certification. They can
only access CERNET resource. We execute “A” charges. Server distributes the
segment address 1.1.3.0/24 to them;

3. Users who access the Internet use “XXX@Internet” Certification. They can
access Internet resource. We execute “B” charges. Server distributes the segment
address 1.1.4.0/24 to them.

A student dormitory in the campus network accesses E1/5 port of switch (shown
as Fig. 2). Students in the dormitory connect the network through the HUB. The
Student “A” needs to access the campus server. The Student “B” needs to access
CERNET. The Student “C” needs to access Internet. We are going to give student
address and charging according to the overall address planning of school.
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5.2 Design and Implementation

The following device configuration takes the campus network switch command of
H3C as an example. We list the key configuration steps only in order to facilitate the
readers understand. Other programs are similar to this.

1. Configuring “AAA” program

# creates a RADIUS authentication MAC VLAN, the
appointed authentication and accounting server IP
addresses are 192.168.1.15. Keys are SWPI. (This
parameter needs to be consistent with the configuration
of RADIUS Server)
<Switch> system-view
[Switch] radius scheme macvlan
New Radius scheme
[Switch-radius-macvlan]server-type extended
[Switch-radius-macvlan]primary authentication
192.168.1.15
[Switch-radius-macvlan] primary accounting
192.168.1.15
[Switch-radius-macvlan] key authentication SWPI
[Switch-radius-macvlan] key accounting SWPI
[Switch-radius-macvlan] quit
# configures the domain parameters. Creating three
domains which are CAMPUS, CERNET and Internet, taking
CAMPUS for example, so the others.
<Switch> system-view
[Switch]domain CAMPUS
[Switch-isp-CAMPUS] authentication lan-access
radius-scheme macvlan
[Switch-isp-CAMPUS] authorization lan-access
radius-scheme macvlan
[Switch-isp-CAMPUS] accounting lan-access
radius-scheme macvlan
[Switch-isp-CAMPUS] quit

2. Configuring 802.1X

#Global 802.1X function is enabled.
[Switch] undo port-security enable
[Switch] dot1x
802.1X is enabled globally.
#Students are authenticated with 802.1X on interface
Ethernet1/5.
[Switch] dot1x interface ethernet 1/5
802.1x is enabled on port Ethernet1/5.
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3. Configuring MAC VLAN

# Configuring port Ethernet1 / 5, the port type is
Hybrid, opening the MAC VLAN function.
[Switch] interface ethernet 1/5
[Switch-Ethernet1/2] port link-type hybrid
[Switch-Ethernet1/2] mac-vlanenable
[Switch-Ethernet1/2] quit

4. Configuring RADIUS Server
Here the ideas of configuration are briefly described since RADIUS Server
configuration interface is different. The following configuration can be achieved
on the Radius Server in the mainstream.

Adding SWITCH, the shared key is SWPI; adding CAMPUS Serving, Assign
VLAN2 is issued after selecting the authorization policy; no charging; adding
CERNET serving, Assign VLAN3 is issued by selecting the authorization policy,
configuring “A” tariff; adding Internet serving, Assign VLAN4 is issued after
selecting the authorization policy, configuring “C” tariff. Creating a user Host
A, the account “Host A”, the password “aaa”, service CAMPUS, CERNET and
Internet; creating user Host B, Host C and so on and so forth, three services are
created for each user.

5. Verifying results
The connection of 802.1X was used by Host A, user’s name is “Host A”, and
password is “aaa”, connection is successful. The connection of 802.1X was
used by Host B, user’s name is “Host B”, password is “bbb”, and connection
is successful. The connection of 802.1X was used by Host C, user’s name is
“Host C”, and password is “ccc”, connection is successful.

6 Conclusion

Managing campus network with the dynamic MAC-based VLAN greatly expanded
the scope of application of multi-domain authentication. Especially when the dor-
mitory in the campus network accesses, the complex campus network environment
makes it difficult to carry out the security policy of static configuration and address
planning; meanwhile, the concurrent access of port of varieties of users causes
the authorization policies of 802.1x authentication to become more complex. The
above -mentioned problems can be solved by the dynamic MAC-based VLAN. It
provides an effective way for the campus network management. On the one hand, it
achieves a safe and efficient management; on the other hand, it optimizes allocation
of resources and saves management cost.
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An Empirical Study on Performance Evaluation
of Construction Project Manager

Hui Cao and Changfa Xiang

Abstract The purpose of this paper is to develop a scale and an integrated
assessment method of measuring construction project manager’s performance.
A performance scale of construction project manager is developed in this paper,
which contains three dimensions of execution power, coordination power and
competency and 24 indicators. The performance scale combines theories of manager
performance, person-job matching and competency and is developed by semi-
structured interviews and extraction of the key indicators from the perspective
of objective, process and person capability. Moreover, 46 construction project
managers are selected as the samples from Citic Heavy Industries Co., LTD and the
methods of entropy, analytic hierarchy process (AHP) and fuzzy integrated judg-
ment are integrated to evaluate the performance of construction project managers.
The results of this paper provide a way to evaluate construction project manger’s
performance theoretically and methodology.

Keywords Performance evaluation • Construction project manager • Empirical
study

1 Introduction

The research on performance has been a significant topic in the field of management
since 1990s. In the connotation sense there has been no common viewpoint of the
performance. The three major perspectives proposed are result-based performance,
behavior-based performance and value-based performance.
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Recently, project manager performance is being more and more concerned by
scholars home and abroad. Most of them concerned with performance scale of
project manager. However, the existing scales of project manager performance
focuses on task performance, which reflects the manager’s task execution results,
but seldom considers the competency and coordination performance of project
managers. Accordingly, there isn’t a unified and common scale to evaluate the
performance of project managers.

At present, the methods to evaluate project manager performance mainly focus
on single evaluation method, such as management by objective (MBO), key
performance indicator (KPI), balanced score card (BSC), analytic network-level
process (ANP) and data envelopment analysis (DEA), etc. (Li Shenghai 2003; Sheu
and Hong 2007; Cao and Hoffman 2010). Besides, some scholars also do some
researches on applications of integrated evaluation methods of project manager’s
performance, especially, the integration of analytic hierarchy process (AHP) and
fuzzy integrated judgment (Shang Mei 2004). However, the subjectivity of these
methods may reduce the accuracy of project manager performance evaluation.
Construction project manager is an important kind of project managers. However,
its performance researches are still in infancy. Thus, in this study, we’ll develop a
three-dimension scale of construction project manager performance based on the
theories of manager performance, project management and person-job matching.
In order to overcome the subjectivity of the existing methods, we’ll integrate the
entropy method, AHP and fuzzy integrated judgment to evaluate the performance of
construction project manager. Moreover, we take 46 construction project managers
from Citic Heavy Industries Co., LTD as an example to evaluate the performance
of construction project managers, which is expected to provide a way to evaluate
construction project manger’s performance theoretically and methodology.

2 The Scale of Construction Project Manager Performance

In this paper, we develop a scale to evaluate the performance of construction project
managers, which is based on the theories of performance management, person-
job matching and competency and proposed by semi-structured interviews and
extraction of the key indicators from the perspective of objective, process and person
capability.

The scale of construction project manager performance includes three dimen-
sions of execution power, coordination power and competency and 24 indicators,
which reflects the degree of implementation of tasks, coordination level of manage-
ment and the quality of their own ability of construction project manager. (Seen in
Table 1).
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Table 1 The index system of construction project manager performance

Goal hierarchy Criteria hierarchy Indicator hierarchy

Performance of
construction
project
manager
(POCPM)

Execution power
(EP)

u1: The compliance rate of project quality when
checking for the overall project

u2: The acceptance rate of the key and important
process

u3: The saving rate of material cost
u4: The rate of progress ahead in key nodes
u5: The rate of project completion ahead
u6: The implement rate of security measures
u7: Occupational health and environmental system

operation
u8: The gross profit margin of project
u9: The rate of accounts receivable on project
u10: Owner satisfaction
u11: The complete degree and situation in time of

project acceptance data
Coordination power

(CP)
u12: The plan of project-related personnel,

equipment, materials and progress
u13: Clearing the relationship among the

project-related people’s responsibilities, rights
and interests

u14: The cooperation of supervision unit, the
owner, designer, and other construction units

u15: To evaluate and select the construction method
properly

u16: Coordinating the supply of workers in
construction site, material, machinery transport
and kinetic energy to meet the requirements of
construction schedule

u17: The coordination of cross-site operations to
ensure the construction progress

u18: To encourage and create conditions for
subordinates to gain new knowledge,
experience and skills

u19: Have strong risk awareness and identify risks
and implement countermeasures correctly

Competency (CY) u20: Have good team spirit
u21: Work seriously, diligent, honest and

trustworthy, self-discipline, sacrifice when
needed

u22: Verbal communication skills, writing skills
and social skills

u23: With project management expertise and
experience

u24: The ability to acquire new knowledge and
skills
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3 Methodology

The performance scale we proposed involves three dimensions and 24 indicators.
It is a multi-level and multi-indicator evaluation system. Thus, the fuzzy integrated
judgment is the most appropriate method to evaluate the performance of construc-
tion project manager. The key point is to obtain the weights of execution power,
coordination power, competency and 24 indicators, when we apply fuzzy integrated
judgment to evaluate the performance of construction project manager. In existing
literatures, AHP is mainly used to obtain weight, but the subjectivity of AHP may
affect the final result. In order to overcome this shortcoming, we apply AHP and
entropy method to obtain the subjective weight and objective weight.

The principle of the integrated method in our study may describe as following:
Firstly, we obtain the subjective weight and objective weight by AHP and entropy
method and take the average of them as the combined weight, which is treated as the
weight set of fuzzy integrated judgment. Secondly, according to the fuzzy integrated
judgment model, we get the final result by fuzzy synthesis of the weight set and
fuzzy judgment matrix. In our study, the principle and process of the integrated
method is described as Fig. 1.

4 Empirical Study

4.1 Sample and Data

We select 46 construction project managers from Citic Heavy Industries co., LTD
and evaluate their performance according to the scale proposed above by 360
scores method. The reliability of data is tested by SPSS16.0. The results show
that reliability of data is very good and satisfies the requirement of statistics (seen
Table 2).

4.2 Constructing Factor and Judgment Sets

Two levels are identified for factor sets according to the scale. The first level
includes three dimensions: execution power, coordination power and competency.
The second level includes the 24 indictors:

The first level: POCPM D fEP;CP;CYg
The second level:

EP Dfu1;u2;u3;u4;u5;u6;u7;u8;u9;u10;u11gI
CP Dfu11;u13;u14;u15;u16;u17;u18;u19gI
CY Dfu20;u21;u22;u23;u24g
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Fig. 1 The principle and process of the integrated method

Table 2 The result
of reliability test

Dimensions Item Alpha coefficient

Execution power 11 0:892

Coordination power 8 0:941

Competency 5 0:935

Total performance 24 0:960

Let V D fv1; v2; : : : vj g denote the judgment set. In this study, j is denoted
as 5. Thus, the factor set is defined as V D fv1; v2; v3; v4; v5g, where v1D rank
A, v2D rank B, v3D rank C, v4D rank D, and v5D rank E.

4.3 Constructing Judgment Matrix

We utilize 360 scores method to evaluate the performance of construction project
managers, there are many scores of one indicator for every construction project
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manager. Therefore, frequency method is used to construct the judgment matrix in
this study. The judgment matrix obtained by frequency method is more objective
than that given by experts directly. For example, the judgment matrix of execution
power for the first sample is as follows:

R11 D

2
666666666666666666666664

0:3750 0:5000 0:1250 0:0000 0:0000

0:7143 0:1429 0:1429 0:0000 0:0000

0:2857 0:1429 0:1429 0:1429 0:2857

0:3750 0:1250 0:2500 0:2500 0:0000

0:0000 0:3750 0:2500 0:3750 0:0000

0:3750 0:2500 0:3750 0:0000 0:0000

0:2500 0:7500 0:0000 0:0000 0:0000

0:7143 0:1429 0:0000 0:1429 0:0000

0:0000 0:4286 0:2857 0:0000 0:2857

0:0000 1:0000 0:0000 0:0000 0:0000

0:1250 0:6250 0:2500 0:0000 0:0000

3
777777777777777777777775

With the same principle, we get the judgment matrixes of coordination power
and competency for the first sample and the judgment matrixes of other samples.

4.4 Indentifying the Weight Sets for Each Level

According to the integrated method identified before, we obtain the subjective
weight and objective weight by AHP and entropy method and take the average of
them as the combined weight sets. The subject weights are computed through the
judgment matrixes which are given by experts about each indicator under execution
power, coordination power and competency. The computing process is completed
by MatlabR009a. The subject weight sets, w1

0, w2
0and w3

0, are as follows:

w0
1 D Œ0:1929 0:1929 0:1209 0:0707 0:0401 0:0707 0:0707

0:1209 0:0401 0:0401 0:0401�I
w0
2 D Œ0:2545 0:1469 0:1469 0:0762 0:0762 0:0762 0:0762

0:1469�I
w0
3 D

�
0:0986 0:1758 0:3134 0:3134 0:0986

�
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The objective weight sets, w1, w2, and w3, are computed by the empirical data
according to entropy method. They are as follows:

w1 D Œ0:0753 0:0810 0:1374 0:0812 0:1040 0:0984 0:0763

0:0585 0:0817 0:1254 0:0808�I
w2 D Œ0:1083 0:1272 0:0809 0:1081 0:1773 0:1192 0:1474

0:1316�I
w3 D

�
0:1906 0:1508 0:2209 0:2882 0:1496

�

The combined weight sets, w1, w2 and w3 are computed by the average of
subjective weight sets and objective weight sets. They are as follows:

w1 D Œ0:1341 0:1370 0:1291 0:0721 0:0846 0:0735 0:0897

0:0609 0:0827 0:0605�

w2 D Œ0:1814 0:1370 0:1139 0:0921 0:1267 0:0977 0:1118

0:1393�

w3 D
�
0:1446 0:1633 0:2671 0:3008 0:1241

�

The rest may be deduced by analogy, the combined weight of execution power,
coordination power and competency is computed as follows:

w D �0:5102 0:2755 0:2143
�

4.5 Fuzzy Integrated Judgment of Construction Project
Managers’ Performance

In this paper, we take the first sample as an example to illustrate the process of
fuzzy integrated judgment of construction project managers’ performance. Based
on the fuzzy integrated matrixes and the weight sets obtained before, the first-order
fuzzy integrated judgment for the execution power of the first sample is obtained as
follows:

B1 Dw1 �R11
DŒ0:1341 0:1370 0:1291 0:0759 0:0721 0:0846

0:0735 0:0897 0:0609 0:0827 0:0605 �
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�

2
666666666666666666666664

0:3750 0:5000 0:1250 0:0000 0:0000

0:7143 0:1429 0:1429 0:0000 0:0000

0:2857 0:1429 0:1429 0:1429 0:2857

0:3750 0:1250 0:2500 0:2500 0:0000

0:0000 0:3750 0:2500 0:3750 0:0000

0:3750 0:2500 0:3750 0:0000 0:0000

0:2500 0:7500 0:0000 0:0000 0:0000

0:7143 0:1429 0:0000 0:1429 0:0000

0:0000 0:4286 0:2857 0:0000 0:2857

0:0000 1:0000 0:0000 0:0000 0:0000

0:1250 0:6250 0:2500 0:0000 0:0000

3
777777777777777777777775

D �0:3352 0:3773 0:1560 0:0773 0:0543
�

Thus, the result of execution power for the first sample which stands for the
distribution in the five ranks is as follows:

B1 D
�
0:3352 0:3773 0:1560 0:0773 0:0543

�

One score is given for every rank, where rank AD 95, rank BD 84.5, rank
CD 74.5, rank DD 64.5 and rank ED 29.5. The score of execution power is
obtained by the score for each rank multiplying by the result of fuzzy integrated
judgment for the execution power. The formula is as follow:

EP.score/ D b1 � 95C b2 � 84:5C b3 � 74:5C b4 � 64:5C b5 � 29:5
D 0:3352
 95C 0:3773 
 84:5C 0:1560 
 74:5
C 0:0773 
 64:5C 0:0543 
 29:5

D 81:94

Similarly, the results (B2 and B3) can also be obtained by the fuzzy integrated
judgment for the coordination power and competency of the first sample.

Therefore, we can obtain the fuzzy judgment matrix R of the first level.

R D
2
4B1B2
B3

3
5 D

2
4 0:3352 0:3773 0:1560 0:0773 0:0543

0:4991 0:4834 0:0174 0:0000 0:0000

0:5988 0:3856 0:0155 0:0000 0:0000

3
5

The second-order integrated judgment of the construction project managers’
performance is made as follows:
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Table 3 The scores of EP, CP, CY and POCM for 46 construction project
managers

N EP CP CY POCPM N EP CP CY POCPM

1 81.9 89.6 90.6 85.9 24 87.3 89.2 90.9 88.6
2 83.6 88.8 91.7 86.8 25 82.0 84.5 83.2 83.0
3 79.4 86.7 89.6 83.6 26 85.1 88.2 88.9 86.7
4 83.5 90.0 92.5 87.3 27 83.0 87.8 85.9 85.0
5 87.4 90.7 93.6 89.6 28 79.5 84.0 82.4 81.4
6 87.4 90.9 92.2 89.4 29 80.9 85.4 85.6 83.2
7 88.2 90.5 91.0 89.4 30 83.9 86.3 87.0 85.2
8 88.4 90.9 92.4 89.9 31 82.5 85.2 86.3 84.1
9 88.4 90.1 91.7 89.6 32 77.1 82.3 81.7 79.5
10 86.5 89.9 91.5 88.5 33 78.1 82.7 82.3 80.3
11 85.6 89.1 90.8 87.7 34 81.7 85.7 86.9 83.9
12 85.7 89.2 90.5 87.7 35 82.2 85.0 85.2 83.6
13 86.2 89.2 90.7 88.0 36 86.7 89.7 91.0 88.4
14 86.1 88.2 89.1 87.3 37 84.7 85.9 87.1 85.6
15 85.9 88.4 89.8 87.4 38 76.8 82.8 81.6 79.5
16 87.2 91.3 93.5 89.7 39 84.4 87.3 88.4 86.1
17 88.9 89.1 90.1 89.2 40 79.3 84.5 83.2 81.6
18 89.7 90.9 91.3 90.4 41 86.1 90.2 89.0 87.8
19 88.9 91.3 92.0 90.2 42 86.4 89.8 89.1 87.9
20 88.5 90.7 91.7 89.8 43 86.1 89.7 89.0 87.7
21 84.7 88.7 88.8 86.7 44 86.0 90.1 92.2 88.4
22 88.0 89.1 90.7 88.9 45 84.3 89.2 89.9 86.9
23 85.8 88.6 91.3 87.7 46 88.7 94.1 93.1 91.1

B Dw �R

D � 0:5102 0:2755 0:2143 � �
2
4 0:3352 0:3773 0:1560 0:0773 0:05430:4991 0:4834 0:0174 0:0000 0:0000

0:5988 0:3856 0:0155 0:0000 0:0000

3
5

D � 0:4369 0:4083 0:0877 0:0394 0:0277 �

Similarly, the score of construction project managers’ performance can be computed
as follows:

POCPM.score/ D0:4369 
 95C 0:4083
 84:5C 0:0877
 74:5
C 0:0394 
 64:5C 0:0277 
 29:5

D85:90

With the same principle, we can compute the scores of execution power, coordina-
tion power, competency and construction project managers’ performance of other
samples. The results can be seen in Table 3.
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5 Conclusion

On the basis of manager performance theory, person-job matching theory and
competency theory, a scale is proposed in this study to evaluate the performance of
construction project manager, which involves three dimensions and 24 indicators. It
provides a theoretic framework to evaluate the performance of construction project
manager in management practice. An integrated method containing entropy method,
analytic hierarchy process (AHP) and fuzzy integrated judgment is developed,
which is used to evaluate the performance of 46 construction project managers in
Citic Heavy Industries Co., LTD. The result shows that the construction project
managers of this company have good performance, especially the performance of
coordination power and competency.
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The Design of Ontology-Based Intelligent
Answering System Model in Network Education

Yao Zhen and Zhang Zheng-wan

Abstract This article describes the importance of Answering System in network
education, and analyzes the current common problems of Answering System. Based
on the intelligent, interactive and resource sharing needs of Answering System, the
article proposes an ontology-based intelligent Answering System model in network
education and suggests related technologies.

Keywords Ontology • Intelligent answering • Semantic web • Network
education

1 Introduction

Distance Answering System’s main function is for students to answer the problems
in the learning process, tracking the effect of the students. Relatively isolated the
teachers and students in distance education environment, it plays an indispensable
role in strengthening the exchanges between teachers and students, helping students
with learning disabilities and accessing the correct answer information. In the
current practice of online education, they use e-mail, online discussions, keyword
queries, etc. to display answering (Androutsopoulos et al. 1995).
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1.1 The Problems of Remote Answering System

1. The intelligence of Answering System is not strong. It requires students to have
the ability to extract certain key words, human-computer interaction unfriendly.

2. The accuracy of Answering System is not high. For example, in some database
based on keywords of Answering System, will often return a lot of problems may
be related to the information or may not, students also need to identify themselves
from a large number of materials. This is not consistent of the actual needs of
students.

3. The answering is difficult to achieve a wide range of knowledge sharing. This is
particularly serious in our network education resource’s sharing, often different
network college have different Answering System, and the different Answering
Systems are often strong coupled in different network learning platforms, so that
knowledge can not be shared. As a result, most teaching resources are serious
overlapped (Studer and Fensel 1998).

Thus, in-depth researching of Answering System in network education, design-
ing a network education Intelligent Answering System which feedback timely,
answering intelligence, knowledge sharing and answering accurately, to solve the
problems raised in practice, has become an important issue which need to be
resolved in network education.

2 The Theory of Ontology

2.1 The Definition of Ontology

“Ontology” is a term from philosophy, it is a science which to study the various
entities of the world and how they related. In the area of computer artificial
intelligence, the most recognized Definition given is Gruber Ontology in 1993:
“Ontology is a clear conceptual model specification” (Copestake and Sparck Jones
1990). On this basis, Studer et al. in 1998, a more detailed definition is given: a clear
conceptual model of shared formal specification. He pointed out that the body of the
four meanings:

1. Conceptual model: abstract of the objective world by some phenomena are
related to the concept of the model, meaning the independent of their specific
environmental condition.

2. Explicit: the use of the concept and these concept’s constraints have a clear
definition.

3. Formal: Ontology is a computer-readable.
4. Sharing: Ontology is reflected in the common recognition of knowledge, reflects

the generally accepted concept in the relevant fields set, it is aimed at groups
rather than individuals.
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In summary, ontology is a kind of knowledge can be formalized, but also a
knowledge which can be managed. The character is expression of group knowledge
sharing, knowledge reuse, knowledge exchange to support and so on. Ontology is a
set of protocols, a language; it also can be a standard, a framework (Huang and Yao
2003).

2.2 The Modeling Primitives of Ontology

Perez, who believes that ontology, can be organized according to classification, and
he concludes five basic modeling primitives of ontology.

• Classes or Concepts
It means any business, such as job description, function, behavior, strategy and
reasoning process. Semantically speaking, it represents a collection of objects;
the definition commonly used frame structure, including the name of the concept,
the collection with other concepts relationship and use of natural language
description of the concept.

• Relations
The interaction between the concepts in the field of ontology is defined as the
n-dimensional form a subset of Cartesian product: R: C1
C2
 : : : 
Cn, such
as subclass-of. Semantically, relations are corresponding to the set of tuples.

• Functions
It’s a group with special relationship. The first n� 1 elements of the
relationship can be the only decision the n elements. Formally defined as:
F: C1
C2
 : : : 
Cn� 1!Cn. Such as the Mother-of is a function, mother-of
(x, y) that y is x’s mother.

• Axioms
Behalf never wrong, such as the concept B is in the range of concept A.

• Instances
Represent element. Semantically speaking, instance is the object.

Semantically speaking, there are four kinds of basic relations: part-of express
the concept of the relationship between the part and whole; kind-of express of the
inheritance relationship between concept, similar to the relationship between object-
oriented parent classes and subclasses; instance-of express the relationship between
instance and concept, similar to the relationship between object-oriented objects and
classes; attribute-of express the concept is a property of another concept, such as
“price” is an attribute of the table. In the actual modeling process, the relationship
between the concepts are not limited the four basic relationship listed above, we
can define the corresponding relationship according to specific circumstances of the
field (Huang and Yao 2004).
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2.3 Ontology Modeling Tool

Currently, ontology development tools are lot. Corroding to the ontology description
language which these tools support by, we can divide these into two categories. The
first category includes ontolingua, ontosaurus, Webonto and so on. The second cate-
gory includes Protégé, Webbed, ontoEdit, oilEd. The more famous is the Protégé, in
this study we using this tool to develop a prototype system, it is an open source on-
tology editor which developed by the Stanford Medical Informatics at Stanford Uni-
versity, and its main features are: By the cross-platform written in java language, and
without specific operating system restrictions; It is an extensible knowledge model,
the user can redefine the system that used the original language; support the concept
hierarchy, concept attributes, and the definition of principles and constraints; support
for RDF (S), OIL, XML, and OWL input and output formats; The background
support database storage (Neches et al. 1991), you can use JDBC and JDBC-ODBC
bridge to access multiple databases (Oracle, MySQL, Microsoft SQL Server, etc.)

2.4 Ontology-Based Knowledge Representation

Intelligent answering system inevitably requires knowledge base, of course, in-
volves the formal representation of knowledge. In recent years, ontology-based
knowledge representation has become a hotspot research. In the Ontology-based
knowledge representation, people think: any complex knowledge constituted by the
most basic concepts, which called ontology; ontology is a detailed description of
the basic concepts. The importance of ontology is reflected important role in the
knowledge reusability and sharing. Ontology-based knowledge is different from
frame or other representation. Ontology expressed the structure of the concept,
the relationship between the concepts, which is “shared conceptualization”, while
other knowledge representation methods such as semantic networks, to express
an individual’s knowledge of entities in the field, not necessarily the inherent
characteristics of the entity. The difference of ontology knowledge representation
is an important consideration by we introduced the ontology-based knowledge
representation technology in this study. It’s ability to meet our needs for knowledge
sharing of educational resources.

3 Requirements Analysis of the System Model

3.1 The Design Goals of Intelligent Answering System

The author summarizes the existing network education answering system in the full
survey, and based on the related theory technology, I think that the answering system
meets contemporary network education should do the following:
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1. Answer timely: learning disabilities solved in time can keep learning enthusiastic
and enhance their confidence in learning.

2. The share of answering knowledge easy: It avoids duplication of resources and
is conducive to a wide range of knowledge sharing.

3. Answer intelligence: the system is more intelligent, so that the learners have
better experience. This is also conducive to resolving the status of relative
shortage of teacher resources, and liberates them to do more efficient teaching
work (Chen 1999).

4. Answer accurate: Integrated variety of answering ways, artificial and systematic
way to improve the accuracy and completeness of answering system.

3.2 The Overall Design of the Model

3.2.1 System Model Overview

System knowledge base mainly starts from two aspects, one is the domain ontology,
and another is the formal semantics of educational resources. Domain ontology
defines a related field (a subject) of the domain model and determines the area
of things works. The formal semantics of educational resources is an instance
of the field mode. In short, the domain ontology defines a model (Schema), and
the semantic educational resources defines the date which in line with the model
specification. In view of the current fact standards and level of support of API
consideration, the actual paper used in the prototype system is the OWL ontology,
RDF resource description framework. The overall operation of the system is shown
in Fig. 1.

System design is divided into two parts, one is the asked portal of answering sys-
tem, the second is answering system management portal. Asked portal include: Part
of the traditional manual answering (BBS, Chat room, voice and video answering
system), FAQ answering module, intelligent answering module. Management portal
including: FAQ management module, ontology management module, semantic
knowledge management module, rules management module. Answering portal
mainly provides comprehensive answering services, and management portal mainly
co-manage and maintain knowledge base through experts and knowledge engineers
work together. Two portals, under the use of FAQ database, domain ontology library,
and semantic knowledge base, complete the work of online education answering.

The users of Network Education Answering System are students, and the
administrators are teachers, experts, knowledge engineers. Under the three modules’
common services, students settle questions. Three modules in the system carry out
their duties and promote each other (Li Shuang and Chen Li 2003). The FAQ an-
swering module in the system mainly used to answer frequently question, and for the
general simple question, it not only ensure the speed of feedback, but also ensure the
accuracy of the answer. If the student gets answer, the process is ended. Otherwise,
enter the intelligent question answering module, it mainly through the questions
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Fig. 1 Overall system flow chart

analysis component, queries produce components, knowledge query components
and the interaction of systems persistent domain ontology and semantic knowledge
database, from which the extraction of the answer back to the students. Similarly,
if there is no satisfactory answer, the questions are entered manually answering
module. Manually answering module mainly handle questions which the above two
modules can not handle, it mainly rely on teachers (experts) manual answer. While
the manual answered, it iteration manage the FQA base and domain knowledge base
through the management portal, and continuously enhance the system’s answering
levels. On the other hand, the corresponding answering system management portal
including: FAQ management module, ontology management module, semantic
knowledge management module and the rule management module. Four modules
are mainly through experts, teachers and knowledge engineers together to protect
the knowledge base.

In summary, the structure of the system and process operation which author
proposes are clear, convenient and practical, should be able to meet our current
request of network educational answering system.
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Fig. 2 Intelligent modular system frame

3.2.2 The Detailed Design of Intelligent Question Answering Module

The model design of intelligent in the answering system, the part of the domain
ontology and semantic educational resources, through various steps of intelligent
answering, played a key supporting role to the operation of the system. The part of
the system framework as shown in Fig. 2.

The main processes are as follows:
When a user enters a natural language query, the system through Questions

Analyzer, first do tag to natural language query segmentation and part of speech,
and then do semantic mapping through the semantic base and the knowledge base
element. Finally through the two levels questions module in the Query Builder
(simple questions processing module, syntactic analysis processing module), gain
the SPARQL query language which are natural language questions converted.
Simple questions processing module is responsible for simple, straightforward
questions, the effect is obvious. The syntactic analysis processing module is
responsible for complex query, and through NLP tools to get the syntax tree
information, then in combination with common domain ontology to get complex
SPARQL query. Finally, knowledge query grab the user’s query goals. To the query
problems which the system can not be converted to a SPARQL, the system by way
of human-computer interaction to re-determine the query target, and then removed
answer from the ontology knowledge base.



390 Y. Zhen and Z. Zheng-wan

3.2.3 Technology Implementation of System Model

• Ontology: Ontology Description Language use Web standard ontology language
OWL, we can make use of a large number of application tools to do building
ontology, reasoning ontology, validation ontology (e.g: Protégé, OntoEdit, Jena,
etc.).

• Pre-questions: word segmentation, lexical, POS tools by the system ICTCLAS
by the institute of Chinese Academy of Sciences Computing College, it uses
a multi-layer Hidden Markov Model, the model is applied to the atom splitting,
respectively, are not simple and complex Log in word recognition and class-based
sub-word Hidden Markov and other levels.

• Curriculum knowledge representation: with established ontology vocabularies,
RDF triple model used to express the curriculum knowledge, finally, establish a
RDF/XML course knowledge base, in order to extract the answer with the Jena
semantic inference.
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Applications Based on the Principal Component
Analysis of Informatization Evaluation Model
in University Informatization Evaluation

Xiao Danyan and Xi Guangwen

Abstract According to the reality of the Chinese college education informatization
development and the relying on the national informatization index system. This
paper designs the university informatization evaluation index system and establish
mathematical evaluation model by using principal component analysis method. This
model quantitatively measure university informatization development level in order
to provide necessary information and decision for establishing university education
development strategy and policy. Finally, it shows that the university informatization
evaluation index system has got a good result when it is used in practice of
College Education Informatization Evaluation through questionnaire investigation
and expert consultation method.

Keywords Educational informationization • The evaluation indicator system of
college • Educational informationization • Principal component analysis

1 Introduction

In today’s society, the informationization becomes a macro demand for the present
state and social development. The “National education reform and development of
long-term planning programs” (2010–2020) have made the education informatiza-
tion into the national informatization development strategy of whole and clear-cut
“accelerating education informatization process forward.” Professor Fu DeRong
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from Central China Normal University defined: “education informatization means
that information will become an element of our education system on the basis of
analysis. The information technology will be widely used in all aspects of education,
to improve education information environment, cultivation of teachers and students
information ability. It will also promote the reform of education and teaching under
the informatization environment and will accelerate the realization of education
modernization.” Thus, educational information has great significance on promoting
the comprehensive reform of education and teaching.

After the efforts of the “Ninth Five-Year” “Tenth Five-Year” and “Eleventh
Five-Year”, the higher educational informatization has made great process. How-
ever there are still some shortages such as the inadaptation about infrastructure
construction to the requirements of network education, the lack of funding input,
the inadequate educational software development, the lack of technical personnel
and high quality resource, the imbalance of informatization development and the
low level of information standardization. Because the lack of scientific evaluation
system and method some universities and colleges can’t make effective evaluation
about the level of informatizaiton construction. This leads to some high schools
can’t recognize their informatization construction stage correctively and waste a
lot of manpower and material resources and influence the next step informatization
construction severely. At present, the researches of evaluation indicator system of
higher educational informatization and theoretical methods are very limited. So
we must accelerate the development of scientific evaluation indicator system of
higher educational (Bonham and Beichner 2004) and set up evaluational technical
method which can make quantitative reflection and evaluation about the level and
development progress and existed issues about higher educational informatization.
Thus we can know the present situation of higher educational informatization
more clearly. According to the feedback of evaluation, we can recognize the
issues in the development of informatization and establish corresponding mea-
sures and impulse to guide the high quality development of high educational
informatization.

2 Construct the University Informatization Evaluation
Index System

Through the statistical analysis of the university informatization index and quan-
titatively measurement of regional informatization development degree as well as
the statistical rules of the university informatization development perspectives we
can improve the scientificalness and accuracy of government’s decision-making to
promote education informatization construction. It can also effectively guide and
promote the informatization construction work.
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2.1 The Guidelines and Principles of Evaluation Index System

In order to promote national informatization construction the government estab-
lishes a unified national informatization index system (NIEC 2006) to scientifically
evaluate the informationization level of different countries and regions in order to
guide the information development. The national informatization system contains
six factors: the information network, information resource, information technology
industry, information talent, information technology application, informatization
policies and regulations and standards. The University informatization system is
a sub-system of education informatization and a special structural and functional
part. Based on the national informatization index system (Yang Jingying et al.
2007) and other academic research results the author (Zhang Chenghong 2006)
redesigned the evaluation index system for university. In this process we completed
with the relevant state higher education informatization (Roach 2008) policies and
Chongqing colleges and universities “Digital Campus” evaluation index system in
Chongqing municipal education commission.

2.2 Choose the Evaluation Index System

In Chongqing colleges and universities “digital campus” evaluation index system
there are six primary index, 22 secondary indexes and 61 level 3 index. This system
is suitable for examination evaluate college. Directly use this system to analyze
the schools’ informationization level failed to provide scientific judgment due to
no clear quantitative index. This paper focuses on reducing qualitative indexes,
increasing the quantitative indices, merging secondary indexes, and deleting some
indexes which were difficult to quantify or obtain. The university informatization
level evaluation index system of this paper is shown in Table 1.

3 The Mathematical Evaluation Model Based on Principal
Component Analysis

3.1 The Mathematical Principle and Processing Method
of Principal Component Analysis

The principal component analysis (Yu Xiulin and Ren Xuesong 1999) uses di-
mensionality reduction thoughts to reduce multiple indexes to a few independence
comprehensive index. At the same time it makes those indexes to reflect the original
index group medium information as much as possible. These integrated indexes can
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Table 1 University informatization evaluation index system

Assessment index Evaluation content

Information organization setup
M1

School leader team, operation management institution,
resource development and technical support
department for informatization construction

Informatization short-and
long-term planning M2

Planning time, feasibility, rationality and advanced of
informatization

Informatization system
construction M3

The system of informatization safety management,
students political ideology and propaganda work
system on internet, training system of informatization

Informatization funds guarantee
M4

Informatization investment funds percentage,
informatization funds increase total of this year

Informatization personnel M5 According to 1500–2000:1 ratio on student number,
equipped with high-quality digital campus construction
specialty management maintenance personnel

Informatization network
infrastructure M6

Export bandwidth, wireless coverage, teacher and student
of computer internet connectivity rates, teacher and
student computer Ratio, classroom and multi-media
classroom, the quantity of server, network failure rate

Network management application
software M7

Good network teaching platform, network management
system, server management, perfect MIS software,
library management software, digital learning
environment (Wacher and Gupta 1997)

Informatization safety
construction M8

Provide network security and service

High-performance computing
equipment or server cluster
M9

High-performance computing equipment or server cluster
of internet connectivity can satisfy large computing
needs

Library’s digital resource
construction M10

More than 20TB literature database, retrieval own
literature database and outside the library information
of internet connectivity, access to domestic and foreign
library collection material, library integrated
management system, university library management
system in the same city can interconnect each other

Teaching source base M11 Multimedia material database, Subject teaching database,
web course database (Chia-I Chang 2002)

Management database
construction M12

Student enrollment and performance management,
teachers and teaching situation system, equipment and
school property system, personnel and industrial
relations system, financial system, researching system,
office automation database

Informatization education
application level M13

Web portals, “one-card” system to cover campus
management, teaching, life, scientific research, etc.
Scientific research personnel information technology
application method

Education and literacy training
M14

To cultivate students’ information literacy and information
literacy for the purpose of informatization public
courses (The student guide to evaluating information
technology on campus), students political ideology and
propaganda work construction on internet

Electronic school education and
management
informationization level M15

Office automation management system ratio to 90%,
administrators can skillfully use business management
information system for handling business
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better reflect the differences between each sample, and they are independent of each
other in statistical sense. The model realizes the principal component analysis as
follow:

1. Collect primitive data from matrix A according to the index system, Xij is the
values of university i and informatization index

A D ˚Xij .i D 1 : : : nI j D 1 : : :m/; .n D 5;m D 15/ (1)

2. First, normalize the primitive data matrix and get Correlation Matrix R. Since
the evaluation index is composed by many indexes we need to normalize the data
to non-dimensional data for avoiding the influence of dimensional and orders of
magnitude.

3. Compute the matrix R of eigenvalue � and eigenvector ˇ.
4. Compute the cumulative contribution of variance, choose the principal compo-

nents number P and then compute the corresponding eigenvector.
5. Make the comparative analysis by computing the principal component score of

each university.
6. According to the principal component score, get the total principal component

index F of each university.

3.2 Use the Evaluation Model to Analyze Data
that be Collected by According the University
Informatization Evaluation Index System

In 2009, based on Chongqing statistical yearbook, by questionnaire investigation
(Kobulnicky and Rudy 2002) and expert consultation method, the author obtained
education informatization and corresponding indicators of informatization data
from Chongqing university, Chongqing university of posts and telecommunications,
Chongqing normal university, Chongqing medical university, Chongqing technol-
ogy and business university. By using principal component analysis to analyze
the data obtain in every school’s main indexes of informatization at different
development situation we give the quantitative objective evaluation and make
improvement and suggestions in the insufficient places.

This paper adopts the objective way that most scholars used to determine
each index of concrete numerical value cause university informatization evaluation
indexes contain both quantitative indices and contains qualitative indexes. We
selected index variables such as M1- M15 and process the primitive data according
to the above steps using SPSS17.0 statistics software. Specific steps (Ganesalingam
and Kumar 2001) are:

1. Normalize the 15 primitive index data and get Correlation Matrix R.
2. Compute the matrix R of eigenvalue � and the cumulative contribution of

variance as shown in Table 2.
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Table 2 Total variance
explained

Component eigenvalue � % of variance Cumulative %

1 3.685 19.25 19.25
2 3.142 24.53 43.78
3 2.538 17.15 60.93
4 2.265 11.98 72.91
5 1.956 12.13 85.04

X1-X15 is M1-M15 normalization

3. From Table 2, the first five the principal components of the cumulative contri-
bution rate was 85.04%. So we can use the change of these five components
after dimension-reduction to express the change of the primitive indexes. At
this moment it cannot get the principal component expression yet. We need to
Compute the matrix R of eigenvector,

ˇ W ˇij D Yij =SQR.�i/ .i; j D 1; 2; : : : 15/: (2)

Here Yij is the load quantity of the principal component matrix and �i is the
eigenvalues of the principal components Fi.

4. The first five principal components can be expressed as a linear combination like:

Fi D
15X

iD1;jD1
ˇij
Xij (3)

Xij is the index’s normalization. Compute the principal component score
of each university according to the data had be calculated. Then Compare and
analyze through the score. We finally get the total principal component index F
of each university according Fi.

F D
nX
iD1

Ai
Fi .i D 1; 2; : : : 15/

0
BB@Ai D �i

pP
iD1

�i

1
CCA (4)

5. Through our calculation we get principal components and total principal compo-
nent index. Then we sort all five university informatization data in Chongqing.

Through the empirical analysis we can see that Chongqing technology and
business university and Chongqing university belong to advanced level in education
informatization from Table 3. Chongqing university of posts and telecommunica-
tions and Chongqing normal university belong to the medium level in those five
universities. It shows that each university’s informatization network infrastructure
are developed relatively perfect and balance. However there are certain gaps in
information organization setup, high-performance computing equipment or server
cluster, informatization education application level, informatization basic database
and resources and network management application software. In the future we will
focus on building these targets in the development of informatization.
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Table 3 The university in Chongqing informatization evaluation index sort table in 2009

School F1 Sort F2 Sort F3 Sort F4 Sort F5 Sort F Sort

Chongqing
Technology
and Business
University

5.15 1 3.975 1 4.231 1 3.659 1 3.321 1 4.0676 1

Chongqing
University

5.09 2 3.753 3 4.202 2 3.562 2 3.198 2 3.9608 2

Chongqing
University of
Posts and
Telecommuni-
cations

4.93 3 3.786 2 4.009 3 2.892 3 3.096 3 3.7426 3

Chongqing
Normal
University

4.86 4 3.694 4 3.986 4 2.642 4 2.984 4 3.6332 4

Chongqing
Medical
University

3.94 5 3.682 5 3.897 5 2.599 5 2.962 5 3.4161 5

4 Conclusion

Through the empirical analysis and by using the quantitative analysis method to
calculate the development level of university informatization we can reveal different
areas or different universities informatization development situation. We can also
the university informatization level at the same region in different periods of
development in order to provide necessary information and decision for establishing
university education development strategy and policy (Soudien).

5 Prospect

There is a certain limitation of this university informatization index evaluation
system because it was established by using principal component analysis according
to Chongqing university informatization constructions. In the future work, we will
optimize it to make the university informatization index evaluation system (Li Gang
et al. 2008) face the nationwide usage. Our university informatization construction
are concentrating developing. Since different regions and different schools have
different levels of development the university informatization construction can
be divided into different grades by clustering methodology. It will help them to
judge what type and which level they belong to in the university informatization
development. After find a reasonable position it will help people make a better
informatization development plan.



398 X. Danyan and X. Guangwen

References

Bonham SW, Beichner RJ (2004) Education riser using web-based assessment systems. J Reser
Comput Educ 33(1):101–104

Chia-I Chang Flor (2002) Intelligent assessment of distance learning. Inf Sci 140:1–2
Ganesalingam S, Kumar K (2001) Detection of financial distress via multivariate statistical

analysis. Manage Finance 27(4):45–56
Kobulnicky P, Rudy JA (2002) The third annual EDUCAUSE survey identifies current IT issues.

EDUCAUSE Quarterly 25(2):8–21
Li Gang, Chen Ping, Qi Er-shi (2008) Design of index system for comprehensive evaluation

& its application in enterprise informationization. Comp Integr Manuf Syst 14(1, January):
96-101-104

NIEC (2006) The structural scheme and description of nation informatization index. http://www.
niec.org.cn/gjxxh/zbfa01.htm

Roach R (2008) Meeting new challenges: diverse issues in higher education 25:120–126
Soudien C. Education in the network age: globalization, development and the World Bank. Int J

Educ Dev 22:35–40
The student guide to evaluating information technology on campus (developed by EDUCAUSE in

cooperation with the American Association of Collegiate Registrars and Admissions Officers
(AACRAO) and the National Association for College Admission Counseling (NACAC)). http://
www.educause.edu/studentguide:23

Wacher RM, Gupta JND (1997) Distance education and the use of computers as instructional tools
for systems development projects: a case study of the construction of expert systems. Comput
Educ 29(1, August):13

Yang Jingying, Lv Haiqi, Yang Hongjun (2007) Measure informatization development index.
China Stat 2(February):15–18

Yu Xiulin, Ren Xuesong (1999) Multivariate statistical analysis. M. Beijing, China Statistics
publishing house

Zhang Chenghong (2006) Plan and evaluate the university informatization. M. Fudan University
publishing house, pp 163–164

http://www.niec.org.cn/gjxxh/zbfa01.htm
http://www.niec.org.cn/gjxxh/zbfa01.htm
http://www.educause.edu/studentguide:2–3
http://www.educause.edu/studentguide:2–3


An Application of Classification Models
in Credit Risk Analysis

Ruan Ling-ying

Abstract A default risk is defined as the possibility that a borrower will not be able
to pay back the principle or interest associated with a lending. Credit card business
has high risk of delinquency as there is no collateral required before borrowing
the money. Lenders usually collect a lot of information to learn the consumer
risks. A conventional method to this problem is to examine combinations of the
information variables that are likely to have influence. However, hunch can leave
out important variables without being noticed. In this article, we introduce statistical
models to conveniently predict the default risk based on an application to a real data
of credit card business. Several potential improvements are also discussed.

Keywords Credit risk • Classification models • Logistic regression • Boosting •
Random forests

1 Introduction

Credit risk analysis (finance risk analysis, loan default risk analysis) and credit risk
management is important to financial institutions which provide loans to businesses
and individuals. Credit loans and finances have risk of being defaulted. A default
risk is defined as the possibility that a borrower will not be able to pay back the
principle or interest. The biggest default risk involves unsecured lines of credit,
such as credit cards. With an unsecured line of credit, it may be impossible for the
lender to get back much of the investment, in case of a default. Credit cards and
other unsecured lines of credit therefore carry a bigger risk when a default does
occur. For this reason, credit providers must understand risk levels of credit.
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Personal credit scores are normally the most critical information lenders need to
obtain. They are provided by external credit bureaus and ratings agencies. Credit
scores may indicate personal financial history and current situation. However, it
does not tell you exactly what constitutes a “good” score from a “bad” score.
More specifically, it does not tell you the level of risk for the lending you may
be considering.

Except credit scores, credit providers often collect a vast amount of information
on credit users. So credit risk profiling (finance risk profiling) is very important. The
Pareto principle suggests that 80–90% of the credit defaults may come from 10 to
20% of the lending segments. Profiling the segments can reveal useful information
for credit risk management. Information on credit users (or borrowers) often consists
of dozens or even hundreds of variables, involving both categorical and numerical
data with noisy information. Profiling is to identify factors or variables that best
summarize the segments. Analyzing such vast information is an extremely difficult
and challenging task. As the total number of variables increases, the number of
combinations to be examined in this way grows exponentially. When a large number
of variables involved, the number of combinations is too large to be examined
manually. Thorough systematic accurate analysis is all but impossible.

Fortunately, this problem can be overcome with the methodology described here.
Predictive modeling is an excellent technique for credit risk management. Predictive
models are developed from past historical records of credit and consumer behavior.
From the past information, predictive models can learn patterns of different credit
default ratios, and can be used to predict risk levels of future credit loans. In
this paper, we present several methods of predictive modeling and illustrate their
performance based on a real data task. In Sect. 2, we briefly introduce the models
and we apply them in the real task of credit card default risk classification in Sect. 3.
And we conclude the findings in Sect. 4.

2 Methodology

Logistic regression (Hastie et al. 2009) is a popular linear model in classification to
model the posterior probabilities of the K classes based on linear functions in the
features x. The model has the form

log
P.G D j jX D x/
P.G D KjX D x/ D ˇj0 C ˇ

T
j x; j D 1; � � � ; K � 1 (1)

It is specified in K-1 log-odds or logit transformations to satisfy the constraint
that the probabilities sum to one. The choice of the denominator is arbitrary and
the estimates are equivalent under the choice. Here the K-th class is chosen as the
baseline. It is solved by iteratively reweighted least square (IRLS). For typical two-
class problems, it is simplified and the posterior probabilities have the form
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P .G D 1jX D x/ D exp


ˇ10 C ˇT1 x

�
1C exp



ˇ10 C ˇT1 x

� ;

P .G D 2jX D x/ D 1

1C exp


ˇ10 C ˇT1 x

� (2)

Random forests (Breiman 2001) select a subset of variables for each node and
choosing one best split from the subset to build one tree based on bootstrap samples
(Efron 1979). Many trees are grown iteratively and it returns the probability by
voting. One promising property of random forest is that it can handle high dimen-
sional data and it does not over-fit. It is robust to outliers and it’s easy to implement
because there are not many parameters to be tuned. The only tuning parameters for
random forest are the total number of trees to grow and the size of subset to split at
each node. However, random forest is not sensitive to the size of subset in a wide
range actually. Several choices of the parameter is tried to get the best random forest
model.

Boosting was first proposed in Schapirer (1990) and was received much attention
since then (Freund 1995; Freund and Schapirer 1997; Schapire et al. 1998; Friedman
et al. 2000). The idea of boosting is to generate weak learners iteratively and
combine them as a committee to do the classification. Each weak learner is trained
sequentially to perform better than random guess. The iteration goes with down
weighting the correctly classified samples and increasing the weight for those
misclassified samples to get the next weak learner. Each weak learner has a weight
to vote which depends on its performance, i.e., the less error rate, the more weight.
Classification is the weighted vote of these weak learners. There are many boosting
algorithms. AdaBoostM1 is most commonly used. In this study, we tried different
boosting algorithms including AdaBoostM1, LogitBoost and BlackBoost. Also, it
is flexible to choose the type of weak learner. Decision stump is used as the base
learner when using AdaBoostM1 and LogitBoost. Decision tree is the base learner
when using BlackBoost. See Schapire et al. (1998) and Friedman et al. (2000) for
more discussion of boosting.

3 Application

Credit card provides provide as many variables as possible to understand the risk.
Starting with the raw variables, we discussed several ways to extract features (Ruan
2010). With all the possible features ready, stepwise logistic regression chooses
ten variables. Compared with the logistic regression model with the raw variables
only, i.e., out feature extraction, the AUC of the new logistic regression is lifted by
10.1% on in-sample validation and 9.7% on out-of-time validation. The kolmogorov
smirnov (KS) statistic is lifted by 12.3% on in-sample validation and 11.8% on
out-of-time validation. Figure 1a is the ROC on the out-of-time validation data set.
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Fig. 1 (a) ROC on the out-of-time validation data set with AUC 92.6%; (b) box plot for the
probability of good among the two classes on out-of-time validation, where 0 (red) represents
bad and 1 (white) represents good

And Fig. 1b is the box plot for the probability of good among the two classes on
out-of-time validation, where 0 (red) represents bad and 1 (white) represents good.

In random forest, all variables are first put into the model with subset size of 14
and 500 trees, which is decided by cross validation. By bagging (Breiman 1996), the
importance of each variable available and is assessed by mean decrease in accuracy
and mean decrease in node impurity. The previous one measures how one variable
helps others and the latter one measures the individual contribution it has. To get a
sparse model, we select part of the variables according to the importance order. For
example, the geometric mean of the two metrics can be used as a criterion to select
variables. Figure 2 is the importance picture.

For boosting, 500 iterations of AdaBoostM1 returns the best AdaBoostM1 model
and 110 iterations of LogitBoost is the best one. To look into the importance of each
variable, we check the weight of each decision stump. Table 1 lists the first ten weak
classifiers in AdaBoostM1 and the corresponding weight and error rate. The higher
the weight, the more important the variable is. And the more times one variable is
selected as the split variable, the more important it is. For example, U alpha is firstly
selected as the split variable and the corresponding error rate and weight is 0.2809
and 0.94 respectively. U alpha is the intercept from the regression, which means it is
similar and highly correlated to current utilization. It is more than current utilization
because it contains the information with the current utilization and the utilization
trend over time. The performance of the two types of Boosting is similar to logistic
regression.
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Fig. 2 Importance measures of variables in random forests. The left one is mean decrease in
accuracy and the firth one is the mean decrease in node impurity

Table 1 The first ten weak classifiers in ADABOOSTM1

Variable Split <DSplit >Split Weight Error rate

1 U alpha 0:8232 Good Bad 0.94 0.2809
2 Xmosdlq 1:5 Bad Good 0.9 0.28905
3 Cyc pmt pct 3 0:114 Bad Good 0.45 0.389361
4 zfrctrev 58:5 Good Bad 0.29 0.428004
5 Dep tot am 832:74 Bad Good 0.37 0.408541
6 U alpha 0:8215 Good Bad 0.29 0.428004
7 Cyc ca ewm25 7:9248 Good Bad 0.2 0.450166
8 xavgmos 65:5 Bad Good 0.23 0.442752
9 xmosdrg 8:5 Bad Good 0.21 0.447692
10 Dpd short ave 2:166 Good Bad 0.15 0.46257
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4 Conclusion

This paper has empirically investigated the application of three classification models
in the application of credit risk analysis. The data is based on the feature extraction
illustrated in Ruan 2010. The Logistic regression shows better separation than the
old one without feature extraction, which shows great advantage of doing feature
extraction. The logistic regression model is a simple parsimonious model and it is
easy to interpret. Random forests and boosting are suitable to handle a large set of
variables.
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Exploration of the Examination Reform
in Advanced Language Program Design Course

Xiaoling Tan and Xing Zou

Abstract There are still many problems in the content and methods of current
college course examination, thus, quality education to be the center of the test has
been put forward. On the basis of combining computer-based courses with teaching
experience and analyzing the Advanced Language Program Design curriculum
features, a special implementation program of the course examination reform is
designed, which has received good results.

Keywords Course examinations • Examination reform • Talent training •
Practical ability

1 Introduction

Advanced Language Program Design Course is not only the core curriculum of
computer science major, but also one of the fundamental courses in many science
and engineering majors for the undergraduate and junior college students. It is of
significance to foster the students’ abilities to deal with the practical problems
by using computers and to understand the program design ideas. To strengthen
the construction of the course, some necessary researches and improvements of
test program reform have to be done in addition to the teaching content, teaching
methods and teaching tools, so that the students’ learning motivation and initiative
can be promoted, and the quality of teaching can be improved through a flexible
examination and evaluation mechanism.
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2 The Present Problems Existed in Teaching and Exam

2.1 Test Mode Is Single

In the assessment of Advanced Language Program Design Course, the students’
theoretical knowledge as well as the doing ability should be both examined. The
current testing method, which is based on a written examination, is single. This
test has primarily examined the basics of program design, but the practice-and
applicable- topics account for less weight. It is not profound and comprehensive.
It is also less conductive to arouse the students’ study enthusiasm and to improve
their hands-on operational capability.

2.2 The Test Content Focus More on Knowledge
than Capability

Studies have shown that learners’ learning purposes and test methods are much
related to each other. Scientific and rational test mode is aimed at enabling learners
to truly understand the learning content; Unreasonable test mode may lead to the
learners’ passive reception of knowledge, and the mechanical reappearance of parts
of learning content in the examination. The current test content is mainly based
on knowledge and is too attached to material. In such examination, the memory
assessment is in a primary position, and the operation ability, analytical ability and
critical thinking ability are less important. It will cause an inertial thought for the
students in this test mode. So this kind of examination cannot measure the students’
true quality, and also it hoodwinks their own concerns on capacity and development,
and limits the student’s growth of creativity and personality as well (Chen Li-xin
et al. 2007).

2.3 The Exam Results Is More Important than the Processs

The final exam is the chief test mode, there are little other exams in the teaching
process. The Students’ achievement cannot be well reflected. The students would
not be engaged in review until the final exams come. The purpose of their learning
is just to get high scores in the exams but not to improve their abilities, which
causes a sudden review and rote learning. However, they would forget most of
the knowledge they got from preparing the exams soon. This greatly prevents the
students’ intellectual development, and is not conducive to the cultivation of their
innovation ability.
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Course Examination is like the inspection process of product quality in an
enterprise. The products must undergo a rigorous process monitoring before get out
of the factory. Examination is true of this; teachers should strengthen the monitoring
in the students’ learning process and know the students’ learning state and learning
effects. The traditional one-time test mode should be replaced by getting the test run
through the whole process of teaching. So that the test can truly play its evaluation
and guidance function (Xu Yuqiong 2008).

2.4 There Exists Test Paper Management Problems

At first, because of the restraints of manpower and space, the test paper cannot
be conserved intensively and long-timely, and they are easy dispersed and easy to
damage. All these will lead much inconvenience in the later reference, statistics,
checking and so on. Then the management would become even difficult after the
increase of the students’ numbers. Meanwhile, the printing of examination papers
will also consume a large amount of paper, which is neither conductive to economics
nor environmental protection.

3 Taking Effective Measures to Promote
the Examination Reform

The basic principle of selecting test ways is that this measure can be able to promote
students’ learning motivation and initiative, can be able to collaborate with teachers’
high-quality teaching task, and can be beneficial to the cultivation of students’
innovative ability (Craig Larman 2006).

As a basic course for computer science major, Advanced Language Program
Design Course is very practical. Through a practical learning of this course, the
students can strengthen their in-depth understanding about syntax, grammar and
semantics, and cultivate their programming ability. Assessment program is divided
into four parts: (1) Normal operations, accounting for 10%, mainly to urge the stu-
dents to learn in daily time; (2) Experiment and reports, accounted for 20%, aims at
strengthening the students’ practical ability; (3) Procedural examination, accounting
for 20%, to consolidate their learning outcomes; (4) final exam, accounting for 50%,
mainly to study the basic theory of knowledge and the comprehensive examinations
of the term. The main idea of the program is to highlight the process assessment
with the supplement of the theoretical examination. The assessment program will to
some extent limit some students who are weak in learning desire, so that they would
not be too lax in the learning process, and play a certain role in the requirements of
the students’ attending class. The specific implementations must be done to check
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whether the examination plan is reasonable and whether it can reach the initial
supposition. In order to make sure that the examine plan is taken effectively, the
following two keys should be emphasized (Chen Li-xin et al. 2006; Ramez Elmasri
et al. 2005).

3.1 Strengthening the Procedural Examination

Strengthening the procedural examination is to test after each stage of a teaching
mission is completed in order to consolidate the related knowledge learned in
daily time, which requires students to do more in daily time, so that the students’
reviewing teaching content becomes normal. There is another effect is that the
students who try to pass the examination in one time through cheating will not
succeed. So it is beneficial for correcting their study attitudes.

3.2 Request the Students Strictly in the Experiment,
and Standardized the Reports After the Experiment

Experiments and reports, accounting for 20%, clearly direct the students to pay high
attention to each experiment. In general, teachers require the students to prepare
related experimental content in advance so that students can focus on debugging
and analyzing algorithms and procedures, and discuss difficulties in the practice
of experimental subjects with teachers. Students should not only prepare for the
experiment and complete it, but also finish the experimental report.

In this way, the students’ writing skills and analytical capabilities are sufficiently
trained, which is helpful to foster a rigorous research attitude.

The procedural examination increases the teachers’ workload, but the traditional
written exam, which needs questioning, making test papers and evaluating papers,
statistics of scores and a series of efforts, increases the workload of educational
administration. In order to ensure that the procedural examinations and final
examinations are carried out smoothly, a research of Web-based online examination
system have been undergoing since 2008, and a network examination system which
suit the actual situation in our school has also been designed. Students can login to
participate in the examination at an appointed time and in a designated examination
room through the campus network. That will achieve a good result in actual use
of the system, and it will improve the automation and science of the examination
process, which can provide better services for the teaching management in our
school (MacDonald 2005; Lu Jingping and He Yulin 2003).
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4 The Network Test System Developed by Us Has
the Following Advantage

4.1 Ensuring the Fairness in the Test

Due to the randomness of pumping problems, we should ensure the same questions
in different examination papers with different order. That will reduce the possibility
of cheating and ensure the fairness in examination while also be helpful to maintain
the examination rules.

4.2 Saving Manpower and Resources, and Be Conducive
to Examination Administration

Adopting unified management by computer will save a great deal of manpower and
resources. Selecting papers is fully automated. Examinations are carried out on the
computers, which need no printing papers. To a large extent, that simplifies the
examination process, and it has not only saved manpower and resources and reduced
the cost, but also is more conducive to exam management and environmental
protection.

4.3 It Is More Convenient Evaluate and Conserve Papers

The testing papers will be evaluated and statistics automatically by the computer,
which will reduce the teachers’ work. And after being conserved by the computer,
the statistics and inquiry of scores are also very convenient, so that the work
efficiency can be improved.

5 The Practical Results

Through the examination reform of this course, it has pre-achieved the following
results: First, it has added some stage assessment in the examination, guiding the
students to value their usual learning, reducing their psychological pressure in the
final examination, and mobilizing and improving students’ learning motivation.
That will enable students to pay high attention to every aspect of teaching and
improve learning efficiency, which has corrected some students’ adverse learning
attitudes of wearying of studying. Second, the assessment of practice-oriented
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operational capability is paid attention to, and their level of applied skills is im-
proved by enhancing practical links. Third, through reforming the more reasonable
curriculum assessment and evaluation programs, the process of examination will be
more standardized and scientific. To give prominence to the objectives of cultivating
applied talents who have social responsibilities by combining assessment capacity
with evaluation capacity, in order to maintain the main role of the examination
(Wang Zhi-yue and Yang Hai-ming 2008). Fourth, the network test system will
become a strong complement and development to the current test methods. Network
online test has not only reduced manpower and resources, improved the efficiency
of scoring and reporting, but also improved the objectivity and impartiality of test
scores, speeded up the construction of teaching information technology in colleges
(Ningrong Liu 2008; http://tecenter.buaa.edu.cn/kechen/gaige/9.html).
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A Recommendation Method in E-Commerce
Based on Product Taxonomy Graph

Qian Liu, Hongzhi Wang, Hong Gao, Qi Lv, and Jianyu Fu

Abstract The data of e-commerce is growing at a rapid speed. As a result,
customers are no longer able to achieve what they want to buy in a relatively
short time. Collaborative Filtering (CF) is the most acceptable method about
recommendation. However it has two limitations. One is sparsity, the other is
scalability. In this paper we give a methodology to solve the problems based on
product taxonomy graph. Data mining on product taxonomy graph helps make the
transaction data in more aggregated way which is expected to solve the sparsity and
scalability problem in CF.

Keywords CF • Product taxonomy graph • Recommendation • Top-k

1 Introduction

With the rapid growth in size and number of databases in e-commerce, it is difficult
for customers to discover what to buy. The first reason is that overloading products
leads to the difficulty for customers to choose the products they are interested in.
The second reason is that recommendation methods do not work efficiently as
expected. Therefore it is crucial to improve the quality of recommendation methods.
Collaborative Filtering (CF) is the most successful technique (Basu et al. 1998;
Terveen et al. 1997; Adomavicius and Tuzhilin 2001), and is widely used in many
ways like recommending movies, article, products, etc. However, there remains
important research questions in overcoming two fundamental challenges for existing
collaborative filtering recommendation systems.
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The first challenge is sparsity. In large e-commerce sites, there are millions of
products. Customers may rate only a very small share of them and a product may
be rated by few customers. Therefore it is difficult to make proper recommendation
with a lack of information. The second challenge is related to scalability. The CF
algorithms may confront problems when facing millions of customers and products.
Sometimes the algorithm is time-consuming and works poorly in practice. The
methods for solving the problems include dimensionality reduction techniques and
model-based approaches (Sarwar et al. 2001). Latent Semantic Index (LSI) (Basu
et al. 1998) is a widely used dimensionality reduction technique. Model-based
approaches use data mining methods such as Bayesian network, clustering, and
association rule mining (Lin et al. 2000). However, the model is expensive to build,
and usually focused on specific problems.

CF based on tree-structured product taxonomy has been proposed in (Choa and
Kim 2004). However, tree-structured taxonomy has difficulties in giving suitable
recommendation for the following two reasons.

• It is common that a product or a class can be sorted into two or more classes. As
product taxonomy has too many products like that, if the product taxonomy is
presented as a tree, it will consume too much space.

• In a tree, it is more difficult to find obvious relationships among products than in
a graph.

To overcome the shortcoming of tree-structured taxonomy, in this paper we use
product taxonomy graph to find similar product groups to build customer profiles
and search for neighbors in the reduced dimensional space. These help to solve the
scalability and sparsity problem of CF.

The contribution of this paper includes:
A taxonomy-graph-based CF method is proposed. To our knowledge, this is the

first paper where graph-model taxonomy is used for recommendation. We propose
a novel algorithm based on taxonomy graph, and it is efficient in performance and
help solve the sparsity and scalability problem in CF.

2 Related Work

2.1 Data Mining of Customers’ Behavior

The overall process is generally divided into two main tasks: data preprocessing
and pattern discovery. Data cleansing, user identification, session identification
and path completion are used in the preprocessing tasks. The pattern discovery
tasks contain the discovery of association rules, sequential patterns, usage clusters,
page clusters, user classifications or any other pattern discovery method (Mobasher
et al. 2000).
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2.2 Using Product Taxonomy for Recommendation

In most Web retailers, product taxonomy is available. Traditional product taxonomy
is practically represented as a tree that classifies a set of product at a low level into
a more general product at a higher level. However, nowadays the product taxonomy
must be presented as a graph. In different customers’ views, the products can be
classified in different ways. And so many different methods of taxonomy may cause
a product being involved in different categories. Our recommendation methodology
is based on product taxonomy graph.

2.3 Data Mining of Concept Hierarchies

As is mentioned in Han and Fu (1994), the study of dynamic generation and
refinement of concept hierarchies shows we can propose some algorithms based
on automatic generation of concept hierarchies.

The concept of “Top-down big nodes promotion and bottom-up small nodes
merging” can be used to discover the potential information of large database.

Recently, the usage of product taxonomy in data mining has been emphasized
by many researchers (Han and Fu 1995, 1999; Berry and Linoff 1997). Han and
Fu (1995, 1999) discuss that we can discover many interesting and useful relations
by data mining in different levels of product taxonomy. Berry and Linoff (1997)
stresses the importance of mining the appropriate level of the product taxonomy.

3 PTG-CF Recommendation Methodology

3.1 Dynamic Adjustment of Product Taxonomy Graph

3.1.1 Definition of Product Taxonomy Graph

GraphH D .V;E/V D f0; 1; : : : ; n� 1g, each node v represents a category cat (v)
and each edge (u, v) represents that cat(u) is a sub-class of cat(v). If these is an edge
(u, v), v is called u’s father. Since one sub-class may belong to multiple classes, in
the graph, each node may have more than one father. If a node belongs to more than
one father F1, F2, : : : , Fn, then the information of the node contains the percentage
it belongs to each father.

In the adjacency matrix presentation of the graph, assuming all the nodes which
represent the product classes are numbered in a way as 1, 2, : : : , jVj, and then the
adjacency matrix of graph H is a matrix A D .aij / is jV j 
 jV j, it satisfies:

aij D
�
X if .i; j / 2 E;X is the propotion that i belongs to j
0 else
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Fig. 1 Level specified product taxonomy

The product taxonomy graph can be transformed into hierarchy graph, and it
makes convenience for processing of the algorithm. In the hierarchy, top level is
“All”, level 1 contains relatively big categories, and the bottom level contains certain
product that customers purchase.

3.1.2 Definition of Galaxy and Star

Definition 1 (Galaxy) In a taxonomy graph, a Galaxy is a subset of all the nodes
except the meeting point, G � V � fa0g, a0 is the meeting point.

Definition 2 (Star) Each element in set Galaxy is called Star. For any source point
x, its corresponding galaxy product class classG(x) is defined as follows:

classG.x/ D
(
x if x 2 G
classG.M.x//; otherwise

M(x) is a set of the categories which x belongs to.

For example, Fig. 1 shows a product taxonomy graph, and then Fig. 1
G D fMoto;Android; ipad; Sony;Thinkpad g is a possible result of corresponding
galaxy.

Specifying the star at different levels would give different recommendation
results, however the proper leveled stars would reflect the transaction data in a more
aggregated way and the popularity of products. Hence, the recommendation based
on the right star is expected to solve the sparsity and scalability problem in CF.

3.1.3 Algorithms of Finding Galaxy

In this section, the algorithm of building galaxy is presented. As mentioned above,
data mining algorithms usually produce the best results when product-related
transaction distributions among nodes are even (Han and Fu 1994; Berry and Linoff
1997). They are suitable for making better customer profiles.
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In this paper, the algorithm of finding galaxy is based on the idea mentioned in
Han and Fu (1994). Algorithm 1 finds the proper leveled stars dynamically.

The pseudo-code of our algorithm is shown in Algorithm GDA (Graph Dynamic
Adjustment).

Algorithm 1 (GDA)

Galaxy is the set of stars. T is the number of stars. Use a struct v[] to keep the
information of all nodes, including father[], father num, index children[] (the name
of its children), children num, count (each node’s popularity), mark (classify big or
small nodes). Father[] is also a struct which contains index (the name of its father)
and the ratio that node v belongs to node[index].

1. Initialization: The initialization information of v[i] is presented by scanning the
matrix. Buffer is a set used to store nodes being processed. Initial Buffer stores
all the source nodes in I. Total is the sum of popularity of all the nodes in Buffer.
Set Galaxy initializes asˆ. tD total / T, t is used to make comparison with nodes
in Buffer.

2. Top-down promotion:

Call CalculateWeight(0);
Call ExtendGalaxy;
if jGalaxyj CjBufferj <D T f

move all nodes in Buffer to Galaxy
output Galaxy;g

else do refreshf
T <- T - jStarj, total <- sum of v[i].count in Buffer and t <- 1 / T.

Call CalculateWeight(1);
Call ExtendGalaxy;
until no change in Bufferg

3. Bottom-up merging:
if Buffer is not ˆ thenf

for all nodes v[i] in Buffer f
create father num new v[];
delete v[i] in Buffer, add new v[] to Buffer;g

find v[index].children index
do merge two of the nodes into a new node v[m];

if v[m].weight>D t
move v[m] to Galaxy;
else merge another node with m;
until there’s no children index;g

if jGalaxyj C jBufferj<D T f
move all the nodes in Buffer to Galaxy;
output Galaxy;g

(continued)



416 Q. Liu et al.

(continued)

else f
T <- T - jGalaxyj;
total <- the sum of counts of nodes in Buffer; t <- total / T;
call CalculateWeight(2);gg

output Galaxy.

4. Two procedures:
procedure CalculateWeight(F):
if F D2 then return;
else

compare v[].count to t
if v[].count>D t, v[].mark<- B;
else v[].mark<-S;g

procedure ExtendGalaxy:
fmove all the nodes which v[].mark are B to Galaxy.g

The complexity of Initialization is O(n2), for the number of nodes is n and
the matrix of all the nodes is n 
 n. The complexity of Top-down promotion and
two procedures is O(n). The complexity of Bottom-up merging is O(n2). This is
because dividing each node in Buffer cost O(n), therefore it costs O(n2) to divide
all the nodes. Finding the father of a node in buffer cost O(n), and the father
found takes O(1) to find all its children. All in all, the complexity of the algorithm
is O(n2).

3.2 Creating Customer Profiles

In e-commerce, customer profiles are often extracted based on the transaction data.
With detail, the preferences of customers can be detected in following ways: click-
through, put into collection, place into shopping basket, purchase and comment.
These behaviors have different proportion of weight in creating a customer’s profile.
A customer’s profile is defined as the matrix of ratings.

Matrix Cij , i 2 Œ1;m�, m is the number of customers. j 2 Œ1; n�, n is the number
of galaxy product classes. C1

ij ; C
2
ij ; C

3
ij ; C

4
ij ; C

5
ij , respectively means the number of

occurrences of customer’s click-through, collection, shopping basket, purchase and
comment on galaxy product class j.
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P1; P2; P3; P4; P5.P1 	 P2 	 P3 	 P4 	 P5, Pk 2 Œ0; 1�; P
1�k�5;k2Z

Pk D 1/

means the proportion each behavior has in the weight calculation of a customer,
respectively. Following formula is used to compute the preference of user i to
product class j. The calculated result Cij means the ratings of user i to product
class j. l 2 Œ1; 5�, means the class of the behavior of customers. Different features of
a customer’s behavior are involved and the result of the formula varies in different
customers.

Cij D
X
1�l�5

P l
ij

C l
ij � min

1�j�jGj
C l
ij

max
1�j�jGj

C l
ij � min

1�j�jGj
C l
ij

� 100 Cij 2 Œ0; 100� (1)

3.3 Neighborhood Formation

CF is used to help a customer to find people with similar interests. The process is
called neighborhood formation. Those people are called neighbors.

Correlation is willing to give better result when data are not normalized (Breese
et al. 1998). Therefore in PTG-CF Recommendation Methodology, we choose this
approach.

The similarity between two customers a and b is measured by calculating the
Pearson-r correlation in formula (2) and (3). Previous research (Breese et al. 1998)
has shown its superiority in performance over the others.

sim.a; b/ D corrab D
P
k

.Cak � Ca/.Cbk � Cb/

rP
k

.Cak � Ca/
2P
k

.Cbk � Cb/
2

(2)

Ca D
PjGj

kD1 Cak
jGj (3)

Where Cak and Cbk are customer a and b’s ratings on certain product class k. Ca and
Cb are customer a and b’s average ratings on all product classes, respectively.

3.4 Recommendation

This algorithm is used to calculate top-N most suitable items for a certain user.
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Algorithm 2

//using the neighborhood ratings’ weighted average to make recommendation
TotalsD fg,simSumsD fg
//Prefs[person] is products which have been rated by the customer
If item 62Prefs[person] or Prefs[person][item]D 0

Totals[item]C D prefs[other][item] * sim
simSums.setdefault(item,0)
simSums[item]CD sim

//All the products of neighbors are calculated and ranked
RankingsD [(total/simSums[item], item) for item, total in totals.items()]
Return Rankings

4 Experimental Evaluation

4.1 Data Sets

In the experiments, the transaction data we used are based on a web survey in
Harbin Institute of Technology. One hundred and twenty-three students and teachers
are involved in the survey. They are asked to provide their shopping behaviors
like purchase, comment, collect, etc. in e-commerce web site like taobao.com,
amazon.com.

4.1.1 E-Commerce Data

In total, the database contains 5,738 records with 3,873 click-through records, 345
put into collection records, 634 places into shopping basket records, 671 purchase
records, and 215 comment records.

4.1.2 Product Data

The product taxonomy contains 1,401 product classes, and the adjacent matrix is
1401
 1401.

4.2 Evaluation Metrics

The main objective of this research is to develop an effective and efficient recom-
mendation methodology with better quality and less computation time compared
to other methodologies. In this paper, two methods are involved in to evaluate our
methodology.
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4.2.1 Quality Evaluation Metric

To evaluate top-N recommendation, two metrics are used namely, recall and
precision.

N(a)D the number of products in both the test set and the recommendation set
N(b)D the number of products in the test set
N(c)D the number of products in the recommendation set

Re call D N.a/

N.b/
Pr ecise D N.a/

N.c/

Recall is the portion of the correct recommendation in products in the actual
customer purchase list. Precision is the portion of the recommended products
belonging to the actual customer purchase list.

These measures are simple to compute and intuitively appealing, but they are
in conflict since increasing the size of the recommendation set leads to an increase
in recall but at the same time a decrease in precision (Sarwar et al. 2000). Hence,
a widely used combination metric called F1 metric (Sarwar et al. 2000) that gives
equal weight to both recall and precision was employed for our evaluation. It is
computed as follows:

F1 D 2 
 recall 
 precision

recallC precison

4.2.2 Performation Evaluation Metric

To evaluate the scalability issue, we used a performance evaluation metric in
addition to the quality evaluation metric. The response time was employed to
measure the system performance. The response time defines the amount of time
required to compute all the recommendations for the training set.

4.2.3 Experiment Environment

The system to perform our experiments was implemented using Apache
server. Apache Version: Apache/2.2.17 (Win32) mod ssl/2.2.17 OpenSSL/0.9.8o
PHP/5.3.4 mod perl/2.0.4 Perl/v5.10.1. The experiment is running on Windows NT
6.1 build 7600 i586 with Intel(R) Core(TM) 2 CPU having a speed of 2.26 GHz
and 3.00 GB RAM. The result of our methodology is compared with a benchmark
recommender system. Therefore benchmark algorithm is also implemented.
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4.3 Experiment Results and Discussions

4.3.1 Impact of Neighborhood Size

To discover the sensitivity of neighborhood size, different neighborhood size is
provided to compute the corresponding F1 metric.

The result in Fig. 2 shows that the recommendation quality increases with
the increasing of the neighborhood size at first. Then, the quality reaches a peak
point. After that, the quality does not grow with the size of neighborhood, for the
noise grows with the neighborhood size. This leads to the recommendation quality
fluctuate. From the experimental results, the neighbor size has significant effect on
recommendation quality.

4.3.2 Impact of Galaxy Specification

As mentioned in above algorithm, the set of galaxy contains product classes in
different levels. In the experiment, the quality provided by the product classes in the
bottom level (BL) compares with stars in galaxy (SL) in based on F1 metric. In
conclusion, according to Fig. 3, PTG-CF methodology provides better quality as
the product classes have relatively evenly distributed weight.
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4.3.3 Quality Comparison with the Benchmark CF Algorithm

In Fig. 4, the recommendation quality of PTG-CF is better than the baseline CF
method. And the average improvement is 45.8%.

5 Conclusion

The research work presented in this paper makes several contributions to the
recommender systems based on CF to solve the sparsity and scalability problem.
Firstly, we propose an algorithm using product taxonomy to find product classes.
Secondly, the algorithm is based on dynamic adjustment of graph instead of
traditional tree. Thirdly, a new method of calculating neighborhood is proposed. The
algorithm performs better than benchmark CF method in both quality and efficiency.
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From Network Cultural Adaptability
Perspective to See Web-Based Learning

Diao Xiuli and Song Zhengguo

Abstract There are many barriers in web-based learning and the factors of its
impact at present. Learner-adaptive network culture is the one of its important
influence factors. This paper explores the impact of learning on the network from
the perspective of learners’ network culture adaptability. It bases on the elaborate
network of study and research the status and network culture adaptability.

Keywords Network culture • Network culture adaptability • Web-based
learning • Learning disability

1 Introduction

With the increasing popularity of computer network technology, web-based learning
has become a new important learning style of learners. With “web-based learning”
for keyword, there are 448 related papers which are searched in China Knowledge
Resource Integrated Database from 2008 to 2009. With “web-based Education” for
keyword, there are 562 related papers which are searched in China Knowledge
Resource Integrated Database from 2008 to 2009. Thus, from the number of the
relevant papers retrieved nearly 2 years to see, web-based learning is still an
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important research field where domestic scholars have concerned widely. Through
to analysis of the retrieval 448 papers for “web-based learning” as keywords,
we have found that there are many research papers about “learning disabilities”
“emotional loss”, “cognitive barriers”, “psychological factors”, “information trek”,
and “interactive shortage”. Thus, in fact inadaptability and incomplete success
which are displayed by distance learners on online learning have showed soft
ribs that are restricted network education play its unique efficacy (Zuo Jiming
2003). Among them network culture adaptability of network learners is one of the
important crux.

2 Learner Factors in Web-Based Learning

Online learning is the self construction as the center a way of learning. Learner
uses all kinds of information resources, communication tools that are offered
by computer networks to develop self-identify, self-selected, self-motivation, self-
monitoring, online communication cooperation of constituting self-centered on. Its
specificity is: firstly, learners can set their own learning objective, study progress
and learning strategies on web-based learning, etc. This has reflected learning
personalization and autonomy. Secondly, web-based learning is a way of learning
which need to resort to the network tools under network culture background. This
learning is immersed in network culture. Lastly, web-based learning is also the study
of network culture and in this study learners can upgrade their own information
literacy. Thus, learners themselves are one of important influence factors of web-
based learning effect. At present the researches about network learners mainly focus
on the following aspects: the learners’ learning disabilities analysis, autonomous
learning ability research, about information literacy cultivation of network learners,
and the learners’ cognitive ability.

From the above concern and research of network learners to see, we have
found that the research content and problems of web-based learning disabilities,
autonomous learning ability, information literacy and metacognitive ability reflect
web-based learning effect of learners themselves. All kinds of inadaptability
phenomena of web-based learning which are displayed by distance learners under
network background are also inadaptability phenomena of network culture of
learners. Learners don’t accommodate network cultural environment and lack of
network culture adaptability, they are the disadvantages for developing web-based
learning. To ensure the healthy development of web-based education and response
to the cultural conflict in it, the need is to enhance cultural consciousness of
web-based education, improve conformity ability of network culture and promote
the popularization of network culture resources (Zuo Jiming 2003). In web-based
learning, if learners’ network culture adaptability is better, they can develop web-
based learning smoothly. Instead, if learners’ network cultural adaptability is
weaker, web-based learning will goes badly.
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3 Network Culture and Network Culture Adaptability

Culture is based on the practice, and what kind of practice mode will produce what
kind of culture. At present, computer network are forming and shaping a new virtual
practice mode, and a new cultural adapting to the practical form – the network
culture has formed.

3.1 The Definition of Network Culture

About the concept of the network culture, academic circles have not unified
recognition. The view, content and its connotation emphasis of network culture
research are different, but we can find in the definition of network culture: network
culture is a subculture formed under the network environment; Network culture is
the culture took the network as the carrier; Network culture is a kind of activities
(act) way; Network culture includes content of mentality, morals, values and
knowledge and so on. Thus, network culture through a variety of activities and
carriers influences person’s knowledge structure and imagination and emotion, will,
etc., which affects people ideological of thinking process, and, eventually, to change
the world outlook, the outlook on life, the values and overall quality. Under the
network culture environment, only to adapt to network culture atmosphere, can
learners study, work and life better in this environment.

3.2 Network Culture Adaptability

The emergence of any kind of culture, people always have an adjustment process
firstly, then practice and survive in this cultural background. The cultural adapt-
ability process involving the changes of individual psychology and the behavior
ability is the comprehensive process including many factors such as cognition,
emotion, behavior and etc. Cognitive adaptability is reflected in ability enhancement
of distinguish and integration, capability improvement of cognitive complexity and
accuracy, and the ability of obtaining information. Emotional adapt is reflected
in emotional positioning, aesthetic, motivation, attitude, etc. However, behavior
adaptability includes two aspects of technical ability and social ability (Ren Yuhai
2003). Similarly, learners in network environment also face the problem that “how
to adapt to network culture”. It is required that learners have web-based learning
style cognitive level, learning motivation, learning attitude, communication and
cooperation skills, learners can learn effectively in a free, open network virtual
environment. Through the cultural adaptability, learners can obtain network culture
content and skills, symbols and means of expression, and it makes them form the
digital learning and living action ability.
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Adaptability is a kind of psychological adaptable ability, is balanced mental
ability individual acquired through the behavior of reacting to surroundings ad-
versely and actively in the process of individual interact with the surrounding
environment, and contact with the surrounding people, which has the individuality
and sociality double attributes (Zhao Shijun 2005). Network cultural adaptability is
the dynamic process in which individual cognitive, behavior, psychology, emotions,
attitudes, values and so on, is changing and achieving the harmonious relationship
finally in network environment, the network culture adaptability is the tendency
of individual surpassing the obstacles in the network situation or the adaptability
of individual forming in individual adapting to network environment. Network
cultural adaptability contains several dimensions of cognitive and metacognition
adaptability, values adaptability, social and communication adaptability, psychology
and emotion adaptability, morality adaptability and so on (Huang Lifeng and Wen
Xue 2008).

4 The Influence of Network Cultural Adaptability
to Online Learning

Network culture adaptability is the survival, development ability of people in the
network environment, and the so-called survival of the fittest is this meaning. Online
learning is a kind of important study way under network culture environment, if
learners don’t adapt to network culture, what about web-based learning? Therefore,
the network cultural adaptability is the premise and foundation of online learning.
Regarding the above analysis, network learners’ learning disabilities mainly come
from the supported web-based learning activities cognitive, values, attitudes, moral,
emotion, self-confidence, and communication, namely network learners’ inadapt-
ability to the network culture. The following mainly discusses the influence of
network cultural adaptability dimensions to online learning.

4.1 The Influence of Network Cognitive and Metacognition
Adaptability to Online Learning

In the network learning, learners need to judge and obtain information accurately,
handle information creatively and collect, sift, classify and summarize the infor-
mation and knowledge that they need, and then carry on the processing of these
knowledge integration. Therefore, network learners should have network cognitive
and metacognition adaptability under the network environment.

Cognitive adaptability refers to the process of acquire knowledge or application
knowledge in cyberspace for learners, including the relevant facts, knowledge and
belief, etc. Network cognitive adaptability mainly embodies in adapting to the
basic knowledge and mastery the basic skills of network, including the network
application ability, familiar with the situation of network environment and network
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operating level. In online learning, because of the restriction of many factors, parts
of the network learners’ original computer operating level are not high, which can
lead to direct learning difficulties and psychological barriers. Plus the complex
environment, on the one hand, learners will be surrounded by trek into information,
on the other hand, also information can’t be get accurately, efficiently because of the
operation obstacle, thus leading to information loneliness (Wu Yingyin 2009). The
main reason is the learners’ bad cognitive adaptability, which influences web-based
learning conducting, thus further affects the learning effect.

Network metacognition adaptability is learners’ self-awareness on cognitive
activities of their network, learners’ self-monitoring, guidance and adjustment
on the network learning activities in the network environment. Network learners
need network metacognition adaptability, such ability makes learners firmly grasp
learning goal and determine next plan of study; aware of their system position in
study, effective screening information, control learning activities, from irrelevant
information interference off learning objectives, reduce the learning efficiency;
in light of their own cognitive style, choose proper media present study content;
introspection learning effect, and constantly control of and improve their learning
methods and means.

Learners of high network metacognition adaptability are able to proper use of
self adjusting and control strategy, evaluation, supervision, examination and modify
his web-based learning activities, and can show higher divergent thinking and the
ability to locate information, thus improving the quality of online learning.

4.2 Values Adaptability on the Influence
of Web-Based Learning

Network cultural values adaptability is the adapting and evaluation about cultural
values of learners. Its core includes equality, sharing, and opening up values.
Meanwhile, learners build the consciousness about network social development and
the sense of responsibility, and the sense of mission of construction network society.
Learners need effectively supported web-based learning activities values, so learners
can establish equality mutual virtual learning environment, building and sharing
network learning resources, be glad to dedicate their knowledge in the network, pay
attention to the harmonious development of online learning environment, so as to
promote the development of online learning.

4.3 The Influence of Social and Communication Adaptability
to Web-Based Learning

The social adaptability in the network is people’s adaptability to community
activities and sharing resources in the network activities, in order to actively
construct personal social relationships, and people have social existence in the
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network. Communication is the person’s social need, interpersonal relationship
shaping in network communication is often networking integrated embodiment of
social adaptability ability. Network relationships harmony will be conducive to
social adaptability and development, promoting information exchanges and enhance
feelings. Positive network social adaptability has certain sense of community, with
enthusiasm, rational, tolerance and cooperation skills, then learners are able to
actively participate in positive network community activities.

Teacher and student are separated on space and time in web-based learning,
unlike traditional classroom teaching that has very good learning environment
and more directly interpersonal communication and exchange. Therefore, in the
web-based learning process, learners lack the communication and motivation from
teachers and students, and are not easily motivated learning motivation, and the
learning effect is affected. At present, researches have showed that network learners
generally feel lack of exchange and communication in the learning process (Wang
Aimei and Yang Xiaopin et al. 2006). The main reason is that online learning
environments interact function has not been fully used. Also the sociality and com-
munication adaptability networks are bad, learners can’t achieve the construction of
knowledge significance through the communication, cooperation in certain contexts.
Therefore, only having good sociality and communication adaptability, can learners
study effectively in online learning activities.

4.4 The Influence of Emotions Adaptability to Online Learning

As the network teaching emotional loss problem increasingly, emotional loss
has become one of research topics in twenty-first century (O’Regan 2003). At
present, learners are faced with cold machine throughout the learning process,
teachers and students’ separation in time and space leads to the serious lack
of the emotional exchange in between teachers and students, and in between
students and students, which leads to students accumulate some problems which
couldn’t be solved on the time effectively, so they will lose interest in learning;
when they having confusion in psychological could not get timely help, they will
produce psychological shadows. So students produce loneliness easily, and facing
setbacks and failures, produce helplessness, frustration, without promptly company
or teachers’ help, thus influences learning effectiveness and efficiency of students.
If learners have network psychology and emotion adaptability, which always has the
strong series absorbs force on learners’ attention, emotion, can touch the learners’
spiritual needs and inspire their positive web-based learning, avoid the ill effects of
emotional loss to online learning.

4.5 Moral Adaptability of the Influence of Online Learning

Network moral refers to codes of conduct combined showed by network activity
subject, in the network activities, who respect science, starting with respecting for
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humanity, the social harmony and network technology features, and criticize with
good and evil ideas through the social public opinion, traditional habits and inner
sustain, adjusting relationships between individuals and the society (Tang Huirong
2007).

Good network morality is very important to promote web-based learning.
Learners will form respecting knowledge, honesty and trustworthiness, and resist
in bad information ethics corresponding network safe use. This is the fundamental
conditions of network normal operation and the foundation for web-based learning
smoothly. At present, moral questions which most learners have are: “hackers” and
“virus”, intellectual property rights, personal privacy issues, social responsibility
issues, the credibility and moral emotion indifferent questions in virtual world.
The main reasons triggering university students’ network morals are the harmful
information overflowing from the openness of network, college students’ split per-
sonality caused by network concealment, without binding and virtuality (Bai Juan
and Ge Shufang 2004). Accordingly, we can eliminate network moral problems,
evaluate good and evil of network behaviors, increase the network moral cognition,
standard ethical behaviors and achieve network moral self-discipline, thus we will
have good information immune ability and avoid direct learning failure caused by
network trek and intaking error message under the background where learners have
different degree of barriers because of the influx of information when they screening
information.

5 Conclusion

Online learning is a very complex learning system and process under network
culture background. Only to have the network cultural adaptability, learners can suc-
cessfully and efficiently develop web-based learning under network environment.

How to adapt to this new culture form to become effective network learners, and
developing the network culture adaptable education are what we should explore and
the survival of information society needs.
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A Survey of Computer Network
Management Technology

Tan Li

Abstract With the development of computer technology and the internet, the
administration and maintenance of computer network have acquired crucial impor-
tance, especially so in large computer network. Being a key technique in computer
network, network management has an immediate impact on the efficiency of
network operation. As a result, to ensure its stability and reliability is fundamental to
an efficient network operation. This paper, from the perspective of the concept and
development of computer management, takes an analysis of its current problems
and proposes several solutions with wide application.

Keywords Computer • Network management • Technical • Network manage-
ment technology

1 The Concept of Computer Network
Management Technology

It refers to the centralized management of the resources on the internet through
some network management programs, including the management of configuration,
function, accounting, problem, operating process and variable data.
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2 The Present Technologies of the Computer
Network Management

Network management, as a science subject has been highlighted since 1980s. Many
international organizations of standards, forums and research institutes have issued
some kinds of standards, or agreement to conduct the network management and
designs. Each one has its own properties, but no one has a universally accepted
standards. Up to now, there are only three main network management technologies
widely used. The first one is SNMP (Chen Xingyuan 2008). Invented by Internet
Company, SNMP is specially designed for internet management. It is easy to run
and practical to use, so SNMP has become the practical standard for the internet
world. However, due to its short time development, it also has some insufficiencies,
which makes it hard be used in complex network management, only in the TCP/IP
management. Furthermore, SNMP is not powerful enough to guarantee the security
of the computer network. The second is CMIP. It can provide an all-round support
for a complete network management, which is more advanced in technology and
better completed in criteria (Li Fuliang 2007). The best privilege is that the variable
data in the contract is designed for the data on the terminals, but also for finishing
some tasks of the network management. Anyhow, it is designed mainly to make up
the insufficiencies of SNMP, and it is so complicated and expensive that it can’t be
accepted widely. The third is distributed object network management technology,
which is generated from the applying process of CORBA on the internet. All the
management application and elements are viewed as the distributed objects. And
the interaction of the distributed objects is the task of the internet management.
The distinguished properties are that it screened the differences of the program
languages, internet contracts and operating systems. It is more incisive and easily
see-through so that it can be researched and developed more easily and used more
widely. SNMP and CMIP with their own properties appeal to different clients, so
they can not be replaced by either of them for a long period. It is also impossible
for the system of CORBA to replace them, because the time, cost and human
resources for the research and development are so mass. Consequently, the research
for the combination of the CORBA, SNMP and CMIP is suggested for the network
management of the third technology (Niu Yan 2010).

3 Application of the Network Management Technology

The aim of network management technology is to guarantee the internet and the
network system to operate to some extent stably, reliably and efficiently, namely
to make sure all the network resources are running smoothly and to satisfy the
needs of the clients. In the past, there were some simple devices to help the
network administrator to manage the resources. But now with the development of



A Survey of Computer Network Management Technology 433

the internet, a powerful and easy-to-use network management technology is needed
urgently to cope with the enormous and complicated internet resources. Only this
kind of technology can fulfill the aim (Qin Zheng 2007).

3.1 Introduction of WBM Technology

Since the internet business is increasing, and the intranet technology is becoming
popular, some major network companies attempt to use MIS technology in a
new way, hence the Web-Based Management technology. As a complete new
network management mode (based on Web network mode), its strong vitality,
special flexibility and good serviceability are welcomed by a large number of
technicians and clients, which was commended as “a final solution to the network
management”.

WBM technology based on the functions of the Web and its management
technology, has greater capability than the traditional devices for the network
administrators. WBM allows the administrator to use any kinds of Web browser,
to allocate quickly at any point of the network, to control, store and withdraw any
items on it. As a result, the administrators work is no longer confined to their offices;
at the same time many operating problems caused by the different computer systems
can also be resolved. Furthermore, WBM provides quicker and easier user interface
for the internet log-in than the traditional driver. The browser and Web surface are
familiar to the WWW clients, so the cost for the training of operation is much
reduced and the network operation information is possibly well used by more and
more internet clients (Zhang Baosheng 2007). Therefore, we can say it is “a final
solution to the network management”.

3.2 Introduction of WBM Technology

3.2.1 Design Objective

The objective of the design is to develop Chinese network management system
software in the “Web” pattern with independent copyright on the basis of campus
network. By employing the advanced WBM technology and efficient algorithm, the
software is expected to reach the level of the same products abroad.

This network management system will provide a complete set of solution based
on WEB. Its effective resource management of distributed IP network enables the
user to carry out strain type management and control to network, equipment as well
as relevant system and service via WEB browser from anywhere. In this condition,
the best operating status of the network resources, availability and reliability of the
network can be guaranteed (Tan Xianhai 2006).
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3.2.2 System Architecture

The system is designed in the current technical conditions and with a view to
technology development trend while taking advanced products abroad of the same
kind as references. The three-tier architecture used by us, which has incorporated
advanced WBM technology, offers the administrator a simple and convenient way
of management (Tian Yuan 2009).

3.2.3 The Characteristics of the Three-Tier Architecture

The software responsible for management task works in background process way
as middle tier to carry out polling of network equipment and collection of fault
information.

The management middleware resides in between network equipment and
browser, thus users just need to manage the homepage of middle tier in order
to access the equipment.

The management middleware relay forwards management information and
makes protocol conversion between SNMP and HTTP. No change is necessary for
the equipment in three-tier architecture (Ye Shuhua 2006).

3.3 The Design of Network Topology Discovery Algorithm

To effectively manage the network, the administrator needs an intuitive and friendly
user interface, of which the fundamental role is unfold the topological relation of
network equipment graphically before the users’ eyes, namely, topology discovery.
At present, the topology discovery algorithm in widespread adoption is based on
SNMP. It is very effective and fast to some extent, but there exists a defect (Liu
Ruiling 2010). That is, in a particular field, all information on subnetwork depend
on that the equipment posses the characteristic of SNMP. Therefore, the algorithm
will become invalid in a system incompatible with SNMP. Moreover, the SNMP
function may be closed due to lack of attention to network management or for
security reasons, as a result, imperfection of topology will be caused by the difficulty
in obtaining MIB values of equipment. With the purpose of resolving this problem,
an improvement of the algorithm above will be discussed in the following – topology
discovery based on ICMP.

3.4 PING and the Establishment of Routing

PING is mainly used to send messages, and to wait for answers. PING got its name
because it’s a simple echoing agreement, using ICMP request and response to send



A Survey of Computer Network Management Technology 435

messages. PING is mainly used by the system programmers to diagnose and debug,
and it can be realized through the following processes. First, send an ICMP message
to the target machine, and then wait for the response from it, until overtime. If the
response messages can be received, it proves that the target machine works well.
Then the program withdraws.

The function of Routing is to use TTL domain in IP. At first, the source defines
the TTL value of IP as zero, and sends messages to the informationsink. After
finding out that the TTL value is zero, the first gateway rejects the messages and
sends an overtime-typed ICMP message to the source, which then analyzes the
message (Zhang Pusheng 2010). Therefore the first gateway address is created.
Then the source sends the message with TTL 1 to the informationsink. The first
gateway reduces its TTL value to zero, and then sends it to the second gateway,
which rejects the message, and sends the overtime-typed ICMP message to the
source, after finding out that the TTL value is zero. Therefore the second gateway
address is created. When the message reaches the informationsink, the Routing to
the informationsink is created.

3.5 Processes to Realize Network Topology Discovery
Algorithm

1. In the confined IP space, take turns to detect each IP address, by using PING, and
record the detected IP addresses in the list of IP addresses.

2. To trace route every IP address, to record the routing of these IP addresses, and
to add the gateway addresses into the IP list.

3. For every IP address in the list, find out its corresponding subnet mask.
4. According to the submask, find out the corresponding subnet website, and its

network, adding each subnet to the list.
5. Try to get the corresponding Domain Name of each IP address. The same Domain

Name means that the same network facility has many IP addresses, i.e. many
network interfaces.

6. Create the connection profile according to the routing got in the 2nd step and the
subnet got in the 4th step.

4 Conclusions

At present, the application of computer network is in an explosive growth period.
With the rapidly expanding network, the network complexity is also aggravating.
With the development of network technology and the network business application,
it becomes more and more important to manage and maintain the computer network.
We must pay more attention and strive to manage the network well, to let the highly
efficient and safe network promote the economic and social development.
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The Internal Control of Computerized
Accounting in Information Era

Xiaoqin Tang, Chunlan Yan, and Yanyu Kang

Abstract In the present, computer and modern information technology were
widely used in accounting. Therefore, a good surrounding of university’s financial
management was created by computerized accounting. Since 1980s, computerized
accounting was developing so fast, It was used in over 90% of firm’s financial
management. This essay analysed the risks and problems appeared in Computerized
Accounting, some advices were developed based on working experience, expect to
offer little promotion to computerized accounting of China in information era.

Keywords Information era • Computerized accounting • Internal control

As computer and modern information technology were widely used in accounting,
accounting’s working mode was gradual developing from manual mode to comput-
erization. The changes what computerized accounting made were not only changed
the dealing and storage ways of accounting information, but also impact the theory
and application of it. Today, computerized accounting are applied successfully in
various professions.

1 Features of Computerized Accounting

Computerized accounting is defined as accounting work which used electronic
digital computer and modern data processing technology (Du Dechun and Ai Yali
2007). In computerized accounting, computer process substituted manual work in
book-keeping, account, reimbursement and also the analysis, forecast and decision
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about accounting information, this kind of substitution aimed to promote the
financial management and economical benefit and modernize the accounting work.
After study, there are four major features comes out: (1) Data processing substitute
the traditional manual work, meanwhile, computer is as a major working tool;
(2) Magnetic media is the major storage of accounting data; (3) The centralized
and automatized data processing way, it makes form making easier, data analysis
more accurate and faster the inquiry; (4) Fast computing, massive storage, highly
information sharing (Campus Internal Control Program Manual of Stony Brook
University 2012).

The follow advantages were taken by the computerized accounting:

(a) The accounting software released accountants from manual accounting work,
promoted working efficiency, also the quality of accounting information is
improved.

(b) The functions (transfer, check etc.) of accounting software reduced error rate as
opposed to accuracy rising.

(c) A multitude of inter-disciplinary talents who master both computer and ac-
counting were trained up, it made domestic computerized accounting work
towards standardization, commercialization, generalization and specialization.

(d) Provided information construction experience to the firms, promoted the devel-
opment of enterprise management software market.

2 The Risks Computerized Accounting Faces

Computer and accounting software are the most important material basis of
computerized accounting. But everything is not perfect, the defect of computer
design takes some risks to the computerized accounting at the same time. The
computer hardware ensures the processing of software and data, all the data store
in the storage equipment which can access from computer. Any error of hardware
system can impact the accounting work negatively, such as data lost and no recovery
of data. The major factor influence the safety of hardware: The quality of machine
components, hardware damage caused by human or natural disaster etc (Zhang
Jincheng 2002).

Accounting software is the fundamental of computerized accounting, the ac-
counting software choosing is the major problem in computerized accounting. The
compatibility of software is so important, bad compatibility will make data sharing
not so easy, it cause hard communication in the firm, influence the whole work
negatively. Meanwhile virus prevalence, hacker attack, software bugs threaten the
running of computer devices.

Computerized accounting is a connection between human and computer compare
to traditional accounting. In computerized accounting, account, cash, data storage,
file transfer are digital files, it makes data be deleted and changed without clue
possible. The database of accounting data connecting to Internet, it’s possible for
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those people who are not authorized access the database and view the data, further
copy, forge and delete important accounting data. So compare to traditional ac-
counting, it will be harder to find cheating and forgery in computerized accounting,
so the computer cheating and forgery will cause more financial lost. Otherwise,
because of potential physic damage of storage medium, the data will lost at that
time, so automatic backup of accounting data is so important, it can avoid potential
data lost.

3 Problems in Computerized Accounting’s Internal Control

In the present, most of accounting data are processed by computer with network
support. As the most important component of accounting information system, in
computerized accounting working environment, the contribution was enhanced. The
diversification is the trend of internal control, the control will be much stricter than
before. The accounting information system of computerized accounting developing
in upper degree, this kind of change bring the enterprises both financial benefit and
challenge of the control itself.

3.1 Paperless Cuts Traditional Internal Control System

Computerized accounting system changes the form of accounting vouchers, busi-
ness processing methods and procedures of accounting and financing undergone
great changes in the Computerized accounting system. In traditional manual ac-
counting system, accounting voucher, bookkeeping voucher, detail account, general
ledger and so on are recorded and kept by different accountants. Responsibilities
are divided according to the nature of economic businesses, different people in
charge, and form a network with internal mutual restraints and less fraudulent. Once
problem arises, ascertain where the responsibility, at the same time any unauthorized
person can not browse all the accounting data.

3.2 Defects of Internal Control System Construction

The internal control system under computerized accounting environment consists
of system control and management control. System control is mainly the software
integration; management control sets and manages enterprise itself. However, many
enterprises are lack of awareness, both exist shortcomings. In computer system
control, there haven’t established such systems which prevent fraud, effective
division of responsibilities system and the separation of incompatible duties. But
in management control, there haven’t establish effective responsibility of com-
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puterized accounting, operation management system of computerized accounting,
computer hardware and data management system, accounting archives management
system. And internal control system is lack of operability according to the realities
of company. A good internal control system is established on the basis of thorough
investigation on the nature of business, management requirement, staff, software and
hardware and so on. Every business has its own features, computerized accounting
internal control system should be established according to the actual situations of
business, but some enterprises are lack of progress, internal control management
model are backward, and can not adapt to a new age.

3.3 The Efficiency of Financial Software Should Be Improved

With the rapid development of information technology, computer and software
update quickly, a wide range of financial software put into use, their functions
become more perfect and powerful. The application of financial software aims not
only to improve efficiency, but more importantly, to provide relevant departments
with useful and effective data to make a decision, and accounting plays its role
in the participation of enterprise management. However, computerized accounting
level of many enterprises are low, the function open and utilities are not enough,
poor generality of accounting software and low degree of integration. Software
of different companies can not exchange data, share information and control
management, and can not integrate other subsystem in the company, so it is difficult
to construct enterprise-wide management information system.

4 Measures of Computerized Accounting Internal Control

In order to ensure the authenticity and reliability of accounting information, realize
computerized accounting system operate normal, safe and effective, eliminate
possible hazards, and enhance the overall management of enterprise, achieve
management goal, we must establish and improve internal control system and
measures of computerized accounting.

4.1 Establish Computer Hardware, Software and Data
Management Systems

The normal operation of computer is the precondition of computerized accounting
implementation, so we should regularly carry out maintenance on the equipment to
prevent accidents; ensure the security of accounting data and accounting software,
prevent unauthorized modification and delete of data and software; the data stored
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on magnetic should be preserved and double backup; ensure the continuity and
safety of actual accounting data in the process of software modification, upgrading
and hardware replacement, and should be supervised by relevant staff; improve man-
agement measures when computer hardware and software fail and the elimination
of fault, ensure the integrity of data; enhance computer virus protection, increase
security, improve the management of accounting files.

4.2 Establish Operation and Management System
for Computerized Accounting

Establish post responsibility of computerized accounting system, every job has a
clear scope of official duty, and make sure everything was tubes, everybody is
expertise, work is required, work is inspected. Clearly define the operation contents
and authorities of operators, prevent accounting data such as original voucher and
bookkeeping voucher registered the computer before them are audited. When the
operators leave, they should quit accounting software; and according to actual
situation, the operation records should be kept by special person, and recording
contents including operator, operation time, operation contents, fault conditions and
so on.

4.3 Strengthen the Training of Computerized Accounting Staff

Computerized accounting has become a comprehensive subject integrating ac-
counting, management science, computer technology and information technology.
Accountants not only should be proficient in accounting business, but also proficient
in computer and data processing technologies. Accountants should be system-
atic in-service training, there should be plans to train staff, promote enterprises
establishing high efficiency accounting information system, make standardization
of computerized accounting, commercial, universal and specialized. At the same
time, enterprises should strengthen the ethical standards of accountants, be honest,
observe disciplines and obey laws, ensure the smooth progress of work.

5 Conclusions

Perfect computerized accounting internal controls can effectively guarantee the
reliability of accounting information and all the accounting processing can be deal
with in the line with national accounting regulations, to improve the efficiency
of accounting, and provides management decisions for the enterprises with high
quality accounting information.
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Study of Personalized Service About WAP Based
on Recursive Learning

Jia-Liang Xu, Jiao Guo, Chun-Tao Zhang, and Xiao-Qin Ye

Abstract The development of WAP business allows users to obtain fast, convenient
resources. With the increase of WAP services, the traditional way in the WAP
terminal services can not meet the needs of users. In the paper, the traditional vector
space model method is improved, Introductions thinking of recursive learning,
Implements a recursive type of user interest for personalized service, It is through
the collection and analysis of user access to information to get the user’s interest, in
order to achieve the purpose of the recommended initiatives.

Keywords WAP • Recursive learning • Personalized service

1 Introduction

WAP is a mobile terminals to provide Internet content and advanced value-added
services to the global unity of open standard protocols, it will make mobile network
and Internet and corporate LAN closely linked with the network, provided a type,
operators and terminals are independent mobile value-added services (Mladenic
2000; Bollacker et al. 2000). WAP has become an important way to get information.
With WAP information growing, people have to spend a lot of time to search
for browsing the information they need. Personalized service is proposed for this
problem, providing different service strategy and services for different character-
istics and interests of users (Kurki et al. 1999). By collecting and analyzing user
information Personalized service learn the users’ interests and behavior in order to
achieve the purpose of the recommended initiatives.
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2 Personalized Service Model

Personalized service that is in line with visitor interest, identity and needs in
the form of information and applications provides special treatment. Personalized
service by collecting and storing the user’s information, analysis and study the
information of the users’ interests and behavior, and then learn the users’ interest,
at the right time to send each user the right information, in order to achieve the
recommended active Objective (Chen et al. 2001).

2.1 Vector Space Model

A widely used model is based on content filtering system or named vector space
model (LI Xue-lei and Zhang Dong Mo 2003; Yang and Ding 2003). The model
system is mainly to filter for the following models: the user submits a standard
document that mostly reflects the users’ interests and hobbies. Others need to filter
the document and the document comparison, the more similar the document with
the standard documentation of their chances to obtain recommended. The advantage
is simple and effective; disadvantage is difficult to distinguish resource quality and
style, and can’t discover the users’ newly interested resources, and users can find
the resources have similar interests. In order to compensate the deficiency of Vector
space model, introduced the recursive learning model.

2.2 Recursive Learning Model

Establishment a user Interest dictionary is to reflect the user’s interests. Calculated
in accordance with certain rules in the user interest in each term the weight of
the dictionary, and then adjust the users’ interests in the dictionary: Appearing
in the dictionary entries for the weight increase is not in the dictionary entries
will be added to the dictionary. If interests in the dictionary is full, then the
dictionary entries will delete the low weight, allowing users to maintain interest
in the dictionary at a fixed capacity. Entries in the dictionary user interest in the
learning process is gradually added. This allows the user to get the interest in time,
so as to provide a higher quality of service. Recursive learning reduces learning
time, improving the learning efficiency, it’s good to do a dynamic update knowledge
base, to get the user’s interest in time (Schwab et al. 2000).

3 Recursive Learning Personalized Service

The introduction of recursive learning personalized services, tracking and learning
the users’ interests and behavior, and design a suitable expression, so you can follow
the user’s interest in providing personalized service (Mobasher et al. 2000). In this



Study of Personalized Service About WAP Based on Recursive Learning 445

regard, first, to collect user’s information, treatment information recorded in the
tables in a user; and then give a learning algorithm for the tables, run the algorithm
of interest by users dictionary, and then use the interest to keep a dictionary Update
user profile, enabling the user interested in obtaining recursive personalized service.

3.1 Collect User Information

For personalized service, the most important is the user’s participation, in order
to get the user’s interest and behavior. First, the user must track the collection
of information, user information is divided into explicit and implicit messages of
information are two kinds of explicit information obtained by the user’s registration
information, registration information stored in the user table, implicit information
can be collected and analyzed by the user WAP access logs are kept in the user
access log table. The main table is defined as follows:

Definition 3.1. UserReg (Uid, Attr, Val) of the table records the basic characteris-
tics of the user information, Uid that the user phone number, Atrr feature attributes
that the user name, Val said that the corresponding attribute values, such as name,
Hobbies and other non Required information.

Definition 3.2. Userlogin (Uid, LTime, LAmount), the table records the user’s
login time and total number of landing.

Definition 3.3. UserCost (Uid, DownSort, DownCost, Time), the table records the
user’s consumer content, consumer resource type and consumption time.

Definition 3.4. ResInfo (RID, Rname, Weight), Weight for the system in which
the value of the recommended priorities, in the content rating system used on the
representation of forests, as a whole does not exceed three. The first level navigation
pages in a database using two-digit ID, a collection of RaviD f00,01, : : : , mng, m, n
2 (0,9); second level for the category pages, numbered from Left to right, set RSort
D f1,2, : : : , ng, n 2 (0,1); the third level for a content page, in the representation
similar to the second level classification, collection RCont D f1,2, : : : , Ng, n 2
(0,1).

Definition 3.5. UserLog (Uid, Attr, Val) of the table records the user’s online
behavior. Each record is a record of a user session Uid conditions contained in
Attr k1, k2, : : : , km, which is a key that the session is continuously accessed page
belongs to the category of resources, Val contains access Times, access times and
other information.

The table in this deal, the result stored in the user interest table (UserInter ())
and the user description table (UserProfile ()), and the user description table is
essentially a multi-decision making table.
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Definition 3.6. UserInter (Uid, RID, BrowAmount, AuthValue, Time) table each
record corresponds to a period of time the user Uid to access information.
BrowAmount that users of resources in a period of time for the RID class visits,
and AuthValue said that the period of time the user’s interest bias.

Definition 3.7. UserProfile (Uid, RID, Weight, Time) recorded in the correspond-
ing table is the user UID interests and hobbies, which Weight category of resources
that the user RID of the weights.

Described in the user table, the user’s weight will love interest as the user records
in the table is changed, each over a period of time will be interest in favor of user
interest table to replace the maximum value of the right of users to describe the table
records the lowest.

3.2 Learning User Interest

Users interested in learning a machine learning process is based on the user’s choice
of browsing information, to take a clear step by step learning method to a process
of user interest through a variety of machine learning methods.

Collected and collated the information for the user then to study the user’s
interest. Through the analysis of user behavior and actions (Mobasher et al. 2000),
the recent interest in favor of the user, the end of the user profile. Defined as follows
(Fan and Gauch 2000):

Algorithm 3.1 to obtain the user profile

a) for manual classification of resources as a collection of training resources;
b) created user profile;
c) Statistics of the entries in the user profile in the frequency;
d) the frequency of the various entries, calculated the corresponding weights of the

classification of resources, draw the user’s interests.

3.3 Recursive Updating User Interest

Algorithms 3.1 through the user’s continued to access the amount of new informa-
tion of interest to the user preference, and then tend to go with the new update the
user’s interest profile. Defined as follows:

Algorithm 3.2 (for users interested in the dictionary)

a) for manual classification of resources as a collection of training resources;
b) create user interest in a dictionary;
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c) Statistics of the entries in the user dictionary in the frequency of interest;
d) the frequency of the various entries, calculate the corresponding weights of the

classification of resources, draw the user’s interests.

Algorithm 3.3 (Updated user profile)

a) taking out the dictionary from the user’s interest in the highest three power, if it
contains user profile in non-classified, then take the first;

b) using the data obtained to update the user profile, if the user profile blank, it
will have to take the data directly into; If you add new data which is beyond the
capacity of the user profile, then the user profile in the weights of the lowest three
Item deleted;

c) every other time, repeat step1 and step2.

Users interested in obtaining recursive process: building a user interested in
documents and user profile, through the algorithm to get the user interested in
documents 3.2 by Algorithm 3.3 to get the user profile. Repeating the above process,
the user can get a real hobby that you can also prompt the user interest in the current
bias.

Thus, for the time the new information collected, recursive get the user interested
in has been completed, the user profile has been dynamically updated.

4 Simulation Results

4.1 Experimental Test

To verify the recursive personalized service for users’ interests of the effectiveness
in the program, in the Windows platform, with the JAVA to achieve a non-recursive
algorithms for user interest and recursive algorithms for user interest, and on a single
machine Testing of the experimental data. The test data was coming from the Web
site user registration information, and user access log information for half a year.

Experimental steps are as follows:

• First 6 months, respectively, the former co-exist in the database organize
information, statistical information in the database as the original training data,
user interest generated by algorithm 3.2 dictionary, and then use the users’ profile
construction algorithm 3.3.

• Every other time statistics the user information, the following two treatments.
The first method is the input training data, run the algorithm 3.1, the user’s
profile; The second method is to input the training data, the use of algorithms
3.2 and 3.3, the user’s profile.
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Fig. 1 Correct recognition rate comparison

4.2 Results Analysis

The results shown in Fig. 1. Figure 1 can see that the recursive method to get
user interest than non-recursive difference methods the results are satisfactory
recognition rate of more than closer to the user’s real interest.

• Non-recursive method to increase the time used very fast and recursive methods
of the time growth is not obvious;

• Recurrence than non-recursive greatly reduce the time spent. This shows that the
recursive algorithm to get the user interested in the time and space costs than
non-recursive low, and as time goes by, more and more information processed,
recursively increasingly used in a clearly advantageous. Therefore, this recursive
method to get user interest more effectively update the knowledge base.

5 Using the Template

As the users continue to access, the information collected more and more which
will increase the analysis of the reliability of user interests. In order to provide
personalized services better. The paper presents a recursive user interest for
personalized service system, truly tailored for the user “system”, it is a good way
to do the personalized recommendation service, in order to achieve the “useful
information for the most suitable people”.
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An Efficient Design of Publication
and Subscription Model Based on WSN

Xianli Li

Abstract The purpose of the Web Services Notification (WSN) is to define a set of
specifications that standardize the way Web services interact using “Notifications”
or “Events”. They form the foundation for Event Driven Architectures built using
Web services. These specifications provide a standardized way for a Web service,
or other entity, to disseminate information to a set of other Web services, without
having to have prior knowledge of these other Web Services. They can be thought
of as defining “Publish/Subscribe for Web services”. We provide an overview of the
WS-Notification specification and describe a modified Publish and Subscribe model
based on WS-Notification. The model is an adaptive policy-driven notification
framework that helps enterprises to meet the flexibility and responsiveness require-
ments of the enterprise. With the modified publish/subscribe model, information
consumers can dynamically and declaratively create and configure entities on their
behalf to manage their distribution requirements.

Keywords Publish/subscribe • Notification broker service • Notification
consumer proxy service

1 Introduction

In a Service Oriented Architecture (SOA), there is often a need to monitor situations.
This occurs from a computer management perspective or a much more broad scope
of keeping up to date on real world events such as weather, financial transactions,
etc. To monitor these events, a client can poll for status changes or subscribe for
status changes. In polling case, the client is configured to actively ask the resource
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for its latest state. The more often the client polls for state, the more likely the
client has an accurate resource representation. However, frequent polling requires
bandwidth and resources on both sides to handle the connection. Thus polling
is useful when monitoring timeliness is not an issue or network and hardware
resources are abundant. But in the SOAP world, polling is less common as a client
typically receives requests from the producer of events. With this peer to peer style,
a publish/subscribe system can be created. In this system, the client requests that
notifications be sent when they occur. This reduces the latency between the event
occurring and the client processing it.

WS-Notification has been standardized by OASIS and is a standard that solves
this business problem of event distribution in heterogeneous complex event process-
ing systems. It specifies an interface for a consumer to subscribe, filter notifications,
and manage subscriptions and an interface for publishers to send notifications.
Further, it describes a notification broker to allow for scaling of the system
(Chumbley and Eisinger 2009).

2 WS-Notification

Associated with the WS-Resource Framework, IBM, Sonic, and other companies
introduced a family of related specifications called WS-Notification. The basic idea
behind WS-Notification is to standardize the way that a Web service can notify
interested parties (other Web services) that something of interest has happened. It is
not meant to replace all messaging infrastructure such as low latency buses, industry
standards, or existing infrastructure like JMS. However, WS-Notification systems
should be able to integrate with these systems through simple adapters.

Obviously, the key value to WS-Notification is its ability as a standard to
allow for greater interoperability with a greater number of vendors and, thus, a
lower cost for implementation. The key features of WS-Notifications allow for
it to be used as well in general purposes publish/subscribe (pub/sub) situations.
It defines a unified message format to achieve interoperability between kinds of
systems, procedures and components in different platforms and systems, and it
defines a set of a standard Web services approach to notification using a topic-based
publish/subscribe notification pattern.

WS-Notification family is made up of the following three components (Sams
2006): WS-Topics, WS-BaseNotification and WS-BrokeredNotification. Figure 1
shows the relationship between them.

Based on the WS-Notification, the publish/subscribe model is needed to handle
the real-world information integration scenario by allowing a subscriber to specify
on behalf of an information consumer filtering rules and policy constraints, not only
to select what types of messages or content the subscriber wants the consumer
to receive, but also to specify transformation, scheduling, distribution, and other
constraints to be applied to selected messages before they reach the consumer. The
architecture must enable the generation (on behalf of a consumer) of a proxy service,
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Fig. 1 Relationship between WS-Topics, WS-BaseNotification and WS-BrokeredNotification

or agent, that includes the engines to enforce and manage these constraints at run-
time. The proxy service can receive the messages on behalf of the information
consumer and apply the specified constraints to the message before delivering it
to its consumer (Czajkowski et al. 2004).

2.1 WS-Topics

The WS-Topics specification (Vambenepe et al. 2006a) defines a mechanism to
organize and categorize items of interest for subscription known as “topics.” This is
achieved by associating each notification with a topic, and means that subscribers
can define the specific category of event that they are interested in hearing about.
A web service can publish a set of topics used to organize and categorize a set
of notification messages that clients can subscribe to, and receive a notification
whenever the topic changes.

WS-Topics are very versatile, as they even allow us to create topic trees, where a
topic can have a set of child topics. By subscribing to a topic, a client automatically
receives notifications from all the descendant topics (without having to manually
subscribe to each of them). As part of the publication of a Notification-Message, the
Publisher associates it with one or more Topics.

WS-Topics also provide a coarse-grained filtering mechanism that allows large
sets of uninteresting notifications to be excluded quickly. For example, in a sport
results scenario a subscriber can indicate that he or she is only interested in
receiving notifications about football, which excludes any events about baseball or
hockey. More fine-grained control of filtering can be achieved using other filtering
mechanisms, such as the message content filter defined in WS-BaseNotification. For
example, by selecting only those football games in which the home team beat the
away team. In many situations, the topic does not actually appear in the body of
the notification message itself since the classification of the notification is made at
a higher level than the generation of the notification content.
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In order to avoid naming collisions, and to facilitate interoperation between inde-
pendently developed Notification Producers and Subscribers, every WS-Notification
Topic is assigned to an XML Namespace. The set of Topics associated with a given
XML Namespace is termed a Topic Namespace.

2.2 WS-BaseNotification

The WS-BaseNotification specification defines the standard Web services interfaces
for Notification Producers and Notification Consumers. It includes standard mes-
sage exchanges to be implemented by service providers that wish to act in these
roles, along with operational requirements expected of them. Notification producers
have to expose a subscribe operation that notification consumers can use to request
a subscription. Consumers, in turn, have to expose a notify operation that producers
can use to deliver the notification (Sotomayor 2007; Vambenepe et al. 2006b).
Figure 2, “A typical WS-Notification interaction” shows how the five primary
entities work together to pass data through the WS-BaseNotification. Initially, the
Subscriber is responsible for setting up a subscription between the Notification-
Producer Web service and a NotificationConsumer Web service. This subscription
is managed by the SubscriptionManager Web service working on behalf of the
producer. Subsequently, when a Situation is observed by the Publisher, the Publisher
creates a notification message and passes it to the NotificationProducer. It is the
responsibility of the producer to establish whether the notification message matches
the subscription that has been registered, and, if so, to send the notification message
to the consumer.

2.3 WS-BrokeredNotification

In even the most simple publish/subscribe environments, the amount of connections
and boot strapping information can grow very quickly. If there are only two
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publishers and two consumers, and each consumer wants to be notified from each
publisher, four connections need to be set up. Add one more consumer and you now
have six connections. The number of connections starts to grow very quickly as
more distributors and consumers are added; the required number of connections for
m publishers and n consumers is m
 n connections. To simplify this topology, WS-
Notification standardized a notification broker that acts as an intermediary between
publishers and consumers. Here, publishers and consumers are decoupled from
each other and instead only require boot strap information to the broker. So, in
the scenario of m publishers and n consumers, the required number of connections
is mC n.

The WS-BrokeredNotification specification extends the definitions made in the
WS-BaseNotification specification to define the concept of a NotificationBroker,
which is an intermediary service to which producers and consumers can connect in
order to pass notifications. Critically, the NotificationBroker is capable of accepting
subscription requests from consumers, as well as receiving notification messages
from producers. The broker is then responsible for matching the notifications with
the subscriptions and sending them to the consumer. In this way, the broker takes
on some of the more painstaking functions of the producer, freeing developers of
producer applications to concentrate on the business task of observing situations
and generating the appropriate notifications without having to worry about the
challenging but mechanical task of managing subscriptions and matching them to
notifications. Advantages of the brokered notification pattern are as follows:

• Relieves the publisher of having to implement message exchanges associated
with the notification producer; for example, managing subscriptions (Subscrip-
tionManager) and distributing notifications (NotificationProducer);

• Avoids the need for synchronous communications between the producer and the
consumer;

• Can reduce the number of inter-service connections and references;
• Acts as a finder service; for example, if a new publisher is added that publishes

notification x, a consumer does not have to issue a new subscription if it is already
subscribed to the broker with x.

• Provides anonymous notification, which means that publishers and consumers
need not be aware of each other’s identity.

In many scenarios, the NotificationBroker service is implemented by a middle-
ware provider, ensuring that the brokering facilities are written to enterprise quality
expectations and often providing additional value-add services over and above the
basic definition of the service, for example logging, transformation, or quality of
service enhancements above those required by the specification (Vambenepe et al.
2006c). As shown in Fig. 3, “A typical brokered WS-Notification interaction”, the
producer must register with the broker and publish its topics there. The subscriber
must also subscribe through the broker, not directly with the producer. Finally, when
a notification is produced, it is delivered to the consumer through the broker.
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Fig. 3 A typical brokered WS-notification interaction

3 Publish/Subscribe Model Based on WS-Notification

The modified publish/subscribe architectural model is as shown in Fig. 4. It extends
the basic publish and subscribe pattern by extending the subscription capabilities to
include the specification of transformation, distribution, and scheduling constraints
as part of the publish and subscribe subscription (Bou-Ghannam and Roberts
Matt 2007).

Additionally, this architecture enables non-pub/sub-enabled systems (that is,
information consumers that are not able to consume notification messages of the
pub/sub system) to participate in the pub/sub pattern by allowing the model to
dynamically create a proxy service to receive pub/sub notifications on behalf of the
consumer. This is the Notification Consumer Proxy Service (NCPS) shown in Fig. 4,
which also manages the distribution of notifications to the consumer based on the
transformation, distribution, and scheduling constraints specified by the consumer
upon subscribing.

As shown, the model highlights the following components:

Notification producer: Contains information of interest to a consumer. Good
examples of information producers are systems that manage business information
for an enterprise and include master data stores for customer, product, order
information, and so on, in addition to enterprise operational data stores.

Notification consumer: Depends on and must consume information from an infor-
mation producer. For example, many enterprise business applications like order
fulfillment systems depend on data from the business information sources.

Subscriber: Requests creation of a subscription. It sends a subscribe request
message to a notification broker (pub/sub broker). The subscribe request message
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identifies a notification consumer. A subscription is an entity that represents the
relationship between an information consumer and an information producer. It
records the fact that the consumer is interested in some or all of the notifications
that the producer can provide. It can contain filter expressions, and may be long-
running or have a limited lifetime.

Publisher: Creates notification message instances. A publisher receives information
from entities in the information producer that monitor and detect a situation.
A situation is an occurrence that is noted by one party and is of interest to other
parties. A notification is a one-way message that conveys information about a
situation to other services.

Notification broker service: Performs a notification broker function between no-
tification consumers and notification producers, and is responsible for sending
notifications to the appropriate consumers. It also acts as a subscription manager
and manages requests to query, delete, or renew subscriptions.

Notification Consumer Proxy Service (NCPS): Receives notifications from the noti-
fication broker on behalf of the information consumer. Typically, the consumer is
not able to receive notification messages, hence the need for this service to act on
its behalf, collect the notifications, perform some business logic (if the scenario
calls for it), enforce the transformation, scheduling, and distribution constraints
for the consumer, and then send the results to the consumer.

Adapter: An entity that enables the interaction with an information consumer.

4 Conclusions

This paper discussed how the WS-Notification bundle of standards, WS-
BaseNotification, WS-Topics, and WS-BrokeredNotification, can be used as a
general purpose publish/subscribe interface for a Service Oriented Architecture.
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We described an adaptive, policy-driven notification architectural model to support
a generalized publish/subscribe interaction pattern. This model is based on the
WS-Notification standards, a set of reusable integration services. We introduced
the teacher-student interactive scenario to help demonstrate the WS-Notification
features and explained how the publish/subscribe model is the standard of choice
for event distribution and processing.
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On the Study of Information and Ultra-Wide
Band RADAR Based Information Retrieval

Abdul Waheed and Yang Li

Abstract Different information has different importance in respective sectors.
Information can be about security, about monitoring, about observations or about
detection. Similarly depending on the information sensitivity different methods of
Information retrieval and algorithms are used with the help of suitable retrieval
systems. This paper first discuss about Information retrieval systems based on
retrieval methods and their use in different areas and then starting from the birth
of radar, the evolution and advancement in radar systems as information retrieval
system is studied to retrieve the required and suitable information for the purpose of
security, monitoring, observation and tracking. Finally based on the technologies,
electromagnetic consumption and the FCC standards, radar based time a line of the
information retrieval systems is studied.

Keywords Wireless information retrieval methods • UWB • RADAR

1 Introduction

Diversity of information retrieval systems has a variety of retrieval methods in
order to retrieve the required information for example information like Electro-
cardiograph, Magnetic resonance image, sonograph, X-Ray image are important
in medical sectors while the information retrieval systems in electronics and
electrical Industry start from voltage, current, frequency, resistance and capacitance
measure meters and then move to oscilloscopes and spectrum analyzers and the
advancements reaches to the involvement of computers. Thus based on information
type the information retrieval system are divided into different categories
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• Everyday information systems.
• Industrial Information systems.
• Scientific Information system.
• Security and defense based Information systems.

These categories partially emerge into each other and the information retrieved
by the system become more sensitive as we move to the system of security and
defense category therefore a suitable information retrieval system is required in
order to avoid information thievery. Security and defense based information is a
major category and therefore we will focus on the fourth category only. From
personal security to the national defense security, the band of type of information
and information retrieval system has a large variety of retrieval methods.

Wireless Information retrieval systems are discussed in Sect. 2 while the UWB
RADARs as information retrieval systems in different sectors are discussed in
Sect. 3.

2 Wireless Information and Information Retrieval Systems

Depending on the required information, the security and defense based wireless
information retrieval system can be divided into different categories.

2.1 Personal and Industrial Information and Retrieval System

A variety of security systems for personal assets fall in this category so the
information retrieval system can be limited to the boundary of assets. Indoor security
systems, home security and car security systems are the examples of such systems.

Industrial information systems are the combination of personal information,
equipment information and information retrieved by the equipments. Thus the
security of information is the combination of employee surveillance, equipment
surveillance, production information and equipment working observation.

2.2 Scientific Information and Retrieval Systems

These kinds of systems cover the area of scientific research. Scientific research
contains the use of machinery in order to perform the research experiment. Most
of scientific equipments contain two types of information. First one is the useful
scientific data either in image form or in statistical form while the second type covers
the security alarms of the equipment.
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2.3 Defense Related Information and Retrieval System

Defense related information and related system has its own importance. It covers
the indoor as well as outdoor activities relevant to the security.

RADAR and detectors are two major information retrieval systems used to
generate and retrieve the exact information in order to maintain the security.
Depending on the range parameter, Radar systems are short range as well as long.
Since radar systems cover a large variety of information acquisition in a vast area of
fields therefore we will focus on the evolution, history and future of radar systems
based on different parameters and standards.

3 History of Radar with Respect to Different Countries

The history of radar with respect to different countries has the following time lines

1865—Dynamical theory of electromagnetic field published by Scottish physicist
and mathematician James Clerk Maxwell.

1887—Phenomenon of transmission and reflection through different materials was
found by German physicist Heinrich Hertz.

1899—An inventor of Italy Guglielmo Marconi Performed reported his radio based
Experiments.

1904—Radio waves were first used by a German Christian Huelsmeyer to detect the
presence of distant metallic objects.

1917—Serbian-American Nikola Tesla published primitive radar units.
1922—A. Hoyt Taylor and Leo C. Young, researchers in U.S. Navy, found the

possibility of detection of range and bearing of nearby ships in the Potomac river
with radio waves broadcasted at 60 MHz.

1934—the French man Émile Girardeau built a radio based apparatus for hindrance-
locating by following the principles stated by Tesla. Same year Soviet military
engineer P.K. Oschepkov with Leningrad Electrophysical institute introduced
RAPID to detect an aircraft within the range of 3 km. Both systems were based on
continuous-wave operation. In late 1934 an American Robert M. Page, working
at the Naval Research Laboratory demonstrated the improved form of RADAR
with pulsed system which was followed by Rudolf Kühnhold and the firm GEMA
in Germany and by an Air Ministry team led by Robert A. Watson Watt in Great
Britain.

1939—Eight countries secretly and independently developed their own RADAR
systems.

1940— U.S Navy used the term RADAR.
1943— Robert M. Page, improved the monopulse technique.
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3.1 Frequency Ranges and UWB RADAR

From HF range to UWB range, depending on the application, RADAR exists in
every frequency band of electromagnetic pattern but UWB radar is unique due to
its frequency range i.e. 1.6–10.5 GHz whereas the ranges like 1–2, 2–4, 4–8 and
8–12 GHz are L-Band, S-Band, C-Band and a part of X-Band respectively.

UWB radar is an information retrieval system to retrieve the information of
objects across the wall, hurdles and obstacles and therefore also named as through
wall radar.

Due to the efficiency of even low signal to noise ratio the UWB signals are much
better for information retrieval in different applications.

According to Federal Communications Commission (2002) 3.1–10.6 GHz is the
license free range for UWB but power spectral density emission for radiators is
limited to �41.3 dB/MHz.

UWB radar has a vast range of applications for the purpose of information
retrieval in an indoor environment and short range boundaries. The next section
is based on the applications and usage of UWB information retrieval system.

3.2 Applications of UWB RADAR as Information
Retrieval Systems

According to Dr. Robert J. Fontana in (2000), late 1960s is the starting time for
UWB technology but with different name and approximately 1989 was the year to
recognize the technology with the name of UWB.

The current applications consisting of UWB radar are spread over approximately
every area of life but with different purposes of information retrieval.

In the medical field the most important thing is the effect of UWB waves
on human body. Klemm and Troester (2006) gives the effect of UWB in human
tissues while (Staderini 2002; Tan and Chia 2004; Chia et al. 2005; Li et al. 2010;
Venkatesh et al. 2005) gives the study of application of UWB radar as information
retrieval system like medical imaging, remote sensing of heart beat breathing rate,
detection of presence of water and infection into human body, chest movements
assessment.

The indoor applications along with the security and defense related application
of UWB radar based information retrieval systems contains human body detection
also called vital sign detection, moving target detection, direction estimation of
moving target, speed estimation of moving target (Zito et al. 2008; Leib et al. 2010;
Ossberger et al. 2004; Yang and Fathy 2009; Ahmad et al. 2007; Earp et al. 1996;
Tao et al. 2008).
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4 Conclusion

There was a time when doctors use to observe the temperature of patients by
observing the heartbeat and by physically touching the patient on wrist or the
neck time. Then a time came when use of mercury based thermometers started for
same kind of observations, then those mercury based thermometers welcomed the
strip based thermometers and digital thermometers. These thermometers helped the
doctors to avoid the physical touching but the physical interaction between patient
and the temperature measuring device increased. Now a day’s all those kinds of
thermometers are replaced by infra red based device which helped the patient and
doctor both to avoid the physical interactions.

This mean that the temperature is a kind of information in very basic doctor-
patient system while the device used to measure the temperature is the information
retrieval device and the way to use the temperature measuring meter is called the
information retrieval method.

Secure Information retrieval method is necessary for the security of system.
Ultra-wide band RADAR based information retrieval system provides more security
and accuracy for short range environment, either for through wall imaging, patient
or asset monitoring or target detection and tracking while provides the required
isolation.
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The Algorithm of Data Preprocessing in Web
Log Mining Based on Cloud Computing

Guanglu Zhang and Mingxin Zhang

Abstract In the structure of distributed cluster server, web log data mining model
based on data warehouse has the defects of bottlenecks in the network and com-
puting, transmission errors caused by the large data transmission, the paper makes
use of the advantages of cloud computing, distributed processing and virtualization
technology, designs a type of Web log analysis platform based on cloud computing
Hadoop cluster framework, finally, a new hybrid algorithm of distributed procession
in the cloud computing environment is proposed. To further verify the efficiency of
the platform, we use the improved data pretreatment algorithm on the platform of
processing large number of Web logs, experimental results show that it can improve
the efficiency of Web data mining.
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1 Introduction

Web Log Mining is an important research content in Web mining: By mining server
log, publishers can analysis and study the laws of web logs, obtain the user’s access
schemas, finally prove the site’s organizational structure and services. Generally,
web log mining contains three main steps: data preprocessing, pattern discovery and
pattern analysis. Moreover, many large websites use distributed web servers, which
are distributed to multiple different geographic locations, server cluster structure is
presented in Fig. 1 (Ni et al. 2009).

P1, P2,: : : : , Pn denote the documents on the site. At present, domestic and foreign
large sites are using the web cluster structure shown in Fig. 1, which is characterized
by the page file on the site of the whole image. Based on cluster structure in Fig. 1,
there are two models of distributed web log mining: one is presented by Mehmet
Sayal and Peter Scheuermann, which is based on data warehouse technology;
another is based on Synthesis of distributed data mining results. If using the first
technique, the key is to build data warehouse out of the web server log files
distributed in each server, and then in data mining. The distributed technology based
on data warehouse has the advantages of heterogeneous data processing, but because
of large web log files, building a data warehouse need to invest significant human
and material resources, and so this technology have a big disadvantage. Such as
transferring large amounts of data to the central site on the distributed server, it is
likely to cause network bottlenecks, transmission errors and other defects. If using
the second technique, merging the mining results of each distributed log file, but
because of the logs of a distributed single server geographically has one-sidedness,
it doesn’t reflect the information contained in the overall log, which leads to the
result of digging out has limitations. Cloud computing can get a powerful network
computing resources. It distributes complex calculation consumes a large amount
of computing resources to multiple nodes process by network, which is the current
effective solution (Ni et al. 2009; Jun Ji 2009; Xianghe Zhu 2010).

In this article, we use highly progressive Hadoop distributed computing platform
to research and analyze the logs of some typical books reading web, design and
implement a novel web log pre-processing method based on Hadoop, which can
quicken the later work of web log mining and promote the overall efficiency of web
log mining.

user Internet Load distribution 
equipment

P1, P2, …, Pn

P1, P2, …, Pn

P1, P2, …, Pn

…
…

Fig. 1 Web cluster structure
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2 Description of Relative Question

2.1 Web Logs

Web server log, when user request pages through the browser to the server, web
server records each request in the file to form log file, it records users’ access
and interactive information. According to that different web server has different
log format, there are two mainly formats: Common Log Format and Extended Log
Format, in this article we use Log in ECLM mode.

2.2 Hadoop Technology

Hadoop, a distributed system infrastructure, is developed by Apache Foundation.
Using it (Benjun Guo et al. 2009; Miao Cheng and Huapin Chen 2011), even if
the users don’t know the distributed low-level details, they can develop distributed
program, and use clusters’ power to super-speed computing and memory. Briefly,
Hadoop is a software platform, which can more easily run and analyze large-scale
data. The core idea of platform is Map/Reduce. Map/Reduce is a programming
model used to process large data. meanwhile, it also is an efficient job scheduling.
It divides a task into lots of more fine-grained subtasks which can be dispatched
between free processing nodes, and so, the faster processing speed the nodes have,
the more tasks they can handle, also because of such, it can avoid prolonging the
task completion time due to the nodes with slow processing speed. Performing a
MapReduce operation requires five steps: input file, divide file into many segments
and assign to multiple work nodes to execute parallel, write locally middle files,
merger middle files, output final files (Mdamet Sayal 2009).

3 Implement of Distributed Preprocessing Model

3.1 Design a Web Log Analysis Platform Based on Hadoop

The overall framework of web log analysis platform based on Hadoop cluster
framework shown in Fig. 2 (Zhu Zhu 2008):

First, user submits mining tasks by the browser. After receiving the tasks,
scheduling nodes split them into small task units, and check nodes’ idle lists, then
assign the task space to idle compute nodes in the cluster. According to data source
location information in the task units, the compute nodes access to data from data
storage nodes and for the corresponding computational work. Last, it returns the
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User
terminal

Task scheduling
and executing

Hadoop
HDFS

task1 task2 task3

Task scheduling nodeMain node Node status

Task unitTask unit

Computer node 1Computer node 2

Task unit

Computer noden

Data block

Storage noden Storage node 2 Storage node 1

Data blockData block

Load info
Load info

Submit tasks
Return result

Fig. 2 the overall framework of web log data preprocessing based on Hadoop

result to task scheduling nodes combine, and the task scheduling nodes return
the final result to user. All compute nodes need to send a signal to the master node at
regular intervals to prove them work normally, not in an idle state. Meanwhile, the
master node need to real time return the compute nodes’ state to the task scheduling
nodes (Ni et al. 2009; Peng Liu 2010; Peng Wang 2010).

3.2 The Web Log Preprocessing Using Map/Reduce

Web log preprocessing need to deal with all of its access for each user, so it is very
suitable for the <key,value> model of MapReduce. In this model, you can easily
get together to the same user’s web log by selecting the user ID as the key. Mapper
will break up the input record, make up the <key,value> keys’ pair in accordance
with user requirements, then sent the group of the same key to the Combiner, the
Combiner aggregates the same keys, these data are sent to the Reducer, finally,
Reducer gets the final result by calculating the value of each key.

3.2.1 Mapper Operation

The input of Mapper operation are the records of Web log, set the key userid, value
is <URLjReferURLjTime>, and then sent to Combiner.
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Function: clean each record, form the pairs of
<URLjReferURLjTime>, and sent it to Combiner.
input[] divide the input record using ‘‘ ’’
if input[5] D ‘‘GET’’ and input[6] ‘s end is not
fgif, jpg, jpeg, wav, rm, css, cgi,jsg
and 200<Dinput[8]<D 299

mapKey  input[0]
mapValue  input[5]jinput[6]j input[8]

collect fmapKey,mapValueg
end if

3.2.2 Combiner Operation

In order to optimize the MapReduce operation, an optional Combiner operation is
added, which is running on the map task running node after Mapper before Reducer.
Make Mapper output on the receiving node as input, aggregate the output of the
Mapper, at the same time the aggregated results will be further input as a Combiner
data aggregation, the aggregation is not stop until as each key on node is aggregated
to a record. Combiner output will be sent to the reducer.

3.2.3 Reducer Operation

We can define USID as the key of Combiner’s output, define URLIt as iterator
which contains Combiner value of output, define US as the triple which format
for <URL,ReferURL,Time>. Define USIt as the iterator which contains the US,
defined USL as queue which contains the US. The Reducer receiving series of
<USID,URLIt>. Sort the collection of records for each user to access the page in
chronological order, and output all user’s sessions before the session identification,
path added and session split method.

Function: Combiner output access to the record
aggregate for a user session

for each urls URLIt
urlArray[]  divide the urls input record using \ "
for each url in urlArray
USIt  USIt C furlg
end for each
end for each
sort the USIt in ascending order by Time field
us1  USIt.next()
USL  fus1g
reduceValue  null
while USIt.hasnext() do
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us2  USIt.next()
if (us2 D ‘‘index.jsp’’) or (us2.referURL D
‘‘index.jsp’’ and us1.URL ¤ ‘‘index.jsp’’) or
(us2.referURL D null and us2.Time us1.Time <

10s) or (us2.Time us1.Time > •us1.URL) then
reduceKey  URL field in all USL join one after
another by ‘‘j’’

collect freduceKey,reduceValueg
us1  us2
USL  fus1g
else if us2.referURL D us1.URL then
USL  USL C fus2g
us1  us2
else if us2.referURL ¤ us1.URL then
reduceKey  URL field in all USL join one after

another by ‘‘j’’
collect freduceKey,reduceValueg
us1  us2
scan USL in reverse order until finding usk, usk.
URL D us2.referURL
USL  USL - fus1 : : :uskg C fus1g
if none usk.URL D us2.referURL
USL  fus1g
end if

end if
end while

4 Experiment

The experiments run on a Hadoop clusters which are form ten servers. One of the
servers are considered as NameNode of the HDFS in a distributed file system and
the JobTracker in the MapReduce running process, thus, the server is called the
master node. The other nine servers considered as the TaskTracker of the HDFS
DataNode and MapReduce running process, these nodes are called node. In order to
verify the effectiveness and efficiency of Hadoop to mine Web log, we use java that
has realized the same web log preprocessing method in the stand-alone and Hadoop
cluster servers. On both platforms, the file size of Web log files were processed to
calculate the execution time, the result is shown in Fig. 3:

Test for a lot more data on a Hadoop cluster, the results shown in Fig. 4:
From the test mentioned above, we can see that it’s an effective way to handle

web log using the Hadoop platform. When dealing with small amount of data, the
Hadoop total parallel computing time is greater than the stand-alone execution,
due to startup time-consuming and time-consuming intermediate file transfers. The
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Fig. 3 Stand-alone environment and cloud computing parallel data processing environment

Fig. 4 E execution time large amounts of data implied in Hadoop cluster

Hadoop will divide data and assign partition data to multiple computing nodes to
parallel processing. With the increases of the amount of data, parallel computing
speed grows slowly, whereas stand-alone processing time basically showing the
linear growth trend. When the amount of input data grows, the efficiency gap is also
growing. When the number of the Web log is about 106, because of compute nodes
of the cluster is already full, the time growth shows slightly less than linear growth.
In that conditions, memory overflow or other mistakes may possibly happen when
using stand-alone computing, by reason of the limitations of memory, processor
power, etc. And splitting of the data is necessary.
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5 Conclusion

The accuracy of data is an important precondition and basis for web log mining,
high-quality web log mining must rely on high-quality data (Peng Wang 2010). In
this paper, an improved method based on existence of session identification and path
complement and session split is proposed according to the mass of web log, and
the is implied on the Hadoop platform, at the same time, compare it’s processing
efficiency with stand-along machine, confirm the effective and efficient of Hadoop
platform in processing web log.
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A Simple Attempt to See if Artificial Intelligence
Tool Is Helpful in Long Term Earthquake
Prediction

Xiaxin Tao and Zhengru Tao

Abstract Artificial Neuron Network tool is adopted in an attempt to long term
earthquake prediction for the Japan Trench subduction zone where an shock with
magnitude 9 occurred last year and the probability model failed in forecast even
after the shock. The preliminary result shows that the AI tool is helpful in such
difficult a prediction, it can recognize some kind of rhythm of seismicity fluctuation
that people can also find in the time series, but cannot be clear described.

Keywords Long term earthquake prediction • Seismicity tendency • Artificial
intelligence • Neural network

1 Introduction

As well known, earthquake prediction is a very difficult problem worldwide at
present. Long term prediction is a basis of taking engineering countermeasures
to save loss of life and property, and is mainly from statistics. Some probability
models are developed for estimating occurrence probability of earthquakes and
are adopted in seismic hazard assessment, such as Poisson model, renewal model
(National Research Institute for Earth Science and Disaster Prevention 2009;
Working Group on California Earthquake Probabilities 2003; Earthquake Research
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Committee 2000; Tao and Tao 2012). In cases, the assessments failed, for example
for the area of 311 earthquake with magnitude 9.0 occurred last year in eastern
Japan Trench (National Research Institute for Earth Science and Disaster Prevention
2009). The shock and a very bad tsunami followed up made a serious disaster. After
the earthquake, researchers re-evaluated the occurrence probability of an earthquake
with magnitude more than 8.5 in the next 30 in that region (Earthquake Research
Committee 2009), and failed again (Earthquake Research Committee 2011; Tao
and Tao 2012). Seismologists and earthquake engineers want to know if the failure
comes from the model unreliability, or the lack of data, or problem in data process.
A simple test is presented in this paper, based on the historical data in the eastern
Japan subduction zone, by means an Artificial Intelligence toll, two layer neuron
network (Tao and Zheng 1991, 1998; Tao and Du 1992). The preliminary result
shows a large earthquake 8.5 or more can be predicted.

2 Seismicity in Eastern Japan Subduction Zone

There has been a historical record for the earthquake in the subduction zone, more
than 500 years. There were 82 shocks with magnitude than 7.0, in which 15 from
7.5 to 8.0, and 18 more than 8.0, the maximum magnitude is 8.6 in 1707, as listed
in Table 1.

A time series can be constituted from the data in Table 1. A fluctuation is quite
obvious in the plot of the series with vertical axis for magnitude and horizontal
axis for time, as shown in Fig. 1. Seismologists tried to recognize rhythm in the
fluctuation with the physical nature of energy release in the crust. One could think
from the fluctuation that an earthquake with magnitude higher than 8.5 is possible
at the time period after 2008. However the rhythm structure cannot be understood
and described well.

3 Sampling Seismicity Tendency Data for ANN Training

The authors of this paper believe that rhythm structure must imply in the time series.
The earthquake energy released in a time period may relate with those released
in the past decades, even 100 years. A moving widow train is designed to sample
data from the series. There are four windows in the train, each time window with
width 30 years and the beginning of the next is exactly the end of the previous,
the total time period covered by the train is 120 years. In each window, four values
are acquired for four magnitude intervals (7:0 	 Mj < 7:5, 7:5 	 Mj < 8:0,
8:0 	 Mj < 8:5 and 8:5 	 Mj ), as 1 if there is at least one quake occurred with
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Table 1 Seismicity data in the subduction zone

Serial
number Occurrence date Magnitude

Serial
number Occurrence date Magnitude

1 1498.9.20 8.3 42 1933.3.3 8.1
2 1605.2.3 7.9 43 1935.10.18 7.1
3 1611.12.2 8.1 44 1936.11.3 7.4
4 1633.3.1 7 45 1938.11.5 7.5
5 1649.3.17 7 46 1938.11.5 7.3
6 1662.10.31 7.6 47 1938.11.6 7.4
7 1677.4.13 7.9 48 1940.8.2 7.5
8 1677.11.4 8 49 1941.11.19 7.2
9 1686.1.4 7.2 50 1943.6.13 7.1
10 1703.12.31 8.1 51 1944.12.7 7.9
11 1707.10.28 8.6 52 1945.2.10 7.1
12 1763.1.29 7.4 53 1946.12.21 8
13 1782.8.23 7 54 1952.3.4 8.2
14 1793.2.17 8.2 55 1958.11.7 8.1
15 1833.12.7 7.7 56 1960.3.21 7.2
16 1835.7.20 7.3 57 1961.2.27 7
17 1843.4.25 8 58 1961.8.12 7.2
18 1854.12.23 8.4 59 1962.4.23 7.1
19 1854.12.24 8.4 60 1963.10.13 8.1
20 1854.12.26 7.4 61 1964.6.16 7.5
21 1856.8.23 7.5 62 1966.3.13 7.8
22 1857.10.12 7.3 63 1968.4.1 7.5
23 1861.10.21 7.4 64 1968.5.16 7
24 1893.6.4 7.7 65 1969.8.12 7.8
25 1894.3.22 7.9 66 1973.6.17 7.4
26 1894.6.20 7 67 1978.3.23 7
27 1895.1.18 7.2 68 1978.3.25 7.3
28 1896.6.15 8.2 69 1978.6.12 7.4
29 1897.2.20 7.4 70 1978.12.6 7.2
30 1897.8.5 7.7 71 1982.7.23 7
31 1900.12.25 7.1 72 1983.5.26 7.7
32 1905.6.2 7.2 73 1984.8.7 7.1
33 1915.3.18 7 74 1989.11.2 7.1
34 1918.9.8 8 75 1993.1.15 7.5
35 1921.12.8 7 76 1993.7.12 7.8
36 1923.6.2 7.1 77 1994.10.4 8.2
37 1923.9.1 7.9 78 1994.12.28 7.6
38 1924.7.1 7.6 79 1995.12.4 7.3
39 1924.12.29 7 80 2003.9.26 8
40 1931.3.9 7.2 81 2004.11.29 7.1
41 1931.11.2 7.1 82 2008.5.8 7
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Fig. 1 M-T plot of earthquake series in the subduction zone

magnitude in the interval, but 0 if there is no such a quake. By this way, 16 values
from the 4 windows form a training set, 12 of previous 3 windows for input and the
4 of the last one for output. The total 46 sample sets are acquired by moving the
train along time axis with a step of 10 years from the historical data (1498–2008) in
the subduction-zone.

Of course, the number of the windows in a train, the width of the window, the
moving set and the values sampled in a window are all adopted without systematical
determination for this simple attempt. Other number such as 5 or 6 windows,
50 year, 5 or 20 years can also be taken into account in the further deal, especially
the sapling value need more detail trails to optimize.

4 Design of Two Layer Network and Training

An error back propagation (BP) network is designed with two neuron layers. There
are 8 and 4 neurons in the middle and output layers respectively. In the additional
input layer with 12 nodes and in the middle layer, there is an additional node with
constant output 1. Each neuron links with all nodes in the next layer bellow one by
one, as shown in Fig. 2.

One neuron is represented as

Xk
is D

1

1C e
�
Nk�1P
jD0

wkij � xk�1
js

(1)

where, xis
k is the output of ith neuron in kth layer to the sample s; xjs

k-1 is the output
of jth neuron in k-1th layer to the sample s, and it is the output of the bias unit on
k-1th layer when j equals to 0; wij

k is the weight between ith neuron on kth layer
and jth neuron on k-1th layer, which is assigned as a random between 0 and 1 at the
beginning.
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Fig. 2 Structure of the neuron network

Table 2 The result of seismicity in 2008–2038 in the subduction zone

Magnitude 7:0 � Mj < 7:5 7:5 � Mj < 8:0 8:0 � Mj < 8:5 8:5 � Mj

Possibility 0.958 0.679 0.755 0.323

The training is to fit the expected output for given input by modify the all weights
in Eq. 1 systematically for all neurons. The modification is carried out by each input
and output set of samples by the Error Back Propagation (B-P) Learning Approach,
and the learning rate is selected by Davis-Swan-Campey (DSC) searching approach
(Tao and Zheng 1998, 1991; Tao and Du 1992). The network training is completed
by 46 modifications with all sample sets one by one.

5 The Result of the Test

After the network trained, the structure of seismicity fluctuation rhythm or called as
the knowledge of the fluctuation rhythm is memorized in the weights of the network
as a whole, without clear physical meaning for each weight or some part of weights.
A forecast can be obtained by input the samples of the last three windows up to
present. The preliminary result is listed in Table 2.

If the output value can be considered as possibility from the definition of 1 for at
least one occurring and 0 for no one, one can see an earthquake with magnitude more
than 8.5 may occur with possibility 32.3%, while the quakes in other magnitude
interval may occur more possibly.

6 Conclusions

A simple attempt is deal with in this paper by Artificial Neuron Network tool for
long term earthquake prediction in the Japan Trench subduction zone. There was a
quite large earthquake occurred last year, the test is assumed for the time period
from the data before the shock. The preliminary result shows that the Artificial
Intelligence toll is helpful in such difficult a prediction, while statistical model
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failed. The AI tool can recognize some kind of rhythm of seismicity fluctuation
that people can also find in the time series. The structure of the network and the B-P
learning approach are old ones at least 20 years. The forecast ability of AI tool will
further improved by new developed method after this international conference.

Acknowledgements This work is financially supported by National Nature Science Foundation
of China (51178151 and 51178435) and International Science & Technology Cooperation Program
of China(2011DFA21460).

References

Earthquake Research Committee, Japan (2000) Long-term evaluation of the Miyagi-ken-Oki
earthquake (in Japanese)

Earthquake Research Committee, Japan (2009) Partial revision of long-term evaluation of seismic
activity from Sanriku-Oki to Boso-Oki (in Japanese)

Earthquake Research Committee, Japan (2011) Long-term evaluation of seismic activity from
Sanriku-Oki to Boso-Oki, 2nd edn (in Japanese)

National Research Institute for Earth Science and Disaster Prevention, Japan (2009) Technical
reports on National Seismic Hazard Maps for Japan

Tao X, Du W (1992) Seismicity trend along the Southeastern coastal seismic zone assessed by
artificial intelligence. Earthquake Research in China 6(1):1–6

Tao Z, Tao X (2012) A review on long-term evaluation of occurrence probability for subduction-
zone earthquakes in Eastern Japan. In: Proceedings of the CEABM, Yantai, China

Tao X, Zheng G (1991) An intelligence aided system for assessing seismicity parameters. In:
Proceedings of the China-USSR bilateral workshop on the earth dynamics and seismic hazard
assessment, Beijing

Tao X, Zheng G (1998) An intelligence aided system for estimating seismicity tendency.
Earthquake prognostics strategy, Germany

Working Group on California Earthquake Probabilities, USA (2003) Earthquake probabilities in
the San Francisco bay region: 2002–2031



E-Learning Through Cloud Computing:
Shaping the Future of Learning for Learner
of Tomorrow

Priyanka Soni and Pooja Gupta

Abstract Innovation is necessary to ride the inevitable tide of change. Indeed,
the success of the transformation of traditional education system to E-learning
education system depends on driving the right balance of Accessibility, Manageabil-
ity, Reusability, Interoperability, collaboration, and innovation to achieve enhanced
knowledge and performance. – And bottom line high-quality, innovative and need-
based programmes. Cloud computing takes E-learning to a new level and allows
an Education Entity to further reduce costs through improved utilization, reduced
administration and infrastructure costs, and faster deployment cycles. This paper
tries to clear confusion and hesitation about cloud computing and the value of cloud
computing in higher education, This paper also performs SWOT analysis to show
main Strengths, Weaknesses, Opportunities and Threats of Using Cloud Computing
in Higher Education.

Keywords Cloud • Higher education • Virtualization • SWOT

1 Introduction

No generation is more tech-savvy than today’s young people—“Net generation”,
who have grown up on internet. They come to classroom armed with smart
phones, laptops and iPods. Traditional teaching methods are not suitable for this net
generation. Today we foresee that internet driven teaching-learning solutions can
change the future of higher education. Higher education demands scalable solutions
like those provided by cloud computing. The cloud is a next Generation platform
that provides dynamic resource pools, virtualization, and high availability. Cloud
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Table 1 Average fee for cloud computing services

Provider
Average CPU
cost (per hour)

Average bandwidth
cost (per GB/month)

Average storage
cost (per GB/month)

AMAZON 0.11$ 0.12$ 0.15$
GOOGLE 0.10$ 0.11$ 0.15$
MICROSOFT 0.12$ 0.125$ 0.15$

Computing is a way to provide computer applications to users without the need
for those users to purchase, installs, or support software on their local computers
and/or servers. According to NIST “Cloud Computing is a model for enabling
ubiquitous, convenient, on-demand network access to a shared pool of configurable
computing resources (e.g. networks, servers, storage, applications, and services) that
can be rapidly provisioned and released with minimal management effort or service
provider interaction”. This cloud model is composed of five essential characteristics,
three service models, and four deployment models (http://csrc.nist.gov/publications/
nistpubs/800-145/SP800-145.pdf). Cloud Computing can be classified as a new
paradigm for the dynamic provisioning of computing services supported by state-
of-the-art data centers that usually employ Virtual Machine (VM) technologies
for consolidation and environment isolation purposes (Barham et al. 2003). There
is several cloud computing services providers that offer support for educational
systems. Among them are Amazon, Google, Yahoo, Microsoft etc. It is not an easy
decision for any higher education varsity to host all their operations and activities
online, as even today a large volume of data processed in higher education is still
done manually in paper and the staff at most of the colleges is yet to get tech
savvy. With more and more institutions realizing the long-term benefits and cost
savings of using cloud computing – the transition to cloud based learning has taken
a jump-start. At present, the buzzword in the $60 billion Indian software industry is
‘cloud computing’, and our home-grown technical institutions realize that. While
many have already introduced specialized courses or full semesters on cloud
computing, some are on their way (http://www.indianexpress.com/news/technical-
colleges-cheer-cloud-education/746841/1, Accessed on 16 Feb 2012) (Table 1).

2 Cloud on the Rise

Cloud computing has evolved through a number of phases which include grid
and utility computing, application service provision (ASP), and Software as a
Service (SaaS) (http://www.wikinvest.com/concept/Cloud Computing; http://www.
computerweekly.com/feature/A-history-of-cloud-computing). The big question is:
what is different about the cloud? The first key difference is technical: the maturity
of standards throughout the stack, the availability of high performance network
capacity, and the emergence of virtualization technologies are combining to enrich
the sourcing options at our disposal. Some educators have wrongly assumed that
cloud computing refers to any services provided over the Internet which are not

http://csrc.nist.gov/publications/nistpubs/800-145/SP800-145.pdf
http://csrc.nist.gov/publications/nistpubs/800-145/SP800-145.pdf
http://www.indianexpress.com/news/technical-colleges-cheer-cloud-education/746841/1
http://www.indianexpress.com/news/technical-colleges-cheer-cloud-education/746841/1
http://www.wikinvest.com/concept/Cloud_Computing
http://www.computerweekly.com/feature/A-history-of-cloud-computing
http://www.computerweekly.com/feature/A-history-of-cloud-computing
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hosted by their institution. In addition there is confusion between the terms Web 2.0
and cloud computing. Web 2.0 can be regarded as a particular type of application
while cloud computing is a method by which applications and data are hosted and
delivered (http://net.educause.edu/section params/conf/CCW10/highered.pdf). The
generation that has grown up with information technology referred as generation
Y or the Net generation reflects what makes them really different. The aptitudes,
attitudes, expectations, and learning styles of Net Gen students reflect the environ-
ment in which they were raised—one that is decidedly different from that which
existed when faculty and administrators were growing up (http://www.educause.
edu/educatingthenetgen). If the Net Generation values experiential learning, work-
ing in teams, and social networking, what are the implications for classrooms and
the overall learning environment? They are more likely to embrace the idea of
cloud-based services in their enterprise roles, just as they embrace them in their
private lives. Such users—who are driving the rising sales of netbooks—are likely to
fuel the drive toward lower cost and lightweight computing clients and applications
(http://net.educause.edu/section params/conf/CCW10/highered.pdf). Why Is Cloud
Computing Important? Cloud computing is becoming very important in present
scenario due to on demand infrastructure, applications and its support services.
Basically it is next generation of internet computing. McKinsey suggests that “using
clouds for computing tasks promises a revolution in IT similar to the birth of the web
and e-commerce.” Burton Group concludes that “IT is finally catching up with the
Internet by extending the enterprise outside of the traditional data center walls.”

• Driving Down total costs by facilitating the on demand or pay per use services.
• Fostering further IT standardization.
• Save time by reducing IT supply bottlenecks.
• Creating a pathway to 24
 7
 365 environment and Offers universal document

access.
• Instant software updates and Latest version availability.
• Helps to use application without installation.
• Effective computation by centralizing storage, memory processing and band-

width.

3 Adoption of Cloud Computing in Higher Education

There biggest challenge for Higher Education is Traditional lectures are not
fulfilling the learning potential of typical students today. So what do Net Generation
want from learning technology? Interactivity—whether it is with a computer, a
professor, or a classmate. They want it; they crave it. Distance education and online
courses don’t work well with Net Generation—the social component of learning
is required. As technology in the classroom progresses, more and more students
are going to demand it be included. This will pose challenges, though (http://
net.educause.edu/ir/library/pdf/pub7101.pdf). As a solution to these challenges and
to achieve faster and hassle-free campus-based activities, many colleges are now

http://net.educause.edu/section_params/conf/CCW10/highered.pdf
http://www.educause.edu/educatingthenetgen
http://www.educause.edu/educatingthenetgen
http://net.educause.edu/section_params/conf/CCW10/highered.pdf
http://net.educause.edu/ir/library/pdf/pub7101.pdf
http://net.educause.edu/ir/library/pdf/pub7101.pdf
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Fig. 1 Depicts benefits from the student perceptions when IT is used in the classroom (http://net.
educause.edu/ir/library/pdf/pub7101.pdf)

increasing the use of IT in classrooms and campus management solution. This
allows students to access all the campus-related information easily (Fig. 1).

Cloud based teaching-learning solutions playing a key role in the future of
higher education. The reasons for their success would be their reach, efficiency,
scalability and affordability. Cloud computing allows institutions to information
from anywhere in the world in a matter of seconds. In the field of education,
this is pretty important as it gives the teachers and the learners to constantly
update their knowledge. Renowned names like IITs, IIIT-Hyderabad, and IIIT-
Delhi comprehend the importance of cloud computing in their educational cur-
riculum and research projects, along with the infrastructural support that cloud
can provide them (http://www.indianexpress.com/news/technical-colleges-cheer-
cloud-education/746841/1, Accessed on 16 Feb 2012). Practically it is difficult
to move traditional education system to cloud but educational institutions seeking
long term benefits using cloud computing. As competition is rising amongst the
educational institutes to attract the best students and offer world-class campus
environment, cloud computing offers the tech savvy students an e-friendly learning
environment.

4 Main Benefits and Limitations of Using Cloud Computing
in Higher Education: SWOT Analysis

Higher education in the future will need to come to the grips with globalization and
will be subject to worldwide competition. It is not an easy decision for any higher
education varsity to host all their operations and activities online.

http://net.educause.edu/ir/library/pdf/pub7101.pdf
http://net.educause.edu/ir/library/pdf/pub7101.pdf
http://www.indianexpress.com/news/technical-colleges-cheer-cloud-education/746841/1
http://www.indianexpress.com/news/technical-colleges-cheer-cloud-education/746841/1
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Strength Weakness

Support for teaching and learning Not all applications run in cloud
Software free or pay per use Risks related to data protection and security
24 h access to infrastructure and content Dissemination politics, intellectual property
Access to application anywhere, anytime Lack of confidence and Trust
Echo-friendly by using green technologies Standards adherence
Increased openness to students to new

technologies
Speed/lack of internet can affect work

Increased functional capabilities

Opportunities Threats

Way to business environment and advanced
research

Data security is the major threat

Better learning environment for students Unsolicited email or advertising
Offline usage with further synchronization

opportunities
Lock- in companies such as Google and Microsoft

allow institutions to co brand their cloud
products
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5 Conclusion

Although cloud computing promises a great change in Higher Education but
education community needs guidance to fully adopt cloud computing in academic
Arena. To use solutions provided by cloud computing, the educators, administrator,
and students need to be trained. Different clouds have different implications, so
choosing the right cloud service that goes best with the need of your organization is
the concerned area. Cloud Computing is undoubtedly a growing revolution within
IT. However, as with any paradigm shift, there are strengths and weakness which
need to be finely balanced. To take full advantage of Cloud Computing the students
can go for on demand web pages. Students are benefitted by removing, license
cost, hardware cost and maintenance cost. It also facilitates flexibility to educational
institute and universities and offers new features and tools.
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The Research on Image Extraction
and Segmentation Algorithm in License
Plate Recognition

Fang Weijian and Xin Zhou

Abstract As a vital part of Intelligent Transportation System, License Plates
Recognition System is meaningful in Vehicle Positioning and Traffic Monitoring. It
consists of Vehicle License Plate Location, Character Segmentation and Character
Recognition. In the paper we put forward a new method of segmentation algorithm
on the basis of comparison and analysis some common methods of License Plate
Recognition, which firstly chooses the self-adaptive thresholds for license images
and executes the binarization; then arranges with projection Method and fixed-edge
methods on the basis of connected-area methods. The experiment’s result shows this
new method has better recognition performance.

Keywords License plate recognition • Binarization • Image segmentation •
Segmentation algorithm

1 Introduction

The character segmentation method in license plate image is the premise of next
step, character recognition, and it determines the character recognition rate. So,
the step of the character segmentation attracts great attention around the world.
Researchers promote kinds of solutions on the basis of the existed printed character
segmentation technology (Hong Zhao et al. 2004). Nowadays, one popular way
of segmentation is utilizing the fixed aspect ratio of character and the character
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space as the Priori Knowledge (Lu Yi 2003); The threshold (T) is determined
by Mathematical Expectation (E) and Variance (D): T D E�D. E and D got
from the Projection-histogram of the last step. The home position is determined
when the background pixel satisfies the inequality piexl[i] < T < piexl[iC 1]. The
ending position is determined when the background pixel satisfies the inequality
piexl[i]<T< piexl[i � 1]. In this way, all the characters can be determined;
As it shows above, the threshold is important for this method’s segmentation
performance. So this method needs researches on every segmentation results and
the readjustment if there’s a specified amount of deviation (Casey and Lecolinet
1996). Firstly, the gray histogram on the basis of vertical and horizontal direction’s
projection must be concluded (Haijiao Wang et al. 2008). Secondly, choose the
suitable threshold to segment the license plate image and character according to
the gray histogram. Then the character segmentation combined with aspect ratio
and the nor malized transact can be done. So the next step of feature extraction
can be easily achieved. This paper will do the binarization of license image, and
then project the binary image at the vertical direction. At the same time, I take the
advantage of characters’ aspect ratio and the character space along with contour
analysis to cut the character of license plate image.

2 Choosing the Suitable Threshold and Doing
the Binarization

The license plate character segmentation performance is determined by the bina-
rization. The key factor is choosing the threshold. The background and the object
are distinguished by the threshold. The Binarization Formula is:

g .x; y/ D
(
1 f .x; y/ � T
0 f .x; y/ < T

(1)

f(x,y) is the Original Gray Images; g(x,y) is the Transformed Image.
There are many kinds of traditional ways to choose the threshold, but most

methods need a prior probability distribution of destination and background. Then
the optimal threshold which satisfies this distribution can be achieved by utilizing
the Bayesian formula (Jin Zhang et al. 2008). But it is an impossible way for the
real object for the statistic of license plate target points is a difficult problem to deal
with. What’s more, the license plate background values can affect the threshold.

Different ways to choose threshold according to thread:

1. Probability and Statistics, if g is threshold, the object points are consisted of
points < g. P is the ratio of object points and all the points. The gray value is 0,
1, 2, : : : , g, till the ratio closing to P. This threshold is image threshold (Ni Fuyin
2011).
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2. The average value of maximum gray value and minimum gray value can be
simply regarded as segmentation threshold of the image when dealing with high
quality image whose gray level-differential value is large (Yu Zhang et al. 2006).

3. If g is threshold, there are more target points and background points while fewer
points whose gray value is g. In this case, the gray value of minimum points can
be determined as threshold. This is the trough principle of gray histogram. The
object and background take most of the points, so the two peaks of image can be
achieved. On the other hand, the points which are close to threshold are fewer to
consist of the trough of the image. If the image is complicated changing, looking
for the trough is the most important part of this method.

4. When transiting from background to objects, edge points are the points with
greatest change of gray value. In this case, the edge gray value can be determined
as image threshold. This method is used when doing the local threshold
segmentation.

This essay focuses on gray value histogram iterative method to look for trough
on the basis of enhanced treatment of image. The middle point of average gray value
of background and average gray value of character is threshold (T). The formula is
(Lifeng Zhang and Jun Dai 2008):

T D 1
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H is gray value histogram. N is maximum gray value (as 255). The formula above
can conclude that the threshold is in trough. Then do the iteration till TKD TKC 1.
TK is threshold. The formula is:
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The binarization treatment is after the threshold determined. The procedure is
easy. The gray value which is less than threshold value is gray region. The gray
value which is more than threshold is objection. The license plate gray value and
binarization image are as follows (Figs. 1 and 2).

As above images show, some pictures are black character with white background
while other pictures are white characters with black background after binarization
treatment. To explain this phenomenon, we notice that there are four kinds of color:
white character with blue background, black character with yellow background,
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Fig. 1 Car plate gray

Fig. 2 Binarization image

black or red character with white background and white or red character with black
background. When the license plates are black character with yellow background
and black or red character with white background, after turning them to gray image,
the gray value of objection is less than background. In this case, the technology of
image determination is needed to transform the situation of black character with
white background.

Choosing threshold is the key step of Binarization treatment. To find better ways
to choose threshold, I analyze the histogram through Laplace Histogram, Difference
Histogram and Gradient-histogram, but the result is barely satisfactory. So I still use
the traditional histogram algorithm method.

3 Character Segmentation Algorithm

There are many ways of character segmentation Algorithm such as the License
Plate Segmentation algorithm by Rough Transition and Priori Knowledge; They
are complex. It is important to find a better algorithm of faster speed and higher
segmentation rate for the system as license plate recognition with high timeliness
requirement (Zhao Peng and Zhao Zhong-meng 2011).

3.1 Fixed Bindery Segmentation

The size (aspect ratio) of license plate is certain, so as the size of character, script,
number and distribution. The segmentation can be done according to the location of
character in the image under the situation of location accurate, image capture fully
and variant little.



The Research on Image Extraction and Segmentation Algorithm in License. . . 491

Fixed bindery segmentation is easy, not affected by noise and independent on the
condition of image. However, the requirement is high on the size accurate. Or the
character is not entire and make bad influence on the character recognition.

3.2 Projection Segmentation

The principle of projection segmentation firstly turn the license plate image to
Binarization image (black is 0, white is 1). Then the vertical projection can be
achieved through accumulating the pure gray value from row’s horizontal direction.
The gray value between characters is always 0. The projection image can form to
trough or form to a special wave crest. Find out the valley points between two peaks.
Use them as the position of character segmentation (Jun Tao 2008). Then complete
the character segmentation. The process is as follows:

Assuming binary image is M 
 N matrix, its vertical projection:

D.j / D
MX
iD1

f .i; j / (4)

f(i, j) is pixels. (i, j) is gray value. Then do the differential operators to the
projection vectors.

8<
:

Diff .j / D 1 : : : G.j C 1/�G.j / < 0
Diff .j / D 0 : : : G.j C 1/�G.j / D 0
Diff .j / D �1 : : : G.j C 1/�G.j / > 0

(5)

Search the graphic coordinates matching recognition in the vectors Diff.

D.j / D
SX
sD1

TX
tD1

ŒDiff .j � t/ �M.s; t/� (6)

D( j) is similarity. S is template number. T is factor number in template.
The trough between characters will be greatly affected because of the noises.

The result is the bottom is not obvious. Even seriously, bottom will disappear
resulting in character segmentation error or mistakes. Ultimately affect the character
recognition. Therefore, the method of the plate is relatively high image quality
requirements. Even already removed the border and rivets, there still have noises
when interception of the general license plate, and sometimes the inaccurate
judgment will affect the trough.
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3.3 Connective Area Segmentation

Connective area method is based on the principle of mathematical morphology and
utilizes the structuring elements to collect image information in order to understand
the structure of the image.

The basic morphological operations are: corrosion and intumescent. The cor-
rosion makes the objection reduced, the inter-bore increased and eliminates the
external noise isolation. The intumescent makes the objection increased and the
inter-bore reduced to form connected area. B is structural elements. A is working
range. The formulas are as follows:

corrosion A‚B D \fA� b W b 2 Bg (7)

intumescent A˚ B D \fAC b W b 2 Bg (8)

Another two important methods are opening and close operation. Corrosion be-
fore intumescent is opening while intumescent before corrosion is close operation.
The formulas are as follows:

opening AOB D fA‚Bg ˚B (9)

close operation A � B D fA˚ Bg‚B (10)

This essay combines corrosion and opening to do the license plate character
segmentation.

The formula is:

X ˚ S D
n
.x; y/j.S.̂x;y// \X ¤ ¿

o
(11)

Find the point, then recursive using the formula above till the set of elements of
the character pixels are no longer increasing. Its advantage is independent on tilted
image. What’s more, the positioning is accurate. The drawback is that it requires
high quality images and converts a good binary image. The two characters are not
linked together in the binary image.

3.4 Integrated Algorithm of Character Segmentation

Connective area method, comparing with the projection and fixed boundary method,
is more accurate but more sensitive to noise, when one character is next to another,
it will fail in segmentation. However, projection and fixed boundary method are not
sensitive to this. Character segmentation are compared as below (Table 1):
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Table 1 Character segmentation comparation

Fixed boundary
method Projection

Connective
area method

Extra boundary
p� p p

Inaccurate threshold value
p � �

Noise
p p �

Table 2 The contrast of two algorithm

Average recognition rate of
traditional standard template

Average recognition rate of
improved template

Template matching
Standard images
of license plate (%)

On-the spot
images (%)

Standard images
of license plate (%)

On-the spot
images (%)

Chinese characters 96.24 94.45 96.56 96.36
English characters 97.13 95.63 97.46 97.27
Numbers 97.74 96.05 97.92 97.20

To achieve the optimal segmentation effect, This paper has proposed an inte-
grated method to enhance it. The figure above has shown the best ways to assemble
the three methods to achieve the optimum.

Procedure:

1. To transfer Gray Images to Binarization Images using dynamic threshold ap-
proach.

2. Scan to the right at one seventh of width of the license plate image by connective
area method, to see whether six connective components could be found.

3. If failed, to determine the position of characters using projection.
4. If failed again, to break up characters using fixed frontier approach.

Connective area method acts as the main method of detection for its success
rate of detection is particularly high, when the input image is of low noise or
without black area, which is similar to the characters. Static boundary method, as
the last method, is based on the horizontally-arranged characters. Because of the
first character of the license plate is Chinese and of no connective characteristics, it
is detected using projection.

This paper stated all the improved template matching method that has been
utilized in the License Plate Recognition. The experiment was conducted using
Matlab emulator. The original statistics are 100 original standard images of Vehicle
Administration Office and 100 on-the-spot images of Toll Station. The results of the
experiment are as below (Table 2):

We can see from the above figure that the algorithm we proposed in This paper
has improved self-stability and timeliness, especially the on-the-spot images with
high timeliness.
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4 Prepare Your Paper Before Styling

This paper introduces the main methods of image extraction and separation, propos-
ing an integrated method of character separation. We popularize the traditional
connective area method, combining the merits of projection and fixed boundary
method, to make mutual complementation in calculating speed and separating
qualityı Experiments have shown that this method, based on the enhanced effect
of image separation, accelerate the image processing.
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Analysis and Applications of Campus Network
Flow Control

Hu Zhonghua and Fang Weijian

Abstract Assisting the teaching and administration greatly, campus network is
becoming more and more popular. However, more and more problems appear.
Especially the flow control becomes a key problem for the campus network
management. The paper analyzed the principles of flow control and its security
management, and proposed the solution of broadening and regulating.

Keywords Digital campus • Flow control • Flow strategy

1 Introduction

With the booms and popularizing of network technology and applications, the scale
of campus networks grows to a level of what the developed countries’ have. As the
most important career of digital information, the campus network is being occupied
by a lot of non-critical applications, such as P2P applications. At present, campus
network is the one of the network which contains the most P2P applications. It
should be something right for student to think actively and try something new.
However, it brings troubles to the network management. What’s more, the problems
of undesirable websites, cyber-attack, etc., cannot be evaded during the management
of campus network (Fig. 1).
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Fig. 1 Analysis of outlet flow

Digital campus bases on a suitable network speed. Although the speed grows to
hundreds of megabytes, some even to gigabit, applications are updating as well.
Without the proper distribution and management of bandwidth, the bandwidth
resources would be wasted, and the running of regular applications might be slowed
down. The flow grows quickly by the applications of VOIP, Video conference and
OA. Meanwhile, the uncontrolled downloading, P2P application and worm occupy
the bandwidth; even might cause meltdown of network. It could not be solved by just
broadening the bandwidth. Without optimizing the controlling measure, it would
only lead to a higher operating cost (Zhang Weidong et al. 2005).

2 Major Causes of the Problem

2.1 Weak Protection from Virus

The restore card with a virus killer is a common method to protect the campus
network from malicious software and virus. It is easy to set up and operate. However,
its virus killer could not be updated. When the computer turns on, the worm in the
network may reproduce and produce a lot of packet to block the network.



Analysis and Applications of Campus Network Flow Control 497

2.2 Excessive Downloading and Video Streaming

It is popular to download music and movies by some downloading applications.
The P2P downloading applications require a lot of bandwidth, while some students
play computer games and watching videos online, the bandwidth for teaching
applications is fewer.

2.3 Illicit Links

The number of cyber attacks of consuming bandwidth resources grows quickly.
Campus network, with weak protection, the illicit links consumes the bandwidth
and make the server out of service. What’s worse, most illicit links are attached
with Trojan applications, which also could infect computers and lead to the block
of network.

Hence, we should control the outlet flow by broadening and regulating to realize
a high efficient consumption of outlet bandwidth.

3 Broadening

It is common to downloading by P2P on the internet. The campus network also has
an amazing number of outlet flows by downloading. The campus network should
contain more downloading servers to enrich the in-campus resources (Ning Tian-
qiao1 and Luo Jie2 2010):

3.1 Enhancing the Protection

Regular and continuous updating of operation system is necessary. Users often
download system patches outside the campus network, which take users more time
and also bring pressure to the outlet bandwidth. In order to solve the problem, CTGU
Network Center bought Kingsoft online virus killer to help the users save time and
bandwidth.

3.2 Available Downloading of Applications

The Network Center also set up a software downloading server, providing the
downloading and updating of small-scale software in common use. The users could
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download the software in campus net safely, which reduce the infection of virus and
release the pressure of outlet bandwidth.

3.3 Setting Up VOD System

The popularization of BT, Thunder and HDV, the bandwidth of campus network was
almost occupied by stream media and video downloading. The campus network was
slowed down. In order to meet with the users’ requirements of entertainment and
less the downloading, the Network Center of Chongqing Three Gorges University
sets up the system of Boful Truran VOD and uploads the popular TV programs to it.
Some of them are HDVs. It shares the videos and the downloading reduces, while
the bandwidth resource is saved.

3.4 Providing Online Broadcasting

Live broadcasting is another critical factor influence the bandwidth. Especially at the
time of great events or sports match, it occupies a lot of band width. The Network
Center opened online live broad casting on the net, providing 8 channels in common
use to solve the problem.

However, compared with the regulating, the broadening could only release the
outlet pressure in some scale.

4 Regulating

4.1 Set Up a RT Analysis System to Observe
the Abnormal Flow

Cyber attack and virus often appear in a network. It is difficult to analyze or prevent
technologically. However, it is much easier to observe by statistical significance. The
number of cyber attacks of consuming bandwidth resources grows quickly. Campus
network, with weak protection, the illicit links consumes the bandwidth and make
the server out of service. What’s worse, most illicit links are attached with Trojan
applications, which also could infect computers and lead to the block of network.
The system could be used to manage the outlet information, observe the flow, and
display the flow by chart or HTML. Hence the users could see the flow directly. The
function of alarm in the system could provide the alarm service of abnormal flow
(Ren Fengyuan et al. 2003).
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4.2 Distribute Different Applications with Different Bandwidth

Web is the main application, so it gets a priority on bandwidth distribution. For
example, it’s minimum bandwidth is 100K, standard of 2M, and maximum of 10M.
When the network was congested, 2M could be provided; when it was free, 10M;
when WEB flow was few, some other applications could use it’s bandwidth. The
maximum for Thunder is 5M, while the other P2P applications are limited to 1M.
Even more strict limitation could be proposed, such as the maximum uploading of
Thunder is 0, which means to change the P2P style to a single-track flow; or limits
the P2P flow to an amount of which is less than 30% of the total until the network
is free (Bin Cheng et al. 2010).

4.3 Upper Limit According to IP

It is used to solve the problem of some users occupy too much bandwidth. The users
could be divided into different groups, such as teacher group, student group, network
management group. Different groups have different upper limits. The teacher group
and network management group are prior than the student group. The bandwidth can
also be distributed by different times. The student group may have more bandwidth
in the evening. The linkage limitation is similar to the IP limitation. Different IP has
different linkage limitations. It should be noticed that the linkage should be more
in the computer center, for each IP in the computer center contains a lot of links.
Although applications of P2P and streaming media are controlled and limited, some
user’s daily flow is over 10G (Zhou Zhongwei 2009). A blockade system developed
by the Network Center was in use to warn and blacklist the user. The blockade would
be over in 24 h. At last, the bandwidth could be distributed by different times. During
the working time, office group and teaching group owes more; while the other time
for student group and teachers dormitory (Zhao Shuguang 2010).

Besides the controlling and limiting, ACL could be used at the outlet devices to
limits the outside users linking to then in-campus users. It could help to keep away
from the virus and garbage flows (Fan Peiying 2010).

5 Conclude

The controlling strategy determines the bandwidth distribution. The proper strategy
could help to release the problem of bandwidth occupying by BT, Thunder and
video streaming. The bandwidth is distributed properly. The critical applications
and service are guaranteed while the teaching, administrating, researching could be
in good condition.
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A Knowledge Base System Model for Dam
Safety Monitoring

Tiesheng Wang and Pengli Cheng

Abstract In the base of the detailed analysis of dam safety monitoring expert
system of knowledge, it is introduced that the method of expert system structure
of knowledge and the characteristics of knowledge’s representation. Maxing the
method and ANN to indicate dam safety and the physical structure of the knowl-
edge base is studied. The reasoning strategy based on hybrid knowledge base is
also discussed and the technical’s problems which forming mixing knowledge base
should be paid attention to is analysed.

Keywords ANN • Dam • Knowledge base • Safety monitoring

1 Introduction

Our expert system for the dam safety monitoring work are studied in the 1990s. So
far, it has achieved remarkable social and economic benefits. In the development,
many problems is encountered and the knowledge acquisition and maintenance
is the most prominent. Therefore, the construction method of knowledge base for
further research is particularly urgent.
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2 Knowledge and Knowledge Representation

2.1 Knowledge Representation

Knowledge representation indicate that the knowledge is instead of some appropri-
ate data structure (Cios et al. 2005). In order to facilitate knowledge management.
Knowledge expression need be simple, clear, easy to understand and flexible to
expand. There are several methods which are different in character and ability
to express knowledge. In the following chapter, the production rule and ANN is
introduced.

2.1.1 Production Rules

The general form of production-type rules are as follows: if <premise> then
<action or conclusion> with CF (Kheifits). There are two main parts of the rules:
premise and conclusion. Premise is condition. If the premise is true, the rules
are operational and the conclusion is got. Activation of the rules influence the
knowledge base by adding or modifying the facts. The rule is influenced by its
certainty (CF value). It define the new thing’s CF value that the premise’s CF value
and the rule’s CF value.

The advantage of the production-type is close to the way of people thinking.
Knowledge representation is intuitive, natural, and easy reasoning. But production-
type is weak in the level of expression power. It can’t omit the relation which have
been identified in inferential process. Thereby, it reduces the efficiency of reasoning.

2.1.2 Neural Network Representation

In the study of neural network, the representative is “Parallel Distributed Processing
System”. This model suppose that information processing through a large number
of the interactions of simple processing elements called “unit” to conduct. Each unit
sent excitable or restrained signal to the top of the unit. Parallel means that all the
targets are processed at the same time. Distribution means that each node and the
connection is expressed only partial information, rather than a complete concept.

Neural network knowledge has the following advantages. It express information
by its distributed manner. Any knowledge of the rules can transform into number
forms. This facilitate the organization and management of the knowledge base.
Automatic acquisition of knowledge and adaptation to environmental change is also
easy to achieve. It implements the knowledge representation, memory and reasoning
carried out by the same neural network. Neural network knowledge representation
drawback is that the reasoning process is not clear for a given input. Therefore it is
difficult to explain (Panizzo et al. 2009).
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3 The Knowledge of Dam Safety Monitoring
and Its Classification

Dam safety monitoring expert system relates to structure, safety monitoring, artifi-
cial intelligence and other disciplines. It mainly include the following aspects:

1. The knowledge about evaluation of design standard. Such knowledge is mainly
used for review of the overall hub design flood standards and seismic design
standards. Such knowledge usually use less. When hub structure or the hub
regional environment changes, it will have a systematic analysis according to
the specific engineering.

2. The knowledge about evaluation of structural safety. the knowledge is mainly
used for building strength and stability of safety evaluation. When the building’s
structure materials properties basic state operating environment and other signif-
icant changes occurred, such knowledge is applied on the part or whole building
safety evaluation. but such knowledge usually use less.

3. The knowledge about evaluation of monitoring data. Knowledge which is
diagnosis and analysis of monitoring data is the dam safety monitoring expert
system using one of the most frequent. Such knowledge is mainly used for
monitoring the reliability of physical examination. It can help to find abnormal
monitoring data timely and to analysis of what cause abnormal monitoring data.
At present, it mainly include: the criterion of space-time evaluation, the criterion
of monitoring model evaluation, the criterion of monitoring index evaluation, the
criterion of mechanical rules evaluation, etc.

4. The knowledge about evaluation of daily inspections. Daily inspections usually
carry out by the person responsible. According to the level and characteristics
of the building, model of conduct have the clear checking item and a dedicated
inspection checklist and need be filled by the inspection personnel at the scene.

5. The knowledge about physical causes of abnormal data. Currently, the causes
of abnormal values is divided into three cases. Namely: monitoring system of
abnormal, external causes of abnormal and structural changes caused by the
abnormal state. The case that monitoring system cause the measured value is
frequently encountered in dam safety monitoring. It is mainly caused by the
measuring instruments’ damage and calculation errors. It does not affect the
safety of the structure. This kind of mistake can be solve with correlation analysis
or spot check of the monitoring system. External exception which is caused
by the great change of abnormal water level, temperature, rainfall, earthquakes
external factors affect the dam of the work of state. At present, the primary means
of the external analysis is finite element analysis. Structural changes caused by
the modal analysis of the abnormal values is internal analysis. It is a further
analysis after the system get rid of the first two abnormal values. If the test was
abnormal, the inference should inferre what changes in the structure and provide
a reasonable explanation. Such knowledge is the most difficult to collect and
arrange in the expert system.
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6. The knowledge about evaluation of state building. Such knowledge mainly assess
the work of state building. Since the specific requirements of each project and
characteristics of each building is different greatly. Therefore, the judgement
should be specific for each project.

4 Knowledge Construction of Dam Safety Monitoring

4.1 Knowledge of Dam Safety Monitoring

For the six dimensions of knowledge described above, The first two categories of
knowledge is rarely used. The next two is frequently used. The first two parts of
the fifth class knowledge is also used more. This knowledge is essentially a deep
knowledge and the rules can easily express it. Because the traditional expert system
based on the rules structure technology has quite mature, Therefore its constructor
is no longer tired in this state.

For internal analysis and comprehensive evaluation of knowledge. Because it is
difficult to collect and collate and knowledge of different projects requirement are
quite different, using the rules to describe such knowledge have some difficulties.
But if using the neural network to describe the relatively is relatively easier.

Neural network expert system knowledge base include two processes: knowledge
of acquisition and knowledge of storage. Knowledge acquisition refers to the
gain and choice of training sample. The training samples are from characteristic
parameters of the same type of object in the normal operation and operation with
fault. The training sample need to be compatible and ergodic. Neural network expert
system store the knowledge in the connectible weights and threshold of the neural
network. In the training process of neural network expert system, the output values
based on the teacher sample compare with the target output, then calculation error is
output. Last the connection weights and threshold of the neural network is adjusted
accorded the calculation error and until it meet the specified requirements. After
the adjustment of the connection weights and threshold matrix, the expert system is
developed (Tianqi Yang 2005).

In summary, the knowledge base use two kinds of methods to indicate, one is
using rules to indicate design standards, safety evaluation, judgment of abnormal
values, external analysis, etc. Other is using the neural network to express the
internal analysis, the workability modal analysis, etc.

4.2 Reasoning Mechanism

Comprehensive analysis of the reasoning mechanism is divided into two parts.
The first part is that it accords the knowledge base of rules based on knowledge
of the original monitoring data (including Monitoring instruments measuring data,
Manual inspection data and Safety evaluation results data) to check abnormalities,
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Fig. 1 Comprehensive evaluation of reasoning flowchart

search and inference. The measured value of abnormal data which is caused by
monitoring systems and the change of the external environment is analysed and
excluded and we strive for the results of judgement from the error of measurement
data. In the second part, it accord reasoning results of the first part and the neural
network knowledge to analyse abnormal measured values which is causes of the
internal structure and to infer the location and extent of structural abnormalities. In
addition, it base on the results obtained to evaluate the whole building workability
state further.

Comprehensive process of reasoning inference engine is shown in Fig. 1.

5 The Formation of Neural Networks

5.1 Principle

In the neural network expert system formation process, there are several key
technical issues to be resolved. (1) The determination of input layer neurons; (2)
The output layer data form; (3) The collection and collation of training samples.
These issues should be based on the specific circumstances of the case project. Here
to make a general discussion (Xu Ri-qing 2000).
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The neural networks have many forms. Among them, forward multilayer neural
network based on the BP algorithm is the most common. It constitute of one
input layer, one hidden layer, an output layer. The Layer connect with different
weights. After the training, this neural network can learn the input—output mapping
relationship from the training sample and approach any function with arbitrary
precision.

In expert system based on neural network. It generally regard evaluation results
of test points as symptom data. That is to say the system see monitoring the amount
of test results, the results of manual inspection checks, safety test results as the input
data. Values of the input data range [C1, �1]. The general value of the output data
also range [C1, �1]. As buildings measuring points is to many, therefore it is not
appropriate to all measuring points as a network for training, so we must accord the
project site to select a representative measurement point.

5.2 Example

The main monitoring sections of a dam has laid displacement, seepage, seepage
pressure, stress and other monitoring equipment. Accordance with the actual
situation of project, we select 4 displacement measuring point, a seepage measure-
ment points, two osmotic pressure measuring points, as well as the daily safety
inspections and test results as input data. The principle of input data values is
that: the value of measuring points measured normal take C1; equipment damage
or data measurement error taken 0; non-measured factors cause the measuring
point’s anomalies take �1; labor inspections and safety checks normal take C1;
fundamental normal take 0; behavior disorder (dangerous) take �1.

Taking many years measurable data and considering the requirements of er-
godicity, 150 sets of data is selected as training samples. Then passing iterative
calculation, we get neural network knowledge base. For the future’s Measured
data, after evaluation by the rule knowledge, we can get its normal or abnormal
characteristics. According to characteristics of the measured point, it constitute the
input data set, then using the trained neural network to get the output data. If the
input data is (1,1,0,1,1,1,0,1,1), the output isC0.96 that indicate that the work of
the project site is normal. Using of the network to judge the 3 years measured data,
the accuracy rate is 92% that show that the method will have better prospects after
it was further refined.

6 Conclusion

Through the above analysis and discussion, following conclusions can be obtained.
First, although the research work of the dam safety monitoring expert system is not
long in our country, several dams which have been built the expert system have
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obtained a significant socio-economic effectiveness. So strengthening the research
work is necessary. Second, that using of neural networks and traditional rules form
knowledge base bring the traditional knowledge representation and the neural net-
works to represent knowledge into full play. It make the knowledge representation
to be simple and clear. Third, the capability of the current neural network expert
system interpret the results is weaker than the traditional interpretation. Therefore,
it need continue to study in this regard.
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A TPM-Based Protection Mechanism
for Remote Attestation Evidence

Shi Guang-yuan, Gong Bei, and Zhu zhen-shan

Abstract Remote Attestation is very importance in trusted computing, and the
attestation evidence is foundation of the Remote Attestation. However, the existing
technologies are not pay close attention on the protection of attestation evidence.
In this paper, through research the main technologies of Remote Attestation, and
analyze the attestation evidence in each method, providing a TPM-based protection
mechanism for remote attestation evidence. The mechanism for Remote Attestation
to ensure the secure transmission of the attestation’s information, and designing a
common communication protocol to guarantee the confidentiality and integrity of
remote attestation’s information in the course of transmission.

Keywords Remote attestation • Protection • Communication protocol • Trusted
computing

1 Introduction

With the rapid popularization of Internet applications, people are more closely
associated with them in everyday life. At the same time, since the Internet is open
and interconnected, there are many insecurity factors, such as virus, worms and
Trojans attacked the terminals destructively by means of vulnerabilities, which
threat computer security seriously.
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In this case, the program used to prove the terminal communicating in a network
environment is safe and trustworthy becomes a research hotspot in the field of
information security. In order to ensure the trustworthiness of the entire computer
system, trusted computing conducts comprehensively research such as remote
attestation, a very important part of it, which is the technology that attestator proves
the trustworthiness of the local environment offering the trustworthy credentials
to the remote challenger. At present, the major research work is as follows: TCG
first introduced the concept of Remote Attestation (T.C. Group 2003). Sadeghi
and Stuble (2004) proved the trustworthiness of the platform by computing the
security properties of the platform. Vivek Haldar et al. (2004) proved it through the
program semantics analysis by the virtual machine; R. Sailer et al. (2004) proposed
the integrity measurement system based on the TCG specifications which proved
it by measuring the integrity of entity; Xiao-yong Li et al. (2006) determine the
trustworthiness of platform by analyzing the behaviors of the system. The programs
above mainly concerned the framework and methodologies of remote attestation,
but the research on protection mechanism for remote attestation evidence is not deep
enough. First, if the attestation evidence is not protected and the attacker tempers the
evidence, the result of attestation is not trustworthy. Second, there needs a common
trusted network framework and communication protocol to ensure the transmission
of information is safe and to protect the credentials from tampering as the remote
attestation is carried out between multiple platforms.

In this paper, we analyzed the main methods of remote attestation and trusted
computing technologies; we proposed a TPM-based protection mechanism for
remote attestation evidence. The mechanism add a Attestation Evidence Transfer
Agent, AETA, into Trusted Network Connection (Trusted Computing Group 2007;
Trusted Computing Group. Federated TNC Version 1.0), and the AETA transfers
the attestation evidence into a general information, and the general information will
be encrypted by TPM, then the AETA will transmit the general information by
the AGP (Attestation Generic Protocol) to ensure the confidentiality and integrity
during the transmission of information. The second section of the paper analyzes the
existing attestation mechanisms and gets the evidence content in every method. The
third section introduced some trusted computing technologies. The fourth section
proposed the protection mechanism and gave the Attestation Generic Protocol.

2 Mechanisms of Remote Attestation in Trusted Computing

Remote Attestation is the technology that attestator proves the trustworthiness of
the local environment offering the trustworthy credentials to the remote challenger.
Specifically, when the user on the platform A (Attestator) requests the services from
platform B (Challenger), apart from the identify authentication and privilege verifi-
cation, the challenger also verify that platform A is in the state of trustworthiness.
A typical scenario of remote attestation is shown in Fig. 1.

TCG’s remote attestation mechanism is that the attestator is asked to submit
information in which encapsulated the information about platform state by the
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1. Service Request

2. Attestation Request

3. Attestation Response

4. Provide Service

Challenger / Service Provider Attestator / Service Requester

Security
Transmission

Fig. 1 A typical scenario of remote attestation

SHA-1(N.S. Laboratory 1995) algorithm including the event log and relevant PCR
(Platform Configuration Register) values stored in the TPM to the challenger. PCR
can be computed into one-to-one correspondence with certain state of specific events
in the computing platform. The attestator signs the PCR first, and then sends the
signature value, the event log, platform certificates and other relevant information
to the challenger. Then the challenger authenticate the reports, determine the
identity of the remote computing platform and judge whether the attestator is in the
state of trustworthiness. The property-based attestation maps system configuration
information to the system security properties first, and then the challenger determine
whether the attestator is trustworthiness by verifying the security properties of it. In
the bibliography Liqun Chen et al. (2006), it performs the functions including the
anonymous attestation and revocation of binding between the configuration infor-
mation and security properties. The mechanism of system behavior based attestation
is that the challenger measures and verifies the system behaviors associated with
the trustworthy state of the attestator’s platform, and then determines whether the
attestator is trustworthiness by the analysis of system behaviors based on security
policies.

The methods above have their own advantages and shortcomings. TCG’s method
runs efficiently and develops simply. However, it only checks the PCR values and
the platform certificates in which the amount of information contained is limited. It
will be able to meet the requirements of users who have the lower security level.
The other two methods need either to map system configuration information to
the system security properties or to analyze system behaviors. However, they can
provide more information and check the system security more comprehensive and
accurate and are more appropriate to the users who have the higher security level.
Thus, a common model compatible with a variety of attestation methods is required
as different methods have their applicable targets.

3 The Trusted Computing

First, The TNC (Trusted Computing Group. Federated TNC Version 1.0) is an open
solution architecture that enables network operators to enforce policies regarding
the security state of endpoints in order to determine whether to grant access to
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a requested network infrastructure. This security assessment of each endpoint is
performed using a set of asserted integrity measurements covering aspects of the
operational environment of the endpoint. The TNC is a new conceptual model
proposed by TCG, while it is an open and common architecture, and the TNC does
not depend on the specific technology or pattern.

The TNC architecture uses the Client/Server pattern. The three columns in this
figure depict the three roles in the TNC architecture: the Access Requestor (AR),
the Policy Enforcement Point (PEP) and the Policy Decision Point (PDP). The role
of the AR is to seek access to a protected network in order to conduct activities
on the network. The role of the PDP is to perform the decision-making regarding
the AR’s network access request, in light of the access policies. The PEP is the
element which is connected to the AR; the role of the PEP is to enforce the decisions
of the PDP regarding network access. Three horizontal layers of the architecture
are indentified: the network access layer, the integrity evaluation layer and the
integrity measurement layer. The TNC supports the platform integrity attestation:
TCG-based attestation. It did not consider the subsequent remote attestations such as
the property-based attestation and the system behavior based attestation. However,
it can be the basic function module as it has a good scalability and the trusted
connection can be established using the services provided by it.

The core specification of Trusted Computing Group (TCG) (Trusted Comput-
ing Group 2003) concerns the Trusted Platform Module (T.C. Group 2003), a
component that provides certain cryptographic functions. The assumption is that
this party is fully trusted. The current implementation of the TPM is a tamper-
evident hardware chip. A TPM provides a secure random number generator,
non-volatile tamper resistant storage, key generation algorithms, and cryptographic
functions for encryption/decryption, digital signatures (RSA) and a cryptographic
hash function (SHA-1). Moreover, the TPM includes a set of registers called
Platform Configuration Registers (PCR), which can be used to store hash values.

PCR Extend.m/ W PC Rnewi  SHA � 1.PCRoldi jjm/;

m is the message for measuring.
Trusted Software Stack (TSS) (Trusted Computing Group. TCG Software Stack)

performs various functions like communicating with the rest of the platform or with
other platforms.

4 Protection Mechanism for Evidence

The mechanism is separated into two parties: first is the evidence in the endpoints
which is in attestation process need to be protected; second is the evidence should
be protected in the transmission. Here are some stages:
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Attestator Challanger

IF-M

AIC AID

PTP PTP

Measurement Verification

DB

AETA AETA

TPM TPM

Transmited by AGP

Fig. 2 Architecture of AETA

1. Collect and transfer the evidence. The evidence collected from result of measur-
ing should be transferring into a form of general information.

2. Encrypt the general information by TPM and make sure the general information
is not tampered.

3. Transmit general information by AGP.
4. Decrypt the general information, and resolve the general information.

4.1 Attestation Evidence Transfer Agent

Because of protecting the transmission of the evidence and extend the useless of
the mechanism, we added a Attestation Evidence Transfer Agent, AETA, into TNC,
show in Fig. 2. In the attestator, AETA is composed of AIC (Attestation Information
Collector) and PTP (Protocol Transfer Proxy). AIC is responsible for collecting the
evidence, which is the result of measurement. PTP is responsible for normalization
of evidence and transmitting it. In the challenger, AETA is composed of AID
(Attestation information Deliver) and PTP. PTP is responsible for transferring
the general information into evidence, and AID is responsible for classifying the
evidence and delivering the evidence to challenger. The design of the measurement
module and verification module can reference the Sadeghi and Stuble (2004), Haldar
et al. (2004), Sailer Reiner et al. (2004), Xiao-Yong Li et al. (2006).

PTP module is mainly responsible for normalizing the evidence files that
provided by several Attestation methods, and the standard files will be used by
Attestation Generic Protocol. PTP has two key functions: (1) trans- ferring the
different evidence files into generic attestation information in the attestator. (2)
transferring the generic attestation information into specific evidence files in the
challenger.
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Fig. 4 Flow diagram of PTP

First, AIC collects the attestation information. The attestation information (see
Fig. 3) involves the evidences files, the type of evidence, the quantity of evidence,
the size of evidence and so on.

When the PTP module receives the evidence files, it uses the dual method to map
the evidence files into generic information used by AGP. The flow diagram of PTP
is shown in Fig. 4.

Definition 1 Set T is the set of attestation information, T D fADfa1, a2, a3 : : : g,
BD fb1, b2, b3 : : : gg, Set A is the subset of T and is the set of attestation type, each
element of A represents a type of evidence files. For example, a1 represents TCG
type, a2 represents property-based type and so on. The subset B is evidence files,
each element represents the evidence files, for example, property certificate, kinds
of measurement results and security logs.

Definition 2 Assuming Ÿ represents the generic information, and it is comprised of
attestation type (AT), Attestation Information (AI), and some other information.

The formal description of PTP transformation mechanism: PTP uses dual method
for transferring the different evidence files into attestation generic information.

Assuming the set of evidence files is †poof, the set of generic information is
†m, giving a information dual set K,
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K D
n
< a; m > jai 2

X
poof; mi 2

X
m; i D 1; 2; : : :

o
;

P D fa1; a2; : : : ; akg �
X

poof; M D fm1; m2; : : : ;mkg �
X

m

K defines a mapping function ®, which maps the set P to set M, ®(ai)D mi.

'.ai / D

8̂
<̂
ˆ̂:

mi D AT; ai 2 A

mi D AI; ai 2 B
: : :

each element of the dual set represents one pair of primitive information and generic
information. If ai belongs to set of attestation type A, it will be mapped into AT, AT
2 Ÿ, also, if ai belongs to set of attestation file B, it will be mapped into AI, AI 2 Ÿ
(Fig. 5).

When the attestation platform will send the attestation information to the
challenger, first, PTP should transfer attestation information t2T into generic
information Ÿ. During the transformation, it will add some information like at-
testation type ai , ai 2 A, attestation type is used for deciding which type the
attestation information is. Then evidence files bi , bi 2B will be mapped, for
example, TCG attestation method will sign the measurement value of components
PCR, Sign(PCR), and then evidence files involve the Sign(PCR), event log file
EventLog, and platform certificate Cert, bi D fSign(PCR), EventLog, Certg. Than
ai will be mapped into AT in Ÿ, bi will be mapped into AI. Finally, Ÿ will be
encapsulated in the AGP, and sent to challenger.

4.2 Attestation Generic Protocol

PTP module is response for transferring different evidence files into standard
attestation information, therefore, a novel communication protocol for remote
attestation needs to be designed. When attestation is required, the attestator firstly
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collects the attestation information, because of diversity of attestation methods,
there are several kinds of attestation information. Then the attestator certifies its
identity to a challenger, and attestator will send the attestation information after the
certification is successful, the challenger will verify the information and authorize
attestator depend on the verification results. Communication protocol flow is shown
in Fig. 6.

We will give a detailed explanation of the commutation protocol flow. The
platform A is attestator and platform B is challenger. The platform A firstly needs
to certify its identity when A sends the serve request. Selecting a prime group G
which rank is p, and an integer ring Zp , G is a multiplication cyclic group, and g is
a multiplication cyclic group, define two hash functions:
Hid W f0; 1glid ! G, Hm W f0; 1glm ! Zp (Hid and Hm have no collision

probability, they are both strong one-way functions), selecting g1 D gx , x 2 Zp ,
g2 2 G, define e W G
G ! GT is the bilinear mapping fromG toGT , e.g; g/ D I ,
the parameters of the whole system are .G;GT ; e; p; g; g1; g2;Hid ;Hm; I /.

4.2.1 Certify the Identity of TPM

Considering the importance of TPM, TPM can be used to complete platform
authentication. Because of the limitation of the TPM computing power, so the way
of authentication is following:

TPM selects x 2 RZ
�

P , and computes PK D gx , and PK is the public key of
platform, then apply for Certificate Cert from CA, Cert contains identity of platform
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and PK. First, attestator sends the PK of TPM to CA, then CA selects x 2 RZ
�

P , and

sends it to attestator, then attestator computesR D g 1
rCx and sends the result to CA,

CA is certifies validity of e.R; grPK/ D I , and determines whether the identity of
TPM is legal, CA encrypts v0 2 Zp by the attestator’s PK and sends it to attestator.

4.2.2 Certify the Identity of Platform

(a) After verifying the identity of TPM, the attestator selects r 2 Zp , and computes
v D v0 C r after it receiving v0.

(b) sign the message M , compute m D Hm.M/, attestator computes its private
key di D .gx2 � v

i ; g
v/.

(c) select r1; r2 : : : rn 2 Zp , compute

	 D
  
gx2 �

vCm
i

nY
iD1

�ni

!
; gr1; gr2 : : : gvCmgri ; : : : grn

!

	 D .S; f1; f2 : : : fn/ as signature of platform i.
(d) verifier computes m D Hm.M/ according to 	 D .S; f1; f2 : : : fn/, then

verifier verifies the equation:

e.S; g/ D e.g1; g2/
nY
iD1

e.�i ; fi /

if the verification is successful, the attestator is permitted, otherwise, the
attestator is rejected.

4.2.3 Attestation Information Transmission

After finishing certification, and receiving the attestation request of platform B,
the CertA and CertB contains the EK of TPM respectively, the platform A firstly
decrypts the request packets with private key of platform A SKA, and extracts the
public key PKb from public key certificate of Platform B CertB, AIC will gather
the attestation information bi , bi 2 B , and deliver to PTP. PTP transfers attestation
information into generic attestation information Ÿ, then and computes the hash value
of Ÿ H.�/ by using one-way hash function. Platform A send Ÿ, public key certificate
of platform A to platform B. logical expression is:

PA! PB W EPkBfCertA; Sig.�; SKa/;H.�/; T C 1g

and Sig.�; SKa/ is attestation information signed by private key SKa. Platform B
unpacks the packets with its private key SKb after receiving the attestation reply,
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and extracts the public key certificate CertA and signing message. Then B extracts
the attestation information using public key of platform A, and verifies then integrity
of the attestation information by H.�/. Then B delivers the generic attestation
information Ÿ to PTP, PTP resolves the Ÿ into specific attestation information bi ,
bi 2 B , and platform B will verify bi .

4.3 Security Analysis of the Communication Protocol

4.3.1 Correctness

According to the quality of Bilinear group, we can deduce following equations:

e.S; g/ D e
 
gx2 �

vCm
i

nY
iD1

�rii ; g

!
D e.gx2 ; g/ � e.�1; g/r1 � : : :

:e.�i ; g/
vCmCri : : : e.�n; g/rn;

e.R; grPK/ D e.g 1
rCx ; grgx/;

and based on the mapping quality of Bilinear group, we can obtain:

e.g
1

rCx ; grgx/ D e.g; g/ rCx
rCx D e.g; g/ D I;

e.gx2 ; g/ � e.�1; g/r1 � : : : e.�i; g/vCmCri : : : e.�n; g/rn

D e.g1; g2/
nY
iD1

e.�i ; fi /;

so we can arrive at the conclusion is that the signature and verification scheme is
correct.

4.3.2 Security Analysis of Verification of Identity

Function simulate the honest attestator Pi D fP1; P2 : : : Png, attacker A interact
with Pi simultaneously, all of P i have the same public key PK D gx , attacker A
pretends as verifier V, and transmits ri 2 RZ

�
p , i 2 1; 2 : : : n to Pi , Pi answers the

Ri or ? for ri 2 RZ
�
p , if ri 2 fh1; h2 : : : hkg, then Pi sends g

1
hiCx to attacker A, if

not, gives ? to A. Because A knows the PK of attestator Pi , so e.Ri ; griPK/ D I ,
A can’t distinguish the true situation and idea situation.
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Verification: A pretends as attestator, function F is honest verifier, F sends
r … fr1; r2:::::rng by reference .PK; ri ; Ri /, if A gets the result r and makes
e.Ri ; g

riPK/ D I is true, then A finds answer of K-CCA, this is impossible in
the computing ability of polynomial, so the protocol is security.

4.3.3 No Forgery of Signature

Because of only the certified member of ring can pass the verification and get v0.
Computing v D v0 C x1 C x2, and then generate the signature key di D .gx2 � v

i ; g
v/,

because the signature scheme is based on DDH assumption, so it can’t get any infor-
mation of signature key from 	 D .S; f1; f2 : : : fn/ in the Polynomial-time, so from
an engineering perspective, the signature can’t be forgery in the duration of validity.

5 Conclusion

Trusted remote attestation is an important research field in the trusted computing
area, there has been many attestation methods to propose, in order to assure
the security transmission of the attestation information between many computing
platforms, this paper provides a TPM-based protection mechanism, and designs a
generic communication protocol. We added A Attestation Evidence Transfer Agent
in endpoint, and made use of Protocol Transfer Proxy module to transfer different
attestation information into generic information. We also designed a generic com-
munication protocol; this protocol can guarantee the integrity and confidentiality
of attestation information by using the technologies of authentication, digital
Signature and integrity verification. This paper is supported by the National High-
Tech Research and Development Plan of China under Grant No 2006AA01Z440,
2009AA012437 and National Basic Research Program of China (973 Program
2007CB31110 0), and the open project of key state laboratory of Harbin Engineering
University “the research on critical security technologies of the third generation
nuclear power information system”, No.HEUFN0801.
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Iterative Algorithm for a Family Multivalued
Mapping in Banach Spaces

Zhanfei Zuo and Feixiang Chen

Abstract In this paper, we consider the convergence of iterative algorithm for a
family of multivalued nonexpansive mapping, under some different conditions, the
Noor multivalued algorithm converge to the common fixed point of the family of
multivalued nonexpansive mapping.

Keywords Iterative algorithm • Multivalued nonexpansive mapping • Conver-
gence theorems • Fixed points

1 Introduction

Let X be a Banach space and K a nonempty subset of X . We shall denote by 2X

the family of all subsets of X , CB.X/ the family of all nonempty closed bounded
subsets of X and denote C.X/ by the family of nonempty compact subsets of X . A
multivalued mapping T W K! 2X is said to be nonexpansive if

H.T x; Ty/ 	 jjx � yjj; x; y 2 K

whereH .T x,Ty/ denotes the Hausdorff metric on CB.X/ defined by

H .A, B/ WD maxfsup
x2A

inf
y2B jjx � yjj; sup

y2B
inf
x2A jjx � yjjg
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A;B 2 CB.X/. A point x is called a fixed point of T if x 2 T x. Since Banach’s
Contraction Mapping Principle was extended nicely to multivalued mappings by
Nadler in 1969 (see Nadler and Nadler 1969), many authors have studied the fixed
point theory for multivalued mappings. In 2000, Noor (2000) suggested and analyze
three-step iterative algorithm for finding the approximate the fixed point of the
single-valued nonexpansive mapping. It is well known that the three-step iterative
algorithm perform better numerically than the two-step (Ishikawa) and one-step
(Mann) iterations. Three-step iterations algorithm are also called Noor iteration
algorithm and this has initiated a quite a new direction of research in functional
analysis. It is a very natural question whether the strongly convergent results of Noor
iteration algorithm for a single-valued nonexpansive mapping T can be extended to
the multivalued case.

In this paper, we consider the following iteration for a family of multivalued
nonexpansive mapping Tn. Let K be a nonempty closed convex subset of Banach
spaceX and Tn W K! CB.K/ be a family of multivalued nonexpansive mappings.
For a given x1 2 K and s1 2 T1x1. Let z1 D .1 � a1/x1 C a1s1. From Nadler
Theorem (Nadler and Nadler 1969), there exists t1 2 T1z1 such that jjt1 � s1jj 	
H .T1 z1;T1 x1/ :

Let y1 D .1�b1�c1/x1Cb1t1Cc1s1: There exists r1 2 T1y1 such that jjr1�t1jj 	
H .T1 y1;T1 z1/ and jjr1�s1jj 	 H .T1 y1;T1 x1/ : Let x2 D .1�˛1�ˇ1��1/x1C
˛1r1 C ˇ1t1 C �1s1: There exists s2 2 T2x2 such that jjs2 � r1jj 	 H .T2 x2;T1 y1/,
jjs2 � t1jj 	 H .T2 x2;T1 z1/ and jjs2 � s1jj 	 H .T2 x2;T1 x1/ : Inductively, we
can get the sequence fxng as follows:

zn D .1 � an/xn C ansn
yn D .1 � bn � cn/xn C bntn C cnsn

xnC1 D .1 � ˛n � ˇn � �n/xn C ˛nrn C ˇntn C �nsn (1)

Where fang; fbng; fcng; fbnCcng; f˛ngfˇng; f�ng and f˛nCˇnC�ng are appropriate
sequence in Œ0; 1�, furthermore sn 2 Tnxn; tn 2 Tnzn; rn 2 Tnyn such that
jjtn � snjj 	 H .Tn zn;Tn xn/ ; jjrn � tnjj 	 H .Tn yn;Tn zn/jjrn � snjj 	
H .Tn yn;Tn xn/ ; jjsnC1 � rnjj 	 H .TnC1 xnC1;Tn yn/ ;and jjsnC1 � tnjj 	
H .TnC1 xnC1;Tn zn/ ; jjsnC1 � snjj 	 H .TnC1 xnC1;Tn xn/ :

The iterative scheme (1) is called Noor multivalued iterative algorithm. If an D
cn D ˇn D �n � 0 or let an D bn D cn D ˇn D �n � 0, we get the Ishikawa
iteration and Mann iteration for a family of multivalued nonexpansive mappings. In
fact let �n � 0 or cn D ˇn D �n � 0 or bn D cn D ˛n D �n � 0, we also have the
other three Algorithms.
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2 Preliminaries

Definition 2.1 A family of multivalued mapping Tn W K ! CB.K/ is said to
satisfy Condition (A0) if there is a nondecreasing function f W Œ0;1/ ! Œ0;1/
with f .0/ D 0;f .x/ > 0 for x 2 .0;1/ such that

d.x; Tnx/ � f .d.x; F.\nTn// for all x 2 K:

Where F.\nTn/ ¤ ; is the common fixed point set of the family of multivalued
mapping fTng. From now on, F.\nTn/ stands for the common fixed point set of the
family of multivalued mapping fTng.
Lemma 2.2 see Nilsrakoo and Saejung (2007) LetXbe a uniformly convex Banach
space andBr WD fx 2 X W jjxjj 	 rg; r > 0. Then there exists a continuous strictly
increasing convex function g W Œ0;1/! Œ0;1/ withg.0/ D 0such that

jj�x C �y C �zC �!jj2 	�jjxjj2 C �jjyjj2 C �jjzjj2 C �jj!jj2

	1
3
�.�g.jjx � !jj/C �g.jjy � !jj/C �g.jjz� !jj//

for all x; y; z; ! 2 Br and �;�; �; � 2 Œ0; 1� with �C �C � C � D 1:

3 Main Results

Lemma 3.1 LetXbe a uniformly convex Banach space andKbe a nonempty convex
subset of X . Letg Tn W K ! CB.K/be a multivalued nonexpansive mapping for
whichF.\nTn/ ¤ ;and for whichTn.p/ D fpgfor any fixed pointp 2 F.\nTn/.
Letfxngbe a sequence inKdefined by (1), if the coefficient satisfy one of the following
control conditions:

(i) 0 < lim infnˇn 	 lim supn.˛n C ˇn C �n/ < 1 and lim supnan < 1;
(ii) 0 < lim infn�n 	 lim supn.˛n C ˇn C �n/ < 1;

then we have limnd.xn; Tnxn/ D 0:
Proof. Firstly, we will prove that limnjjxn � pjj exists for any p 2 F.\nTn/. Let
p 2 F.\nTn/, from iterative scheme (1), note that Tn.p/ D fpg for any fixed point
p 2 F.\nTn/, we have

jjzn � pjj 	 .1 � an/jjxn � pjj C anjjsn � pjj
	 .1 � an/jjxn � pjj C anH.Tnxn; Tnp/
	 jjxn � pjj;
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similarly jjyn � pjj 	 jjxn � pjj, and so we have

jjxnC1 � pjj 	 .1 � ˛n � ˇn � �n/jjxn � pjj C ˛njjrn � pjj
C ˇnjjtn � pjj C �njjsn � pjj
	 .1 � ˛n � ˇn � �n/jjxn � pjj C ˛nd.Tnyn; Tnp/
C ˇnH.Tnzn; Tnp/C �nH.Tnxn; Tnp/
	 jjxn � pjj:

Then fxn � pg is a decreasing sequence and hence limnjjxn � pjj exists for any
p 2 F.\nTn/. Then it follows that fsn�pg; ftn�pg and frn�pg are all bounded. We
may assume that these sequences belong to Br where r > 0. Note that Tn.p/ D fpg
for any fixed point p 2 F.\nTn/. By Lemma 2.2, we get

jjzn � pjj2 	 .1 � an/jjxn � pjj2 C anjjsn � pjj2

	 .1 � an/jjxn � pjj2 C and.sn; Tnp/2

	 .1 � an/jjxn � pjj2 C anH.Tnxn; Tnp/2

	 jxn � pjj2;
jjyn � pjj2 	 .1 � bn � cn/jjxn � pjj2 C bnjjtn � pjj2 C cnjjsn � pjj2

� 1
3
.1 � bn � cn/.bng.jjtn � xnjj/C cng.jjsn � xnjj/

	 .1 � bn � cn/jjxn � pjj2 C bnH.Tnzn; Tnp/
2 C cnH.Tnxn; Tnp/2

� 1
3
.1 � bn � cn/bng.jjtn � xnjj/

	 jjxn � pjj2 � 1
3
.1 � bn � cn/bng.jjtn � xnjj/;

therefore we have

jjxnC1 � pjj2 	 .1 � ˛n � ˇn � �n/jjxn � pjj2 C ˛njjrn � pjj2 C ˇnjjtn � pjj2

C �njjsn � pjj2 � 1
3
.1 � ˛n � ˇn � �n/Œ.˛ng.jjxn � rnjj/

C ˇng.jjxn � tnjj C �ng.jjxn � snjj/�
	 .1�˛n�ˇn��n/jjxn�pjj2C˛nH.Tnyn; Tnp/2Cˇn.Tnzn; Tnp/2

C �nH.Tnxn; Tnp/2 � 1
3
.1 � ˛n � ˇn � �n/Œ.˛ng.jjxn � rnjj/

C ˇng.jjxn � tnjj C �ng.jjxn � snjj/�
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	 jjxn � pjj2 � ˛n
3
.1 � bn � cn/.bng.jjtn � xnjj/� 1

3
.1 � ˛n � ˇn � �n/

Œ.˛ng.jjxn � rnjj/C ˇng.jjxn � tnjj C �ng.jjxn � snjj/�:

Then

.1 � ˛n � ˇn � �n/˛ng.jjxn � rnjj/ 	 3.jjxn � pjj2 � jjxnC1 � pjj2/; (2)

.1 � ˛n � ˇn � �n/ˇng.jjxn � tnjj/ 	 3.jjxn � pjj2 � jjxnC1 � pjj2/; (3)

.1 � ˛n � ˇn � �n/�ng.jjxn � snjj/ 	 3.jjxn � pjj2 � jjxnC1 � pjj2/; (4)

and

˛n.1 � bn � cn/bng.jjtn � xnjj/ 	 3.jjxn � pjj2 � jjxnC1 � pjj2/: (5)

Since limnjjxn � pjj exists for any p 2 F.\nTn/, it follows from (2) that limn

.1 � ˛n � ˇn � �n/˛ng.jjxn � rnjj/ D 0: From g is continuous strictly increasing
with g.0/ D 0 and 0 < lim infn˛n 	 lim supn.˛n C ˇn C �n/ < 1,

then

limnjjxn � rnjj D 0: (6)

Using a similarly method together with inequalities (3) and 0 < lim infnˇn	
lim supn.˛n C ˇn C �n/ < 1, then

limnjjxn � tnjj D 0: (7)

Similarly, from (4) and 0 < lim infn�n	 lim supn.˛n C ˇn C �n/ < 1, we have
limnjjxn � snjj D 0, since sn 2 Tnxn, then

0 	 limnd.xn; Tnxn/ 	 limnjjxn � snjj D 0

thus we get the (ii). If 0 < lim infnˇn 	 lim supn.˛n C ˇn C �n/ < 1 and
lim supnan < 1; we will prove (i).

jjsn � xnjj 	 jjsn � tnjj C jjtn � xnjj
	 H.Tnxn; Tnzn/C jjtn � xnjj
	 jjxn � znjj C jjtn � xnjj
	 anjjxn � snjj C jjtn � xnjj: (8)



526 Z. Zuo and F. Chen

Since lim supnan < 1,then lim infn.1� an/ D 1� lim supnan > 0: This together
with (7), (8), we obtain the result.

Theorem 3.2 Let X;K; Tn and fxng be the same as in Lemma 3.1, if Tn satisfies
Condition A0 with respect to the sequence fxng, then fxng converges strongly to a
common fixed point of Tn.

Proof. By Lemma 3.1, we have limnd.xn; Tnxn/ D 0: Since Tn satisfies Condition
A0 with respect to fxng. Thus we get d.xn; F.\nTn// D 0: The remainder of the
proof is similar as Theorem 2.4 in (Song and Wang 2009), we omit it.
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Weak-Linked Document in Search Engine

Wei Yanjun and Zheng Qingbi

Abstract The current search engine cannot rank well weak-linked documents such
as PowerPoint files and AJAX applications. Current search engines return therefore
either completely irrelevant results or poorly ranked documents when searching
for these files. Roc, a novel framework is proposed for correctly retrieving and
ranking weak-linked documents based on Clustering. The experiments show that
our approach considerably improves the result quality of current search engines and
that of latent semantic indexing.

Keywords Search engine • Clustering technology • Weak-linked document

1 Introduction

Currently, mainstream search engines like Google, Yahoo! On the web page can
produce excellent sorting results, in which, the web page rank algorithm represented
by PageRank (Page et al. 1998), HITS (Kleinberg 1999) based on link analysis
makes use of the link information between web pages to calculate the ranking
values of the web pages. However, some documents on the network do not have
enough hyperlink information. For example, PowerPoint documents, PDF files
and Word documents only have a few incoming links and not outer links. In this
paper, this kind of document is called weak-linked document. Such interactive
applications like AJAX and Flash are also weak-linked document, because the page
does not link to their internal content on the Web. When the weak-link document
is searched, the current search engines can not sort the results better. This paper
presented a framework supporting search engine of the weak-linked document, and
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emphatically describes a weak-linked document’s ranking algorithm RoC (Ranking
weak-linked files based on Clusters of Web pages) based on Web search results.

2 Weak-Linked Document Search

In order to be able to sort the weak-linked document, a new Search Engine ESE
(Enhanced Search Engine) (Duda et al. 2008, 2009) must regard the state of weak-
linked document as the smallest retrieval unit. Like the traditional search engines,
ESE also is divided into online and offline. Offline includes grab and sorting of
weak-linked document, and online includes retrieval and sorting of the document.

2.1 Grab the Weak-Linked Document

According to the type of weak-linked document, there are two different crawler
capture methods. Some weak-linked documents such as PowerPoint files, Flash
movies and so on can be downloaded once to overall, and crawler was decomposed
into multiple states according to the user view after being whole downloaded. For
example, a slide page is a state in the PowerPoint files, and in the Flash movie, a
scene is a state. The other is some dynamic applications shaped like AJAX, Flash
and so on, which must request content by internal links or client-side script. Given
the initial URL, crawlers triggered some events which each user may triggered to
continuously crawled the entire contents of the dynamic applications by simulating
user behavior, where each triggered event, the application crawler would get a new
state. ESE uses a special AJAX crawler, which analyzes script of AJAX to obtain
the call graph, and then monitors and caches the parameters of Hot function node
connected on a network to detect successfully duplicate state, thus greatly improved
the crawling efficiency of crawlers.

2.2 Query Processing

ESE indexes the weak-linked document, the index file provides weak-linked
document and state information for sorter, so the traditional inverted index file need
to be extended to index which regarded the state as the basic unit of indexing. Given
a query q user submits, ESE will submit q to a public Web search engines, and
cluster web search results using a clustering algorithm, each cluster achieves their
corresponding weight according to page rank. Cluster contains more pages of high
ranking, the greater its weight is. ESE retrieves the relevant state by the index, and
then ranks clusters using the weight, on the basis of which for further calculate the
sorting value of the weak-linked document.
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3 Sorting the Weak-Linked Document by Status

This paper takes a two-step strategy to solve the sorting problem of the weak-linked
document. Firstly, using clustering technology obtains the subject contained given
query keywords from the web search results; secondly, calculating the sorting value
of the document according to the relevance of weak-linked document and theme.
Based on the above ideas, this paper provides a weak-linked document ranking
algorithm RoC (Ranking weak-linked files based on Clusters of Web pages) based
on web search results clustering. RoC algorithm is as follows:

Algorithm: RoC weak-linked document sorting algorithm
Input: query q, a public search engine S, a document clustering algorithm CA.
Output: A sorted by relevance weak-linked document sequence N(q).

The experiment steps as follows:

• The query q was submitted to the search engine S, the first n pages returned were
written as R(q)D (P1, P2, : : : , Pn);

• The query was submitted to the collection which was constituted by all states that
contained the set of q obtained by ES, the collection was denoted by N(q)D (S1,
S2, : : : , Sm);

• R(q) was clustered By CA, and the results recorded as C(q)D (C1, C2, : : : Ct);
• D. Each theme cluster Ci 2 C(q) was calculated the weight W(Ci, q);
• Each weak-linked document di 2 N(q) was calculated the sorting value;
• N(q) was Sorted in descending order based on the sorting values.

3.1 Identification of the Subject of Query q

The third step in the RoC, taking into account the need to calculate the sorting values
of weak-linked document online, clustering algorithm of the selected web pages
should have higher performance and be able to produce good theme description.
In this paper, a graph-based text clustering algorithm was adopted: Star clustering
algorithm (Aslam et al. 2004). One advantage of the algorithm is its ability to
produce high quality clustering results, and the number of clusters is not fixed. The
advantage of Star is very suitable for algorithm RoC, because for an arbitrary given
query q, its subject implied on the Internet, that the number of theme which the page
search results covered could not be pre-determined.

Using the standard vector space model to represent each Web search result pi2
R(q), that is to say pi is expressed a vector which should be indexing entries (term)
for the dimension, in which the weight set is same to TFIDF. For any two pages
pi, pj2 R(q), their similarity Sim (pi , pj ) is defined as the cosine distance between
their vectors vi and vj , namely: v

Sim.pi ; pj / D vi � vj
kvk 
 ��vj

��
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Based on the web pages similarity definition, building a website similar graph G
(V, E), where each page in R(q) is a node of V, ED ((vi, vj) j Sim (pi, pj)>•), • is
the threshold value specified minimum similarity.

Star algorithm divided G into several star clusters using a heuristic iterative
strategy continuously, the so-called star clusters is constituted by a document as
the center and its adjacent documents. The specific steps are as follows:

• The C(q) is initialized to empty set
• In the nods in G which have not yet been classified the Star cluster, that is to say

in those nodes which has not been covered by C(q), finding the node with the
maximum degree, denoted them by C.

• Building a Star cluster C centering on node c, and the neighboring nodes of C
which are not classified Star cluster are classified C. Then the C is added to C(q).

• The star clusters CD (p1, p2, : : : pk) obtained in the last step, its calculation
vector is as follows:

�!vc D 1

k

kX
iD1

�!
vic����
�!
vic

����
Repeating steps 2, 3, 4 until all the nodes are classified into a certain Star cluster.
In the algorithm the only parameter which is the minimum similarity threshold

• determines the structure of G, and after the graph G is determined, the final
clustering result C(q) is determined. Therefore, • is the main factors influencing final
clustering results quality and the final sorting results of weak-linked document. The
larger • is, the fewer edge G has, the greater the similarity is between web pages in
Star cluster, accordingly, the less page clusters contains. Noted that, because the n
pages are not repeated, while •D 1, G will not contain any edge, and thus clustering
algorithm is degraded to the state a web page form a cluster. In the experiment, the
influence of sorting results of the last weak-linked document caused by • is verified.

3.2 Confirming the Weight of the Theme

After obtained the theme cluster set C(q) of a given query q, it need to give a weight
to the object in C(q) to distinguish the importance of each theme. Because in the
search engine results, the more front page ranking is, the more important, the more
be able to reflect the performance of search engines. According to the report which
comes from the search engines market research institution iProspect, 62% of users
only click the first page of search results, and only 10% of users will see the third
page of search results (iProspect Search Engine User Behavior Study). Therefore,
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a page with higher ranking should have greater impact on the theme of cluster
compared with the page with lower ranking. For each theme cluster Ci in C(q),
its weight is defined as:

w.c i ; q/ D
kX

jD1
log

n
r.dj /

b

In which, pj2 Ci, r(pj) is a web pj’s ranking in the search results, n is the number
of pages to be clustered, b is the number of results which each page contains in the
returning results of the search engine. Generally, in the current search engines, the
value of b is 10, that are each page contains ten search results. In the experiment,
the value of b is also set to 10.

3.3 Calculating the Sorting Value of the Weak-Linked
Document’s State

The sorting values of weak-link document should be based on the identified weight
subject. As well as the cluster web search results, each weak-linked document in
N(q) is represented by the standard vector space model, and the indexing weight
in vector is expressed by tf*idf, in which the value of idf come from the statistics
of a collection R(q) of Web search results, rather than from the N(q). C(q) is the
theme collection of a given query q, any weak-linked document’s state is si2 N(q),
the sorting values are defined as follows:

Score.sj ; q/ D
X
ci2c.q/

w.c i ; q/ 
 Sim.sj ; c i /

In which, Sim (dj, ci) is the cosine distance between dj and ci.

4 Sorting the Weak-Linked Document

Although some applications like AJAX return the associated status to the users,
which can meet the demand of users, some weak-linked document like PowerPoint
files should return PowerPoint document rather than one of its pages. Therefore,
after sorting the state, it is need to sort the entire weak-linked document. The sorting
value of weak-linked document should be based on the sorting values of its state.

Given a weak-linked document ADfs1, s2, : : : smg, its calculation of the sorting
value is as follows:

Score.A; q/ D 1

m

mX
iD1

wi 
 Score.si ; q/
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In which, si2 A, wi is the weights of weak-linked document. For the sake of
simplicity, in the experiment, the weight is set to 1. It should be noted that ordinary
web page can be regarded as the document of containing one state, that is, mD 1.
Thus, the sorting values of ordinary web page and weak-linked document could
be calculated separately using the same method, and the results list containing a
weak-linked document and ordinary web page is returned to the user to achieve the
uniform query of both document.

5 Experimental Evaluation

In order to verify the performance of RoC, the PowerPoint files are selected as
a weak-linked document, and Google is used as a public search engine which
could obtain the web search results. In addition to Google’s search services, in
the experimental evaluation the following two methods are also considered for
comparison:

(a) False rely on feedback (PRF): In fact, PRF is a special case of RoC, which
is when clustering Web search results, all the results of the first n pages are
classified as a theme clusters, and each page result has the equal treatment.

(b) Latent semantic indexing (LSI): LSI is a successful sorting model based on
the content. In The experiment a open source is obtained from The Semantic
Indexing from using Project (http://knowledgesearch.org).

To make the results more convincing, we constructed 30 different queries. Each
query was submitted to Google, and the top 100 PowerPoint documents which were
returned by Google were grabbed. The documents downloaded failed were removed,
the final total is 2,675 PowerPoint documents, which were noted the document
collection D. RoC, PRF, and LSI acted on D respectively, and for each query, we
determined whether the results of all methods related to a given query.

In the experiment, considering that the users are most concerned about the
result of top-ranking, so the evaluation criteria P@N which is widely used in the
information retrieval area is regarded as a measure of order. P@N represented the
accuracy of search results in the first N position, and it is defined as follows:

P@N D jT \ RjjRj
Where R is the collection constructed by first N results, T is the collection
constituted by manually label and inquiries related documents. In the experiment
three evaluation criteria P@5, P@10 and P@20 were used.

The accuracy of four methods was shown in Fig. 1. Google’s results were
significantly worse than the other three methods, which indicate that the link-based
sorting algorithm was determined by the importance of weak-linked document in
the link map is not sufficient for weak-linked document; RoC has achieved the

http://knowledgesearch.org
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Fig. 1 Performance comparison of Google, Roc, LSI, PRF

best performance. Particularly, the accuracy of RoC in the P @ 5 is better than
the standard PRF method. This is because the RoC could make the weak-linked
document related to query get the high ranking in the final results by highlighting
the top-ranking pages’ role in the theme cluster. On the other hand, RoC in P @ 20
have also improved significantly compared with the other methods, which indicate
that the clustering technique successfully identified the theme of a given query, and
eliminates the noise in the page search results, which could produce more better
sorting results than PRF. Experimental results show that RoC could get idea results
for weak-linked document compared to existing search engines.
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Concurrent-Secure Blind Signature Scheme
Without Random Oracles

Liu Xin

Abstract In the context of blind signature schemes, how to devise efficient and
concurrent-secure blind signature scheme without random oracles has been a very
active research topic. Recently, Gjøsteen et al. proposed a round-optimal blind
signature scheme in the registered public key model. Unfortunately, this scheme
has the drawback that the costs of computation and communication of its signing
protocol are linear in the size of the message to be signed. The main contribution
of this paper is a revised scheme which is built on the Zhou-Lin signature scheme,
the compilation technique of Damgård et al., and Arita’s straight-line extractable
commitment scheme. The salient features of the new scheme are that the costs of
computation and communication of its signing protocol do not depend on the size
of the message to be signed. In addition, the resultant signature is very short and
has an efficient verification process. Moreover, thanks to the technique of straight-
line extraction, the security reduction algorithm is efficient and run in strictly
polynomial-time.

Keywords Blind signatures • The registered public-key model • Concurrent •
Non-interactive zero-knowledge

1 Introduction

Blind signature schemes allow a user to obtain a signature from an authority on
message m, such that the authority cannot learn any useful information about m
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from the signing protocol. So far, blind signatures have been intensively used in the
construction of e-cash schemes, e-voting schemes and group signature schemes,
etc. Typically, blind signature schemes share two main security properties, i.e.,
blindness and unforgeability. In Hazay et al. (2007) pointed out that it is necessary
to distinguish whether different instances of the signing protocol can be carried out
concurrently. There exist several efficient and concurrent-secure constructions (such
as Abe 2001; Bellare et al. 2003), however these schemes can only be provably
secure in the random oracle model.

In CRYPTO 1997, Juels et al. (1997) presented the first scheme in the standard
model and claimed that their scheme was secure in the concurrent setting. However,
this construction is based on general results about two party computation and is thus
extremely inefficient in contrast with those schemes in the random oracle model.
Recently, Hazay et al. (2007) argued that the solution in Juels et al. (1997) can only
be considered secure in the sequential setting, because how to build a concurrently-
secure protocol for two party computation without random oracles is still an open
question. Camenisch et al. (2005), proposed the first concrete provably-secure blind
signature scheme in the standard model. The main drawbacks of Camenisch et al.’s
scheme is that it can only be proven unforgeable under the case of sequential
attacks. Furthermore, its signing protocol is 8-move and the user has to execute three
complicated proofs of knowledge, thus this scheme is also inefficient. Kiayias and
Zhou (2006) in later work devised a 4-round efficient and concurrently-secure blind
signature scheme without random oracles in the common reference string model.
Later, Okamoto (2006) proposed an (partially) blind signature scheme which is
secure for a concurrent run of users. Okamoto’s scheme uses the similar technique to
Kiayias and Zhou (2006), but it requires a general trapdoor commitment scheme and
its security reduction algorithm is not very efficient, i.e., to extract the secret values
of the malicious users, the security reduction algorithm has to repeatedly check
whether a certain equation holds or not, and the number of iterations of this step is
bounded by a polynomial. Recently, several round-optimal blind signature schemes
were respectively put forward in Hazay et al. (2007), Fischlin (2006), Au et al.
(2010), Gjøsteen and Kråkmo (2008). The main advantage of such schemes is that
the signing protocol is 2-round which is automatically secure in a concurrent setting.
However, the schemes in Hazay et al. (2007), Fischlin (2006) are only inefficient
generic constructions. The scheme in Fischlin (2006) requires generic NIZK (non-
interactive zero-knowledge) proofs while the solution in Hazay et al. (2007) resorts
to ZAPs (2-round public coin witness-indistinguishable protocol). Au et al. (2010)
very recently presented a concrete instantiation of round-optimal blind signature,
which is secure in the random oracle model. But the resultant signature is too
long and verifying signatures is an expensive task. The Gjøsteen-Kråkmo scheme
(Gjøsteen and Kråkmo 2008) was built on Waters signature (Waters 2005) and the
†-compiler by Damgård et al. (2006). However, this scheme requires rather large
computational complexity, because the costs of computation and communication
of its signing protocol are linear in n, i.e., the size of the message to be signed.
Furthermore, the security reduction algorithm in Gjøsteen and Kråkmo (2008) is
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not efficient. In other words, in order to reduce the unforgeability to the UF-CMA
(existential unforgeability under an adaptive chosen message attack) security of
the underlying Waters signature scheme, the reduction algorithm has to invoke
the underlying decryption algorithm of the Linear Encryption (abbreviated as LE)
(Boneh et al. 2004) up to O(n) times.

1.1 Contributions

The main contribution of this paper is a revised scheme which is built on the Zhou-
Lin signature scheme (Zhou and Lin 2007) (henceforth called the ZL Scheme), the
compilation technique of Damgård et al. (2006), and Arita’s straight-line extractable
commitment scheme (Arita 2007). In comparison with the previous schemes, the
new scheme enjoys the following merits:

• By using an efficient unlinkable randomizable signature (i.e., the ZL scheme) as
a main building block, the resultant signature is very short and easy to verify.

• In the signing protocol, the user and the signer has only to carry out a concurrent-
secure 3-round interaction.

• Thanks to the technique of straight-line extraction, the security reduction algo-
rithm is efficient and run in strictly polynomial-time.

• Performance comparison shows that the cost (respect to communication and
computation) of the new scheme is significantly lower than that of the Gjøsteen-
Kråkmo scheme.

• The security of the new scheme does not depend on random oracles.

1.2 Organization

The rest of this paper is organized as follows. The next section proposes a
concurrent-secure blind signature scheme without random oracles. Section 3 gives
formal security proofs in the registered public key model. In Sect. 4, we show
the comparison of our scheme with several recently proposed schemes in terms of
the main properties as well as the complexity of signature generation/verification.
Finally, we give conclusion remarks in Sect. 5.

2 The Proposed Scheme

Common Information. ComInfo D .p;G1;G2;GT ; g; Qg; Oe/; such that Oe W G1 

G2 ! GT ;G1 D hgi ; G2 D h Qgi ; ord.G1/ D ord.G2/ D ord.GT / D p:
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Common Reference String. It is assumed that the signer and the user can
access to the trusted functionality FD

CRS . To generate the common reference string
CRSD (CRS1, CRS2), FD

CRS computes as follows:

1. Select e1, d0, d1 2RZp, select g0 2RG1, compute g1 D g
e1
0 ; h0 D g

d0
0 ; h1 D g

d1
1 ;

set CRS1 D hg0; g1; h0; h1i, and discard the corresponding T rapdoor1 D
he1; d0; d1i:

2. Select Nh2RG1; select ˛1, ˛2 2RZp
*, compute Ng1 D Nh1=˛1 ; Ng2 D Nh1=˛2 ; set

CRS2 D
˝ Ng1; Ng2; Nh˛ ; and discard the corresponding T rapdoor2 D h˛1; ˛2i:

Key Setup for Signer. The signer S invokes the trusted functionality FKS
reg defined

in (Damgård et al. 2006) to register his public key .pkp ; c/ and stores the
corresponding private key (skP, e) secretly, where (pkP, skP) denotes a keypair of the
underlying Paillier encryption scheme (Paillier 1999), i.e., pkP is a RSA modulus n
and skP is the factorization of n. Also, let c be a Paillier encryption of e under pkP,
where e denotes the challenge of the underlying

P
protocol (Damgård et al. 2006)

selected by the signer.
Key Setup for User. Similarly, the user U invokes the trusted functionality FKS

reg ,
and gets his registered public key (pkU, cU) and the corresponding private key
(skU, eU).
Key Generation. The signer S selects .x; y/2R.Z�

p/
2; computes XD gx, YD gy,

QX D Qgx; QY D Qgy; and sets pkBS D .X; Y; QX; QY /; skBS D .x; y/.
Signature Generation. Given a message m to be signed, the user U and the signer
S perform the following steps:

1. The signer S selects b0, b1 2RZp
*, computes j0 D g

b0
0 ; k0 D h

b0
0 ; j1 D g

b1
1 ;

k1 D hb11 , then sends j0, k0, j1, k1 and…1 to the user, i.e.,

…1 D NIZKf.b0; b1/ W j0 D gb00 ^ k0 D hb00 ^ j1 D gb11 ^ k1 D hb11 g:

2. The user U checks the validity of …1. If so, he selects a1, a2 2RZp
*, computes

g0
1 D g

a1
1 ; h

0
1 D h

a2
1 ; j

0
1 D j

a1
1 ; k

0
1 D k

a2
1 : Then, he selects

t, rm 2RZp
*, computes C D gtY m;M0 D gm0 h

m
0 ;M1 D g1

0mh10m;L0 D
jm0 k

m
0 ; L1 D j10mk10m. In addition, he selects r, s2RZp, computes u1 D Ngr1; u2 D

Ngs2; u3 D NhrCsY m and …2, i.e.,

…2 D NIZKf.t;m; rm; r; s/ W C D gtY m ^M0 D gm0 hrm0 ^M1 D g10mh10rm^
L0 D jm0 krm0 ^ L1 D j10mk10rm ^ u1 D Ngr1 ^ u2 D Ngs2 ^ u3 D NhrCsY mg:

Finally, U sends .g0
1; h

0
1; j

0
1; k

0
1; C;M0;M1;L0; L1; u1; u2; u3/;…2 to the

signer S.
3. If j10 D g1

0b1 D k1
0 D h1

0b1 holds and …2 is valid, the signer S selects
r

0 0

, s
0 0 2RZp

* 
Zp, computes a0 D gr
00

; b0 D .gxC /r
00

gs
00xCxy, and sends

(s
0 0

, a
0

, b
0

) to the user U.
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4. The user U sets a
00 D a

0

, computes b
0 0 D b

0

(a
0

)�t and checks whether Oe.b00; Qg/ D
Oe.a00; QX QY m/ Oe.X; QY / Oe.X; Qg/s00 . If the equation holds, he randomizes the resultant
signature (s

00

, a
00

, b
00

) by using the method in Zhou and Lin (2007). Concretely,
he selects r1, r2 2RZp, computes s D s00 C r1; a D a00gr2 ; b D b00.XY m/r2Xr1 ,
and sets (s, a, b) as the ZL signature on m.

It is worth noting that the NIZK proofs …1 and …2 in the above protocol are
generated by applying the compilation technique by Damgård et al. (2006) to the
underlying

P
protocols.

Signature Verification. On input public key .X; Y; QX; QY /, message m and signature
(s, a, b), check whether the following verification equation holds, i.e.,

Oe.b; Qg/ D Oe.a; QX QY m/ Oe.X; QY / Oe.X; Qg/s:

3 Security of the Construction

Theorem 1. If the signer and the user follow the signature generation protocol, the
resulting signature will be accepted by a verifier with provability 1.

Proof. First, according to the soundness of NIZK proofs …1;…2, we can con-
clude that: (1) the Pedersen commitment CD gtYm is honestly generated. (2)
M0, M1, L0, L1 are commitments to message m according to the commitment scheme
in Arita (2007), where j0, k0, j1, k1 are honestly generated by the signer, i.e., the
equations j0 D gb00 ; k0 D hb00 ; j1 D gb11 ; k1 D hb11 hold.

Next, we prove that the resulting tuple (s
00

, a
00

, b
00

) is a valid ZL signature on
message m. According to C D gtY m; Y D gy; b0 D .gxC /r

00

gs
00xCxy; we get

that b0 D .gx � gtCym/r 00

gs
00xCxy D .gt /

r 00

g.xCym/r 00Cs00xCxy: As a result, we
have that b00 D b0.a0/�t D g.xCym/r 00Cs00xCxy; which implies that Oe.b00; Qg/ D
Oe.gr 00

; QgxCym/ Oe.gx; Qgs00/ Oe.gx; Qgy/ DOe.a00; QX QY m/ Oe.X; QY / Oe.X; Qg/s00 :
Finally, we prove that the randomized signature (s

0 0

, a
0 0

, b
00

) is valid. As the
equations s D s00 C r1; a D a00gr2 ; b D b00.XY m/r2Xr1 hold, we can get that

a D gr 00Cr2 ; b D g.xCym/r 00Cs00xCxyg.xCym/r2Cr1x D g.xCym/.r 00Cr2/CsxCxy:

So, we can conclude that

Oe.b; Qg/ D Oe.g.xCym/.r 00Cr2/; Qg/ Oe.gx; Qg/s Oe.gx; Qgy/ D Oe.a; QX QY m/ Oe.X; QY / Oe.X; Qg/s:

Theorem 2. In the registered public key model, the proposed scheme is unforgeable
against a concurrent run of adversaries if the underlying Zhou-Lin assumption
(Zhou and Lin 2006) holds.
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Proof. Assume that Anf is an PPT forger that can successfully break our blind
signature scheme with non-negligible probability, then we can construct a PPT
simulator S, which can invalidate the underlying Zhou-Lin assumption. S simulates
the challenger and interacts with Anf concurrently as follows:

1. Given the bilinear group parameter ComInfo and the public key pkBS D
.X; Y; QX; QY / of the ZL signature scheme, S generatesCRS1 D hg0; g1; h0; h1i
and keeps the corresponding t rapdoor1 D he1; d0; d1i At the same time, S
generates CRS2 D

˝ Ng1; Ng2; Nh˛ and discards the corresponding t rapdoor2 D
h˛1; ˛2iS generates a public/secret key pair of the underlying Paillier encryption
scheme, i.e., (pkP, skP), selects the challenge e for the underlying

P
protocol,

and computes c, i.e., the ciphertext of e under pkP. Then, S sends Com-
Info, CRS1, CRS2, pkBS, pkKSD (pkP, c) to Anf and engages the signing protocol
with Anf.

2. Assume that S is performing the j-th (j2 f1, : : : , qg, where q denotes the
maximum number of concurrent instance of the signing protocol) instance of
the signing protocol with Anf. S selects b0, b1 2Zp, computes j0 D g

b0
0 ; k0 D

h
b0
0 ; j1 D g

b1
1 ; k1 D h

b1
1 ; and sends j0; k0; j1; k1;…1 to Anf. Upon receiving

the request message .C;M0;M1;L0; L1; u1; u2; u3/;…2 from Anf, S performs
straight-line extraction in the following way:

(a) S invokes the KEA1-extractor (Arita 2007) on input (g1, j1, g
0

1, j
0

1), and then
S can extract the secret value a1, satisfying g0

1 D ga11 :By running the KEA1-
extractor on another input (h1, k1, h

0

1, k
0

1), S can get a2, satisfying h0
1 D ha21 .

(b) S sets ˛ D e1a1 mod p; ˇ D d�1
0 e1d1a2 mod p; ˛0 D b�1

0 e1a1b1 mod

p; ˇ0 D d�1
0 b�1

0 e1d1a2b1 mod p; and computes gm0 D .M
ˇ
0 =M1/

1=.ˇ�˛/
;

jm0 D .Lˇ
0

0 =L1/
1=.ˇ0�˛0/

:

(c) S runs the KEA1-extractor on input (g0, g0
m, j0, j0m), and get the returned

value m.

3. S forwards m to its ZL signing oracle Ox,y( � ). And Ox,y( � ) returns a ZL
signature (s, a, b). S keeps (m, (s, a, b)) and sets s

0 0 D s, a
0 D a, b

0 D bat, then
returns (s

00

, a
0

, b
0

) to Anf.
4. After all q concurrent instances of the signing protocol are completed, Anf

outputs a fake signature (s*, a*, b*) on message m*.

Now, S checks if m* 62Q and a* is not a unit element of G1, where Q denotes
the set of queries that S has given to Ox,y( � ). If not true, S outputs ?. Otherwise, S
outputs .a�; b�=Xs�/, thus S breaks the Zhou-Lin assumption.

In the following, we show why S can break the Zhou-Lin assumption. As
(s*, a*, b*) is a valid ZL signature, we conclude that the equation Oe.b�; Qg/ D
Oe.a�; QX QY m�

/ Oe.X; QY / Oe.X; Qg/s� holds. Since a*, b* 2G1, we can rewrite them as
a*D g˛, b*D gˇ. It is clear that

Oe.b�; Qg/ D Oe.gˇ; Qg/ D Oe.g; Qg/ˇ (1)
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Oe.a�; QX QY m�

/ Oe.X; QY / Oe.X; Qg/s� D e.g; Qg/˛.xCym�/CxyCxs� (2)

The above two equations give us:

ˇ D ˛.x C ym�/C xy C xs� mod p:

Thus we can get that

b�=Xs� D gˇ�xs� D g˛.xCym�/Cxy:

Obviously, .a�; b�=Xs�/ must be of the form of .g˛; g˛.xCym�/Cxy/. So we get
a contradiction with the Zhou-Lin assumption.

Theorem 3. In the registered public key model, the proposed scheme is blind if the
underlying LE scheme is secure with semantically secure against a chosen-plaintext
attack.

Proof. (sketch) Assume that a PPT adversary Ab is successful in breaking the
blindness of the proposed scheme, and then we can construct a PPT algorithm B to
break the semantic security of the LE scheme. Due to space limitations, the complete
proof is not provided.

4 Performance Considerations

In Tables 1, 2 and 3, we summarize the comparison between ours and previous typi-
cal concurrent-secure blind signature schemes, with respect to important properties,
computational cost and space efficiency. The notation “CRS” means the common
reference string model. The notation “RPK” means the registered public key model.
The notation “RO” means the random oracle model. In Tables 2 and 3, the parameter
n denotes the bit-length of the message to be signed. Now, we show the methods and
the concrete parameters we take in the comparison.

1. Assume that we are aiming for achieving the security level comparable to 1,024
bit RSA. To note that our scheme is implemented in the asymmetric setting,
and the scheme in Kiayias and Zhou (2006), Gjøsteen and Kråkmo (2008) are

Table 1 Comparison of our scheme to recently typical schemes

Scheme Communication moves Model

Kiayias and Zhou (2006) 4 CRS
Au et al. (2010) 2 RO
Gjøsteen and Kråkmo (2008) 2 RPK
Our scheme 3 RPK
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Table 2 Computation cost of our scheme and recently typical schemes (in number of multiplica-
tions)

Computation cost Computation cost Computation cost
(user) (signer) (verifier)

Kiayias and Zhou
(2006)

26,720 8,432 15;600

Au et al. (2010) 126,064 1,536 403;456

Gjøsteen and Kråkmo
(2008)

28,416n C 4,564,000 20,352n C 3,257,600 7;680

Our scheme 43,904 30,032 8;160

Table 3 Space efficiency of our scheme and recently typical schemes (in bits)

Space efficiency Space efficiency
Scheme (user) (signer) Signature length

Kiayias and Zhou (2006) 12,768 2,720 1;536

Au et al. (2010) 160 2,048 89;248

Gjøsteen and Kråkmo (2008) 29,184n C 4,670,272 1,024 1;024

Our scheme 23,680 9,792 480

implemented in the symmetric setting. We make the following estimates: p is
about 160 bits, elements of G1, G2, GT in the asymmetric setting are 160, 960, 960
bits respectively, and elements of G1, GT in the symmetric setting are 512, 1,024
bits respectively. For our scheme and the scheme in Gjøsteen and Kråkmo (2008),
a possible choice of the bit-length of the modulus of the underlying Paillier
encryption scheme is 2,048 bits (Gjøsteen and Kråkmo 2008; Damgård et al.
2006). For the scheme in Au et al. (2010), the authors suggested to take the
elements of Zp, Zq, G1 to be 1,024, 160, 1,024 bit respectively.

2. In the comparison of Table 2, the computational costs of users and signers are
all counted in the number of multiplications. By “ExpCost(x)”, we mean the
number of multiplications required to compute an exponentiation with an x-bit
exponent. Similarly, “ExpCostn(x)” means the number of multiplications needed
to compute the product of n exponentiations with x-bit exponents. According to
Peng et al. (2007), we get that:

.i/ExpCost.x/ D 1:5xI .i i/ExpCostn.x/ D x C 0:5nx:

3. As shown in Le et al. (2009), the computation cost of a pairing is estimated to be
five 512-bit exponentiations, i.e., 5ExpCost(512).

From the above comparisons, it is clear that our scheme significantly improves
the computational cost and space efficiency of the Gjøsteen-Kråkmo scheme
(Gjøsteen and Kråkmo 2008). Compared with the scheme in Kiayias and Zhou
(2006), our scheme requires less communication moves and has better efficiency
in verification. Moreover, in contrast with the very recent scheme by Au et al.
(2010), the resultant signature of our scheme is much shorter and easier to verify.
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5 Conclusions

This paper presents a concurrent-secure blind signature scheme without random
oracles in the registered public key model, which achieves all the properties required
by blind signature schemes, i.e., correctness, blindness and unforgeability. Perfor-
mance comparison shows that the cost (respect to communication and computation)
of the new scheme is significantly lower than those of the Gjøsteen-Kråkmo scheme.
Furthermore, by using the up-to-date technique of straight-line extraction, the
security reduction algorithm is efficient and run in strictly polynomial-time.
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Information Retrieval in University Student’s
Self-Regulated Learning

Kang Yanyu

Abstract As an emerging learning way, Online Self-regulated Learning (OSL) is
accompanying the booming of China’s Internet. Digital library as a powerful tool of
Internet assisted learning is so important in enhancing the learning, but there are not
many researches about the importance of it in China, most of them are not thorough.
In this study we considered the domestic educational situation, chose university
students as samples, did some researches about theirs OSL’s situation and how the
digital library influence the learning, after those the suggestions would be given.
To study the current situation and impact factors of university student’s OSL and
the influence of digital library, the research took qualitative research which is good
at examining details, meanwhile the researcher selected eight university students
as respondents, intensively interviewed and observed the respondents regarding the
current situation and impact factors.

Keywords Online self-regulated learning (OSL) • Digital library • Qualitative
research

1 Background

Accompanying with the development of various fields (materials technology,
information technology, communication etc.) in mid twentieth century, computer
networks, especially the Internet, was developing rapidly. In 1960s, the computers
were connected by wires through serial ports in low speed connection. At that time,
the “network” just provided sample services such as remote printing. Network users
by now, especially Internet users, can access high bandwidth Internet in different
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ways. Through the network, users can do many things include search information,
download and share the files. The China’s Internet is getting boom after 2000.
According to the statistics of CNNIC (China Internet Network Information Center),
by Jan. 15th, 2010, the Internet users in China reached 38,400 million, 28.8% of
them are students, and most of students were university students.

Meanwhile, in the learning theory research, self-regulated (self-directed, self-
monitored) learning came to one important issue (McCombs 1989). There were
many researches about it have been done by the scholars around the world, and many
results were achieved. Those studies were focused on the essence of self-regulated
learning, internal mechanisms of its development, impact factors etc (Dong Qi and
Zhou Yong 1996). In recent years, the high bandwidth Internet becomes popular,
it changes the life of us (Butler and Winnie 1995). The connection between self-
regulated learning and Internet is getting close (Allen and Seaman 2006): One the
one hand, Internet provides learner mass learning materials and convenient data
search. Through the Internet learner can search almost every material (video, paper,
digital books etc.) what he/she needs in learning process, and the convenient access
makes the academic communication much easier. On the other hand, Online Self-
regulated Learning promotes the development of Internet in a way. Because of
learners’ request about learning materials, vast related databases were established,
links to the search engine, learners can retrieve information expediently. It made
more and more learners use Internet as a learning way. Some learning forums and
FTP severs provide mass attractive files to learners, that made a lot of learners who
never or seldom use Internet before change their learning ways.

The development of Internet changed the library at the same period (Zhang
Xiaoyan 2007). Thanks to the Internet, the library is more “digital” than before.
Compared with the traditional library, the digital library can serve the users around
the clock that traditional one can do, and more users can get what they need in digital
serve way. What’s more, the Internet made library’s service available any place that
you can use the net.

Self-regulated learning is the popular learning way of university students. Self-
regulated learning is a process that learners making learning goals, choosing
learning methods, monitoring the process, evaluating the results by themselves
(Pang Weiguo 2000). In order to enhance students’ study efficiency, students
have to get strong self-discipline, that is the reason why self- regulated learning
is major learning way of university students. As mentioned previously, library,
especially university library has changed its way to serve the users because of the
development of information and communication technology. In order to avoid the
disadvantage (such as working time, location etc.) of traditional library, the school
has to increase its budget to purchase digital resource (journals, books etc.), storage
device, network device and sever etc. Further more, through the campus network
and VPN (Virtual Private Network), university library provide students and staffs
local or long distance data service which is free to access in the campus (Moore
1991). Meanwhile, most of schools have information retrieval course, students can
learn how to do online information retrieval. Also, it makes more and more students
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Code Sex Major Grade

SFF01 F Costume Designing 2

SFM01 M Costume Designing 3
JXM01 M Psychology 4
CZF01 F Chinese Education 3
CHF01 F Material Chemistry 3
SGM01 M Engineering 2
SGF01 F Engineering

English Education
2

SWM01 M 2

Fig. 1 Case list. Note: The
1st letter is the code of
school, the 2nd is department,
and the 3rd is gender
(Howland and Moore 2002)

aware that they can use more convenient and efficient way to do self-regulated
learning except traditional learning way. The popularity of Internet and personal
computer makes increasingly students use Internet easily. To the university students,
self-regulated learning is the best learning method, that’s the reason why we focus
on the how does digital library influent the self-regulated learning (Barnard et al.
2008).

2 Procedures

After review the related literature, found there is few scholars did research about
it, most of study is literature study. Considering the situation of domestic related
studies, as well as the objects’ understanding of digital library and Internet assisted
learning, in this study the literature study and case study (interview and observation)
were taken (Chen Xiangming 2000). In the study, we define the OSL as the self-
regulated learning on the Internet surrounding. Based on the definition and eight
dimensions of self-regulated learning (Dong Qi and Zhou Yong 1994), the semi-
structured interview outline was developed. After that, we pick up some students
with purposeful sampling (Fig. 1) (Cavanagh and Romanoski 2004).

In order to improve the reliability of the study, during the process of choosing
the influence of gender, grade, major was considered. The interview based on the
situation of OSL and the how did the digital library influent the process of OSL.
The whole interview was recorded in audios and noted. The follow steps, all the
audios were transformed into documents, then coded and categorized. After generic
analysis and scenario analysis, the conclusion was developed.

3 Findings

Compared with the popularity of Internet, OSL is in poor awareness level, also the
learning activity. But the digital resource of the library help the student’s OSL a
lot. On one hand, to the university students in China learning in the class is still
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the major learning method, and this kind of situation will exist for a long period
of time. On the other hand, because of the trend of library’s digitization, library’s
digital resource is the major source.

3.1 Poor Preparation

Because have been influenced by many factors, most of students didn’t care or know
how to develop the learning surroundings during the OSL, especially the internal
surrounding (psychological surroundings) was ignored. Comparatively speaking,
in the OSL students did plenty of preparation, different individual had their own
preferences in choosing their own learning resources. For most of students the
library is the best place to learn, quiet and academic. The digital library makes
learning can be available in various place, it means more options are available for
students.

3.2 Lack of Planning

There is not proper planning in their OSL for most of university students. Most of
them barely can set reasonable learning goal. Because their learning was used to be
negative, most of them don’t know how to manage their learning tasks.

3.3 Average Consciousness

The students knew what were their learning objects and how did the OSL influence
the learning. But about how to set learning goal and task allocation, most of their
awareness were not so clear.

3.4 Diversity of Methods

During the OSL, students learnt in various ways. The verbal, audio and video’s
searching was the major way in retrieval. In the retrieval students could get almost
everything they needed through search engine and public or specific database.
Otherwise, some of them used teaching video and digital book etc. as learning
materials. During the OSL process, students would take some task strategies, such
as extra tasks and retrieving for research interests. Obviously the best way to get
learning materials was access the digital resource available in the library.
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3.5 Seek Help Without Internet

In the learning process, when the students got questions, they prefer to solve it by
themselves, ask for help was the last option in the retrieving on the Internet. Students
were good at seeking help by E-mail, forum etc. They prefer the fast feedback, such
as face to face talking or IM.

3.6 Lack of Implementation

Even university students realized that the interference from the outside or Internet
itself influence the whole learning process negatively, but they got few methods to
resist it. Compare with the interference (online games, soap show etc.), learning is
lack of attraction.

3.7 Lack of Self-Monitoring

University students seldom monitored OSL process, knew few way to evaluate the
learning effect. Some times those steps were ignored. When the learning effect
turned dissatisfied, even the students noticed that they had done something, but still
could found solution. Otherwise, the way they did summary was random. Even so,
most of them will review the gain and loss in the learning process.

3.8 High Dependence in Library’s Digital Resource

In the OSL, university students would search learning materials from different
search engine, but the major resource was the digital resource of Library in the
school. Follow reasons were given by them: The digital resource in the campus
network is free, they can save expense; The digital resource of library can satisfy
their needs in learning and research; The service of digital library make their
learning more convenient, they can use the classified files through the library; It’s
a accustomed learning behavior to use digital resource of library, the local resource
will be the first choice when they need learning resource.
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4 Suggestions

After study, found there is something can be improved:

4.1 Change the Concept of Learning Way

For most of university students learning is reading printed matter or listening lessons
in the classroom, network is just a tools to have fun, the only relation to learning is
retrieval when we writing paper or doing homework. Of course the Internet provides
us plenty of entertainment stuffs, those addicted some students, but also it is a
powerful learning platform, we have to admit this. And through it, we can learn
something is not in textbooks. Obviously, this kind of platform will enhance the
whole learning, that is the reason why the students have to change their concepts
about learning, try to learning how to learning in digital era, to make a win-win
situation for entertainment and learning.

4.2 More Education Has to Be Given About How to Learning
Through the Net

To the university students, they totally understand the positive influence of Internet
to their learning. But in China, classroom learning is still the major learning way
to the students, other learning ways were still not developed adequately, especially
the Internet which got plenty of learning resources. For this reason, school should
strengthen the education of basic skills about online learning. The follow questions
have to be solved: how to use the software, how to do retrieval, where to find the
learning resources.

4.3 Developing Good Surroundings for Study

It is the responsibility of the school to construct the campus network to develop a
good learning surrounding for students’ OSL. The infrastructure of campus network
made Internet access available almost everywhere in the campus, it makes OSL
in the quiet place available. Furthermore, the cost of online learning has to be
reduced. The resources in the campus network are almost free for use, so the
construction of digital library is so important, not only the hardware construction
but also the database purchasing. Library should find more available free resources
for the students in without break the law. The inter-library loan is a good way for
the students gets more quality learning resources around the world with few cost.
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4.4 More Direction and Proper Support

Educator and parents should aware that the Internet benefits the students’ learning,
which is the prerequisite of objective attitude. Parents should not be so anxious about
Internet using, they should understand the university students are grown-ups, and
they can deal the relationship between Internet entertainment and learning. School
should guide students how to use Internet in learning, develop their OSL habit.
More learning task can be assigned to students related online learning to support
the OSL.

4.5 Encouraging Learning Exchange

Self-regulated learning is not do everything by learner itself, the exchange is a good
way to find our disadvantage and get necessary help to make progress in learning.
The education should focus on how to improve students’ skills of learning exchange,
especially the skills through the Internet. The IM, E-MAIL, forum are the good ways
to do learning exchange.

4.6 Developing Better Learning Habit

The temptation in the OSL is much stronger than traditional self-regulated learning,
so the good learning habits ensure learning well. The habits are routines of behavior
that are repeated regularly and tend to occur subconsciously, without one being
conscious about them. Therefore, the students have to keep their learning planning,
eliminating interference, evaluating the learning periodically and correct the fault,
do summary of whole learning process, realize the weakness and find the way to
improve themselves.
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Tracing Data Provenance Based on Inverse
Mechanism in ETL

Tao Wang and Chao-fan Dai

Abstract Data integration may have no meaning without data provenance. ETL is
an important step of data integration. To trace the provenance of ETL process is
significant for data integration. A method based on inverse functions is described in
this paper. Firstly, the ETL process is divided into three layers; then we analyzed
each layer and designed the inverse mechanism, and described the algorithms of
provenance tracing based on this. At last, we take an instance to show the result.

Keywords Data provenance • Inverse functions

1 Introduction

Extract, Transformation and Loading of data set is a common process of data
integration. Data provenance is vital for the integration result, some one records
the whole process of ETL to trace provenance, it may be perfect when the amount
of data set is small, but it fails to solve the large amount of data set. Actually, It is
unnecessary to record all of the data for some process which can be reversed, what
it needed is just the process, not the whole data set.

The tracking methods of provenance information are mainly annotation-based
(Tan et al. 2005) or reverse-based (Poulovassilis 2002) methods. Other scholars also
have proposed to use bit vector to locate memory location (Siddharta 2005) or use
graph theory and special query language to track (Karvounarakis 2009) it. Denotes
(Siddharta 2005) is a typical system using annotation. Literature Cui and Widom
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(2003) discussed the reverse tracking mechanism of data provenance in database in
detail. Literature Cui and Wiener (2000), Green et al. (2007) proposes one method of
getting data provenance by analyzing the query syntax and mathematical structure
separately. Mixed strategy is another choice. Literature Buneman and Tan (2002)
provided a solution from one side. Literature Cong and Geerts (2006) proposes the
storing problem of complex annotations which contain the operations of keywords.
Literature Cui and Widom (2003) tracks the weak reverse functions, and makes
some comprehensive analysis.

In this paper, we firstly decomposed the process of tracing and transformation;
after that, we designed the tracing process and algorithms; at last, we show our
design in a case.

2 Transformation and Tracing Decomposition

In data integration field, tracing process is the opposite side of transformation in
some point. Transformation and tracing process are decomposed in this section. Two
concepts about reverse should be discussed before we decompose those processes,
one is “Full Reverse’, and the other is “Condition Reverse”. The transformations
which can not be reversed are not discussed in this paper.

Definition 1(Full Reverse)
8D2fT,M,Pg, D is a process, 9 D(I)DO, if 9D �1 satisfied follow conditions:

(1) D � 1 (D (I ) )DO
(2) D (D � 1 (O) )DO

So the D can be reversed, and its reverse process is signed as D �1.

Definition 2(Conditional Reverse)
8D2fT,M,Pg, D is a process, 9 D (i1 )D o1,T (i2 )D o2, if 9D �1 satisfied follow
conditions:

(1) D�1 (D (i1) )D o1, D�1 (D (i2) )¤ o2

(2) D (D�1(o1) )D o1, D (D�1(o2) )¤ o

And there is no D0 satisfied D0 (D (i2) )D o2&D (D0(o2) )D o2. So the D can be
conditional reversed, and its conditional reverse process signed as D �1.

2.1 The Decomposition of Transformation Process

Transformation can be divided into three layers, transform (T) is on the top, one
transform included several mappings, and one mapping (M) is composed by one or
more operations (P). The relations between them can be showed as Fig. 1. That is
the composition of transformation.
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Fig. 1 The relations between ETL, T, M and P

Fig. 2 The relations between
reverse and T, M, P

Definition 3(Operation)
One operation is composed by three parts, signed as P ::D<a,b,p>. 8P satisfied
follow conditions:

(1) a represents the input parameters list;
(2) b represents the output object;
(3) p represents operation rules, satisfied p (a)D b;

There are some other conceptions such as transform, mapping, inverse mapping
etc. Actually, there is one concept in one layer for any type of reverse. For more
details, please reference thesis (Chaofan Dai 2002). Actually, the relations between
reverse and T, M, P as showed in Fig. 2.

2.2 The Decomposition of Tracing Process

Tracing tasks can be divided into four layers for ETL process, as we know, the
ETL process is transforming the data from data sources to data destinations, and the
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source or destination includes different types such as relation data base etc., so we
treated the process of tracing as different layers, the top layer is database layer, as
DB layer for short; the second is relation layer; then column or tuple layer is the
third, the last is item layer.

3 Tracing Design

There are ETL and tracing layers, and then what we need are the contents of each
layer, the inverse functions and tracing algorithm. These problems are discussed in
this section.

3.1 The Contents of Each Layer

As we discussed above, operation layer is the foundation of the whole process.
Taking SSIS (Microsoft SQL Sever 2005 Integration Service) which is an common
ETL tool for example, there are six types of operation, including math operation,
string operation etc., and there are several operations for each type, such as
“Reverstring” belonged to string operation which reverse one string to its opposite
order, it is easy to define its reverse function, obviously, it is itself. Because the
operation is the bottom of the whole process, its own status totally decides whether
it can be reversed or not. Of course there are some operations which can be condition
reversed, such as ABS operation, which gets the expression’s absolute value, so if
its result is 0, and then we can infer that its input is 0. Those operations which can
not be reversed are not our concern.

There are some differences for mapping layer and transformation layer, their
reverse status are decided by the elements which composing them, if one of them
can not be reversed, the whole transformation or mapping can not be reversed. It
is the same situation for condition reverse. If the result satisfied reverse conditions,
then it joins the reverse elements group.

3.2 The Inverse Functions

The inverse function is irreplaceable for tracing, no inverse function, no tracing.
If one operation can be reversed, it must have an inverse function, or else, it can
not be reversed as well. For operation layer, each operation which can be reversed
has an inverse function, there is an example of “Reverstring” in section A, and the
“ABS” case is an example of condition reverse, its inverse condition is that the result
equals 0. The inverse function are defined by the designer if there are no existed
functions in the assemble of operations. The description of functions can be saved
as xml files as follow format:
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<Function>

<FunctionID>FunctionID</FunctionID >

<FunctionName>FunctionName</FunctionName>

<CounterFunction>CounterFunctionName</ CounterFunction >

<FunctionType>The type return</FunctionType>

<IDE>Develop&Excute environment</IDE>

<FunctionDeveloper>Developer</FunctionDeveloper>

<FunctionRegisterDate>RegisterDate</FunctionRegisterDate >

<FunctionFunInfo>The function of the function</FunctionFunInfo>

<ParamsCount>the number of the parameters</ParamsCount>

<FunctionPath>location of the function</FunctionPath >

<FunctionNameSpace>namespace of the function</FunctionNameSpace>

<FunctionClass>the class name of the function</FunctionClass >

<Parameter>

<ParaNumber>1</ParaNumber>

<ParaName>the first parameters</ParaName>

<ParaType>type of the parameters</ParaType>

<ParaInfo>the meaning of the parameters</ParaInfo>

</Parameter>

………..

</Function>

The funtionLocation is the location where the function itself is. Actually, the
standard functions need not this item; it just designed for user-defined functions.
When we trace a target, the inverse functions are indexed by these description files.

There is no uniform format of inverse function for mapping or transformation
which can be reversed; its inverse function can be described as an assembly of
inverse operations or mappings.

3.3 Tracing Algorithm

Tracing process is a process of combining overall resources above all. The tracing
targets are traced step by step; the result of pre-step is the foundation of next step
until the tracing process reach to the end. The process can be described as follow
algorithm:

Input: Tracing target
Output: Data provenance of Tracing Target
Begin
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Step 1. Initialize every situation, including all of the operations which can be
reversed or condition reversed, the reverse condition for condition reverse
operation, the inverse function’s information etc.

Step 2. Judging the layer of the tracing target, if the target belongs to DB layer, trace
the provenance of the DB target; if this process can be reversed, then turn to Step
8, or else, turn to Step 7.

Step 3. Tracing the provenance of the relation layer. If the target belongs to the
relation layer, and this relation process can be reversed, then turn to Step 8, or
else, turn to Step 7.

Step 4. Tracing the provenance of the column layer. If the target belongs to the
column layer, and this process can be reversed, then turn to Step 8; if the target
belongs to the tuple layer and this is not the end of the columns, then turn to step
6; or else, turn to Step 7.

Step 5. Combine the result of each column, and then turn to Step 4.
Step 6. Trace the provenance of the item layer. If this process can be reversed, then

find the inverse functions, and treats the expression’s result as input of inverse
function to get output, turn to Step 8, or else, turn to Step 7.

Step 7. Return �1.
Step 8. Serialize the result and save them, return the tracing result in user’s pre-

ference, then visualize the result to user.
End

4 Tracing Example

We designed a provenance system based on SSIS, the frame of this is shown as
Fig. 3, left part of this frame is the ETL module, and the other side is the tracing
module. The ETL module can be divided into three parts, one is the data sources
such as relation database, excel files and so on; the second part is the core part of
ETL, they worked together by many rules. The third part is the data destination,
the same as the first part. What the ETL module’s output is the description file-the
package, it has its own format. This package is the input of the tracing module,
when it received the package, it would be serialized at first, and then parses the
serialized package by parse engine. With the help of inverse functions assemble,
reverse engine receive user’s tracing request and return the visualization tracing
result in different layers.

Based on this system, a typical case about data integration is described as follow:
Supposed that the university A combine university B, so the students’ informa-

tion of B should add to A’s database, it is an ETL process. Their table struts and data
are listed as Tables 1, 2, 3, and 4. The total record of Table 3 results from average
record plus to the number of courses of Table 1.



Tracing Data Provenance Based on Inverse Mechanism in ETL 559

ETL Module

Extract

Trans
form

Load

Package

Extract
rules

Trans
form
rules

Load
rules

Flat
Files

XML
Files

Excel
Files

DB

Flat
Files

XML
Files

Excel
Files

DB

Tracing Module

Formatof
Package

RP TPCP IP

RPV CPV TPV IPV

DBP

DBPV

Package
Info

Paths

Pipe Line

Inverse
Funtions

Connection
Manager

R
ev

er
se

 E
ng

in
e

P
ac

ka
ge

 S
er

ia
liz

at
io

n

P
ackage P

arse

Fig. 3 Tracing system design

Table 1 The strut of students
Column Name Gender

Average
Record

The number
of courses

Data type nvarchar(50) nchar(10) int int

Table 2 The data of students Name Gender Average Record The number of courses

Tom M 82 3
Andy F 73 4
Peter M 92 5

Table 3 The strut of student
new Column Name Gender Total Record

Number
of courses

Data type nvarchar(50) nchar(10) numeric(6, 2) int

Table 4 The data of student
new

Name Gender Total Record The number of courses

Tom M 246.00 3
Andy F 292.00 4
Peter M 460.00 5
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OLEDB 
Destination
studentNew

Type Convert

Condition Split

OLEDB Source
students

Derive Copy

Derive

Fig. 4 The provenance of relation layer

studentNew:Total 
Record(numeric(6, 2))

Type Convert:
Int -numberic(6.2)

Derive:
Average Record The 
Number of Courses

Students:The 
Number of 
Courses(int)

Students:Average 
Record(int)

Fig. 5 The provenance of column layer

When the user want to know where the result “292.00” is came from, they can
use the system to trace the process and the data source which generated this result.
The system shows the provenance step by step as follows:

Firstly, the system shows the outline of this result, namely the provenance of
relation layer. It just shows the whole process of the ETL. The result is described
as Fig. 4. Secondly, the provenance of column layer is showed as Fig. 5, it showed
some details in control flow of ETL. In this case, it showed that “Average Record
The Number of CoursesDTotal Record”. At last, the user can get the provenance of
data items, it showed the details of the data item came from. In this case, it showed
that there are two sources, one is the “Average Record”, namely 73, the other is
“The Number of Courses”, namely 4, then the value of “Total Recode” equals to the
“Average Recode”*“The Number of Courses” namely 4*73D 292, after that, the
data type of column “Total Record” convert from int to numberic(6,2), namely 292
to 292.00. It is the end of provenance. It explained the whole process of the data
item “292.00” (Fig. 6).
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studentNew:Total 
Record:292.00

Type Convert:
292 – 292.00

Derive:
4*73=292

Students:The 
Number of 

Courses(int):4

Students:Average 
Record(int):73

Fig. 6 The provenance of item layer

5 Conclusions

This paper described one method to trace provenance for ETL process without
recording the temporary results, and showed the process of tracing by an example.
It showed the promising application of data provenance in data integration field.
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Phase Unwrapping for Large Discontinuous
Surface Based on Color Fringe Projection

Wenguo Li, Shaojun Duan, and Zhihong Yin

Abstract A phase unwrapping method based on color fringe projection is pre-
sented. Color pattern is utilized to identify absolute fringe order and calculate
wrapped phase distribution, simultaneously, which is time saving. The proposed
method can overcome phase discontinuous problem. Three channel values in HSV
space are employed to calculate pattern color intensity, the relative position between
adjacent pixel’s hue channel value is used to decide absolute phase fringe order. The
hue channel value is designed applying pseudorandom multi-valued sequence. The
value channel intensity in HSV space is changed with the sinusoid. The detailed
phase unwrapping approach is explained, the proposed algorithm can be applied to
measurement for 3D object with large height steps and/or spatially isolated surfaces.
The simulation and true object experiments validate the correctness of the proposed
method.

Keywords Phase unwrapping • Color fringe projection • Pseudorandom multi-
valued sequence • Image segmentation • HSV color space
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1 Introduction

One normally carries out phase unwrapping by comparing phases at neighboring
pixels and adding or subtracting 2� to bring relative phase between two pixels into
the range�� to � , this cause problems when the technique is applied to real objects
in engineering or medical measurement, because such objects often contain edges
or discontinuities that cause phase jumps greater than � (Burton et al. 1995; Zhao
et al. 1994). It can become impossible to unwrap correctly across the image, and the
wrong phase will propagate along the unwrapping path.

Many methods have been presented such as temporal phase unwrapping (Huntly
and Saldner 1993; Saldner and Huntly 1997), measuring phase maps at different
sensitivities etc (Zhao et al. 1994). Huntley and Saldner (1993; Saldner and
Huntly 1997; Huntley and Saldner 1997) proposed temporal phase unwrapping
algorithm for measuring object with surface discontinuities. Zhang H et al. proposed
spatiotemporal phase unwrapping for measurement of discontinuous objects in
dynamic fringe-projection phase shifting profilometry (Zhang et al. 1999). In
Sansoni et al. (1997, 1999), combination of phase shifting and gray-code projection
has been used to perform phase unwrapping, but this technique has disadvantage
that it is time-consuming, because at least nine fames projected need be to recorded
to get the unwrapped phase value.

Color information can also be utilized to assist phase unwrapping, which has
many applied examples. In Zhang and Huang (2006) and Zhang and Yau (2008),
an high-resolution, real-time three-dimensional shape measurement system was
presented. The detail example about application for color in the coded-structure
light phase unwrapping can read paper (Salvi et al. 2004). Skydan et al presented a
method with up to three fringe patterns projected on the three primary color channels
from three different video projectors at different viewpoints to overcome shadowing
effects on the object (Skydan et al. 2005). However, the approaches described by
Huang et al. (1999) and Skydan et al. (2005) only produce wrapped phase maps, so
spatial phase unwrapping methods are required to generate 3D shape of an object
and hence these methods cannot be applied to objects with large slope changes or
discontinuities.

The key to color information is used to implement phase unwrapping is that
a special structured pattern need to be designed, and the color information is
employed as a tool to calculate wrapped phase and absolute fringe order. Especially
for object with discontinuous surface and isolate point/edge, color information is
embedded in color-structured light pattern, and then is utilized to decide continuous
phase distribution, which make difficult unwrapping process become very trivial
process.

In this paper, we present a phase unwrapping method employing color in fringe
analysis. The method is based on HSV color space using primary hue, intensity,
saturation value to create up to three separable channels for the simultaneous
projection of fringe patterns. Doing this allows us to significantly reduce some of
the common problems encountered in fringe analysis.
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2 Color Fringe Pattern Design

2.1 Pseudorandom Multi-valued Sequence Design

A pseudorandom multi-valued sequence (PRMVS) has multi-valued entries taken
from an alphabet of q symbols, where q is a prime or a power of a prime. Such a
(qn � 1) -term sequence is generated by an n-position shift register with a feedback
path specified by a primitive polynomial h.x/ D xn C hn�1xn�1 C : : :C h1x C h0
of order n with coefficients from binary Galois field GF(q) (Trif et al.; MacWilliams
and Sloane 1976). Many primitive polynomials over GF(q) are given in Table 1 (Trif
et al.) for GF(3), GF(4), GF(8), and GF(9). When q is prime, the integers modulo-q
form the Galois field GF(q)D (0, 1, 2, : : : , p-1) in which addition, subtraction,
multiplication and division are carried out modulo-q. When q is a power of a
prime, q D pm, the integers modulo-q do not form a field and the Galois field
elements are expressed as the first q-1 powers of some primitive element, labeled
here for convenience by the letter A: GF(q)D (0, 1, A, A2, : : : , Aq � 2). The
primitive polynomials used for different PRMVS generation depend on the nature
of addition/subtraction and multiplication/division tables adopted for each particular
Galois field.

In this paper, a new algorithm based upon linear feedback shift register is
proposed to generate (m, n) de Bruijn sequences for mD 4 and nD 3. The prime
m denotes pixel hue value in HSV color space, n denotes order. Based on Table 1
(Trif et al.), we can know its primitive polynomial h.x/ D x3 C x2 C x C A.
Over GF(4)D (0, 1, A, A2), and relation A2 C A C 1 D 0;A2 D A C 1;A3 D 1

is applied. Pseudorandom multi-valued sequence can be obtained by the following
few steps: Firstly, set initial value to three registers. Because order is equal to 3,
the highest power is 5, therefore, a 3*6 matrix Q[i][j] (i< 3 and j< 6) is used
to store register value. Since the initial value for all register cannot be zero at
the same time, therefore, at least one register’s initial value is set to no-zero.
Secondly, accumulative sum is calculated after each register shift, accumulative sum
is regarded as next output. Thirdly, the power of coefficient for each Galois field

Table 1 Primitive Polynomial

m qD3 qD4 qD8 qD9

2 x2 C x C 2 x2 C x CA x2 CAx C A x2 C x C A

3 x3 C 2x C 1 x3 C x2 C x C A x3 C x C A x3 C x C A

4 x4 C x C 2 x4 C x2 CAx C A2 x4 C x C A3 x4 C x C A5

5 x5 C 2x C 1 x5 C x CA x5 C x2 C x CA3 x5 C x2 C A

6 x6 C x C 2 x6 C x2 C x C A x6 C x C A x6 C x2 C Ax C A

7 x7 C x6 C x4 C 1 x7 C x2 CAx C A2 x7 C x2 C Ax CA3 x7 C x C A

8 x8 C x5 C 2 x8 C x3 C x C A

9 x9 C x7 C x5 C 1 x9 C x2 C x C A

10 x10 C x9 C x7 C 2 x10 C x3 C A.x2 C x C 1/
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Fig. 1 The designed hue
channel pattern employing
designed PRMVS with SHC

elements s[i] is played down, and the relationA2CAC1 D 0;A2 D AC1;A3 D 1
is applied. Fourthly, the value s[i] taken modulo 2 and the register output are
calculated.

2.2 Hue Channel Intensity Calculation
and Hue Pattern Design

After PRMVS has been obtained applying process on Sect. 2.1, hue channel
intensity for color pattern can be calculated by PRMVS, but within the PRMVS,
there are many consecutive adjacent output sequences sharing same hue value,
which will increase difficult to distinguish output position for image process,
therefore, between two consecutive adjacent output hue code, a separate hue code
(here called by SHC) is insert and the hue pattern is shown in Fig. 1. Figure 1
shows that any adjacent output code values are different, which will take a great
convenience to later image process.

2.3 Value Channel Intensity Calculation for HSV Color Space

To increase the accuracy for pixel’s intensity distribution, the intensity is designed
to change with sinusoidal. By incorporating phase-shifting detection technique into
phase measurements, a high accuracy is automatically achieved. Since position
information is embedded in a continuous intensity distribution, every pixel can
function independently in phase sampling. This results in an extremely high spatial
sampling density, which is critical for measuring local distortion effects.
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2.4 Pixel Intensity Transformation from HSV Space
to RGB Space

After finishing the design of hue channel intensity and value channel intensity,
we can calculate color image pixel intensity in HSV space, and then change pixel
intensity from HSV space to RGB space.

3 Detailed Phase Unwrapping Approach

3.1 Extraction of Hue Channel Stripes and Value
Channel Fringes

The designed color pattern is calculated in HSV color space, which combines
hue stripes and value fringes. After the patterns are projected on object surface,
the recorded image pixel intensity is denoted in RGB color space, therefore, the
recorded fringe image need to be converted from RGB space to HSV space, only
after color space transformation, hue channel stripe and value channel fringe can be
extracted.

3.2 Image Segmentation and Region Labeling

The extracted hue channel color stripes image denotes the PRMVS code. To decode
all the PRMVS code, the hue image need to be segmented into several adjacent
regions, and the region need to be labeled with different number, it is unique label
corresponding to the hue channel value. All the pixels within one region share
the same hue value, therefore, the image process algorithm need be utilized to
implement the task.

3.2.1 Hue Channel Image Segmentation

Threshold algorithms are used to implement initial segmentation, threshold value
is calculated by histogram of hue channel image. After segmentation, each pixel is
distributed one hue segmentation (HS) value, and the pixels allot same HS value
denote they may lie in same region, which is the candidate pixel to be within one
region, but it is not always true because the pixels that have same hue value may lie
in different regions and are not adjacent to each other.
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3.2.2 Region Label Initialization

After hue image is segmented, within one segmentation, the pixels have same HS,
and adjacent segmentations have different HS, there are some jump edges (HS
edges) between adjacent segmentations, therefore, we employ the jump edge to
implement region label process.

After region label initialization, there are many errors, within one region exist
different HS value. therefore, the region existing error need to be divided into many
small regions to assure that there is only one HS value within one region.

3.2.3 Region Splitting

Before region splitting, the region to be divided need to be marked, which will tell us
which region need to be processed. The proposed process is that drawing HS value
histogram for all pixels within one segmented region, if the values on histogram
exist more than one wave crest, it denotes the region need to be split.

3.2.4 Region Growing

After region splitting, within each region, there is only one HS value, however, there
are many pixels which have same HS value but there are not located on same region,
therefore, it is necessary that the region need to be grown so that all the pixels that
is adjacent to the region and have same HS value should be included into the region.

3.2.5 Region Mending

Employing above process, many pixels are still not distributed label, therefore, some
process need to be done so that a region label can be slot to those pixels, here, region
adjacent relation is used to calculate new region label, and region label must keep
increase or decrease monotonously between adjacent region.

After above five step process, all the pixels are distributed one region label and
meet increase or decrease monotonously along one region search direction.

3.3 Wrapped Phase Calculation

While image pixel intensity is transformed from RGB space to HSV space, we can
utilize value channel intensity of pixel to calculate wrapped phase. By four-step
method, Eq. (1) can be used to calculated wrapped phase, where '.i; j / is wrapped



Phase Unwrapping for Large Discontinuous Surface Based on Color Fringe Projection 569

phase at pixel (i, j), and V1; V2; V3; V4 are value channel intensities corresponding
to four color fringe image after pixel intensity is changed from RGB space to HSV
space.

'.i; j / D tan�1 ŒV4 �V2 =V1 � V3 � (1)

3.4 Phase Absolute Fringe Order Determination

After color fringe image is segmented, each segmentation region is allot a label
number by the process on Sect. 3.2, to obtain continuous phase distribution, absolute
fringe order calculation is necessary, the process is as follows: Firstly, one or lots
of straight-line vectors are decided manually and their directions are regarded as
region search direction. Secondly, along region search direction, three continuous
adjacent region label number v1, v2, v3 are recorded and combined as a group such
as (v1, v2, v3), which can be regarded as a three dimension vector. Thirdly, the
corresponding HS value vector (HS1, HS2, HS3) for (v1, v2, v3) is compared with
the designed color pattern HS value, and the searched color HS value group (vs1,
vs2, vs3) on designed color pattern is obtained. Fourthly, the searched color HS
value group (vs1, vs2, vs3) on designed color pattern is utilized to calculate absolute
fringe order n(i. j), which is the corresponding sequence number of PRMVS code.

3.5 Phase Absolute Fringe Order Amendment

Employing above process, for most pixel (i, j), its absolute fringe order n(i. j) are
correct, but since the error caused by computation, image process, phase calculation
etc, there are many pixels which are allot the wrong n(i. j), therefore, it is necessary
that an amendment method need to be implemented to correct wrong absolute fringe
order n(i. j), the process follows next three steps,

Step1: the wrapped phase jump pixels is marked, and these jump points are labeled
as a new segmentation region edge, the process is that if the difference between
the pixel’s phase and its four-neighbour phase is larger than 180ı or smaller than
�180ı, then the pixel is labeled as jump pixel.

Step2: the segmentation based on edge is implemented, a new segmentation region
can be obtained, and the new region number is labeled as n1(i. j)

Step3: within one region n1(i. j), if exists lots of region labels, then one of the region
m(i. j) corresponding to the biggest region label number need to be grown and then
merging adjacent pixel until arrive the edge of region n1(i. j), the grown and merging
region m(i. j) is regarded as final region label of region n(i. j).
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Step4: repeat step1, step2, step3, until there is only one region label within all region
n1(i. j), then the amendment process stop, and the corrected region label n(i. j) is
regarded as the final absolute fringe order.

3.6 Unwrapped Phase Calculation

After wrapped phase and absolute fringe order have been obtained, the unwrapped
phase value can be calculated by the following equation:

�b.i; j / D �.i; j /C 2�n.i; j / (2)

Where �.i; j / can be determined by Eq. (1), �b.i:j / is continuous phase
distribution after phase unwrapping, and n.i:j / is jump integer of phase which is the
decoded absolute color fringe order calculated BY the process on Sects. 3.4 and 3.5.

3.7 Unwrapped Phase Complement

Because error caused by system setup, image process, color adjustment, there are
some phase values calculated by Eq. (2) exist lots of error, and phase distributions
show discontinuous, therefore, some complement process need to be done.

Phase on reference plane is theoretically continuous and phase difference be-
tween adjacent pixel is changed from�� toC� , therefore, we can finish unwrapped
phase complement process by comparing adjacent unwrapped phase value. We can
firstly implement phase unwrapping process for reference plane, and then phase
unwrapping process is implemented for pixels located on measured object utilizing
condition that within one region having same region label and same phase jump
value.

3.7.1 Unwrapped Phase Complement for Reference Plane Pixel

The phase on reference plane is theoretically continuous and phase difference
between adjacent image pixel is changed from �� to C� , we can finish phase
unwrapping process by comparing adjacent unwrapped phase value.

3.7.2 Calculating Continuous Phase Distorted by Object

After the phase is unwrapped correctly for reference plane, it is an easy thing for
calculation of unwrapped phase for pixel on distorted object since pixel lies on same
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segmentation region share same region label, and they have same absolute fringe
order. The process is as follows,

�object.i; j / D �b.i; j /C 2�nobject.i; j / (3)

nobject D nreference D k.i; j / (4)

Where �object.i:j / is continuous phase distribution after phase unwrapping, �b.i; j /
can be determined by Eq. (2). nobject .i:j /; nreference.i; j / are absolute fringe order
on distorted object and on reference plane for same segmentation region, respec-
tively, which is equal to region label k(i, j) after unwrapped phase complementation.

4 Experiments

Few experiments are implemented to testify the correctness. Firstly, the simulation
experiment is done, the simulated object: F(x, y)D 20� x*x/4� y*y/9, the color
image distorted by simulated object while phase shift is 270ı is showed on Fig. 2.
Applying the proposed approach, Fig. 3 is the result obtained by process on
Sects. 3.1, 3.2, 3.3, 3.4, 3.5 and 3.6. From Fig. 3, we can see that image pixels
especially those located on the object are allot the wrong phase values. Figure 4 is
the retrieved continuous phase distribution obtained by the process of Sect. 3.7.
Figure 4 shows the proposed approach is correct, and can retrieve the object’s
continuous phase distribution. Secondly, a true object experiment is done, the
measured object is a big container, The recorded fringe image is shown in Fig. 5, the
final unwrapped phase is shown on Fig. 6. Figure 6 shows our proposed unwrapping
algorithm can unwrap the object with large discontinuous surface.

Fig. 2 The simulated color
fringe image, phase
shift D 270ı
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Fig. 3 Unwrapped phase without complement process on Sect. 3.7 for the simulated object

Fig. 4 Unwrapped phase after complement process on Sect. 3.7 for the simulated object
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Fig. 5 The recorded color fringe image for phase shift D 270ı

Fig. 6 The retrieved absolute phase distribution for measured object

5 Conclusion

In this paper, color fringe patterns are used to implement phase unwrapping,
it is time saving. Its main principle is that adjacent region pixel’s hue vale is
utilized to calculate absolute fringe order of phase value, the proposed algorithm
can overcome the difficult unwrapping problem for object with large height steps
and/or spatially isolated surfaces. Color encoding is embedded in hue channel
and sinusoidal intensity is in value channel of HSV color space, respectively. The
relative phases of intensity distributed inside each fringe, moreover, can be solved
by phase shift processing and then unwrapped process based on the correction of
absolute phases on each stripe. Experiment results show that our algorithm can
obtain accurate unwrapped phase value for object with large discontinuous surface.
Compared with other phase unwrapping algorithm based on color fringe projection,
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our algorithm without edge detect and without wavelet transform, therefore, the
proposed algorithm can be implemented with higher efficiency. Simulation and true
object experiments have validated the correctness of proposed phase unwrapping
algorithm.
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An Adaptive Algorithm for Image Denoising
Based on Wavelet Transform

Guo Peng, Yang Ping-xian, and Wang Wei

Abstract In view of the traditional wavelet de-noising edge is easily destroyed,
which causes the useful detail information of image drop-out problem, this article
proposed one kind of algorithm that based on the wavelet transform image auto-
adapted de-noising. Firstly, this algorithm carries on the piecemeal match to the
image, constructs each similar block the data set; Secondly, it carries on the wavelet
transform to it, and takes the noise variance iteration as the foundation; Finally,
it makes auto-adapted de-noising processing separately with the soft and hard
threshold function to the high or low frequency coefficient. The experimental result
shows that after the improvement method applies in the image de-noising, can retain
more detail information well, enhance the image peak signal-to-noise ratio (PSNR)
and the visual effect has improved.

Keywords Wavelet transform • Soft threshold function • Hard threshold
function • PSNR • Detail information

1 Introduction

Noise is the main factors that affect the image quality. Easily affected by noise
when using computer and other equipments carrying on image processing, cause
the image quality drop, it also greatly affect people extract the useful information
from image. In order to improve the image quality and prominent image expectation
characteristics, de-noising processing is necessary.

In the image de-noising domain, people have been seeking various de-noising
algorithms (Awate and Whitaker 2004). In wavelet domain and frequency domain,
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people utilize retain low frequency component method to reduce influence of noise.
The basic idea of the method is based on the image information mainly distribute
in low frequency part, the noise is in high frequency part. These methods in certain
extent may eliminate parts of the noise, but will inevitably lose much high frequency
information (image edge information) for the image. This for contain rich edge
information image is very severe influence. In order to overcome this influence, a
nonlinear wavelet transform method (Kaiqi Huang et al. 2004; Amolins et al. 2007;
Vese and Osher 2004) was proposed by Donoho and Johnstone, selectively reduce
or eliminate high resolutions part, namely wavelet contraction threshold algorithm.
Along with the wavelet theory research unceasingly thorough, in image de-noising
domain, the deepening of research for wavelet threshold method will obtain great
development, such as soft and hard threshold methods, has obtained widespread
application, and also get better effect.

In the hard threshold function de-noising processing, because it is not continual
in wavelet domain, there will have discontinuous points. Simultaneously, complete
remove less than the threshold of the wavelet coefficients, larger than the threshold
of the wavelet coefficients, retention without any processing, which will produce
bigger deviation when restructuring image, affect the de-noising effect; the soft
threshold function derivative is discontinuous, so difficultly to compute its higher-
order derivative. At the same time, there have constant deviation between estimated
wavelet coefficient and wavelet transform coefficients, so when restructuring image,
it will produce bigger standard deviation, affect the de-noising effect. In view of the
shortcomings for above methods, an adaptive algorithm for image de-noising based
on wavelet transform was presented.

2 The Principle for Wavelet Transform De-noising

Wavelet transform is multi-scale, multi-resolution decomposition for image. It
can gather any details of the image, so it is called the mathematics microscope.
Wavelet transform basic idea in image processing is to multi-level decompose
image, decomposes image into different frequencies and different space sub-
image. For wavelet image, wavelet transform produce data amount are equal to
original image data amount, the produced wavelet image and original image has
different characteristics, mainly in the image energy mainly concentrate in the low
frequency part, but the energy is less in horizontal, vertical and diagonal part, and
it characterization the edge information in horizontal, vertical and diagonal part for
original image, it has obvious directional characteristic. The low frequency part can
be called brightness image, and the horizontal, vertical and diagonal parts can be
called detail image.

The process of decomposing an image (Gonzalez and Woods 2000) is shown in
Fig. 1:

Moreover, those sub-signals still can be further decomposed into smaller sub-
signals, and it is called n-level decomposition.
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Fig. 1 Wavelet decomposition process

In practical application, image noise is generally the additive white Gaussian
noise, establishes the noise image model as follows:

g.x; y/ D f .x; y/C u.x; y/ (1)

f .x; y/ is the original image, u.x; y/ is the noise source that satisfies the Gaussian
distribution, and g.x; y/ is the add noise image. Because the linear characteristics
for wavelet transform:

Wg.a; b/ D Wf Cu.a; b/ D Wf .a; b/CWu.a; b/ (2)

The high-frequency part of Wf .a; b/ for the image which after wavelet de-
composition, has the sparse distribution, the bigger wavelet coefficient correspond
to the odd change position and the important information for the original image
f .x; y/, But each sub-frequency band for Wu.a; b/ that gauss noise after wavelet
decomposition, is still approximate Gaussian distribution. In each scale the dis-
tribution is uniform, And as the scale increase, the coefficient amplitude value
reduce, Therefore for noise image wavelet decomposition high-frequency unit, may
establish a threshold value, remove less than threshold of wavelet coefficients, and
retain more than the threshold of wavelet coefficients, so, the wavelet coefficients
which preserved are mainly produced by image decomposition, finally, after the
wavelet inverse transform, we can get the de-noising image.

Wavelet transform, especially orthogonal wavelet transform remove the data
relevance strongly. In wavelet domain, it can make the signal energy concentrated
in some larger coefficients; but the noise energy actually distributes in the entire
wavelet domain. Therefore, after wavelet decomposition, the amplitude value of
signal wavelet coefficient must bigger than the amplitude value of the noise
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coefficient, so use the threshold method can possible to retain the signal coefficient,
and remove the majority of noise coefficient. Threshold formula has many, the unity
threshold formula (Donoho and Johnstone 1994; Donoho 1995) for Johnstone and
Donoho is used quite commonly, and the effect is well. The formula as follows:

T D 	p2 ln.N / (3)

¢ is the noise standard deviation, and N is the signal length.
The threshold function is divided into two kinds, included soft threshold function

and hard threshold function:

1. The soft threshold function is:

W 0.j; k/ D
�
sign.W.j; k// � .jW.j; k/j � T /

0

jW.j; k/j � T
jW.j; k/j < T (4)

The absolute value of wavelet coefficient compares with the threshold, the
pixels that less than or equal to the threshold becomes zero; other pixels become
the differential value for the pixel value and threshold, and keep the symbol.

2. The hard threshold function is:

W 0.j; k/ D
�
W.j; k/

0

jW.j; k/j � T
jW.j; k/j < T (5)

The absolute value of wavelet coefficient compares with the threshold, the
pixels that less than the threshold becomes zero, and the other pixels remains the
same.

Although the soft and hard threshold method has obtained the widespread
application, and also get better results, but these methods have the following flaws:

In the de-noising process by hard threshold function, because it is not continual
in wavelet domain, there will have discontinuous points. Simultaneously, complete
remove less than the threshold of the wavelet coefficients, larger than the threshold
of the wavelet coefficients, retention without any processing, so when restructuring
image, it will produce bigger standard deviation, affect the de-noising effect.

The soft threshold function which is continual in wavelet domain, it is not have
the question of discontinuous points. But its derivative is discontinuously, Therefore
when computing the higher derivative will encounter the difficulty.

3 Algorithm of This Paper

In this paper, has improved, and an auto-adapted algorithm for image de-noising
based on wavelet transform was presented. This algorithm, firstly carry on block
match for the add noise image, construct data set for each block, and the structure
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data sets carry on wavelet transform; secondly, based on noise variance iteration,
choose soft threshold function to do de-noising processing for image vertical
component sub-band(LH) and horizontal component sub-band(HL), choose hard
threshold function to do de-noising processing for image smooth approximation
sub-band (LL) and diagonal component sub-band(HH); finally, each block’s wavelet
coefficient to carry on inverse transform, and reconstruct the image, get the de-
noising image.

The algorithm steps as follows:

1. To do image block match and construct data set for each block;
2. For the obtained data block to carry on the wavelet transform, and each sub-

block of data sets to carry on the two-dimensional wavelet decomposition, get
the wavelet coefficients of each frequency band;

3. Adaptive to get the initial threshold;
4. Use hard threshold method to do de-noising processing for LL and HH , and use

soft threshold method to do de-noising processing for LH and HL;
5. Wavelet coefficients of each block to carry on inverse transform, and reconstruct

the image.

4 Experimental Simulation and Results’ Analysis

Generally use objective measures to measure de-noising effect, such as MSE, SNR
and PSNR (Barniv and Kella 1987; Bar-Shalom 1978). In this paper we choose
PSNR. The PSNR value is bigger, the de-noising effect is better. The formula as
follows:

PSNR D 10 � log10

�
L2

MSE

�
(6)

MSE defines as follows:

MSE D 1

m � n
mX
iD1

nX
jD1

.f .i; j / � g.i; j //2 (7)

In the formula, m, n are the total pixels rows and columns, f .i; j /, g.i; j /
respectively is the gray value of the original image (Fig. 2) and test image, and
L is the maximum value of the image gray level.

Each algorithm de-noising effect as shows:
In the visual characteristic, from Figs. 3, 4, 5, 6, and 7 we might clear see that

this algorithm can retain massive detail information during de-noising process, and
this algorithm has the best visual effect. It shows that this algorithm has made better
de-noising effect.
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Fig. 2 Image add noise
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Fig. 3 Soft threshold
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Fig. 4 Median filter
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Fig. 5 Hard threshold
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Fig. 6 Average filter
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Fig. 7 Algorithm for this paper

To the adds noise image, with the above several algorithms to carry on de-noising
processing, and use formula (6) to calculate the image PSNR. Result as shown in
Table 1:

Comparing the data in Table 1, we can clearly see that the PSNR for the image
which was processed by this algorithm apparently higher than other four algorithms.
It fully explained that this algorithm de-noising effect is obvious better than other
four algorithms.
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Table 1 The image’s PSNR The image PSNR (dB)

Add noise 20.182
Soft threshold 25.862
Hard threshold 25.364
Median value filter 25.884
Average value filter 26.736
This paper algorithm 30.054

5 Conclusion

Image de-noising plays an important role in image processing, how to effectively
remove the noise is the key to guarantee the quality of the reconstruction image.
In this paper, an auto-adapted algorithm for image de-noising based on wavelet
transform was presented according to the defects of soft and hard threshold function.
The threshold is determined by the image noise in this algorithm, and choose
soft threshold function to do de-noising process for image vertical component
sub-band and horizontal component sub-band, choose hard threshold function to
do de-noising process for image smooth approximation sub-band and diagonal
component sub-band, then it effectively overcome the shortcomings which soft and
hard threshold function separately de-noising. The experimental result shows that
this algorithm can effectively retain the image’s detail information while carry on
de-noising process, and de-noising effect is better.
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Video Watermarking in H.264/AVC Compressed
Domain Using CAVLC Mapping

Da-wen Xu

Abstract In this paper, a fragile watermarking algorithm for H.264/AVC com-
pressed video using CAVLC mapping is proposed. By extensive analysis with
several video sequences, we observed that not all code words appear in the bit
stream. Watermark bits can be embedded by mapping used CAVLC code words
to unused code words. During the embedding process, the eligible code words
are first identified, and then the mapping rules between these code words and the
watermark bits are established. The watermark information can be extracted directly
from the encoded stream without resorting to the original video, and merely requires
decoding the CAVLC code from bit stream rather than decoding the whole video.
Experimental results show that the proposed watermarking scheme can effectively
embed information with little bit rate increase and almost no quality degradation.

Keywords Compressed domain watermarking • Context-adaptive variable length
coding (CAVLC) • Code-space • Code words mapping • Integrity verification

1 Introduction

With the advancement of information and internet technologies, digital videos
achieve a broad range of applications, such as broadcast, DVD, video conferencing,
video-on-demand, video surveillance, high-definition TV, etc. However, Digital
videos can be easily tampered, altered or forged by un-authorized users with
video editing tools. Consequently, issues of authenticity and integrity verification
of digital videos are becoming more and more attractive. Digital watermarking
technology provides useful solution for such problems by embedding the watermark
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information behind a cover, and the embedded watermark can be detected or
extracted later from the cover video used for verification.

H.264/AVC is a new video coding standard jointly developed by the ITU-T
VCEG and the ISO/IEC MPEG standards committees. It represents a number of
advances in standard video coding technology, in terms of both coding efficiency
enhancement and flexibility for effective use over a broad variety of network types
and application domains (Wiegand et al. 2003). It is, therefore, highly desirable to
develop watermarking algorithms that work entirely in compressed domain.

For H.264/AVC video authentication, Wang and Hsu (2010) proposed a fragile
watermarking scheme for H.264 video authentication by embedding the watermark
information in the last nonzero quantized coefficient in each discrete cosine
transform block. In Profrock et al. (2005) some of the skipped macroblocks are used
to embed the authentication data which consists of the encrypted hash value and a
certificate with the public key. The advantage of the method is possibility to erase
the watermark and to reconstruct the original H.264 video. In Kuo and Lo (2009),
a fragile video watermarking scheme to authenticate the H.264 video content is
presented. Watermark information is embedded in motion vector by exploiting
its fragile nature. These algorithms describing compressed-domain watermarking
process do not, in fact, operate on the compressed bitstream. These methods are
often called partial decompression methods.

A new class of applications requires the watermarking to be applied directly
to an entropy encoded bitstream without the partial decompression and re-encode
steps. Mobasseri and Berger (2005), Mobasseri et al. (2010) exploits the fact
that only a fraction of JPEG code space is actually used by available encoders.
Data embedding is performed by mapping a used variable length code (VLC) to
an unused VLC. More recently, Zou and Bloom (2008) described a method for
applying a watermark directly to a CAVLC entropy coded H.264/AVC stream.
Watermark embedding is performed by changing Intra-prediction mode in the
mb type field. In Zou and Bloom (2010), Zou described another stream replacement
method for video watermarking on an H.264 CABAC encoded bitstream. However,
prior to watermarking, these methods need to pre-analysis the content which is
computational complex. Two types of metadata (embedding metadata and detection
metadata) should be created in the pre-analysis, and the detection metadata should
be sent via some external channel to the detector. Mobasseri and NaikRaikar (2007)
proposed a fragile watermarking scheme by mapping a used CAVLC code word to
the unused but valid portion of the code space. One of the main problems in the
scheme is that the payload is too small.

This paper introduces a fragile watermarking scheme based on CAVLC code
words mapping. Watermark embedding is performed by mapping used CAVLC
code words to unused code words, which is based on the mapping rules between
these codes and the watermark bits. Because our scheme performed directly in
entropy encoding, watermark extraction can be achieved in real-time. The rest of
the paper is organized as follows. In Sect. 2, we present an overview of CAVLC
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in H.264/AVC encoding system. In Sect. 3, we describe the proposed watermark
embedding scheme. Experimental results and analysis are given in Sect. 4. Finally
in Sect. 5, conclusions are drawn and future studies are explored.

2 CAVLC in H.264/AVC Encoder

In H.264/AVC, CAVLC employs five syntax elements shown in Table 1.
CAVLC code word can be expressed as the following format:

fCoeff token; Sign of T railingOnes; Level; Total zeros;Run beforeg

The global code space G can be defined as all valid combinations of five syntax
elements.

G D fct jt D 1; 2; � � � ; U g (1)

where ct denotes valid code word, U is the total number of valid code words.
Suppose X is a video collection:

X D ˚Vj jj D 1; 2; � � � ;M
(2)

where M is the total number of video samples, Vj is a video sample. CAVLC code
word for each video can be expressed as:

Cj D
˚
cavlck jk D 1; 2; � � � ; ‰j


(3)

where ‰j is the number of used CAVLC code words in video Vj . The utilization
rate Pj of CAVLC code words can be calculated as:

Pj D ‰j

U
(4)

Table 1 CAVLC syntax elements

Syntax elements Description

Coeff Token Both the total number of non-zero coefficients (TotalCoeffs) and the
number of trailing ˙1 values (TrailingOnes)

Sign of TrailingOnes A sign bit for each TrailingOnes in reverse zig-zag order
Level The values of non-zero coefficients except for TrailingOnes
Total zeros The total number of zeros before the last coefficient
Run before The number of zeros proceeding each non-zero coefficient in reverse

order
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Fig. 1 Utilization rate of code words

Used codespace 

Unused code words

Global codespace 

Used code words 

Fig. 2 CAVLC code space

The utilization rate for different video samples is shown in Fig. 1. Apparently
code space is not used fully for each video sample. Thus, watermark embedding can
be implemented by mapping used CAVLC code words to unused code words (see
Fig. 2).

3 Proposed Watermarking Algorithm

In order to describe our embedding algorithm more clearly, we have the following
notations.

1. global codespace: The combination of fT railingOnes; Sign of T railing

Ones; Levelg is considered. It is denoted by gcs.
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2. used CAVLC : Denoted by u sec. All used CAVLC code words in video stream.
3. umused CAVLC : Denoted by unuc. Obviously, gcs D u sec[unuc.
4. valid CAVLC : With one occupation and at least oneLevel with absolute value

of three or less. It is denoted by valc.
5. watermarkable CAVLC : Denoted by wmc.

Watermark embedding is implemented by mapping valc to u sec. The absolute
value of a level is decreased by one during mapping. When first Level is changed,
T railingOnes should be adjusted to match. Because multiple CAVLC codes
may be mapped to the same unused codes, it is not possible to recover the
watermark accurately. For example, f5; 2; 1;�1;�2; 4; 3g, f5; 1; 1;�2;�1; 4; 3g
and f5; 0; 2;�1;�1; 4; 3g can be mapped to f5; 3; 1;�1;�1; 4; 3g according to
the mapping rule. In f5; 3; 1;�1;�1; 4; 3g, 5 is the total number of non-zero
coefficients, 3 is the number of TrailingOnes. It is obvious that not all valc can
be used for watermarking. Thus we should first detect watermarkable CAVLC
whose mapped codes only occur once in the steam.

Watermark embedding is performed directly in CAVLC entropy coding through
the following steps:

Step 1. The eligible code words wmc is identified by parsing the H.264/AVC bit
stream.

Step 2. If watermark bit is 1, watermark bit can be embedded by mapping wmc
to wmuc. Otherwise, wmc of current block is left unchanged, where wmuc is a
valid unused CAVLC . In a word, watermark bit wi is embedded by modulating
the CAVLC codeword as

wm cw D
�

wmuc if wi D 1
wmc if wi D 0 (5)

where wm cw is the watermarked CAVLC codeword.
Step 3. wmc is delivered as the secret key.

Watermark extraction procedure is described as follows:

Step 1. The eligible codeword wmc is obtained according to the secret key.
Step 2. The watermarked CAVLC codeword wm cw0 is identified by parsing the

H.264/AVC bit stream.
Step 3. Watermark w

0

i can be extracted according to the mapping rule. If wm cw0 is
the same with wmc, the extracted bit is 1; otherwise, the extracted bit is 0.

w
0

i D
�
1 wm cw0 ¤ wmc
0 wm cw0 D wmc

(6)

Obviously, a unique codeword wm cw is assigned to each wmc, that is, the
original bit stream can be recovered with lossless.
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Fig. 3 Original frames

4 Experimental Results and Analysis

The proposed watermark embedding scheme has been implemented in the
H.264/AVC JM-8.6 reference software. Four standard video sequences (i.e.,
Container, News, Foreman and Carphone) in QCIF format (176
 144) at the
frame rate 30 frames/s are used for our simulation. The first 300 frames in each
video sequence are used in the experiments. The GOP (Group of Pictures) structure
is “IPPPP (QP: I 28, P 28)”.

To evaluate the imperceptibility of the proposed scheme, a series of tests have
been performed. An original frame from each video is shown in Fig. 3. The
corresponding watermarked frames are shown in Fig. 4. In the experiments, no
visible artifacts can be observed in all of the test video sequences. Besides subjective
observation, PSNR (Peak Signal to Noise Ratio) is usually taken to evaluate the
perceptual quality. However, for different video contents, PSNR cannot be reliable
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Fig. 4 Watermarked frames

methods for assessing the video quality, because they are not very matched to
perceived visual quality as they are based on pixel to pixel difference calculation
and ignore human perception and viewing condition.

Another objective metric is adopted to evaluate the perceptual quality: SSIM
(structural similarity index) (Wang et al. 2004). The SSIM index lies in the range
between 0 and 1, where 0 indicates zero correlation, i.e. the reference image is
entirely different than the target, and 1 indicates that they are identical. From
Table 2, we can see that SSIM values are above 0.95. It is generally hard to detect
the degradation in video quality caused by watermark embedding.

In order to further evaluate the performance of the proposed scheme effectively,
bit rate variation (Rvar) is introduced.

Rvar D R0 �R
R


 100 .%/ (7)
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Table 2 Experimental results for video quality and bit rate

Sequence QP SSIM Rvar Sequence QP SSIM Rvar

Foreman 24 0.9955 �0.17 CarPhone 24 0.9927 �0.12
26 0.9929 �0.09 26 0.9931 �0.10
28 0.9869 �0.08 28 0.9910 �0.18
30 0.9897 �0.08 30 0.9925 �0.09
32 0.9722 �0.06 32 0.9835 �0.09

Container 24 0.9891 �0.17 News 24 0.9913 �0.18
26 0.9852 �0.25 26 0.9898 �0.20
28 0.9866 �0.68 28 0.9886 �0.22
30 0.9831 �0.23 30 0.9865 �0.19
32 0.9780 �0.20 32 0.9853 �0.16

Table 3 Comparison results between the proposed method and that of Mobasseri et al. (2007)

Rvar wmc

Sequence QP
Proposed
method

Method in Mobasseri
et al. (2007)

Proposed
method

Method in Mobasseri
et al. (2007)

Foreman 24 �0.17 �0.18 1; 967 1; 260

26 �0.09 �0.10 1; 409 905

28 �0.08 �0.09 956 571

30 �0.08 �0.08 570 337

32 �0.06 �0.08 395 236

Container 24 �0.17 �0.18 1; 076 719

26 �0.25 �0.25 816 522

28 �0.68 �0.68 602 378

30 �0.23 �0.23 467 279

32 �0.20 �0.25 347 208

CarPhone 24 �0.12 �0.13 3; 163 2; 003

26 �0.10 �0.11 2; 251 1; 400

28 �0.18 �0.19 1; 722 1; 015

30 �0.09 �0.10 980 579

32 �0.09 �0.09 627 369

News 24 �0.18 �0.20 2; 671 1; 774

26 �0.20 �0.23 1; 957 1; 264

28 �0.22 �0.25 1; 419 898

30 �0.19 �0.23 891 589

32 �0.16 �0.18 594 361

where R0 is the bit rate generated by the modified encoder, and R is the bit rate
generated by the original encoder. The test results for three video sequences are
shown in Table 2. We can see that the bit rate of our method decreased slightly.

Table 3 presents the comparison results between our proposed method and the
method of Mobasseri et al. (2007). As shown in Table 3, bit rate variation (Rvar) is
very small for both methods. Apparently, the capacity of our proposed method is
higher than that of Mobasseri et al. (2007).
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5 Conclusions

In this paper, a low complexity watermark embedding algorithm for H.264/AVC
is proposed. The eligible code words are first identified, and then the mapping
rules between these code words and the watermark bits are established. Watermark
bits can be embedded by CAVLC code words mapping based on the established
mapping rules. Watermark extraction eliminates the need for full or even partial
decompression thus making it ideal for real-time video applications. Experimental
results show that the proposed watermarking scheme provides high embedding rates
while preserving visual quality. However, the proposed algorithm is fragile, i.e., if
the embedded video is decoded and re-encoded, the embedded data will be lost. The
fragile watermarking algorithm may be appropriate for many applications such as
covert communication, content authentication, and tamper proofing, etc.
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A Novel Replica Placement Strategy
for Data Center Network

Xin Huang and Yuxing Peng

Abstract With the rapid development of the cloud and data-intensive computing,
many data center network are growing more large scale, and the number of servers
is increasing at an exponential rate. As commodity-class PCs is used in the current
DCN, failures caused by node failure, rack failures, link failures and routing failures
become a very common phenomenon in the parallel processing of data blocks, tasks,
and job scheduling. DCell is a novel network structure adapted to the DCN, which
uses a recursively-defined structure to interconnect servers. Although DCell is fault
tolerant, and addresses various failures, it has many questions. If the destination
nodes are the failure, no matter what cannot route to them. The existing technology
of DCell fail to guarantee durability and reliable for the data on the node. This paper
proposes a novel idea that a replica is placed in the node of the layer by the fixed-
point single-source shortest path, and there is at least one replica in each layer of
the DCell. According to the proposed placement strategy of replicas, we suppose a
mechanism to restore lost replica based on the neighboring nodes in the same path.
Finally, we simulate and validate algorithm of placement and repair for replica.
Experiments show that our algorithm has obvious effect to improve the reliability
of data.
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1 Introduction

In recent years, with the rapid development of the cloud and data-intensive
computing, many data center network (DCN-data center networking) are growing
more large scale, and the number of servers is increasing at an exponential rate.
It is such high cost of a huge number of servers that DCN have to be built with
the general commodity-class PCs than the high-performance and high-end server,
and which is not the pursuit of peak performance of a single server but the trade-
off price between costs and performance (Barroso et al. 2003). As is the resulting
problems: (1) Hardware failure is the norm rather than the exception. Node failure
is inevitable in DCN. There will be a large number of concurrent node failures.
The single server that is used commodity-class PCs, considered from reliability, has
the 3 years (3 * 365 days) of MTBF. If each subsystem is MTBF1, MTBF2, : : : ,
MTBFn, the system’s MTBFD 1/(1/MTBF1 C1/MTBF2C : : : C1/MTBFN), the
MTBF of system that is made of the 1,000 servers MTBF is 1.095 days. The
MTBF of 10,000 servers is the only 2.628 h. (2) Caused the loss of data due to
a server failure. (3) Performance problems for node failure, link failure and route
rack failure.

To solve aboved questions in DCN, many novel technique and strategy are
proposed: (1) DCN network topology with the novel, more robust and fault-tolerant
routing protocol. For example, Fat-Tree (Al-Fares et al. 2008), BCube (Guo et al.
2009), FiConn (Li et al. 2009) and DCell (Markus Kliegl 2009; Chuanxiong Guo
et al. 2008; Kliegl et al. 2010). (2) The distributed file systems and programming
models adapting to cloud computing and data-intensive computing. For example,
GFS (Sanjay Ghemawat et al. 2003), MapReduce (Dean and Ghemawat 2005),
BigTable (Chang 2006), hadoop (Pallis et al. 2005) and so on. (3) The durability
and high availability of data object in the storage system. In a distributed system,
replication is the key technology to provide high availability, improve performance
and enhance the reliability, and is widely used in storage systems to reduce data loss
and increase data availability (Pascal Felber and Andre Schiper 2001; ByungGon et
al. 2006). However, many data in cloud computing and data-intensive computing
are cut into the middle data or a lot of chunks that be distributed storage in a
huge amount of the serves in the DCN, which can parallel processing them with
the all-to-all communication pattern. As commodity-class PCs is used in the current
DCN, failures caused by node failure, rack failures, link failures and routing failures
become a very common phenomenon in the parallel processing of data blocks, tasks,
and job scheduling.

DCell (Markus Kliegl et al. 2009; Chuanxiong Guo et al. 2008; Kliegl et al. 2010)
is a novel network structure adapted to the DCN, which uses a recursively-defined
structure to interconnect servers. Although DCell is fault tolerant, and addresses
various failures at link, server and server-rack levels, it has many questions. If the
destination nodes are the failure, no matter what cannot route to them. The existing
technology of DCell fail to guarantee durability and reliable for the data on
the node.
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This paper is mainly studied the replica placement strategy for the DCell.
We propose a novel idea that a replica is placed in the node of the layer by the
FPSSSP (fixed-point single-source shortest path), and there is at least one replica
in each layer of the DCell. We suppose a strategy of the route adjacent node to
repair a replica which is lost for serve failure. When a copy is lost, a new replica
is created by the re-selected node using the recovery mechanisms. Under normal
circumstances, the kC 1 number of replica can be created and placed if DCell have k
layers. Of course, if there are tk nodes in DCell, the maximum number of replica is tk
in theory. The numbers of replica are too small to ensure durability and availability
of data. But, the larger number of replica is, the higher overhead is. The correct
number of extra replicas can be determined by a compromise between the number
and availability.

2 Placement Strategy of Replica DCell

As the size of data centers network continue to expand, the failures of severs and
switch became the norm. Fault-tolerant in the DCN should be required to have
redundancy in the physical topology and a more robust mechanism in the protocol.
But the only physical redundancy and fault-tolerant protocol does not guarantee
durability and available of the data, for the failure of the nodes result in loss of data
and unavailable.

This paper presents a novel placement strategy of the replicas by the fixed point
single-source shortest path in DCell. When data is written into the node s, to prevent
data loss from the failure, it must be replicate multiple replicas, and placed them in
different nodes. First, the node s calculates its own layer, assuming that it belongs to
the level-k where have tk�1 numbers of DCellk�1s. The node s can select a nearest
node f1 from itself on the same sub-layer DCellk�1s, which is used to place the
first replica r1. Then, node f1 replicate it to form the second replica r2, and place r2

into the node f2 which is a nearest node from different sub-level DCellk�1s in the
same level-k. The node f2 single out a nearest node in the sub-layer DCellk�1s (or
DCellkC1s) along the level (k � 1) (or layer k C 1) path to place the third replica r3.
There is only a replica in each level of DCellk by so recursively selecting a node as
placing the replicas. Obviously, all replicas except r1 are placed in the node on the
shortest path which is formed from top to bottom(or from bottom to top) by using f2
as a starting point, and which passes through each level of DCell to place a replica.

Suppose there are k levels throughout DCell, we can at most put up to k C 1
replicas in accordance with the above approach. When the degree m of the replica
is greater than kC 1, the remaining m�(k C 1) replicas should be how to place it?
There are two strategies to place the remaining replicas of:

• The node f1 place the replica kC 2 in the node f2 which come from the second
nearest DCellk�1s in the same level, then f2 ’ as a starting point from the shortest
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Fig. 1 Optimal replica placement of the DCell

path to the node in the DCell0, which recursively place a replica in the node
passing through each level until all the remaining m�(kC 1) replicas.

• Randomly selected m�(kC 1) node to place the remaining replicas.

The first method is easy to query and recovery the replicas, for they is on the
same shorter path. However, it may load to low load-balance of nodes. The second
method is simple and can randomly place the remaining replicas in the node, but it
is more difficult to lookup and recovery them. Taking into account kC 1 replica that
has been placed in the node of each level along the shortest path, and the remaining
m�(kC 1) replicas can be placed in accordance with the second strategy to obtain
high load-balance.

Figure 1 shows that replicas can be placed in the DCell by the fixed-point single-
source shortest path strategy. When the data are stored on the Ssrc, it must create
replica for reliability and durability. First, node Ssrc finds a nearest node f1 to place
the first replica r1 in the same sub-level DCells. Then f1 is fixed source point to
find the shortest path to the other node in its sub-units of the adjacent level with the
greedy algorithm, and select one of the smaller load node as a point placed replica.
In Fig. 1, DCellb is a sub-DCells in same level, assuming that f2 is selected to place
to the second replica r2. Nodes f2 create and place the third replica r3 in the same
way. It is recursive until all the layers have a replica so far.

ReplicaPlace()
/* s is datanode denoted using the (kC1)-tuples
n is the number of nodes in a DCell0
tkis the number of servers in a DCellk
m is the number of replica
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R is node set of placement replica

*/
k len(s);
R  ˆ;
do
f1 Single-Rources(DCellk�1b,s);
R ff1g[R;
s f1;

k k�1, m m�1;
While (k¤0)
/*Select mDm�(kC1) number node to place other replica */
If (m¤0)
f1 RandSelect(ftkg);
R R[ff1g;
m m�1;

return

The ReplicaPlace() shows the algorithm of the replica placement. Single-
Rources can be directly achieved with Dijstra or Bellman-Ford algorithm. Rand-
Select use to randomly select a node stored replica from tk numbers of node.

If there is no any limit, how many replicas can be placed at most in the DCell?
According to the given boundary of the number of servers DCell in the Markus
Kliegl et al. (2009), we can easily come to the upper bound of the degree of
replica.

Theorem 1 m is denoted the upper bound of the degree of replica in Dcell.

m D
j
c2

k
k

(1)

Where

c D
�
nC 1

2

�Y1
iD0

 
1C 1

4.ti C 1
2
/

!1=2iC1

The theorem 1 has proved by the Markus Kliegl et al. (2009), Chuanxiong Guo
et al. (2008). For example, when nD 2, kD 2, we can draw the maximum degree
of the replica mD 42. If the degree of replica is too small, the data is easily lost,
and is not reliable. But, the degree of replica is too large that its cost is also high. In
practice, the size degree of the replica is affected by many factors, for example, the
size of the file, storage space and the number of available nodes, placed strategy,
etc. Ming Zhong et al. (2008) achieves a calculation formula of degree of the
replica based on the popularity of the replica, the file size, and failure rate of nodes.
kiDCC log1/p(ri/si), where C is a constant. ri is the popularity of the object i. the
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file size is denoted by si, and p is the failure rate of node. Therefore, the size of the
degree of replica must be a compromise between reliability and costs to obtain the
optimal performance.

3 Repair Strategy of Failure Replica

Failures are quite common in current data center network (Barroso et al. 2003;
Sanjay Ghemawat et al. 2003). Although the replication is able to ensure that the
data is available in the case of the failure, to keep the system reliable and durable
available, the failure issue of replicas is need to consider caused by any failure of
the node, rack and link. When replica is lost, how many replicas are available? If a
file has m replicas, of which n is available in considering the circumstances of the
failure, m�n replicas is not available. The availability of each replica is ’, then the
total probability of availability:

Pr Œn < m� D
m�1X
iD0

�
n

i

�
ai .1 � a/n�i (2)

When only one replica exists in the system, replica must be restored immediately.
Otherwise, the data will be lost permanently. According to the previous placement
strategy of replicas, we propose a mechanism to restore lost replica based on the
neighboring nodes in the same path. When the replica is lost, the neighboring node
selects the node in the same path and creates a new copy using the greedy algorithm.
If a replica of DCellb in the same level is lost due to various failures, the successor
node (or predecessor node) on the path is responsible to re-create a new replica.
When successor (or predecessor) node detects that its predecessor (or successor)
fails, it firstly find a node with a greedy algorithm which is the shortest distance
with itself in same DCellb. Then, it transmits their data to the selected node to
create a new replica. Finally, the information of new replica in selected node is
broadcast to the other node in same DCellb. If the successor node (or predecessor
node) on the path does not find a node with the greedy algorithm, it is clear that all
the nodes in same DCellb fails, and select a node to create a new replica in another
DCellb.

The recovery mechanisms of replica can be illustrated in Fig. 1. The node f2 is
considered down if no DCellBroadcast messages is received by n21 (successor node)
and f1 (predecessor node) before timeout (5 s by default). If the node f2 fails, the loss
of its data is inevitable. Then, n21 (or f1) fixed source point began to select the node
n11 based on the shortest path arithmetic in the sub-level i1 of the same DCellb, and
create a new replica for lost replica of data in the node n11. All node of the sub-level
i1 are considered down if n21 can’t find a node. Then, n21 will look for the right node
in its adjacent sub-level i0 and i2.
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4 Experiment and Simulation

In this section, we run simulations of a DCN based on DCell to see if replica
placement indeed provides better reliability under server node, rack and link failure.
The simulation is done in an event-driven model. There are two kinds of events
pushing the virtual time forward. One is node failure events, which are triggered
by exponentially distributed and independent failures for nodes. The other is a
repair event for the replica. In all the simulations, the DCell network structure is
constructed using servers tkD 176,820 with nD 4, kD 3, and DCell1 is a rack by
the connection rule in Markus Kliegl et al. (2009), Chuanxiong Guo et al. (2008),
Kliegl et al. (2010). Each node manages averagely 1,024 files whose average size
is 10 KB. Data reliability is variable from 0.995 to 0.99995 for different replica
placement with node failure. The results are shown in Fig. 2. We observe the data
availability into a downward trend with the increase of node failure. When the node
failure rate is greater than 17%, the maximum is only 0.995 for data availability in
the case without replication. Using random placement strategy, data availability is
0.9995, while the placement strategy used FPSSSRS data availability to 0.99995.

Figure 3 plots MTTF versus the failure ratio of replica under repair ratio �D 0.1,
0.5. We see that MTTF decreases with the failure ratio. MTTF is declining, when
the failure ratio � is greater than the repair ratio �. There is a serious data loss and
has been unable to repair the data under the failure ratio �D 0.35. This is because
the DCell topology has been destroyed, most of the queries cannot be completed.
As shown in Fig. 4, MTTF versus repair ratio with the failure �D 0.01, 0.02, 0. We
observe that MTTF increases as repair ratio.

Fig. 2 Data availability for different replica placement with node failure
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Fig. 3 MTTP vs. failure ratio

Fig. 4 MTTR vs. replica ratio
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5 Related Work

Replication is a key technology in distributed systems for improving both avail-
ability and performance, and has been studied and deployed in different distributed
architectures: DBMS, P2P, Data Grids, and Web service. In this paper, we study
reliability of the replica placement on DCN. Previous works has focused on
achieving high throughput and low latency. Jianliang Xu et al. (2002) examines the
replica placement strategies for applications with both read and write operations,
and proposed two efficient optimal placement algorithms for replicating data on
the proxies with and without replica number constraint respectively. Replication
proxies are located alongside some selected routers and form a tree structure. Zhao
Zhang and Weili Wu (2008) study the optimal placement problem in a ring network
with majority voting protocol and even numbers of replicas. Veronika Rehn-Sonigo
((2007)) propose a efficient algorithm called optimal replica placement to determine
locations for placement replicas in the replica placement problem in cluding QoS
and bandwidth. John A. Chandy (2008) present a strategy for placement of replica
fragments particularly with respect to the minimizations of data communication
latencies.

In the distributed storage systems, HotSpot uses client load to decide placement
policy (Qiu et al. 2001) while HotZone improve on the computational complexity
of HotSpot in optimizing access latency (Szymaniak et al. 2005). Pallis et al. (2005)
develops a heuristic method to optimize placement but does require popularity
statistics

In P2P file-storing system like TotalRecall (Ranjita Bhagwan et al. 2004) and
Chord (Ion Stoica et al. 2001), replicas have been recognized in two ways: global
randomly chosen set of nodes and ID neighborhood node. Pastry uses the active
replication, randomly placed in the network to improve data availability, and expects
to make the user get closer replica by replication. CFS system relies on a static
replication factor coupled with an active repair policy. Replicas are propagated
around the ring structure on Chord. Usually, structured overlays are used to place
replicas to ID neighboring node. The data object is copied and store to the k
neighboring nodes, which has two reasons: First, the adjacent node ID can be
quickly found, but the adjacent node ID Often evenly distributed in the network,
they also less likely to fail, thus increasing data availability.

6 Conclusion

DCell is a novel network structure adapted to the DCN, which uses a recursively-
defined structure to interconnect servers. When data is written into the node, it must
be replicate multiple replicas, and placed them in different nodes to prevent data loss
caused by the failure. This paper is mainly studied the replica placement strategy
for the DCell. The main content is involved: (1) replica placement strategies and
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algorithms; (2) the re-recovery strategy, how to re-create after the failure. (3) How
to dynamically select the number of replica, and to guarantee reliability of data, but
also not to waste too much storage space.

We propose a novel idea that a replica is placed in the node of the layer by the
fixed-point single-source shortest path, and there is at least one replica in each layer
of the DCell. According to the proposed placement strategy of replicas, we suppose
a mechanism to restore lost replica based on the neighboring nodes in the same path.
When the replica is lost, the neighboring node selects the node in the same path and
creates a new copy using the greedy algorithm. Finally, we simulate and validate
algorithm of placement and repair for replica. Experiments show that our algorithm
has obvious effect to improve the reliability of data.
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Hybrid Communication Method for Data
Gathering in Wireless Sensor Networks

Quan Huang, Huiyong Yuan, and Yeqing Yi

Abstract When cluster heads transmit their data to the sink via multi-hop
communication, the cluster heads closer to the sink are burdened with heavy
relay traffic and tend to die early. On the contrary, if all cluster heads transmit data’s
to the sink via single-hop communication, the cluster heads further from the sink
will die much more quickly than those closer to the sink. In this paper, we first
develop an analytical model to derive the optimal cluster radius. Then we propose
a hybrid communication method where the nodes can transmit data to the sink in
either single-hop or multi-hop. Finally, we conduct extensive experiments and show
that our method outperforms LEACH and HEED in terms of network lifetime by
balancing energy consumption.

Keywords Wireless sensor network • Data gathering • Energy consumption
balance • Network lifetime

1 Introduction

Wireless sensor networks have attracted much research attention in recent years
and can be used in many different applications, including battlefield surveillance,
machine failure diagnosis, biological detection, inventory tracking, home security,
smart spaces, environmental monitoring, and so on (Akyildiz et al. 2002). A wireless
sensor network consists of a large number of tiny, low-power, cheap sensor nodes.
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The sensor nodes in a wireless sensor network are usually deployed randomly inside
the region of interest or close to it. The sink give commands to all the sensor nodes
and gather data from the sensor nodes.

Being different from the traditional wireless networks, the sensor nodes are
limited in energy, so the method for data gathering and routing must be energy
efficient in order to prolong the lifetime of the entire network (Dasgupta et al.
2003). In order to prolong network lifetime, the sensor nodes can be organized
hierarchically by grouping them into clusters. A better clustering algorithm may
average the workload on each sensor node. The important factor that impacts
the energy consumption is the cluster radius (Chen and Megerian 2006). If the
difference in the cluster radius is big among all the generated clusters, the cluster-
head having large cluster radius will consume a larger amount of energy than
the others.

In clustered wireless sensor networks, the sensor nodes do not transmit their
collected data to the sink, but to designated cluster heads which aggregate the
data packets and send them to the sink via single-hop or multi-hop communication
mode. For single-hop mode, the cluster heads furthest away from the sink are the
most critical nodes, while in multi-hop mode, the cluster heads closest to the sink
are burdened with a heavy relay traffic load and die first (Olariu and Stojmenovic
2006). In case of sensor nodes failure or malfunctioning around the sink, the network
connectivity and coverage may not be guaranteed. No matter how many remaining
sensor nodes are still active, none of them can communicate with the sink. As a
result, the system lifetime becomes short.

In this paper, we develop an analytical model to estimate optimal cluster
size and propose an optimal communication method for periodical data gathering
applications in sensor networks. In our model, the cluster heads are allowed to
communicate with the sink with hybrid communication method instead of only
multi-hop or only single-hop.

2 Related Work

Many protocols have been proposed for data gathering or communication in wireless
sensor networks. The LEACH (Heinzelman and Chandrakasan 2002) is a routing
protocol for forming clusters in a selforganized homogeneous sensor network when
the sink is located far from the sensor nodes. In LEACH, some nodes are elected
as cluster heads while the other nodes communicate with the sink through cluster
heads. This protocol randomly rotates the job of cluster heads based on the node’s
remaining energy in order to uniformly balance the energy consumption throughout
the network.

The LEACH allows only single-hop clusters to be constructed. On the other
hand, the authors Su and Zhang (2006) propose the similar clustering protocol
where sensors communicate with their cluster-heads in multi-hop communication
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mode. The HEED (Younis and Fahmy 2004) extends LEACH by incorporating
communication range limits and cost information. In HEED, the initial probability
for each sensor node to become a cluster head is dependent on its residual energy.
Later on, sensor nodes that are not covered by any cluster heads double their
probability of becoming a cluster head. This procedure iterates until all sensor nodes
are covered by at least one cluster head.

The authors Yu et al. (2008) study the problem of constructing a data gathering
tree over a wireless sensor network in order to minimize the total energy for
compressing and transporting information from a set of source nodes to the
sink. They investigate a tunable data compression technique that enables effective
tradeoffs between computation and communication costs. They derive the optimal
compression strategy for a given data gathering tree and investigate the performance
of different tree structures for networks deployed on a grid topology.

In Yang et al. (2010), the authors present a cluster-based data gathering and
transmission protocol (CDAT) for wireless sensor networks. The CDAT achieves
a good performance in terms of lifetime by a clustering method of balancing energy
consumption and data prediction transmission strategy. The initial probability of
sensor node for cluster head election is derived from mathematical relation between
application’s seamless coverage ratio and numbers of required cluster heads.

The authors Tharini and Vanaja Ranjan (2010) propose a scheme for data
gathering in wireless sensor networks. This scheme exploits temporal correlation
in sensor data and uses this characteristic to efficiently gather at the sink using joint
compression and prediction algorithm.

Our work differs from the above works since we focus on how to prolong the
lifetime of sensor networks using hybrid communication method. We first derive
the optimal cluster radius and then propose a hybrid communication method for
data gathering in wireless sensor network.

3 System Model and Problem Formulation

3.1 Energy Consumption Model

In this paper, we assume there is an energy-efficient MAC protocol in the underlying
MAC layer, energy will be consumed only when performing sensing task, process-
ing raw data, and transmitting and receiving data for itself and other sensor nodes.
We also assume all sensor nodes have power control and can use the minimum
required energy to send information to the recipients.

We use a simplified radio model shown in Heinzelman and Chandrakasan (2002)
for the radio hardware energy dissipation. Both the free space and the multi-path
fading channel models are used in the model, depending on the distance between
the transmitter and receiver. The energy spent for transmission of a l-bit packet over
distance d is
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Sink Sink
Single-hop Multi-hop

Fig. 1 Sensor network model

ETx.l; d / D Eelec.l/C Eamp.l; d /�
l 
Eelec C l 
 efs 
 d2 ; d 	 d0
l 
 Eelec C l 
 emp 
 d4; d > d0

(1)

and to receive this message, the radio expends energy is

ERx D l 
 Eelec (2)

We assume that the radio channel is symmetric, which means the cost of
transmitting a message from A to B is the same as the cost of transmitting a message
from B to A.

3.2 System Assumptions

In this paper, we assume that N sensors are randomly located in the square
W 
W observation region, and are stationary that they do not change their locations
once deployed, the sink is located outside the region at position .W=2;W C D/.
The sensor nodes are grouped into clusters. With clustering, sensor nodes transmit
their sensed data to their cluster heads. Cluster heads aggregate the received data
and forwards it to the sink. Figure 1 depicts an application where sensor nodes
periodically transmit their data to the sink. The figure illustrates that cluster heads
transmit the aggregated data in single-hop and multi-hop communication mode.

We assume that data aggregation technique is available, and data collected from
sensor nodes in a cluster is packed into one packet. Furthermore, the sensor nodes
are location-unaware and have the same characteristics. It’s also assumed that the
sensed data is highly correlated, thus the cluster heads can always aggregate the data
gathered from its members.
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3.3 Hybrid Communication Method

Notice that in the multi-hop mode, the smaller distance between cluster heads and
the sink, the more energy consumes. On the other hand, in single-hop mode, cluster
heads which are farther from the sink dissipate more energy than those closer to
the sink.

To balance the energy consumption, our network model employs the hybrid
communication method which consist of the single-hop and multi-hop mode. The
cluster heads use single-hop mode in some rounds but multi-hop mode in the other
rounds. We use parameter � to measure how often the single-hop mode is used.
Suppose T is the total rounds that the network can perform, T s is the number of
rounds that single-hop mode is used and Tm is the number of rounds that multi-
hop mode is employed. Let � D T s=T be the frequency with which the single-hop
mode is used.

3.4 Problem Statement

Our objective is to find the optimal cluster radius r and the parameter � for the
hybrid communication method to maximize the network lifetime.

In order to extend the lifetime of the sensor network, we need to maximize the
lifetime of the node who dies first. The problem of maximizing the lifetime can be
written as

Objective W maxf T g
Subject to 0 	 � 	 1

Ts 
 Esingle hop C Tm 
 Emulti hop 	 Einit

(3)

where we denote Esingle hop and Emult i hop as the average energy consumption of
single-hop and multi-hop mode in a round, Einit as the sensor initial energy. The
constraints indicate that we can use hybrid communication method.

4 Solutions for the Optimization Problem

4.1 The Optimal Cluster Radius

Mhatre and Rosenberg in (2004) define characteristic distance as that distance
which when used as the inter-sensor distance, minimizes the energy consumption
for sending a data packet from a source sensor to a destination sensor. This
characteristic distance, dchar, is
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dchar D
p
2Eelec=efs (4)

Hence, we set the width of each ring is dchar. Only width dchar can the energy
consumption rate be minimized. A good clustering algorithm may average the
workload on each sensor and the generated clusters should have the same cluster
sizes. Thus, we set the optimal cluster radius rD dchar.

4.2 Solutions for the Problem

In this section, we first study the energy consumption. Let us consider a single
cluster with radius r. The average number of sensor nodes in the cluster is

Nclu D N

W 
W 

�p

2r
�2 D 2Nr2

W 
W (5)

To keep the total energy dissipation within the cluster as small as possible, the
cluster head should be positioned at the centroid of the cluster area S. In this case,
the square of distance between cluster members and the cluster head is given as:

d2clu D
“

S

.x2 C y2/dxdy D r2=2 (6)

The transmitter energy consumption of cluster members is given by

E1 D .Nclu � 1/ 
 len 
 .2Eelec C ef s 
 d2clu/ (7)

where we denote len as the length of the data packet.
Each cluster head receives the data from all member nodes in the cluster,

aggregates and transmits to the sink. The sink is located at the coordinate (x0,y0),
the distance between the sink and a cluster head with the coordinate (xi,yi) can be
expressed as

dto sink D
q
.xi � x0/2 C .yi � y0/2 (8)

The energy required for the transmission of aggregation data is

E2 D len 
 .Eelec C emp 
 d4to sink/ (9)

The number of clusters can be given by

Ncluster D
˙
W 
W=.2r2/� (10)
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Thus, the average energy consumption of single-hop mode in a round is

Esingle hop D .E1 C E2/ 
N=Ncluster (11)

Let us consider the average energy consumption of multi-hop transmission. The
total transmitter energy consumption of cluster members is

E3 D .N �Ncluster/ 
 len 
 .2Eelec C efs 
 d2clu/ (12)

The number of transmission data among cluster heads is given by

Nc D
dW=.p2 r/e�1X

iD1
i 


l
W=.
p
2 r/

m
(13)

The energy consumption of transmission data among cluster heads can be
expressed as

E4 D Nc 
 len 
 .2Eelec C efs 
 .2r/2/ (14)

The energy required for the transmission of the data from cluster heads to the
sink is

E5 D len 
 .Eelec C emp 
D4/ (15)

where we denoteD as the distance between the sink and observation region border.
Thus, the average energy consumption of multi-hop in a round is

Emulti hop D .E3 C E4 CE5/ =N (16)

Hence, the original problem (3) is reformulated as:

Objective W maxf T g
Subject to 0 	 � 	 1; Ts D � 
 T; Tm D T � Ts

Ts 
Esingle hop C Tm 
 Emulti hop 	 Einit

constraints .11/; .16/

(17)

Note that problem (17) is a linear programming problem, which is easier to solve
than the problem (3).

4.3 Clustering Algorithm

Clustering a wireless sensor network means partitioning its nodes into clusters, each
one with a cluster head and some sensor nodes as its members.
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Fig. 2 Cluster head selection pseudocode

Our algorithm is a distributed cluster heads competitive algorithm, here cluster
head selection is primarily based on the residual energy and position of each node.
Every sensor become a tentative cluster head with the same probability p which is
a predefined threshold. The algorithm pseudocode for an arbitrary sensor node i is
given in Fig. 2.

5 Simulation and Results

We compared the performance of hybrid communication method with LEACH
and HEED in this section. We used the same energy consumption model as
Heinzelman and Chandrakasan (2002). Every result shown below is the average
of 50 independent experiments.

We first use the number of alive sensor nodes to compare the performance of
the three methods. Figure 3 shows the comparison results. It is shown that the first
sensor node halts for the starvation of battery in LEACH and HEED is earlier than
in our method. As shown in Fig. 3, our method clearly improves the lifetime of
sensor nodes.
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Fig. 4 Network lifetime comparison

We then compare the network lifetime to evaluate the performance of the three
methods. We define the network lifetime to be the number of rounds until the first
sensor node is drained of its energy. Figure 4 shows the network lifetimes of the
three methods when the distance D changes from 100 to 200 m. However, our
method outperforms LEACH and HEED in terms of network lifetime.

6 Conclusion

In this paper, we present a hybrid communication method where the cluster heads
can transmit data in either single-hop or multi-hop communication. Simulation
experiment results show that the hybrid communication method can efficiently
balance the energy consumption and prolong the network lifetime.
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The Study and Application of “Trinity System”
Based on Multi-living Agent Method

Dong Zhong and Chun Chen

Abstract “Trinity System”, which is consisted of “110,122,119” three police
command stations merging into a police command center, the system is to achieve a
unified alarm, unified command, joint action and to provide emergency services and
urban public security. Multi-living Agent Method is a new method to analysis the
complex system. This paper proposes to use a new method of multi-living agent
to design “Trinity System” based on analyzing the traditional “Trinity System”,
according to the guiding theory of the system. The paper designs the whole
framework and system software architecture of “Trinity System”, it provides a good
research direction to enhance the capabilities of emergency response for “Trinity
System”.

Keywords “Trinity System” • Multi-living Agent • System theory

1 Introduction

With the rapid development of the economy and society, the city public security has
become an increasing important issue. Because urban disasters and emergencies
can not be avoided completely and a single sector of the government subordinate
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agencies is difficult to deal with the disasters and emergencies, meanwhile solving
the memory and distinguish of special service code, we need to build emergency
response mechanism. The key is to achieve “110,122,119” three police command
units merging into a police command center, this is the “Trinity System”, it can
achieve a unified alarm, unified command, joint action to ensure emergency services
and city public security. “Trinity System” (Jotshi et al. 2009) is an integrated
system, which is consist of several subsystems, meanwhile “Trinity System” is a
complex information system. This paper proposes to use a new method of multi-
living agent to design “Trinity System” based on analyzing the traditional “Trinity
System”, according to the guiding theory of the system. The paper designs the whole
framework and system software architecture of “Trinity System”, it provides a good
research direction to enhance the capabilities of emergency response for “Trinity
System”.

2 The Basic Discussion of “Trinity System”, the Interposing
of “Multi-living Agent” Method

2.1 “Trinity System” Is Related Closely to and System Theory

In addition to the general system characteristics, “Trinity System” has the character-
istic of modular hierarchical system architecture design, the system software core
is based on a unified messaging service platform, it merges independent species
(110,119,122) departments, multiple data, various business into a system, it can
select the number of subsystems according to the actual needs (Yuanming 2006).

The core principles of system theories, such as the movement of the formation
about open dissipative system layer self-organizing mechanism, evolution of the
system and environment, and so on. These system theories summarized highly the
trend of the dynamic development. They have practical significance for the study
of “Trinity System” (Yue Wang 2006). For example, the improving of the police
efficiency is related with the response alarm systems, the environment of command
and control system, a unified monitoring and management platform. It requires the
system and environment co-evolution to achieve our expected requirements. In this
case, In this case, this paper proposes the new method of multi-living agent to ana-
lyze and study the whole framework and system software architecture, it has impor-
tant significance to improve the emergency response capacity of “Trinity System”.

2.2 The Basic Idea of “Multi-living Agent”

In the first, the “living” in “Multi-living agent” only comes from the word of the
function (action), then it became a specific technical word by re-define the specific
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examples after the application (ZhongDong and Chen chun 2011; Atkey 2008).
It can be divided into three cases:

1. The word can be used only in a qualitative sense, which is corresponding with
resting state or non-live (moving) of (inactivity);

2. The word has been defined as a measure of activity intensity. If it has been given
the meaning of the activity, we should use the activation in the general; if the
activity meaning has been removed, then we should use the non-activation or
inactivation and other words;

3. To the physiological processes occurring in the organism or in active state or
property; “Living” means a nature of activity for the vitality which is going on a
tenacious.

“Living” gives the vigor to the system, it has showed the character of the
survival and development for “Trinity System”, it plays a important role in various
functions. The “more” in “Multi-active agent” reflects the multiple functions in
“Trinity System” (Stüber 2001); (Lai Hong Xiao et al. 2007), it has the essential
attributes of multiple location, multiple levels and a number of related subsystems,
the “proxy ” in “multi-living agent” integrated the tendency of the human, the
system function, the system’s basic structure and operation of the system based
on “living” sense, mapping the future vision into reality system or a representative
system, it also can be mapped to a specific system, namely “Trinity System”, this
system has the man-machine integration, scheduling on-site emergency response
center and the combination of characteristics(Atkey 2008). This paper proposes
the whole framework and system software architecture based on the above basic
characteristics of multi-active agent.

3 The Design of the Whole Framework and System Software
Architecture for “Trinity System” Based on Multi-living
Agent Method

3.1 The Design of the Whole Framework for “Trinity System”
Based on Multi-living Agent

This paper designs the whole framework for “Trinity System” based on multi-living
agent, the system is constituted of a unified monitoring and management platform,
the shared platform of the plans for management, GIS/GPS sharing platform, the
exchange platform for information sharing, communication integration services
platform, database sharing platform. This multi-agent system is mainly to provide
daily communication support for the activity of the Public Order (110) Patrol (122),
Fire (119) emergency services. In addition, it is to avoid duplication investment of
the government, it also can provide daily scheduling tool for urban management,
forest fire, flood and other government departments. Figure 1 has shown the whole
framework:
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Fig. 1 Three more than one active agent system block diagram of the overall framework

For the whole framework of “Trinity System”, this paper has a preliminary study
based on multi-living agent approach, it is equivalent to using the multi-living agent
approach to study a complex information system. For the “Trinity System”, from the
point of system theory, this is a complex information system and it is associated with
assistant scheduling decision function, meanwhile it is a further high-level decision
problem of remote dispatching. In this complex information system, “living” means
in the top can be understood to make great effort to protect the network management
and remote dispatching center to take the most efficient way to provide daily
services for emergency communications support. At the same time, “living” also
represents the timeliness and effectiveness measures of the communication when
a problem comes from the system or communication handicaps occurs. “Multi-
living” represents the functioning coordination among the various business systems
platform agent layer (for example, response alarm system, information distribution
system, a unified monitoring and management platform, GIS/GPS sharing platform,
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Fig. 2 Three more than one active agent software system block diagram

the exchange platform for information sharing, communication integration services
platform, database, and various sub-sharing platform system). Meanwhile, under
the construction of each “living agent”, the agents can be divided into various
sub-agents, such multi-level decomposition until a layer of specific hardware and
software agents.

3.2 The Design of System Software Architecture for “Trinity
System” Based on Multi-living Agent

The work model of “Trinity System” is a combined of unified alarm, unity and
reunification alarm response alarm, the United Source police combination. The
alarm command center dispatches directly to the fire command center, traffic police,
patrol, police station and other police. Alarming unified platform is one of the main
objectives of system implementation, Alarming platform software components are
divided according to application level, we design the multi-living agent software
system block diagram of “Trinity System” shown in Fig. 2:
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The software system has been design in modular idea, the alarm system is
consists of a unified platform services layer, support layer, the operating system
layer, networking layer. The system should guarantee the access of the underlying,
business processes and business systems are independent interfaces each other.
From the viewpoint of system theories, this multi-living agent software architecture
is also a complex information system, the system is mainly to achieve a unified
response alarm, “110,122,119” merging into a unified response alarm platform.
The paper divides the basic modules of the software system in accordance with the
application of the software, it can ensure the independence among each module. The
meaning of “living” in the multi-living agent software system can be understood
to achieve the unity of response alarm, it can ensure the scheduling decision.
At the same time, “living” also represents the business in case of alarm, the
police intelligence information access interface, and police issued the interface,
alarm forwarding interfaces and the external application interface are to ensure a
unified platform software alarm information exchanging with the outside timeliness
and effectiveness of the entire system to ensure data security. “Multi-living”
represents the coordination and support of each business layer proxy of multi-
agent software architecture (such as the access layer, interface layer, unified alarm
platform services layer, unified platform support layer, the operating system level,
network interconnection system layer, and so on.). The multi-living agent software
architecture has the basic functions and features of following: Network connectivity
layer proxy and the operating system layer proxy are the underlying software
architecture of multi-living agent. It can ensure the system’s security, stability and
versatility. Support system layer proxy is running for the underlying application.

4 Conclusions

This paper proposes to use a new method of multi-living agent to design “Trinity
System” based on analyzing the traditional “Trinity System”, according to the
guiding theory of the system. The paper designs the whole framework and system
software architecture of “Trinity System”, it provides a good research direction to
enhance the capabilities of emergency response for “Trinity System”.
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Stüber GL (2001) Principles of mobile communication, 2nd edn. Kluwer Academic Publishers,
New York, USA

Yuanming Sun (2006) Solutions to the problems of urban emergency response system in China.
Chongqing Adm 32(5):75–77 (in Chinese)

Yue Wang (2006) The new method for the construction of complex information system – multiple
active agents. China Eng Sci 8(5):30–34

ZhongDong, Chen chun (2011) The study of scheduling function optimization for trunking
communication system in CERS. Sci Technol Eng 18(3):211–213



Improved Video Object Segmentation Method
Based on Background Registration

Wenxiu Fu, Xingmin Wang, Yuhang Wang, and Bo Fan

Abstract In allusion to the common occlusion problems in video segmentation
methods, a novel improved video object segmentation method based on background
registration is proposed. At first, the high frequency message and most noise of
the images were eliminated by 1-D wavelet transform. Then, calculate the front
background modeling and the back background modeling by comparing the static
index and the static threshold, and employ the secondary frame difference to opti-
mize the front background modeling and the back background modeling, then the
initializing background modeling can be obtained. Accumulated frame difference
was used to optimize the initializing background modeling to reduce the probability
of background that is misjudged in foreground, which makes further improvement
on the segmentation results. Last pick-up the video object is obtained by mathematic
morphologic method. Experimental results show that the background registration
method was very non-sensitive to static threshold and has strong robustness. The
algorithm can overcome effectively the occlusion and quickly giving accurate
segmentation results from the sequence with static background for video object
segmentation, it’s also can preferable the method in spatial accuracy.

Keywords Video segmentation • Background registration • Accumulated frame
difference
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1 Introduction

Nowadays, the moving video object segmentation is becoming the focus of various
researches, it’s applied widely in various fields such as indexing and retrieval of
video information (Lin and Kung 2000), the video intelligent surveillance system
(Nascimento and Marques 2006), video coding (Porikli 2004), video analysis
(Foresti 1999) and so on. Typical video segmentation algorithms are optical flow
algorithm (Zhang Ze-xu and Cui Ping-yuan 2008), frame difference method (Meier
and Ngun 1999), background subtraction method (Fan Ya-chun et al. 2009) and
so on. Though the frame difference method is simple, there will be several holes
when a large area of consistent region exists within moving video object or the
occlusion problems will arise when the moving object is moving fast. Though
background subtraction method can detect dynamic change well, it’s only fit to the
video sequence which could extract the whole background. In consideration of the
limitation of background subtraction method, T. Meier and K.N. Nagan propose
a mixed video segmentation algorithm whose key is filter stationary background
(Meier and Nagan 1998). On these bases, the algorithm has been improved by
Yang who proposes a background registration method based on inverse process of
filter stationary background (Yang Gao-bo and Zhang Zhao-yang 2003). Because
Yang’s method need not motion estimation and has less calculation, Yang’s method
is selected to produce background modeling, and is improved too.

In this paper, we propose a novel video object segmentation method based
on improved background registration. We deal with 2NC 1 images each time.
According to the top ten images, the front background modeling is generated
by methods of frame difference, threshold, the secondary frame difference and
background registration. Similarly, the back background modeling is created by the
back ten images. The background modeling which can be obtained by the front and
the back background modeling has high precision and can overcome effectively the
occlusion.

2 Preprocessing

The images always suffer from various kinds of noises and external disturbances,
which has adverse effect on the succeeding treatment. Therefore, denoise is
indispensable to the stage of image preprocessing. We use wavelet transform (Yang
Gao-bo and Zhang Zhao-yang 2005) to reduce noises.

We can assume a signal: f .x/ 2 L2.R/, its continuous wavelet transform is
defined as follows.

Wf .a; b/ D 1pjaj
Z
f .x/ �

�
t � b
a

�
dx (1)
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Fig. 1 The wavelet one-resolution of image. (a) The principle diagram, (b) the original image, (c)
the result of wavelet

 �.t/ is the conjugation of  .t/. In this paper, harr wavelet radix is used to
filter. Figure 1 illustrates the wavelet one-resolution for image. LL is the wavelet
coefficients, which keep the low spectra information of the image and eliminates
most of the image noise and the high spectra information.

3 The Background Registration Algorithm

Background registration is the process that extract background model from the
video sequence. The more accurate background model, the final results is more
accurate. Yang’s background registration method extracts the background model
by the method that compares the static index with the static threshold. So, choose
a proper static threshold is very crucial. The background registration algorithm we
proposed uses the front background modeling and the back background modeling to
create the background modeling, which can overcome effectively the occlusion and
reduce the influence of the static threshold.

3.1 Generate the Initial Background Modeling

In this paper we produce a novel approach of front-back background registration.
We deal with 2NC 1 images each time. The selection of N has to do with the
static threshold (THSI) and satisfying the conditions: N D THSI C 2. First, the
front background modeling can be generated by the front ten images, and the back
background modeling can be generated by the back ten images. Then we can obtain
the initial background modeling by the front and the back background modeling.
This background modeling which can overcome effectively the occlusion is good
for the post-treatment.
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3.1.1 Generate the Front Background Modeling

First, the front frame difference should be computed. The basic idea of the frame
difference method is that if the object in the image is moving, then the gray value
of the corresponding position also changed, but changed a little in the background
area. So, we can get the motion information by compute the frame difference of
the consecutive frame. Suppose the image sequences after wavelet transform are:
fn.x; y/.1 	 n 	 2N � 1/, which should be processed by threshold:

Zqn.x; y/ D
�
1; if jfn.x; y/ � fn�1.x; y/j > T
0; if jfn.x; y/ � fn�1.x; y/j 	 T ; n D 2; 3; : : : ; N (2)

T is the threshold. This paper uses the secondary frame difference to reduce the
error. The secondary frame difference (Zhao Yan-ling et al. 2004) is that get the
intersection of the two adjacent frame difference images. So we can obtain the frame
difference modeling of the n-frame:

Dqn D Zqn
\
Zq.nC1/; n D 3; 4; � � �; N (3)

Then the background registration begins. The static index record number of times
that one pixel of a position belong to the background in the successive frames. So
the static index of the pixel .x; y/ in the n-frame is:

SIqN.x; y/ D
�
SIq.N�1/.x; y/C 1; if DqN .x; y/ D 0
0; else

(4)

Then we can obtain the front static modeling of the n-frame:

BGqN .x; y/ D fN .x; y/; if SIqN .x; y/ � THSI (5)

THSI is the static threshold.

3.1.2 Generate the Back Background Modeling

The back background modeling is created by the back N images, and this method is
similar to the method of the front background modeling. First, the frame difference
modeling can be obtained as follows:

Zhn.x; y/ D
�
1; if jfn.x; y/ � fnC1.x; y/j > T
0; if jfn.x; y/ � fnC1.x; y/j 	 T ; n D N;N C 1; � � � 2N � 2

(6)
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Zhn is the back frame difference of the n-frame. The back frame difference
modeling can be obtained after the secondary frame difference.

Dhn D Zhn
\
Zh.nC1/; n D N;N C 1; � � �; 2N � 3 (7)

Then the back static index of the n-frame is:

SIhN .x; y/ D
�
SIh.NC1/.x; y/C 1; if DhN .x; y/ D 0
0; else

(8)

So the back background modeling of the n-frame is:

BGhN .x; y/ D fN .x; y/; if SIhN.x; y/ D THSI (9)

3.1.3 Generate the Initial Background Modeling

The initial background modeling is the union of set of the front and the back
background modeling. The union of the set is as follows:

BGN D BGqN

[
BGhN (10)

BGN is the initial background modeling. Figure 2 illustrates the moving object
which is extracted by each background modeling. (a) illustrates the moving object
which is extracted by the front background modeling. (b) illustrates the moving
object which is extracted by the back background modeling. (c) illustrates the
moving object which is extracted by the initial background modeling.

3.1.4 Optimization of the Initial Background Modeling

From the Fig. 2 we can see there are also some errors in the initial background
modeling. The main source of the errors is that the background is judged as
foreground by mistaken. So we improve the initial background modeling as follows:
Calculate the front and the back accumulated frame difference of the N-frame.

The front accumulated frame difference is:

Dq D
NX
nD3

Dqn (11)

The back accumulated frame difference is:

Dh D
2N�3X
nDN

Dhn (12)
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Fig. 2 Background modeling. (a) Front background modeling, (b) back background modeling, (c)
initial background modeling, (d) final background modeling

So the accumulated frame difference can be obtained as follow:

D D Dq CDh (13)

According to the initial background modeling, we can find the pixels which
satisfy the following conditions in the area which have been judged as the moving
object.

SIqN.x; y/ ¤ THSI; SIhN.x; y/ ¤ THSI ; D.x; y/ 	 TH (14)

So, BG.x; y/ D fN .x; y/. BG.x; y/ is the final background modeling, TH is
the accumulated threshold and satisfy TH < THSI .

Figure 2 show that we can correct some errors after the optimization process. It’s
because part of the noise is reduced after the accumulated threshold process, so the
background modeling is more exact.

3.2 Comparison of the Algorithms

The background modeling which is obtained by the improved algorithm is little
affected by the static threshold. In order to prove the advantage of the improved
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Fig. 3 Yang’s algorithm. (a) STH D 1, (b) STH D 2, (c) STH D 3

Fig. 4 The improved algorithm. (a) STH D 1, (b) STH D 2, (c) STH D 3

background registration algorithm, we use the two algorithms to obtain the back-
ground modeling of the 47th frame of the Hall Monitor video sequence. The results
are shown in Figs. 3 and 4.

The three pictures in Fig. 3 are the background models which are obtained by
the initial method and Fig. 4 shows the results which are obtained by the improved
method. There are two advantages in the improved background registration. First,
because of the improved algorithm adopts front-back background model, so the
occlusion phenomenon of the two directions cancel each other out and improves the
precision of the background model. Second, the improved background registration
is not sensitive to the static threshold. The background model almost no change with
the increase of the static threshold. In a word, the background model generated by
the improved algorithm can effectively solve the occlusion problem and the static
threshold has little effect on the occlusion problem.

3.3 Create the Initial Foreground Modeling

After we get the background model, the initial object model can be extracted directly
from the background model as follow:

CDM.x; y/ D
�
0; if BG.x; y/ D fN .x; y/
1; else

(15)
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3.4 Post-treatment

After these series of processing, an initial object model has been generated. But
there are still some residual noises as shown in Fig. 4. So we can filter out the noises
by morphological filter and morphological opening and closing operation.

4 The Algorithm Evaluation and Experiment Results

4.1 Evaluation Criterion

In order to correctly evaluate the performance of an algorithm, we adopt PCM (pixel
classification based measure) evaluation criterion (Yang and Zhang 2004). PCM
reflects the probability of that the pixels of the foreground are judged as background
by mistaken and the pixels of the background are judged as foreground by mistaken.
It’s defined as follow:

PCM D 1 � Cardi.Bref
T
Fseg/C Cardi.Fref

T
Bseg/

Cardi.Bref /C Cardi.Fref /
(16)

Cardi./ is the number of pixels we have taken; Bref is the referenced
background and Bseg is the reality background; Fref is the referenced foreground
and Fseg is the reality background.

The other evaluation of video segmentation algorithm is the time consistency,
which reflects the stability of the space accuracy between adjacent frames. It’s
defined as follow:

TC.t/ D 1 � jSA.t/� SA.t � 1/j ; t D 2; � � � ; n (17)

SA.t/ is the space accuracy of the t-frame and SA.t � 1/ is the space accuracy
of the t-1 frame.

4.2 Experiment Results

Two typical MPEG-4 video sequences are simulated and analyzed by using the
improved algorithm. The hardware environment of the simulation is Genuine
Intel(R) T2080 @1.73 GHz CPU, 1 GB memory, and the software platform is
Windows XP system, Matlab 7.0.

The hall monitor is a typical indoor surveillance video test sequence. Its
background is complex and the speed of video object is quick. Akiyo is a typical
indoor sequence and there exist large coherence area in video object and a little
movement in the head. The simulation results are shown in Figs. 5 and 6.
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Fig. 5 The segmentation results of Hall Monitor sequence

Fig. 6 The segmentation results of Akiyo sequence

In this paper, we use the Yang’s segmentation results as the reference model, and
the static threshold is 3. We deal with nine images each time. The evaluation results
of the space accuracy and the time consistence of Hall Monitor and Akiyo sequences
are shown in Fig. 7. From the evaluation map we can see the space accuracy of
the improved algorithm has been enhanced and the time consistence of the two
algorithms show little difference. Therefore, the improved method can effectively
solve the occlusion problem for the sequences with large speed of the video object
and the performance of its anti-noise becomes better. So the improved algorithm can
be used in both the sequence with complex background noise and in the sequence
with high speed.

5 Conclusion

In this paper we propose a new algorithm of background registration. We can obtain
the initial background modeling by the front and the back background modeling.
This background modeling can overcome effectively the occlusion. Accumulated
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Fig. 7 Evaluation of video sequence segmentation results. (a) Hall Monitor space accuracy,
(b) Akiyo space accuracy, (c) Hall Monitor time consistence, (d) Akiyo time consistence

frame difference was used to optimize the initializing background modeling to
reduce the probability of background that is misjudged in foreground, which makes
further improvement on the segmentation results. Finally, we can filter out the
noises by morphological filter and morphological opening and closing operation.
The experimental results show that this method can effectively solve the occlusion
problem which is lead by the large speed of the video object and the performance
of its anti-noise is better. This method has accuracy segmentation results and is also
simple and easy.
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Construction and Study of Finite Element Model
of Thoracolumbar Spine Based on CT Images

Shaobin Li, Xingmin Wang, Wenxiu Fu, and Zhongtian Man

Abstract Directly reading 228-layer 0.75-mm-thick consecutive CT Dicom format
images of human body thoracolumbar into the Mimics, and then the three-
dimensional geometric surface mesh model was acquired after the redundancy data
was cleaned. Then the surface mesh model could be introduced into Ansys, and
volumetric mesh in Ansys. Then the volumetric mesh was introduced into mimics
to assign material, and the three-dimension finite element model was generated in
Ansys. The triangles with low quality could be repaired in the mimics. This method
is rapid and high accuracy. The three-dimension finite element model is very helpful
to study biomechanics.

Keywords CT image • Mimics • Spine • Ansys • Finite element model

1 Introduction

In recent years, with the maturing of rapid development of computer and image
processing technology, three-dimension reconstruction of medical image has be-
come a hotspot. Through the software of three-dimensional finite element we can
generate the finite element model with realistic appearance, structural integrity, good
geometric similarity and high simulation, which play an important role in surgical
simulation (He Ya-qi et al. 2008; Li Xiao-lin 2009), minimally invasive treatment,
diagnosis and medical education and also have a high research value in clinical
medicine (Xiao-lin Li 2009) and biomechanics (Bao Chun-yu and Liu Jin-tao 2009;
Bao Chun-yu and Meng Qing-hua 2009). In this paper we use Mimics and Ansys
to reconstruct the three-dimension finite element model of thoracolumbar vertebral
spine more quickly based on the CT image, and solve difficult problems common

S. Li (�) • X. Wang • W. Fu • Z. Man
School of Electronic and Information Engineering, Beijing Jiaotong University, Beijing, China
e-mail: shbli@bjtu.edu.cn; 09120308@bjtu.edu.cn; wxfu@bjtu.edu.cn; 09120376@bjtu.edu.cn

B. Xu (ed.), 2012 International Conference on Information Technology and Management
Science (ICITMS 2012) Proceedings, DOI 10.1007/978-3-642-34910-2 73,
© Springer-Verlag Berlin Heidelberg 2013

641



642 S. Li et al.

in the modeling process, which laid the foundation for the subsequent rapid and
accurate establishing of three-dimensional finite element model and the study of
biomechanics.

2 Data

Data source: An adult female volunteer. We use spiral CT to continuous scan
subjects lumbar spine, slice thickness is 0.75 mm, the total number of layers is 228,
the scanning data were stored in dicom format.

Software: Mimics10.01 (Belgium, Materialise Company) and Ansys11.0 (U.S.,
Ansys company).

3 Generate Surface Mesh Model

3.1 Data Input

The 228 CT dicom format images were directly read into Mimics, then we adjust
the appropriate window width and position, and position the image.

3.2 Generation and Optimization of the Surface Mesh Model

Defined threshold range which is 226� 1,371 HounsField units, and use regional
growth to generate the original model of lumbar spine. We must fill holes with each
CT image, and then three-dimensional finite element model of lumbar spine can be
generated after three-dimension calculation. Figure 1 shows the original model of
lumbar spine.

Then we can use migics9.9 to optimize the surface mesh model. The quality and
density of mesh determine the accuracy of the final model. Mesh optimization is
very important in the entire generation of the three-dimensional modeling, including
smoothing, reducing the number of grids, improve the quality of grid, reduce the
number of grid under the premise of guaranteeing quality. If there is still a small
amount of low-quality triangles, we can manually remove low-quality triangles, and
add high-quality triangles. Finally, all mesh have reached high quality. Figure 2
shows the optimized surface mesh model and the quality histogram.

From the above chart we can see that the optimized surface mesh model quality
generally high, we can achieve the desired results using the above methods to
optimize.
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Fig. 1 The original model of lumbar spine

Fig. 2 The optimized surface mesh model and the quality histogram

Finally, after the triangle intersection test we can see the intersecting triangles
have disappeared. If there is still a small amount of cross-cutting of the triangles,
they can be handled manually. Then we get the surface mesh model which meets
the requirements.

The optimization surface mesh model will be output and save as the suffix .lis file.
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4 Generate the Volume Mesh Model

4.1 Divide the Volume Mesh Model

The .lis file which was generated by the previous step is read into Ansys, after
distribute the property of the unit we can divide the volume mesh model.

The type of the unit is defined as Solid92. The unit has a secondary displacement
characteristic and is three-dimension 10-node tetrahedron elements and is adequate
for the division of irregular geometric solid.

Then we can get the nodes of the volume mesh model, the unit file, and according
to the nodes and the unit file, we can write the Prep7 file. This model comprises a
total of 110,464 nodes, 70,201 tetrahedron elements.

4.2 Material Assignment

The Prep7 file is lead into Mimics, then we use the empirical formula (Rho et al.
1995; Kopperdahl et al. 2002) and according to the CT value to define the elastic
modulus and Poisson’s ratio of the thoracolumbar spine, defined as 10.

4.3 Generate the Volumetric Mesh Model

After assign material we lead the model into Ansys, and then the three-dimension
finite element model of thoracolumbar spine will be generated. As shown in Fig. 3,
respectively, thoracolumbar spine model for the front and side shots.

5 Problems and Solutions During Generate the Model

After generate the surface mesh in Mimics, there always have error message when
we lead the Lis file into Ansys, as shown in Fig. 4.

View from the literal meaning, the meaning of the error was “The Jacobian of
the 2347th triangular element is zero or negative. If it contains the middle node, it is
likely the location of middle node is too poor. ”

Although mesh optimization has been carried out in Mimics, and mesh quality
requirements are met, but that is only in terms of triangles. The actual meaning is
there have convex and concave surfaces with a mesh block. As shown in Fig. 5.

This error is hard to find in Mimics, because it is not easy to observe the error
from the surface of the surface mesh, we must remove some surface grid and then we
can see the error. The solution is to find the corresponding error position according
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Fig. 3 Three-dimensional mesh model

Fig. 4 Recurrent error message

Fig. 5 Part of the uncorrected surface mesh
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Fig. 6 Part of the corrected
surface mesh

Fig. 7 The error message in Mimics

to the unit number which is get from the error message after leading a good surface
mesh model into Ansys, and then manually corrected in Mimics. The correction
mesh is shown in Fig. 6.

After generate the volumetric mesh model in Ansys, there perhaps some errors
when we lead the Prep7 file into Mimics as shown in Fig. 7.

This is because the type of the unit file which was written in Ansys is wrong.
When the number of the node is more than 99,999, the unit should be prepared for
long file type. This is an easily overlooked error.
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6 Conclusion

In this paper, we use CT image data to generate the three-dimension finite element
model of the human thoracolumbar spine, the speed is high and the model is
accuracy. From Fig. 2 we can see the quality of most of the surface mesh model is
close to one which almost close to perfect, using the above methods to generate the
surface mesh model lay a good foundation for the three-dimension finite element
model. From Fig. 3 we can see, the model looks realistic and have structural
integrity, good geometric similarity and high simulation. This model can realistic
simulate the various movements and their structure and material properties of the
spine, and it is stress analysis also, it establish a good experimental platform for
biological mechanics and clinical medicine.
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MLB-Wrapper: Distributed High Scalable
BP-Wrapper

Yongrui Xu and Yongguo Han

Abstract In distributed system, concurrent accesses lead to lock contention which
greatly increases response time. Cache can reduce response time, but cannot gain
scalability. Currently, the common solution is to modify the caching algorithm itself,
although the scalability can be improved, the hit ratio hurt. In this paper, we propose
a system framework, called MLB-Wrapper, which resolves the scalability issue in
distributed systems. The framework does not modify the cache algorithm itself.
Therefore, it preserves high cache hit ratio about the replacement algorithms. Multi-
levels distributed cache is used in MLB-Wrapper which adopts batching technique
in every level to eliminate the lock contention. Furthermore, MLB-Wrapper is
flexible because different replacement algorithms can be used in each level. We
describe the main idea and the detailed implementation of MLB-Wrapper in this
paper. Experiment results show that, in the intensive concurrent environment,
MLB-Wrapper can not only reduce lock contention but also have higher scalability.

Keywords Distributed systems • Lock contention • Multi-level cache • High
scalability

1 Introduction

Nowadays, with the continuous rapid development of various applications, the data
which need to be managed are sharply increasing. Meanwhile, the system faces
continuous growth in the number of users and a large number of concurrent accesses.
Many persistent storage systems of applications are becoming overburdened,
response deteriorated, and other major performance issues arisen, especially the
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SNS (Social Network System) applications such as Facebook and Twitter. They
need to store hundreds of PB’s data and face millions of concurrent accesses per
second. In order to solve the scalability issue, Google designed Percolator (Peng
and Dabek 2010), MapReduce (Dean and Ghemawat 2004), Microsoft and Yahoo!
also designed their own platforms such as Dryad (Isard et al. 2007), (Yu et al.
2008), S4 (Neumeyer et al. 2010). On the other hand, for the mass data storage
management, there are lots of researches which have been made (e.g (Baker et al.
2011); (Giuseppe et al. 2007); (Ghemawat et al. 2003); (Weil et al. 2007); (Chang et
al. 2008); (Cooper et al. 2008)). Recently, Stanford University proposed a new idea
named RAMClouds (John et al. 2010) which is based on the Cloud technology to
solve the mass data storage management issue.

Although these methods can solve the scalability and mass data storage man-
agement issue, most of which rely on the cheap disk devices which have expensive
cost in operation. In order to reduce data access delay, they need a high hit ratio
replacement algorithm to construct the caching system. So far, there are lots of
researches which have been made about replacement algorithms, from LRU to 2Q
(Johnson and Shasha 1994), ARC (Megiddo and Modha 2003) and LIRS (Jiang and
Zhang 2002). But, none of them can solve the lock contention issue. It is just like the
“Single point of failure” in a distributed system and an unscalable caching system
limits the scalability of the whole system.

In order to solve this issue, many researches focus on improving the replacement
algorithm. For example, modifying the LRU replacement algorithm to the Clock
(Corbato 1969), ARC to the CAR (Bansal and Modha 2004) and LIRS to the Clock-
Pro (Jiang et al. 2005) algorithm. The lock contention issue can be resolved by these
proposals, but all of them hurt the hit ratio of original algorithms.

For this reason, some researches did not focus on modifying the algorithm, but on
adding additional layers to handle the scalability issue. One of them is BP-Wrapper
(Ding et al. 2009). BP-Wrapper not only preserves the high hit ratio of original
replacement algorithm but also separates the strategy of concurrent control with
implement of the algorithm itself.

Every coin has two sides. BP-Wrapper is no exception. It was designed for the
traditional DBMS buffer management and there is only one centralized cache in
traditional DBMS. Many distributed systems in real world have lots of decentralized
cache, so BP-Wrapper is not suitable for them.

In this paper, we propose a system framework named MLB-Wrapper which
can solve the scalability issue of caching system in the intensive concurrent
environment. As same as BP-Wrapper, MLB-Wrapper also does not modify the
replacement algorithm. So, it not only preserves the high hit ratio of original
replacement algorithm but also is suitable for almost any replacement algorithms
like BP-Wrapper. Compared with BP-Wrapper, MLB-Wrapper divides cache into
multi-level and in every level we use batching technology to reduce lock contention.
That’s why we named it MLB-Wrapper(Multilevel Batching-Wrapper). The multi-
level cache further reduces the lock contention and it also greatly reduces the
communication frequency between client and server. Less communication fre-
quency means much less lock contention and it is an important feature to improve
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system scalability in the intensive concurrent environment. On the other hand,
the design of multi-level cache makes the caching system more flexibility. The
experimental results indicate that the proposed framework is able to reduce 30%
access latency compared with BP-Wrapper in the intensive concurrent environment.

The rest of this paper is organized as follows. Section 2 describes the background
knowledge of the lock contention. Section 3 describes the main idea and the
implementation details of the MLB-Wrapper. Section 4 evaluates the proposed
system framework. Section 5 discusses related work and Sect. 6 is the conclusion
and future work.

2 Background

In DBMS memory address space, there are lots of fixed size pages which need to
be accessed by many concurrent transactions. Due to the physical implementation
of DBMS, these pages are stored in the I/O devices. In order to reduce the access
latency, DBMS must cache these pages. At the same time, the consistency of cached
pages must be ensured. In traditional way, when a transaction accesses the cached
pages it must lock them to prevent other concurrent transactions from accessing the
same pages. In this way, every request must execute their operations in serial ways
and all of them cannot be paralleled. It greatly limits the scalability of the system.

So, in order to improve the scalability of the DBMS buffer manger, Xiaoning
Ding etc. proposed the system framework BP-Wrapper in 2009. In this framework,
they provided two key scalability supports, one is batch execution and the other is
prefetching. That’s why the framework named BP-Wrapper. In fact, the benefit of
prefetching technology is limited. When a page is prefetched before actually used,
during this time, other request updates this page, the page has been stale for the
original request. So, it must do the extra invalidating operations. In many systems,
especially in distributed systems, this operation is much more expensive than lock
operation. In Fig. 1, we only show the batch execution technology of BP-Wrapper.

In BP-Wrapper, every concurrent transaction has an extra corresponding FIFO
which records the request information. When cache hits, append current request
information into the FIFO which belongs to the current transaction and return the
requested page. Otherwise, request must wait until acquiring the lock, then, uses
the corresponding FIFO’s history informations to update the cache in a batching
fashion. In this manner, only cache misses we need to lock the replacement
algorithm and lock only once.

As we said before, BP-Wrapper is well suitable for solving the scalability issue
about DBMS buffer management. But, the centralized design such as the hash table
is not suitable for distributed systems. Although we can have huge buckets in the
hash table to avoid unnecessary lock contention, that’s not enough in intensive
concurrent environment. Besides this, there is one important fact that has been
left out of consideration. In most transactions internal, there are some pages that
are “hot spots”, but between different transactions, the requested pages are often
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Fig. 1 Batching technique in BP-Wrapper (Ding et al. 2009)

irrelevant. So, if we insist on centralized design, the caching system may have higher
probability of occurrence about the phenomenon of “Thrashing (Denning 1968b)”.
In a word, single centralized cache with BP-Wrapper is not enough. In order to
further improve the scalability, we must turn to distributed solution.

3 Description of MLB-Wrapper

As above said, In order to make caching system get higher scalability with lower
latency in the intensive concurrent environment, we propose the MLB-Wrapper
framework. Figure 2 shows the architecture of it.



MLB-Wrapper: Distributed High Scalable BP-Wrapper 653

Fig. 2 The architecture of MLB-Wrapper

Contrast Fig. 1 with Fig. 2, the biggest difference between BP-Wrapper and
MLB-Wrapper is that, in MLB-Wrapper, we distribute the cache in the client and the
server, which are called client-side wrapper and server-side wrapper. In the client-
side wrapper, including a client own small capacity cache which is independent of
server cache and a client FIFO which records request information that corresponds
to the client. We name the client FIFO in the client-side wrapper as Second Level
FIFO, meanwhile, we name the FIFO in the server-side wrapper corresponding
to the client as First Level FIFO. When the client application accesses the client
own cache, there is no lock contention. More importantly, because this cache is
relevant to the client application, it can avoid “Thrashing” to the fullest extent. Only
when the Second Level FIFO is full, the number of access information reaches a
pre-determined threshold or the client own cache misses, it needs to communicate
with server and update the server cache. Otherwise, there is neither any lock
contention nor communication between client and server. The First Level FIFO
in the server-side wrapper is used when the client-side cache misses. The details
of the MLB-Wrapper can be seen in the section of “A Detailed Implementation
Description”.

In real world, we not only use MLB-Wrapper in the client/server scene, but also
use MLB-Wrapper to construct our cache server cluster. In cache server cluster
scene, some cache servers play the client role and other ones play the server role. We
use an example to explain this idea. In this example, we assume that the total data
range is from 0 to 299 and in every server, the capacity of the server can only cache
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50 items. In our design, one cache server caches data range from 0 to 149 which is
named server 0, the other one caches data range from 150 to 299 which is named
server 1. They both play the client role in MLB-Wrapper. We have the third server
which is named server 2 and it caches data range from 0 to 299. Actually, the most
common design way is every cache server caches 100 data range, we call this design
as “flat design”. In flat design, if the server corresponding to the requested data cache
misses, it has to face the expensive cost about cache misses. In our design, though
the data range that every server must face is increased, due to the FIFO in every
level which records the request information, we can make maximum use of every
cache server. In other words, if we request data between 0 and 99 frequently, in flat
design, server 1 and server 2 are idle, but only using server 0 we cannot get high
cache hit ratio. On the other hand, compared with the centralized design of original
BP-Wrapper, we can get much better scalability because we can easily scale-out the
cache server.

3.1 The Benefits of the MLB-Wrapper Framework

Compared with the centralized design of original BP-Wrapper, there are many
benefits in the MLB-Wrapper, These benefits include, but are not limited to:

• Significantly reducing lock contention about the hash table.
Because of the client-side wrapper, the client application will access the server-
side hash table only when the client own cache misses. The access frequency of
the hash table dropped significantly that leads to much less lock contention about
the hash table.

• Greatly reducing the client-side and the server-side communications.
In the centralized design of original BP-Wrapper, the cache is only at the
server. So, every client request must communicate with server. Even if the
communication way is shared memory, such as the buffer management in DBMS,
the communication cost is not cheap. Because of the client-side cache in MLB-
Wrapper, the numbers of communication are greatly reduced.

• The flexibility of the client-side cache.
Thanks to the independence of the server-side cache, the client-side cache
can use different replacement algorithms. It also can be different between
different clients. But, due to the Second Level FIFO in the client-side wrap-
per, the history information is not lost and does not affect server-side cache
hit ratio. HTML5 (http://www.w3.org/TR/html5/) is the future of the web
client, the one of the most important feature in HTML5 is “Web Storage”
(http://dev.w3.org/html5/webstorage/). In MLB-Wrapper, we can use SQLite
(http://www.sqlite.org/) to implement the “Web Storage” and make it as the
client-side cache, even accelerate the cache with CUDA (Bakkum and Skadron
2010a), (b). In MLB-Wrapper, nothing is impossible, because of the flexibility
of the client-side cache.
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3.2 A Detailed Implementation Description

In this section, we will detail the MLB-Wrapper work flow.
First of all, the client application accesses the client-side cache, if hits, returns

the resource to the application, updates the client-side cache and appends the request
information to the Second Level FIFO. If the number of access information in the
Second Level FIFO reaches a pre-determined threshold, try to acquire the lock of
the server-side cache, if succeeds, execute the operations defined by the replacement
algorithm once for all the accesses in the First Level FIFO in a batching fashion and
then in the Second Level FIFO; if the number of access information in the Second
Level FIFO reaches the maximum capacity, the client must wait until it acquires the
lock and updates the cache with the First Level FIFO and then Second Level FIFO in
a batching fashion. When we update the cache, we must use the First Level FIFO
first and then Second Level FIFO, that’s because the accesses in the First Level FIFO
are always before the ones in the Second Level FIFO. As said above, not difficult
to know that the capacity of client-side cache, the maximum capacity of the FIFOs
and the pre-determined threshold of the two FIFOs can decide the performance of
the MLB-Wrapper.

Otherwise, the client-side cache misses. At this time, if the available capacity
of the First Level FIFO in the server-side corresponding to the client is enough,
we move the records from Second Level FIFO to the First Level FIFO, if it is not
enough, we first do the update operation with First Level FIFO and then move the
records. The update operation must acquire the lock, but in real world, the capacity
of the First Level FIFO in the server-side is much larger than the Second Level
FIFO in the client-side, so this situation is rare. After moving the records from
Second Level FIFO to the First Level FIFO, it then looks up the hash table of the
server-side to see whether the resource is in the server cache. There are two cases:
(1) server cache hits. This time, it returns the resource to the client and then updates
the client own cache. Meanwhile, the server asynchronous checks the First Level
FIFO corresponding to the client to see whether the FIFO reaches the threshold or
the maximum capacity and decides to update server cache or not. The client doesn’t
need to wait for the update operation finished, so the latency is very low. (2) server
cache misses. This time, the operation is the same as BP-Wrapper when the cache
misses. The only difference is that we must update the client-side cache with the
resource at last.

4 Performance Evaluation

4.1 Experimental Method and Settings

In order to accurately verify the MLB-Wrapper that has the less lock contention
than the BP-Wrapper, we use one process to simulate the server-side wrapper and
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Fig. 3 Average response
time with different of users

use lots of concurrent threads in this process to simulate the client-side wrapper.
We use every thread’s TLS(Thread Local Storage) to construct the client-side cache
and the Second Level FIFO. In our experiment, one thread stands for one user. The
reason why we do this is that, if the client-side wrapper and the server-side wrapper
live in the different node or live in the same node but not in the same process, the
expensive communication costs between them will dominate the results. If we use
one process and multithreads, the communication cost is very cheap because all
the things are in the same memory address space. This time, different results are
primarily caused by the lock contention, the less time means less lock contention.

So, we wrote CCC code to verify our MLB-Wrapper framework. The server
cache replacement algorithm was LIRS which has high hit ratio. In our code, we
can adjust the capacity of the cache and the ratio of LIR. The First Level FIFO and
the Second Level FIFO we can also adjust the capacity and the threshold. In every
client own cache, we use LRU replacement algorithm. We set the number of the
total resource is 1,000 and every client will access 2,000 times. If there is no special
description, the capacity of server cache is 200 which is 20% of the total resource,
the client cache is 40, the capacity and the threshold of the First Level FIFO is 40
and 20, 10 and 5 in the Second Level FIFO.

4.2 Experiments

• The average response time of clients finishing their requests.
According to Fig. 3, it is not difficult to find that, the more concurrent users
the more lock contention. In each case, the average response time of MLB-
Wrapper is the lowest. With the more concurrent users, the slowest growth rate
about response time means MLB-Wrapper has the best scalability in the large
concurrent environment.

• Cache misses with different concurrent users.
According to Fig. 4, we think batching executing can avoid the cache “Thrash-
ing”. So, MLB-Wrapper can also get better cache hit ratio than the traditional
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Fig. 4 Average cache misses
with different users

Fig. 5 The ratio is the
number of requests which
need to communicate with the
server divided by the total
number of requests. At this
time, we use the same
capacity of the client-side
cache with different
concurrent users

way which doesn’t use batching technology. The number of current users has
little influence on the cache hit ratio except the number is too small. We believe
that, the number of users within a certain range, the more users means the hot
resource is accessed more frequently and it can promote the cache hit ratio
(Fig. 4).

• Communications between client-side wrapper and server-side wrapper in the
MLB-Wrapper.

Based on intuition, the more capacity of client-side cache, the less commu-
nications the client need to do with server. Figure 6 confirms it. But that is
not always true. If the capacity exceeds out of a range, little advantage comes
from larger client-side cache. On the other hand, we use the default capacity
of the client-side cache, and observe the results with different concurrent users.
According to Fig. 5, it proves that there is nearly no influence between the
number of concurrent users and the ratio which is the number of requests that
need to communicate with the server divided by the total number of requests.
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Fig. 6 The ratio is the same
as Fig. 5. We can see that
with the more capacity of
client-side cache, the ratio
is becoming lower

5 Related Work

In the software version management systems such as SVN (http://svnbook.red-bean.
com/en/1.5/svn-book.pdf), in order to reduce the lock contention, they adopt
optimistic concurrency control (Kung and Robinson 1981) lock strategy. In some
NoSQL storage system such as BigTable, they use granular lock to reduce lock
contention. For example, BigTable only supports the single-row transactions, not
general transactions across row keys. Another way is reducing the lock holding
time. In the kernel 2.6 on Linux, the interrupt subsystem divides the hardware
interrupts into the “Top Halves” and “Bottom Halves” parts. In the “Top Halves”,
the kernel is locked and cannot response other hardware interrupts. The kernel
defers the unnecessary work in the hardware interrupt to the “Bottom Halves”.
So it reduces the lock holding time and make the kernel response other hardware
interrupts in time.

6 Conclusion and Future Work

In this paper, we proposed the MLB-Wrapper to solve the scalable issue in the
intensive concurrent environment. In order to further reduce the lock contention,
we add another client-side wrapper between client application and the server-side
wrapper. On the other hand, Like BP-Wrapper, the framework does not modify
the cache algorithm itself. Therefore, it preserves the advantage of the high cache
hit ratio about the algorithm itself and also can be applied to almost all the
cache replacement algorithms. What’s more, our framework can greatly reduce the
communications between client applications and the server, which is one of the most
important features in the intensive concurrent environment.

As for future work, we plan to evaluate MLB-Wrapper on larger distributed
systems. We will continue to research on how to divide the cache levels that we
can have less lock contentions and get better scalability.
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The Hardening Characteristic Spectrum
Analysis of Vascular Wall Elasticity Noninvasive
Dynamic Information

Geng Haofei, Gan Ping, Han Sheng, Huai Xian, Chen Lili, Deng Shixiong,
and Xiong Xingliang

Abstract In the analysis of vascular wall dynamic information, typical oscillogram
of pressure displacement wave of vascular wall (PDWVW) and speed wave infor-
mation were gained from normal and patient groups, which were based on analysis
theory of power spectrum. The analyzed results showed that the parameter G and H
of signal A and D not only had statistical significance, but also were proportional to
the elasticity of the vessel wall. So the two signals could be considered as the main
characteristic parameters in quantitative diagnosis of the vascular walls elasticity
diseases. It may have some clinical significance in quantitative diagnosis of early
vascular diseases.

Keywords Vascular wall dynamic information • Power spectrum analysis
• Degree of elasticity

1 Introduction

The occurrence of angiocardiopathy often closely contacts with human vascular
wall elasticity and geometric configuration. The geometric configuration of the
vascular and mechanical elasticity will have some change, when the pathological
process takes place. When angiocardiopathy is diagnosed such as hypertension,
atherosclerosis etc., it’s a clinical sign that the moderate or serious pathological
process of vascular wall has taken place. It is one of the challenges at present in
the clinical diagnosis how to early detect and diagnose the pathological process of
vascular wall elasticity and geometric configuration as in Chen et al. (2008).
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The human vascular wall dynamic information (VWDI) is the important
parameter of medical information which relates to kinestate and elasticity of
human vascular wall. It mainly contains pressure displacement wave of vascular
wall (PDWVW), pressure speed wave (PSV), pressure displacement acceleration
wave, blood volume wave and so on, which are all noninvasive dynamic medical
information as in Gan and Hu (2006).

In order to study biomedical signal deeply, the time domain signal is often
transformed into frequency domain, which is used to reveal the implicated clinical
significance. The spectrum analysis of the signal PDWVW and PSV have been done
by the dynamics information measurement system of vascular wall based on remote
virtual instrument developed in the preliminary study as in Chen et al. (2009).

2 Vascular Wall Dynamic Information Spectrum Analysis

Much medical information is implicated in the spectrum of the signal in the
biomedical engineering. Consulting a large number of documents, the author has not
found that spectrum analysis is used to research elasticity degree of vascular wall.
So, a preliminary analysis has been done to dynamic information of the vascular
wall based on spectrum analysis theory, in order to find the method which can
quantitatively analyze hardening degree of vascular wall.

As can be seen from Fig. 1, multi-channel waveform of dynamic information of
vascular wall can be got by the measurement system. The first wave is the signal
PDWVW, which would be focused on in the result analysis. The second wave is the
blood volume wave, the third the signal ECG and the fourth the signal PCG.

Fig. 1 The interface figure of VWDI measurement system
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2.1 Medical Signals Power Spectrum Analysis

The spectrum analysis of medical signal can reveal implicit periodicity of medical
signal as well as some useful information. Especially, the acrometron of power
spectrum and peak often indicate important medical information of some special
diseases in the biomedical engineering.

The power spectrum analysis is used to observe periodic variation in heart
rhythm activity, which closely associates with elasticity degree of vascular wall for
cardiovascular system. So, the characteristic parameter of medical signal spectrum
analysis is the important criterion which estimates cardiovascular system and degree
of vascular wall elasticity.

2.2 PDWVW Spectrum Analysis

From the perspective of signal analysis, almost all the actual signal can be expressed
by linear non-periodic signal, and if it is decomposed, we will find that the measured
PDWVW is composed of the different amplitude and phase harmonic as in Nie
(2005), whose frequency is continuous. This non-periodic motion process can be
expressed in a non-periodic function. Non-periodic waveform isn’t directly changed
into Fourier series. However, it can be seen as a periodic signal which has an infinite
period. Using amplitude or phase for the ordinate and frequency for the abscissa
would receive the spectrum curve of the signal PDWVW. By doing this, the time
domain signal is changed into a frequency domain signal.

2.3 Research Processes and Objects

Firstly, using sampling and analog-digital conversion obtains the PDWVW signal.
And then intercept the analysis signal by window treatment and do the FFT.
Eventually, operate the power spectrum analysis.

The study object is divided into normal group and patient group. The normal
group is that vascular disease can be excluded by strictly clinical examination and
the patient group is which has been clearly confirmed in patients with vascular
disease including primary hypertension, secondary hypertension, atherosclerosis,
cardiac insufficiency, premature beat, blood hyperviscosity, abnormal heart rhythm
and so on. In accordance with the principles of medical statistics analysis, collecting
the required sample size is five times or more than observed variable, the sample is
sixty-two which come from volunteers detected as in Chen (2009).
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2.4 Intercept Method of Time Domain Signal

The signal PDWVW and PSV are treated with by the six methods interception as
follow.

• Three seconds signal before and after the maximum point of the signal PDWVW
is referred to as signal A.

• One second signal before and after the maximum point of the signal PDWVW is
referred to as signal B.

• The first two seconds in the three seconds before the maximum point of the signal
PDWVW is referred to as signal C.

• Three seconds signal before and after the maximum point of the signal PSV is
referred to as signal D.

• One second signal before and after the maximum point of the signal PSV is
referred to as signal E.

• The first two seconds in the three seconds before the maximum point of the signal
PSV is referred to as signal F as in Feng et al. (2006).

3 Results

3.1 Typical Power Spectrum

Normal group interception signals power spectrum typical figure: The interception
signal power spectrum whose sample number is 20 are showed as Fig. 2. Patient
group interception signals power spectrum typical figure: The interception signal
power spectrum whose sample number is 18 are showed as Fig. 3.

3.2 Power Spectrum Results

Take the frequency corresponding to the largest energy and the second largest energy
as the characteristic parameters of the power spectrum analysis. The frequency of
the largest energy corresponding is referred to as a parameter G and the frequency
of the second largest energy corresponding as a parameter H.

To make sure that whether the parameter G and H of six kinds of signals in
the normal group and patient group have statistically significant, use the t test and
’D 0.05 by the SPSS statistical analysis software and the results are showed as
Tables 1, 2, 3, 4, 5 and 6. The PM means the equalizing value the parameter G, SM

the standard deviation of the parameter G, PN the equalizing value the parameter H
and SN the standard deviation of the parameter H.
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Fig. 2 Normal group power spectrum figure: (a) to (f) is the power spectrum figure of signal A to F



666 G. Haofei et al.

Fig. 2 (continued)

Fig. 3 Patient group power spectrum figure: (a) to (f) is the power spectrum figure of signal A to F
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Fig. 3 (continued)

Table 1 The power spectrum results of signal A

Power spectrum
parameters Normal group(Hz) Patient group(Hz) Difference

PM ˙ SM 1.39 ˙ 0.20 1.14 ˙ 0.14 P< 0.05
PN ˙ SN 2.98 ˙ 0.25 2.37 ˙ 0.21 P< 0.05
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Table 2 The power spectrum results of signal B

Power spectrum
parameters Normal group(Hz) Patient group(Hz) Difference

PM ˙ SM 1.29 ˙ 0.18 2.20 ˙ 0.16 P< 0.05
PN ˙ SN 2.72 ˙ 0.16 1.24 ˙ 0.19 P< 0.05

Table 3 The power spectrum results of signal C

Power spectrum
parameters Normal group(Hz) Patient group(Hz) Difference

PM ˙ SM 1.41 ˙ 0.25 2.45 ˙ 0.22 P> 0.05
PN ˙ SN 2.92 ˙ 0.30 4.03 ˙ 0.34 P< 0.05

Table 4 The power spectrum results of signal D

Power spectrum
parameters Normal group(Hz) Patient group(Hz) Difference

PM ˙ SM 2.91 ˙ 0.30 2.48 ˙ 0.20 P< 0.05
PN ˙ SN 11.80 ˙ 0.21 3.84 ˙ 0.34 P< 0.05

Table 5 The power spectrum results of signal E

Power spectrum
parameters Normal group(Hz) Patient group(Hz) Difference

PM ˙ SM 11.60 ˙ 0.20 2.49 ˙ 0.23 P< 0.05
PN ˙ SN 2.93 ˙ 0.20 3.99 ˙ 0.28 P< 0.05

Table 6 The power spectrum results of signal F

Power spectrum
parameters Normal group(Hz) Patient group(Hz) Difference

PM ˙ SM 2.93 ˙ 0.27 2.59 ˙ 0.26 P> 0.05
PN ˙ SN 10.61 ˙ 0.22 3.43 ˙ 0.25 P< 0.05

3.3 Power Spectrum Analysis Results

• The equalizing value and standard deviation of the normal group were higher
than the patient group about the signal A. That the parameter G and H of the
signal A were proportional to the degree of vascular wall elasticity showed that
the degree of vascular wall elasticity normal group was higher than that of patient
group. And that P were less than 0.05 in comparison of the parameter G and H
showed that the parameter G and H of the signal A had statistically significant.
So the parameter G and H of the signal A can be used as one of the characteristic
quantities in the quantitative diagnosis of vascular wall elasticity degree.
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• That P were less than 0.05 in comparison of the parameter G and H showed that
the parameter G and H of the signal B had statistically significant. The normal
group parameter G (PM) was lower than the patient group but the parameter H
(PN) higher, so only the parameter H of the signal B was proportional to the
degree of vascular wall elasticity.

• That P was less than 0.05 in comparison of the parameter H showed that only
the parameter H of the signal C had statistically significant. That the equalizing
value and standard deviation of the normal group were lower than the patient
group about the signal C shows that the parameter G and H of the signal C were
both inversely proportional to the degree of vascular wall elasticity.

• The results of the signal D were exactly the same as the signal A. So the
parameter G and H of the signal D can be used as one of the characteristic
quantities in the quantitative diagnosis of vascular wall elasticity degree.

• That P were less than 0.05 in comparison of the parameter G and H showed that
the parameter G and H of the signal E had statistically significant. The normal
group parameter G (PM) was higher than the patient group but the parameter H
(PN) lower, so only the parameter G of the signal E was proportional to the degree
of vascular wall elasticity.

• That P was less than 0.05 in comparison of the parameter H showed that the
parameter H of the signal F had statistically significant. That the equalizing value
and standard deviation of the normal group were higher than the patient group
about the signal F showed the parameter G and H of the signal F were both
proportional to the degree of vascular wall elasticity.

4 Conclusion

The difference of all signal parameters were significant except the parameter G of
the signal C and F in the results of six kinds of signals power spectrum analysis of
normal group and patient group. Therefore, choosing the parameter G and H as the
characteristic parameters of vascular wall elasticity disease diagnosis is feasible.

In many cases, the parameter G or H was proportional to the degree of human
vascular wall elasticity in six kinds of signals power spectrum analysis. And
the degree of elasticity of normal group was higher than that of patient group.
Especially, the parameter G and H of signal A and D not only had statistically
significant, but also were proportional to the degree of human vascular wall
elasticity. So, the two signals can be used as one of the main characteristic quantities
in the quantitative diagnosis of vascular wall elasticity degree.

The medical clinical interpretation of the power spectrum analysis needs further
study.
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Robust Localization Based
on Measurement Reliability

Xiaoping Wu and Shili Tan

Abstract As the key technology, localization is a fundamental research that has
been extensively studied in the literature of wireless sensor networks. Improving
the accuracy and decreasing the costs of localization is the mainly goal for node
localization. To improve the precision of located nodes, we design the wTLS
localization approach, which relies on the distance reliability and makes good
use of the distance information. Based on the variance of different hop counts,
we apply the approach to DV-Hop localization. The experiment results show that
wTLS outperforms the state-of-arts approaches with high accuracy, efficiency, and
consistency of performance and gains more excellent results than TLS and LS.

Keywords Wireless sensor network • Robust localization • Measurement
reliability

1 Introduction

Wireless Sensor Networks (WSNs) are widely proposed to apply in environment
observation and forecasting, health caring, battle-field surveillance. For most ap-
plications, sensor data without spatial and temporal coordinates is of very limited
use. Sensor nodes have to be aware of their location to be able to specify “where”
a certain event takes place. Therefore, the problem of localizing the sensors is of
paramount importance for many classes of sensor network applications.

The location information of sensor nodes is an indispensable element in various
applications, such as fire risk evaluation, canopy closure estimates (Mo et al.
2009), microclimate observation, and search and rescue in the wild. The most

X. Wu (�) • S. Tan
School of Mechatronic Engineering and Automation, ShangHai University,
Shanghai 200444, People’s Republic of China
e-mail: wuxiaoping05@gmail.com; tanshili@shu.edu.cn

B. Xu (ed.), 2012 International Conference on Information Technology and Management
Science (ICITMS 2012) Proceedings, DOI 10.1007/978-3-642-34910-2 76,
© Springer-Verlag Berlin Heidelberg 2013

671



672 X. Wu and S. Tan

existing works on sensor network localization can be classified as based on range-
based or range-free approaches. In the range-free approaches, the algorithms do
not need ranging hardware support and are immune to range measurement errors
while providing less accurate localization results. In the range-based approaches,
the algorithms require more sophisticated range hardware support while providing
more accurate localization results than the range-free algorithms when the range
measurement is accurate. The range-based algorithms include the robust least-
square localization, DV-based approach (Shang et al. 2003), and collaborative
multilateration. Among them, DV-based approach, SDP and MDS-MAP also deal
with the range-free case (Ji and Zha 2004). Much less work has been done on
utilizing other range related information for sensor network localization. Received
signal strength indication (RSSI) is a measure of the RF energy received and is
closely related to range. For the localization purpose, the information provided
by RSSI or similar types of measurements is less than range but more than
a connectivity-only hop count, and it can be used to improve the accuracy of
connectivity only localization algorithms. Summing up the above methods, each
approach needs the distance information, so the measurement distance reliability
will be helpful for improving localization precision.

Ranging quality is the key that determines the overall localization accuracy.
Bearing this point in mind, recent proposals focus more on error control and man-
agement. Some of those proposals enhance the localization accuracy by deliberately
reducing the contribution of error-prone nodes to the localization process. The
rest schemes improve localization by identifying large ranging errors and outliers,
relying on the topological or geometric properties of a network (Hazas and Ward
2002; Moore et al. 2004). The localization error comes from the vertex error and
the error in distance measurement (Liu et al. 2003). When GPS or other device
assisted location technology is not available due to shadowing or cost, it is attractive
to develop inexpensive localization approaches. In node localization, most existing
methods start with a small number of anchor nodes whose locations are known.
Other nodes localize themselves with respect to these anchor nodes. For anchor
nodes, the vertex error is mostly zero. Bur for regular measurements, a Gaussian
white noise is always happened, which is hard to removed for localization. For
many occasion, the ranging reliability could be conscious through the efficient
measurement analysis. RSSI measurement always leads to the outlier distance
caused by a node in a pit, with a faulty antenna, or at the edge of radio range to
other nodes (Jian et al. 2009). Different hop counts have different variance stated
by measurement results when locating a node with DV-Hop. For improving the
localization accuracy, we amend the conventional least square localization approach
and design wTLS approach. The contributions of our work are summarized as
follows.

1. We propose a weight Taylor least squares scheme (wTLS), which use reason-
able weight coefficient based on the measurement reliability. With wTLS, the
estimated node locations are less error than those output by other schemes.
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2. For better understanding wTLS, we apply the approach for DV-Hop. We put
forward the means of gaining the weight and give the experiment results of the
approach.

3. Except for DV-Hop, wTLS can also solve the outlier problem of measurement
results, which makes use of more information than purely removing the outlier
data. We validate the approach by experiments.

This paper presents a robust distributed node localization based on the mea-
surement reliability, which uses ratio value based on different measurements data
reliability. The rest of this paper is structured as follows. Section 2 represents the
motivations from the original localization technology. Section 3 describes the design
of robust localization algorithm. Section 4 analyzes the simulation about actual
problem and evaluates the results.

2 Motivation

Radio Signal Strength Indication (RSSI) is based on the fact that the strength of
radio signal diminishes during propagation. As a result, the understanding of radio
attenuation helps to map the signal strength to the physical distance. In theory,
radio signal strengths diminish with distance according the power law. A generally
employed model for wireless radio propagation is as follows

P.d/ D P.d0/C 10
 log.
d

d0
/CXı (1)

Where P.d/ is the received power at distance d , P.d0/ is the received power at
some reference distance d0, 
 is the path-loss exponent, and Xı is a log-normal
random environment noise followed N.0; ı2x/ that accounts for fading effects.
Hence, if the path-loss exponent for a given environment is known, the received
signal strength can be translated to the signal propagation distance. However, in
practice, RSSI-based ranging measurements contain noises on the order of several
meters. The ranging noise occurs because radio propagation tends to be highly
dynamic in complicated environments. On the whole, RSSI based ranging is a
relatively cheap solution without any extra devices, as all network nodes are
supposed to have radios. It is believed that more careful physical analysis of radio
propagation may allow better use of RSSI (Kung et al. 2008). Nevertheless, the
breakthrough technology is not there today. We randomly select a time to collect the
RSSI readings from all the 100 nodes. RSSI are then used for range measurements
based on Eq. (1). By comparing the converted distances with the ground-truth ones,
Fig. 1 plots the mean error of range measurements between every node and its
neighbors. Generally, if a node has line of sight connections with all its neighbors,
the mean error of its range measurements is small. If a node lies in a pit, has a faulty
antenna, or is relatively far from all its neighbors, the mean error is likely to be large.
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Fig. 1 Errors of range measurements on the nodes

Table 1 Mean and variance
under different hop counts

Hop counts 1 2 3 4 5

Mean 19.24 21.25 22.08 22.10 21.8
Var 51.5 13.58 7.22 3.44 2.30

The anisotropic problem exists large randomness in the deployed fields. When
using a rang-free approach (e.g. DV-Hop) without considering this problem, nodes
are located at the same position if their hop counts to the landmarks are equal.
Nevertheless, they might be at a distance from each other in reality. The anisotropic
problem also brings severe challenges to range-based localization (Shang et al.
2004), and we test the mean and variance in different hop counts of DV-Hop. The
experiment results are shown in Table 1, and we can find the distance between
nodes has the different reliability due to different hop counts. The far nodes distance
variance are smaller than the near, so their reliability is higher (Li et al. 2005).

3 Design

The distances from an unknown node to several references constrain the presence of
this node, which is the basic idea of the so called multilateration. Figure 2 shows an
example of trilateration, a special form of multilateration which utilizes exact three
references. A to-be-located node (node 0) measures the distances from itself to three
references (nodes 1, 2, 3). Obviously, node 0 should locate at the intersection of
three circles centered at each reference position. The result of trilateration is unique
as long as three references are non-linear. Supposing the location of the unknown
node is .x; y/ and it is able to obtain the distance estimates Odi to the i-th reference
node locating at .xi ; yi /, i D 1; 2; � � � ; n, let di be the actual Euclidean distance to
the i-th reference node, i.e.,

.xi � x/2 C .yi � y/2 D d2i i D 1; 2; � � � ; n (2)
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Fig. 2 Trilateration
(a) Ranging circles
(b) Measuring distance
to three reference nodes

The difference between the measured and the actual distances can be represented
by Odi �di ( Odi is the distance calculated from the estimated sensor position, di is the
measured distance). In the localization of wireless sensor network, it is the mainly
means to measure the distance or angle between the unknown node and the anchors.
If Eq. (2) minus each other, we can obtain the linear equation AX D b, the least
squares (LS) solution to the linear system isX D .AT A/�1AT b X (Liu et al. 2003).
The matrix of b is x2i � x2j C y2i � y2j C d2i � d2j . If the measured di and dj exist
error, the subtraction by Eq. (2) brings to bigger error. The pure subtraction of Eq.
(2) will lose more measurement information, so we introduce Taylor Least Squares
(TLS) here.

f .x; y/ D
q
.xi � x/2 C .yi � y/2 i D 1; 2; � � � ; n (3)

Expanding Eq. (3) using Taylor formula at the point .x0; y0/ and obtain

f .x; y/ D
q
.x0 � xi /2 C .y0 � yi /2 C .x0 � xi /q

.x0 � xi /2 C .y0 � yi /2
h

C .y0 � yi /q
.x0 � xi /2 C .y0 � yi /2

k (4)

Eq. (4) is also expressed as matrix

J ��x D �d (5)

Where

J D

0
B@ .x0 � xi /q

.x0 � xi /2 C .y0 � yi /2
;

.y0 � yi /q
.x0 � xi /2 C .y0 � yi /2

1
CA

�x D .h; k/; �d D di �
q
.x0 � xi /2 C .y0 � yi /2 i D 1; 2; : : : ; n (6)
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Considering the parameters .xi ; yi / and di , the vertex error of anchor nodes is
mostly zero, so the main error of located results comes from di because of the
measurement noises. Sometimes the measurement reliability can be estimated or
predicted. Tab. 1 lists the mean and variance value with different hop counts. From
the table, we can find the reliability in different hop count is differential, so it is
efficient for improving precision to give the each node different weight to each
equation. We substitute for the equation with

w � J ��x D w ��d (7)

Where

w D diag.w1;w2; � � � ;wn/ (8)

we call w as weight matrix, wi value is decided by di reliability. The approach
is called as weight Taylor Least Squares (wTLS). RSSI range measurements are
easy-to-implement and thus get popular in practice. Empirical models of signal
propagation are constructed to convert absolute RSSI to distance. However, noise
and outlier is inevitable in distance ranging for environmental factor, adversary
attacks, hardware malfunction or failure. A feasible means is removing the outlier
data for improving precision, but in fact the outlier data also include some useful
information, purely getting rid of the outlier data will partly lose information.
Weakening the outlier data with small weight coefficient could improve the location
accuracy effectively. Many papers introduce the identification of the outlier nodes,
the distance difference Odi � di can judge the outlier. If the connectivity is high and
the solution is unique, Odi � di are closely related to the actual distance difference.

4 Evaluation

DV-Hop utilizes the connectivity information to estimate node locations. Every node
counts its hop counts (i.e. the number of hops on the shortest path between two
nodes) to at least three landmarks. The distance between a node and a landmark is
calculated as the product of the hop count between them and the per-hop distance,
which is a pre-determined constant for all the nodes. The location of a node is then
calculated by using Least Square Estimation in WSNs. We divide the DV-Hop into
two steps, computing the distance between beacon nodes and unknown nodes, and
solving for the unknown coordinate with the distance data. Here we are concerned
with the second step, which is how to improve the accuracy using the distance data
computed by the first step. In this group of simulations, 100 nodes are randomly
deployed in the area of 100
 100 m, the beacon node number is 20, the experiment
shows that communication radius is less than 15, the beacon node density is
too sparse to compute the percent hop distance, at radius 15, a 95% of node is
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Fig. 3 Localization results of LS and wTLS

connected. Specifically, DV-Hop performs very poor when the node density is low.
This is because the anisotropic problem appears to be more serious with sparse
deployments. When the node density increases, the anisotropic problem is mitigated
and the localization accuracy is thus improved.

Figure 3 plots the localization results of the three approaches. Least-Square have
bigger error for being unaware of the uncertainty. Taylor Least Squares decrease
the error by considering least Odi � di . wTLS can get the least mean localization
error of three approaches using the weight according the reliability of ranging. The
weights selecting is critical for the accuracy, an appropriate weight could decrease
the error effectively. In our experiment, we use the subsection weight to distinguish
the ranging reliability. It is easy to see that wTLS performs better than LS and TLS.
Figure 3 shows that for almost all the nodes, wTLS achieves higher localization
accuracy than other two approaches.

From Fig. 3, we can see the performance of LS is the worse one. Actually, we
observe in the experimental results that many different nodes are estimated to the
same locations by LS, because they have same hop counts to the landmarks, but their
real locations are far from each other. With a higher node density, it is also easier for
wTLS to obtain enough good range measurements for localization. Nevertheless,
as the node density goes up, the mean localization error quickly drops and then
gradually converges.
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Fig. 4 Impact of the number of landmarks

Power-based localization, which relies on range estimation via received signal
strength of RF signals, is convenient in ad hoc networks of wireless nodes. We
consider the problem of using 802.11 radio ranging to localize ad-hoc nodes in an
outdoor, open-space environment. The solution is straightforward when the terrain is
flat and nodes can all hear each other well. However, this may not be the case in real-
word applications. For example, a node in a pit, with a faulty antenna, or at the edge
of radio range to other nodes may cause large errors in ranging measurements due
to a weak signal from the node or received by the node. In addition, heterogeneous
radio equipment may also introduce inconsistency in measurement errors.

In the general approach, removing the bigger error distance data is the universal
method, but in fact the bigger error also includes some useful information. Purely
getting rid of the data will lose the information. wTLS can make good use of the
distance information including the outlier data with the appropriate weights. We
conduct the experiment, Fig. 4 shows the result, wTLS also achieves less error than
the conventional least square approach. The LS approach achieve the max error is
18 m, likewise, the max error of wTLS is within 11 m. From Fig. 4, we can see the
performance of LS is worse than wTLS.

Considering the ubiquitous ranging errors and poor overall ranging quality, the
robustness of a localization approach against such interfering factors is the last
but not least metric we want to evaluate. For this purpose, we conduct a group
of simulations with 1,000 nodes. Node density Nd D 12 and the number of
landmark is set to 12. We use another two parameters to control the degree of
ranging errors. The first one is the percentage of bad links which is respectively
set at 0, 10, 20, 30, 40, and 50%. Another parameter is the relative ranging error.
We assume in the simulations that the links on a node are either all good or
all bad. The relative ranging error of a link conforms to a Gaussian distribution
N.�bad ; 0:2�bad ; / where �bad denotes the average of relative ranging error and
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Fig. 5 Comparison of localization errors: (a) purely removing the big error measurement;
(b) wTLS

set at 0, 10, 20, 30, 40, and 50%, respectively. Meanwhile, we assume the links
are asymmetric. Figure 5 plots the mean localization errors of purely removing
the big error measurement and using wTLS approach, under different settings. We
find the former is relatively insensitive to the changes of ranging errors, because
it mainly relies on the measurement information of rest node instead of all. The
approach results have localization error of more than 2.5 m, even when all links
are good, the max error can achieve 4 m. Its performance seriously degrades when
the percentage of bad links gets above 20%, compared with the approach, wTLS
has even better performance. When all the links are good, its localization errors are
almost near 2 m. Even when there are 50% bad links, wTLS still perform robustly
enough, the localization error is no more than 6 m. This group of simulation shows
the remarkable advantages of wTLS in extremely complex environments.
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Log Mining of Virtual Host Website
Based on Association Rule

Xi Guangwen and Long Gonglun

Abstract Website log recorded the users’ behavior of accessing and browse. Users’
accessing and browsing behaviors are recorded in web logs, by mining which
those behaviors can be analyzed and hence provide valuable data for optimizing
web structures. But most virtual hosting websites have no log-recording functions,
it brings great inconvenience to log mining. This paper introduces a method of
creating logs on virtual hosting website and mining them with associate rules would
help in discovering users’ visiting patterns, which improves site structures and
optimizes user experiences.

Keywords Log mining • Association rules • Virtual hosting • Apriori

1 Introduction

Along with the swift development of the Internet, more and more enterprises and
people have been build up websites on the Internet and gaining strategic advantages
by internet applying on crucial missions. Each day large amount of logs are created
reflecting users’ behaviors on webs. A proper analysis of such data can generate
visiting patterns of users and hence enable better decisions on market strategies,
improve efficiency of market activities. And it can also provide useful information
to web owners and customized services to appointed users (Liu Li-Zhen et al. 2003;
Cheung et al. 1996a, b). Many websites are hosting on virtual hosting and not every
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hosting provider offers log function, which brings great difficulty on log mining. So
for creating logs we develop a separate module to provide data source for web log
mining.

2 Virtual Hosting

Virtual hosting is a method with special hardware and software technologies for
cutting a real computer host into multiple logic storing units (logic host). The
unit has no real entity but like a real host can act functions like individual
domains, IP addresses, storing spaces and complete internet servers. This virtualized
logic hosting is named virtual hosting. Different virtual hosting are completely
independent from one another. It seems virtual hosting performs exactly like an
independent hosting.

Since multiple virtual hosting share resources of one real hosting the utilization
of servers and cables are largely increased, thanks to which no extra servers or cables
cost is necessary since in one server IP addresses can be set up in without any
conflicts or sites with independent domains can be built up. Meanwhile we can
save the cost on special server supervisors and don’t need to worry about server
maintaining problems.

The low cost and high efficiency of virtual hosting are greatly attractive for small
medium organizations and web fans. Now virtual hosting has already developed
itself as an important platform for enterprises information publicizing, products
promoting and personal presenting.

3 Log Mining on Virtual Hosting Webs

A basic web log mining procedure include data preparing, mining rules applying,1

pattern analyzing and visualization (Lv Jia 2006).
Normally virtual hosting webs have no logs so we design a log generating module

for creating users accessing logs. A data made for mining rule applying is produced
by reading logs (Savasere et al. 1995; Toivonen 1996). Then strong association rules
are generated from Apriori (show in Fig. 1).

3.1 Association Rules

Association rules, invented by Agrawal and others in 1993 (Agrawal et al. 1993),
are the most active research method used for data mining. Based on lots of business

1http://www.99to.com/help/hosting.asp
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Fig. 1 Log mining procedure for virtual hosting webs

records useful association rules are found to be helpful on various business decisions
and have been widely applied in analyzing shopping cart and transactions and
building customized webs.

Association rules is a implication expression just as A ) B , A  I; B  I ,
and A \ B D Ø. Rule A ) B is established in the transaction set D, with
the support S, where S is the percentage of D which contains A [ B , it is the
probability of P.A[B/. Rule A) B has the confidence C in the transaction D, if
D contains transaction A also includes transaction B which the percentage is C, it is
the conditional probability of P.BjA/. The rules which are satisfied the minimum
support threshold (min sup) and the minimum confidence threshold (min conf )
referred as a strong rule (Agrawal and Shafer 1996; Agrwal and Srikant 1994a, b).
We used the classical Apriori algorithm to mine transaction database.

3.2 Creating Logs

A module is added in each web to record visitors’ IP addresses, visiting time,
visited webs, their internet browsers, etc. and those information will be saved in txt
documents. P2 shows part of the logs of Chinese Engine Web which uses virtual
hosting. From row1 to row5 is respectively date, time, visited webs, requested
parameters and their IP addresses. (show in Fig. 2)

3.3 Creating Database

To apply association rules we need to create a database including three sheets of
IP sheet of the structure Ip(IpID, Ip), web sheet of the structure Page(PID, Page,
Hits-total visits of one page) and transaction sheet of the structure Tran(TranID-
transaction ID, IpID-reflecting IpID in the IP sheet, PageList-page sequence
showing ID visited by IP of IpID).



684 X. Guangwen and L. Gonglun

Fig. 2 Part of logs

To create the transaction database,

1. Scan logs, remove the data and time, put row3 and row4 together to form strings:
StrIP, StrPage.

2. See if StrIP exists in the IP sheet. If not add new IP record to the IP sheet and
generate NumIpID for the IP.

3. See if StrPage exists in the Page sheet. If not add new Page record or otherwise
revise the original record HitsC 1 then NumPageID for this Page is generated.

4. Find records those IpID equal to NumIpID in the table of Tran, if present, we
need to analyze NumPageID is whether exist in PageList, if NumPageID does
not exist, add NumpageID into Pagelist; If not, add a new transaction record in
to Tran.

3.4 Researches and Analysis

We added a log creating module for each page of the website of Chongqing Three
Gorges University and mined the logs of 1–31, October.

After several experiments, we took 10% as the support, so we have been frequent
itemsets l D f1,31,113,126,172,266g, the collection element1,31,113,126,172,266
means pageID respectively, index.asp (Home), /yzlyb/imgchk/validatecode.asp
(Code), Photo/ShowPhoto.asp? PhotoIDD 2 (the campus scenery), Arti-
cle/ShowArticle.asp? ArticleIDD 10516 (School Profile), Article/ShowClass.asp?
ClassIDD 1 & pageD 2 (Announcement), officee/yzap/yzap.asp (week of the
session.) Set confidence level is 60%, by the confidence formula:

conf idence.A) B/ D P.AjB/ D support count.A [ B/
support count.A/
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Strong association rules are as follows:

31 ^ 113 ^ 126 ^ 172 ^ 266) 1,conf idence D 100%

31 ^ 113 ^ 12 ^ 266) 1 ^ 172,conf idence D 77:78%

31 ^ 113 ^ 172 ^ 266) 1 ^ 126,conf idence D 100%

1 ^ 126 ^ 172 ^ 266) 31 ^ 113,conf idence D 63:64%

31 ^ 126 ^ 172 ^ 266) 1 ^ 113,conf idence D 100%

31 ^ 126 ^ 266) 1 ^ 113 ^ 172,conf idence D 63:64%

1 ^ 113 ^ 172^ 266) 31 ^ 126,conf idence D 70%

31 ^ 172 ^ 266) 1 ^ 113 ^ 126,conf idence D 63:64%

1 ^ 113 ^ 126 ^ 172 ^ 266) 31,conf idence D 77:78%

113 ^ 126 ^ 17 ^ 266) 1 ^ 31,conf idence D 77:78%

1 ^ 31 ^ 172 ^ 266) 113 ^ 126,conf idence D 63:64%

113 ^ 172 ^ 266) 1 ^ 31 ^ 126,conf idence D 70%

1 ^ 31 ^ 126 ^ 266) 113 ^ 172,conf idence D 63:64%

1 ^ 31 ^ 126 ^ 172 ^ 266) 113,conf idence D 100%

126 ^ 172 ^ 266) 1 ^ 31 ^ 113,conf idence D 63:64%

1 ^ 31 ^ 113 ^ 172 ^ 266) 126,conf idence D 100%

1 ^ 31 ^ 113 ^ 126 ^ 266) 172,conf idence D 77:78%

By reading the above we learnt the six pages were highly associated with
one another and the confidence level of four association rules were 100%, which
indicated those pages were good options of presenting links of other pages. We
visited the website and found in the notice page there was no link to the main page.
It would be a good choice to add the main page link to the notice page to optimize
website structures and improve visitors’ experience.

4 Conclusion

But the normal Apriori algorithm generate large candidacy itemsets and needs to
scan databases repeatedly, which costs too much for both time and spaces. We can
use “itemsets count base on Hash” and other methods to improve the efficiency
(Jiawei Han and Micheline Kamber 2006; Weihong 2004; Park et al. 1997). In the
future, we will research how to improve the efficiency of Apriori algorithm.
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A Dynamics Model on Support System
for Spare Parts

Weipeng Wang

Abstract The logistics of spare parts shows the characteristics of dynamics. We
establish a support system based on demand-pull model. This paper analyses the
feedback control mechanism of the system and the mathematical principles of the
dynamics of the supply–demand model of spare parts based on system dynamics.
Then we build a system state model, analyzing the dynamic actions of the support
system. Our study shows that: (1) Excessive logistics delay may affect the stability
of the system; (2) The stability and performance of the support system of spare
parts based on the “demand-pull” model are closely related to the supply chain
management system and technical conditions, also depend on the interactions of
multiple factors. Then we get the value threshold of the key parameters to make the
system stable, and test the impacts of logistics delay on the stability of the system.
Finally, through system dynamics simulation, we optimize the system.

Keywords Spare parts • System dynamics • Organizational level • Demand—
pull model

1 Introduction

According to the study of Clerk Maxwell (1892), Eason et al. (1955), Bernhard
and Marion (2000), Huiskonenj (2001), Xiong Jingqi (2005), the logistics of spare
parts shows the characteristics of dynamics in the implementation process. This
is because the flow of spare parts in the supply system will cause changes in the
quantities of spare parts inventory. To draw up a supply plan of spare parts based on
demand more accurately, keeping the supply and demand balance, we must make
a profound analysis of the structure of the logistics system of spare parts based
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on demand-pull model, finding the law of the dynamic changes of the difference
between supply and demand and the relationship between system performance and
system parameters, so as to support basis for policy analysis and system design.
However, how to reveal the objective law of the flow of spare parts from the angle
of dynamic mechanism, so as to support the basis for the supply decision-making
and risk control, which is one of the frontier theories in the current research area
of the support of spare parts. Most existing studies on the problem of the security
supply of spare parts focus on the analysis and processing of the external data of
the supply security system, but with little consideration of the factors leading to
the flow of spare parts within the system and the changing characteristics of the
factors. They cannot reveal completely and deeply the essential law of the flow
of spare parts, so it is difficult to adjust flexibly the order rate of spare parts,
and cannot meet the needs of modern production. Compared to the maintenance
of other level, the organization—level maintenance has particularly significant
impacts on the conditions of equipment. So this article studies the organization—
level inventory control of spare parts (including order, stock—in and stock—out)
and usage activities, analyzing the inventory control mechanism of spare parts
based on demand—pull model. For the inventory control, product reliability and
maintainability are the important factors affecting demand rate of spare parts. This
article will take the demand rate of spare parts as input to the model, studying the
logistics law of spare parts in the supply support activities, finding the optimum
strategy for spare parts inventory control.enlargethispage*12pt

2 System Dynamics Principles and Simulation

2.1 Causality Analysis

We think that the supply—and—demand feedback control mechanism of the
support systems of spare parts is that: to observe and understand the actual activities
of the support system of spare parts, obtaining the match information of supply and
demand, and then to adjust the actual supply activities of spare parts according to
the feedback information of actual supply and the deviation between supply and
demand. The causal relationship among the factors of the support system of spare
parts is shown in Fig. 1.

2.2 A System Dynamics Model of Supply and Demand of Spare
Parts on the Organizational Level

Assume that without considering the impacts of the demand information delay on
the supply activities, then the structure of the supply—demand system of spare
parts can be described by the system dynamics flow diagram shown in Fig. 2.
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Fig. 1 Causal relationship of feedback control of supply and demand of spare parts
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Fig. 2 The spare parts support SD model considering logistic delay

It not only expresses the logistics structure and feedback control relationship more
clearly, but also defines the quantitative relationship between the variables through
the mathematical equations.

K .t C 1/ D K.t/C Œr.t/ � c.t/� (1)

X.t C 1/ D X.t/C Œx.t/ � s.t/� (2)
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Here, t and tC 1 are the two adjacent nodes with the interval of one time unit.
The bellows are the same.

The quantity of order of spare parts D means the quantity of spare parts which
are in the supply process but not in warehouse after making the order decision, the
order rate d is the input velocity of D, the storage rate r is the output velocity.

Abstract: D .tC 1/ D D .t/C Œd.t/ � r.t/� (3)

The variable D reflects that there exists a logistics delay time Y1 between order
decision-making and stock—in. But the supply of spare parts cannot be stock—out
immediately, so the delivery before the time t�Y1 must be in warehouse after the
time delay of Y1. That is,

r.t/ D d.t � Y1/ (4)

At first, there is no demand for spare parts, demand rate of spare parts xD 0, the
spare parts demand XD 0, stock—out rate of spare parts cD 0, spare parts inventory
K is equal to the initial inventory of spare parts. If there exists the demand for
spare parts, then the demand rate x> 0.If the inventory is sufficient, the stock—
out of spare parts is on-demand; if the inventory is not sufficient, the stock—out rate
determines by the inventory K. For simplicity, this article assumes that the inventory
was sufficient, considering the factor of time delay, the stock—out of per unit of time
is equal to the demand generated before the Y2 units of time. So

c.t/ D x.t � Y2/ (5)

Excluding the replacement time for spare parts, the spare parts usage rate is
approximately equal to the stock—out rate. That is,

s.t/ D c.t/ (6)

Order rate d depends on the support system and strategy. In the support system of
spare parts, in order to ensure a certain degree of satisfaction rate of spare parts, it is
a reasonable approach: to take the feedback information of the stock—out rate c of
spare parts as one of the basis for the order decision-making. Considering the current
demand X and inventory K and the difference G between them, then we can decide
whether to adjust the orders and the adjustment range on the basis of the stock—
out rate c, When X>K, increases the order, and the order rate d will be higher
than the stock—out rate c of the previous cycle; When X<K, do the opposite. The
adjustment range of the order rate d is proportional to the difference G between the
supply and demand, and the time spent on complementing the difference between
the supply and demand is set to the adjustment time T. The mathematical formula is:

G.t/ D X.t/ �K.t/ (7)

d.t/ D c.t � 1/C G.t/

T
(8)
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From the analysis of the dynamic process above, we can see that in the demand-
pull model, inventory managers adjust the order through the difference between
actual inventory and demand, this is a negative feedback system regulated by a
difference. In addition, because the equipment failure rate and replacement rates
lead to the randomness of the spare parts demand, the inventory K is not constant,
but fluctuates according to demand.

3 Analysis of the Dynamic Actions

3.1 Description of the System State Space

Add the formula 4, formula 5, formula 7 and formula 8 into the formula 1, then we
will have

K.t/ D K .t � 1/
C .ŒX .t � 1 � Y1/ �K .t � 1 � Y1/ T � =T /
� x .t � 1 � Y2/C x .t � 2 � Y1 � Y2/ (9)

Add the formula 5 and formula 6 into the formula 2, then we have

X.t/ D X.t � 1/C x.t � 1/� x.t � 1 � Y2/ (10)

Add the formula 4, formula 5, formula 7 and formula 8 into the formula 3, then
we will have

D.t/ D D.t � 1/C

0
BB@
ŒX.t � 1/�K.t � 1/��"
X.t � 1 � Y1/�
K.t � 1 � Y1/

#
1
CCA
.
T

C x.t � 2 � Y2/ � x.t � 2 � Y1 � Y2/

(11)

Make x1(t)DK(t), x2(t)DX(t), x3(t)DD(t), r(t)D x(t), then the state space
model of the supply–demand system of spare parts can be defined as

x.t/ D A1X.t � 1/C A2x.t � 1 � Y1/
C B1r.t � 1/CB2r.t � 1 � Y2/
C B3r.t � 2 � Y2/C B4r.t � 2 � Y1 � Y2/ (12)
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In this equation,
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3.2 Derivation of the System Dynamics

• Without Considering the Logistics Delay (Y1DY2D 0)
When Y1DY2D 0, that is, no logistics delay.
In this case, add the Eq. 5 into the Eq. 1, so we can have

K.t/ D K.t � 1/C Œr.t � 1/� x.t � 1/� (13)

Add the Eq. 5 and 6 into the Eq. 2, then we can get

X.t/ D X.t � 1/ (14)

Add the Eq. 4, 5, 6, and 7 into the Eq. 8, then we have

r.t/ D Œ�K.t � 1/CX.t � 1/� r.t � 1/� =T

C
�
1C 1

T

	
x.t � 1/

(15)

Finally, the state space model of the supply–demand system of spare parts can
be expressed by an equation as below:

y.t/ D Fy.t � 1/CHr.t � 1/ (16)

In this equation,

y.t/ D �K.t/ X.t/ r.t/ �T
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Fig. 3 The dynamic current of G without logistic delay

Its’ characteristic equation is

D.�/ Dj�I � F j

D
ˇ̌
ˇ̌
ˇ̌
� � 1 0 �1
0 � � 1 0
1
T
� 1
T
�C 1

T

ˇ̌
ˇ̌
ˇ̌ D 0

that is,

�.� � 1/
�
�C 1

T
� 1

	
D 0 (17)

Solve the Eq. 17, we get

�1 D 0; �2 D 1; �3 D 1 � 1

T

According to the stability criterion of the system, the numeric area of the
parameters making the system stable is T> 0.5.

• Considering the logistics delay (Y1> 0, Y2> 0)
When Y1> 0, Y2> 0, the system becomes a delay system. Theoretically, we

can establish a new model to analyze the stability of the system, but the model
will be too complicated. So in the case of the delay time being greater than
zero, we will determine the conditions that make the system stable by computer
simulation.

3.3 Simulation of the System Dynamics

Assume the simulation step is 1, that is, the order cycle is 1 month. When
Y1DY2D 0, the results of the simulation are shown in Fig. 3. In this figure, curve
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Fig. 4 The dynamic current of G with logistic delay

Table 1 The simulating
schemes for different
ordering strategy

Order cycle/month

T/month 1.0 0.5 2.0

1.0 � order cycle SIMU 11 SIMU 12 SIMU 13
0.5 � order cycle SIMU 21 SIMU 22 SIMU 23
2.0 � order cycle SIMU 31 SIMU 32 SIMU 33

1 means TD 0.500, curve 2 means TD 0.495, curve 3 means TD 0.505. We can
see that curve 1 shows the characteristics of continuous oscillation, curve 2 shows
the characteristics of divergent oscillation, and curve 3 shows the characteristics of
damped oscillation.

Considering the logistics delay, assume Y1D 2, Y2D 1, then we will get the
results of the simulation shown in Fig. 4.

The results of the simulation above show that:

1. In the case of all the T are equal, the logistics delay will weaken the dynamic
stability of the system, and even make the system unstable.

2. Lower the order adjustment range, extend the time of supply–demand balance,
which will make the decision-makers have sufficient time to observe and respond
to the changes of the differences of supply and demand, so as to effectively
control the operation of the support system.

4 Optimization

Assume Y1D 2, Y2D 1, we design nine simulation programs (shown in Table 1).
Assume the simulation operation time is 200 months, then we get the variable G,

the results are shown in Table 2.
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By comparison, among the nine schemes above, SIMU 13, SIMU 31 and SIMU
33 can make the system stable. In which, SIMU 31 can make the system come to
and maintain the supply–demand balance in short time, so SIMU 31 is the best.

5 Conclusions

• Excessive logistics delay may affect the stability of the system. If the logistics
delay time is fixed, the stability of the system depends on the order strategy,
nothing to do with demand. An improper order strategy may bring a larger
supply–demand deviation which makes the system unstable.

• The stability and performance of the supply system of spare parts based on the
“demand-pull” model are closely related to the supply management system and
technical conditions, which is the results of the interactions between multiple
factors. By comparing the simulation results of different programs, we can
choose the optimal spare ordering strategy.
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Study on High Sensitivity GPS Signal
Acquisition Techniques Indoor Positioning

Liu Yu, Liu Ding-xing, and Tan Ze-fu

Abstract Global Position System is more and more close with people’s life from
start run till now. It has already been applied to various fields. Compared with the
common circumstance, as outdoors, GPS signals power will be weaken much. So
researches on HS-GPS indoor position technology are necessary in the extreme
to implement high accuracy position in indoor environment. Weak GPS signals
acquisition algorithm in low signal to noise ratio environment is studied, signals
process flow and acquisition performance of algorithm, such as coherent integration,
non-coherent integration and differentially-coherent integration. It can be seen from
theoretical analysis and simulation that differentially-coherent integration is capable
of detecting GPS signals in low signal to noise ratio environment.

Keywords GPS signals • Low signal to noise • High sensitivity • Detection

1 Introduction

GPS receiver has been widely used. Global Positioning System receivers must
acquire and track the pseudorandom codes and carrier signals from several GPS
satellites. In order to track and decode the information in GPS signal, an acquisition
method must first be used to detect the presence of the signal (Lin 2002; Van
Diggelen 2002). But the indoor circumstances include indoor places, forests and
city environment and so on. The quality of GPS signals in the indoor circumstances
is deteriorated seriously (Schon and Bielenberg 2008), the signal strength is less
than �160dBW and the general receiver only is a sensitivity of �140dBW, and its
reliability and position accuracy will be debased much (Jardak and Samama 2009;
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Singh et al. 2005). So researches on HS-GPS indoor position technology are
necessary in the extreme to implement high accuracy position in indoor environ-
ment and extend application area of GPS, the researches on HS-GPS positioning
technology have become hot points currently (Bickerstaff et al. 2006). To meet
the requirement of acquisition weak GPS signal indoor, high sensitivity detection
algorithms have been proposed. Weak GPS signals acquisition algorithm in low
signal to noise ratio environment is studied, such as coherent integration (Dafesh
and Fan 2001), non-coherent integration and differentially-coherent integration
(Andreas and Andre 2005; Park and Kim 2002; Parviainen et al. 2008). It can be
seen from theoretical analysis and simulation that differentially-coherent integration
is capable of detecting GPS signals in low signal to noise ratio environment.

2 Model of Signal Acquisition DF Processing

The following is a model of GPS signal that has been used in this study (Chansarkar
and Garin 2000):

yk D Ad.tk/cŒ.1C 
/.tk � ts/� cosŒwIF tk � .wDtk C '0/�C vk (1)

In this model, the constant A is the signal amplitude. The function d.t/ is the
GPS data stream, which is an unknown sequence of C1 and �1 with a period of
20 ms. The function c.t/ is the C/A PRN code of the received signal. The quality 

is the fractional perturbation of the chipping rate due to Doppler shift, and ts is the
start time of the PRN code, which is a measure of its phase. The frequency wIF is
the intermediate frequency carrier to which the L1 carrier signal gets mixed in the
RF front end, and wD is the carrier signal’s Doppler shift. Suppose the signals of
from both channel I and channel Q are respectively correlated with the local C/A
code, and then we can get the following general forms,

Ii D sin.��fiT /

.��fiT /

s
TCOH

N0
AR.�i /Di cos.�'i /C Ini (2)

Qi D sin.��fiT /

.��fiT /

s
TCOH

N0
AR.�i /Di sin.�'i /CQni (3)

WhereR.�i / is the C/A code autocorrelation function;�f is the average frequency
misalignment between the local estimation and the Doppler of l th satellite over the
kthTCOH; �'i is the error of estimated carrier phase, and Ini and Qniare random
variables.
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3 Acquisition Algorithm of Weak GPS Signal

3.1 Additional Coherent Integration Algorithm

The basic principle of coherent integration is to divide the received signals according
to the length of C/A code and correspondingly overlie them into an overlying signals
which have a period of length of one C/A code, and then do some relatively coherent
convolutions and make a comparison between cumulative effect and the determined
threshold value to decide whether the acquisition is successful or not. The process
of acquisition is a two-dimensional search that is about Doppler Frequency Points
and PN Code phase retardation. The functions of coherent integrate acquisition can
express that:

PCOH.n; O!D/ D Œ
Im CL�1X
IDIm

II .n; O!D/�2 C Œ
Im CL�1X
IDIm

QI.n; O!D/�2 (4)

II .n; O!D/ and QI.n; O!D/ are respectively in-phase component and quadrate
component of receiver of 1 ms integrate accumulation, O!D is the estimate of Doppler
shift. When the maximum of PCOH is higher than the determined threshold, we
can say that the GPS signals are succeeded in acquisition, now the fd that the
maximum is corresponding is the needed carrier Doppler shift, ts is the time of
code retardation.

The advantage of coherent acquisition algorithm is that it can obviously improve
the signal to noise ratio, that’s because the received signals have been coherently
integrated r times, the signal to noise ratio is as r times as before. From this we
can see: the more times and the longer time of coherent integration have, the more
obvious signal to noise ratio. However, the time TCOH of coherent integration will
affected by two factors, the first one: because the frequency of navigation is 50 Hz,
and the data bit overturns every 20 ms, hence the time of coherent accumulation
can’t surpass 20 ms; the second: in the same condition of permitted acquisition
loss, extend the time of coherent accumulation, which means reduce the step�f of
frequency dominos search and increase the times of frequency dominos search, it
will far extend the search-time. On the choice of time, it’s very difficult to make a
compromise between development of process gain and search-time.

3.2 Non-coherent Integration Algorithm

Owing to the fact that the time of coherent integration can’t be very long,
otherwise it will limit process gain And then square the two branches signals of in-
phase component and quadrate component which have been coherently integrated,
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and then add them up, which can further develop the ratio of signal to noise.
Non-coherent integration can be expressed as follows

PNCH .n; O!D/ D
M�1X
iD0



I 2i CQ2

i

�
(5)

The M is the section number of non-coherent integration. Non-coherent integra-
tion algorithm develop, the ration of signal to noise by means of increasing the data
segment of coherent integration. Its process gain can rise by 10 log

p
M dB, the

time of coherent integration can’t be limited and it can make the frequency domain
step longer, and the search-time will shorter than coherent integration does.

However, the square and accumulation of non-coherent integration algorithm not
only promote to increase the signal energy, but also increase the noisy energy and
decrease the ratio of signal to noise, this is called the square loss. In the non-coherent
integration algorithm, the square loss can disappear only in the condition of decent
ration of signal to noise, usually it will exist. The worse the ration, the more serious
square loss. Non-coherent integration is not very obvious to meliorate the ration. If
we want to get a satisfied one, the times of non-coherent integration must be set very
high and the time of search also can be longer.

3.3 Differentially-Coherent Integration Algorithm

Where we proposed use differentially-coherent combining instead of non-coherent
combining of the coherent integration results, the methods of the differentially-
coherent combining multiplies the coherent integration results from the two adjacent
coherent integration data. It can be observed that the differentially-coherent scheme
lessens the bit-transition problem with decreased squaring loss in comparison with
the non-coherent combing of the COH methods. The unit decision variable for the
adapted acquisition algorithm base on DF is denoted by PNCH :

PNCH D
ˇ̌
ˇ̌
ˇ
NX
iD1

Œ. Ii�1CjQi�1 /�.Ii C jQi/�

ˇ̌
ˇ̌
ˇ
2

(6)

Where the operator (*) represents a complex conjugate operation. It was shown that
this results in a lower combing loss within the verification stage of a double-dwell
acquisition CDMA system than with non-coherent integration

The use of DF decision variables can bring many advantages. First of all, as to
the GPS C/A code, if the time of coherent integration is a PRN code period, that
is 1 ms, so 1 bit time of the GPS navigation data (20 ms) contains 20 results of
coherent integration. Secondly DF is to avoid the square loss that caused by NCH.
Compared with coherent integration, the acquisition algorithm based on DF is not
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sensitive to navigation data bit transitions owing to the use of “differential”. A longer
coherent integration time is not required for the acquisition process owing to the
“sum” after differenced. So, the acquisition algorithm based on DF has an advantage
over coherent integration and non-coherent integration on the improvement of SNR.

4 Algorithm Experimental Simulation

The adapted acquisition algorithm based on non-correlation integration and differ-
ential correlation has been tested using actual GPS data. In the process of simulation,
the sampling frequency is 16.368 MHz, the central frequency with which we does
not take Doppler effect into account, is 4.092 MHz, Doppler frequency deviation is
˙10 K. The SNR of GPS signal that simulated is�20 dBv�40 dB, which including
three satellites, which are 6, 8 and 24 separately. The power of satellite which
numbered 6, 8 is about �28 dB and 24 is merely �40 dB. The detection probability
is pd D 0:9, false probability is pf D 10�5, the time of coherent integration
is 5 ms. The simulation is emphasized on numbered 8 satellites. Figure 1 shows
the acquisition result of the numbered 8 satellite by traditional non-correlation
integration. From Fig. 1 we can get: when the signal to noise ratio of GPS signals
is �28 dB, the carrier’s Doppler frequency and C/A code phase of the number
8 satellite can be succeeded in acquisition through 5 ms’s coherent integration.
Figure 2 shows the every frequency of the numbered 8 satellite by traditional non-
correlation integration, when the SNR of GPS signal is �40 dB, from Fig. 2,we can
not judge whether the C/A code phase and carrier frequency is right or not. Figure 3
shows the C/A code phase and every frequency of the numbered 8 satellite by the
adapted acquisition algorithm based on differential correlation, when the SNR of
GPS signal is �40 dB. From Fig. 3, we can find the C/A code phase is clearly
4,156.

Fig. 1 Correlation result using non-correlation integration (SNR D �28 dB)
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Fig. 2 Correlation result using non-correlation integration (SNR D �40 dB)

5 Conclusion

This paper present the adapted acquisition algorithm based on correlation in-
tegration, non-correlation integration and differential correlation integration. In
terms of GPS signals acquisition technology of high sensitivity. On the aspect
of improving the correlation peak value, the effects of coherent integration and
non-coherent integration algorithm, they are basically similar, but the coherent
integration is better. Differential correlation integration can acquire GPS signal
with SNR �40 dB in a short time, and which avoid the square loss caused by
non-correlation integration. So it can improve the detection sensitivity. In short,
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Fig. 3 Correlation result using differential correlation integration (SNR D �40 dB)

differential correlation integration has an advantage again the traditional coherent
integration and non-coherent integration algorithm, this method is satisfied with
indoor position in general.
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Research on Ontologies for Archives Knowledge
Management

Meng Huang and Jun Luo

Abstract Within computer science, the term ontology is coined in the knowledge
sharing and reuse effort, for efficient engineering of Knowledge-based systems. The
archives knowledge is broadly distributed in organizations. They are heterogeneous
and polymorphism. In this paper, we raise an overview of using ontology in archives
knowledge management. Firstly, we discuss the ontology definition, ontology
language and ontology engineering methodology. Secondly, we give the key process
to implement ontological modeling of university archives knowledge. Finally, we
introduce an architecture of ontology-based archives knowledge management.

Keywords Ontology • Archives knowledge • Ontology engineering methodology

1 Introduction

Knowledge Management (KM1) comprises a range of strategies and practices used
in an organization to identify, create, represent, distribute, and enable adoption of
insights and experiences. Such insights and experiences comprise knowledge, either
embodied in individuals or embedded in organizational processes or practice.

An archive is a collection of historical records. Archives contain primary source
documents that have accumulated over the course of an individual or organization’s

1KM, http://en.wikipedia.org/wiki/Knowledge Management.
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lifetime. University archives reflect their enduring culture and history. Now, the
archives data resources increase rapidly. Because many resources are heteroge-
neous, communications among archives resources become more difficult. The
semantic technology can supply more measures to solve the embarrassment.

2 Related Working

2.1 Ontology

The word “ontology” is used with different meanings in different communities.
Firstly, we refer to a philosophical discipline, namely the branch of philosophy
which deals with the nature and structure of “reality”. Secondly, it reflects the most
prevalent use in computer science. We refer to an ontology as a special kind of
information object or computational artifact.

In 1993, Gruber originally defined the notion of an ontology as an “explicit
specification of a conceptualization” (Gruber 1993). In 1997, Borst defined an
ontology as “a formal specification of a shared conceptualization” (Borst 1997).
This definition additionally required that the conceptualization should express a
shared view. Also, such conceptualization should be expressed in a formal machine
readable format. In 1998, Studer et al. merged these two definitions stating that “An
ontology is a formal, explicit specification of a shared conceptualization.”

2.2 Ontology Language

Ontology languages allow users to write explicit and formal conceptualizations
of domain models. The main requirements are a well-defined syntax, efficient
reasoning support, a formal semantics, sufficient expressive power and convenience
of expression. We state the fashionable ontology languages, such as RDF, RDF(S),
and OWL. The languages are recommendation by W3C.

Although often called a “language”, RDF2 (Resource Description Framework)
is essentially a data model. Its basic element is an object-attribute-value triple,
called a statement. The fundamental concepts of RDF are resources, properties,
and statements. RDF schema (RDFS3) make assumptions about any particular
application domain, which define the semantics of any domain.

2RDF. http://www.w3.org/TR/rdf-primer/.
3RDFS. http://www.w3.org/TR/rdf-schema/.

http://www.w3.org/TR/rdf-primer/
http://www.w3.org/TR/rdf-schema/
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The Web Ontology Language (OWL4) is characterized by formal semantics and
RDF/XML-based serializations for the Semantic Web. OWL, is endorsed by the
World Wide Web Consortium (W3C), inherits most features from DAMLCOIL.
OWL was defined as three different sublanguages, each of which is geared
towards fulfilling different aspects of these incompatible full set of requirements:
OWL-Lite is designed for a classification hierarchy and straightforward constraint
features; OWL-DL supports users who want the maximum expressiveness while
retaining computational completeness and decidability, and OWL-Full has useful
computational properties for reasoning systems with maximum expressiveness, but
without computational guarantees.

2.3 Ontology Engineering Methodology

During the development of ontology engineering methodology, engineers put
forward many mature methods, but these methods almost aim at special fields and
haven’t uniform standard. When we design ontology, familiar methods are as fol-
lows: TOVE (Toronto Virtual Enterprise), special for constructing TOVE ontology
(about enterprise modeling ontology) (Gruninger and Fox 1995); METHONTOL-
OGY mainly use for constructing Chemistry ontology (Fernandez et al. 1997);
ENTERPRISE is for constructing ontology of enterprises modeling (Uschold and
Gruninger 1996); IDEF5 is used to describe and get enterprise ontology, IDEF is
acronym of “Integration Definition for Function Modeling”(IDEF5 Method Devel-
opment Team for the IICE Methods Engineering Thrust); seven-step method has
been designed by School of Medicine, Stanford University (Noy and Mcguinness
2002).

3 Archives Ontology Model

The common modeling tools are WebOnto, Protégé, OntoEdit and so on. Refer to
seven-step method when we have constructed the ontology of university archives
knowledge. The process is as follow:

1. Determine areas scope and aim of domain ontology;
2. List important terms in the ontology and define classes and class hierarchy;
3. Define class attributes, their hierarchy and characters;
4. Create instances and fill in attributes values of the instances;
5. Ontology. If the design is not up to the mustard, and we must analyze and design

over again.

4OWL. http://www.w3.org/TR/2004/REC-owl-guide-20040210/.

http://www.w3.org/TR/2004/REC-owl-guide-20040210/
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Fig. 1 The development
process

As mentioned above, the ontology development is necessarily an iterative
process. Figure 1 denotes the development process.

3.1 Listing the Concepts

We build the ontology in term of university archives entity taxonomy and archival
experts. Our aim is to assist archivist to pigeonhole exactly. According to this
purpose, we list the concepts as follow: record, record office, archives, retention
period, fonds, fonds constituting unit, file, file note, archival code, folder list, inner
file item list, file-item list and so on. And then, we define classes and class hierarchy.

3.2 Relationship Among Concepts

Within OWL (Web ontology language), relations are described by properties of
concepts. Two types of properties are object properties and datatype properties. The
object properties are relation between instances of two classes. The datatype prop-
erties are relations between instances of classes and RDF literals and XML Schema
datatype. Object properties are basically denoted by the verbs. Within university
archive ontology, object properties are “Include” and “included”, “express”, “make
up of” and so on. Datatype properties are archival code value, date, time, fonds code
value and so on.
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Fig. 2 University archives ontology

3.3 Instantiation

An instance (individual) is minimally introduced by declaring it to be a member
of class. Within university archive ontology, department subclass of organization
class has many individuals. For example, college of computer science, school of
foreign language, school of economics and management and so on. The instances of
archival retention period are “Permanent”, “long term”, “short term”, “30 years” and
“10 years”. Individuals of archival security classification are “top secret”, “general
secret” and “important secret”.

To construct the ontology of university archive ontology, we use ontology editor
software Protégé.5 Modeling language is OWL, which is recommended by W3C.
We store the ontology by OWL-based file format. Figure 2 shows the modeling.

4 Architecture of Ontology-Based Applications

Figure 3 shows the architecture of ontology-based applications. It composed of
the ontology store layer, the ontology middleware layer, ontology modeling layer
and information access layer. The architecture addresses all the key stages of the
knowledge management lifecycle.

5Protégé. http://protege.stanford.edu/.

http://protege.stanford.edu/
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Fig. 3 Architecture of ontology-based applications

4.1 Ontology Store Layer

Ontologies are often used to improve data access. For this purpose, existing data has
to be linked to an ontology and appropriate access mechanisms have to be provided.
Now we adopt the relational databases and files to store ontologies.

4.2 Ontology Middleware Layer

Ontology middleware is required with support for development, management, main-
tenance, and use of knowledge bases. We can parse, reason and exchange ontologies
by special middleware software. The layer communicates the information between
the store layer and modeling layer or information access layer.

4.3 Ontology Modeling Layer

In the layer, knowledge acquisition is main function. The knowledge engineer needs
to be supported by ontology editing tools which create and maintain ontologies. The
large amounts of unstructured and semi-structured information exist in organization,
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so automatic knowledge extraction from unstructured and semi-structured data
in external data repositories is required. The ontology mapping, evaluation, and
learning are significant in lifecycle of ontology engineering.

4.4 Information Access Layer

Finally, and perhaps most importantly, information access tools are required to allow
end users to exploit the knowledge represented in the system. The facilities mostly
apply to finding, sharing, visualizing, and browsing knowledge.

5 Conclusion and Future Works

As above mention, we give an overview of using ontology in archives knowledge
management and realize a case study: ontology of university archives. We put
forward an architecture of ontology-based applications. Future works may include
constructing more sub-domain ontologies of university archives knowledge. More
efficient and persistent storage method of ontology model can be another research
point in the future.
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Dynamic Analysis of Terrorism Using Artificial
Intelligence Techniques: A Case Study

Daijun Zhong and Guiqiang Hu

Abstract Apply intelligent information technologies to anti-crime and anti-
terrorism is a hot topic in security bureaus of different countries. Social Network
Analysis is a promising method to analyze terrorist network structures. Yet, the
method is inadequate to process the dynamic property of terrorist networks. This
paper proposes an approach combining Agent simulation and Social Network
Analysis so that the dynamic property of terrorist networks can be handled. We
collect criminal data to construct numbers of virtual terrorist networks. A series
of experiments have been conducted using real terrorist network data to verify the
effectiveness of the proposed approach. The experimental results show that our
approach can use to evaluate a number of strategies for destabilization of terrorist
organizations.

Keywords Terrorist • Organization • Artificial Intelligence • Simulation

1 Introduction

By the increasing threat of terrorism and spread of terrorist organizations, it is
so important to understand the properties of such organization and to develop
successful strategies to destabilize them.

A terrorist network is primarily a social network in which individuals con-
nect with one another through various relations such as kinship and coworkers.
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It suggests that social network analysis (SNA) (Wasserman and Faust 1994) will
be useful in characterizing the structure and property of the terrorist organization.
The problem of network destabilization can be partially solved by adopting SNA
methods.

A terrorist organization is dynamic system and keeps changing overtime. The
ideal way to capturing dynamics of terrorist networks is replicating the criminal
domain in the real world many times and testing the situation in the replicated en-
vironments. However, these techniques are often expensive, unethical or impossible
to complete. Multi-agent systems can serve as effective tools for reasoning about
human and group behavior. Its high computing performance of MAS (Multi-agent
system) (Moss and Davidsson 2001) simulation allows multiple experiments to be
ran for many times with less cost.

In this paper, we integrated the methods from two different domains: social
network analysis and multi-agent simulation. We collect criminal data to construct
numbers of virtual terrorist networks. SNA measures are used to identify key
persons in a terrorist network. Impact of the strategies is tested using a multi-agent
simulation model. A large number of simulations run with different scenarios are
done based on the terrorist networks to verify the effectiveness of the proposed
approach. The experimental results show that our approach can find the useful
strategies to destabilize the terrorist organization.

2 Background and Previous Research

2.1 SNA in Terrorist Network Analysis

SNA is used in sociology research to analyze patterns of relationships and inter-
actions between social actors in order to discover the underlying social structure
(Wasserman and Faust 1994; Scott 1991). Recently, SNA has been recognized as
a promising technology for studying criminal organizations (Sparrow 1991; Klerks
2001; McAndrew 1999). In SNA studies, a network is usually represented as a graph
which constrains a number of nodes (network members) connected by several links
(relationships).

Using SNA methods to analyze criminal or terrorist networks, researchers have
many findings. For example, Faulkner analyzed an illegal network and found that
individual centrality in the network, as measured by degree, betweenness and
closeness (Freeman 1979), is an important predictor of an individual’s position
in the organization (Carl Baker and Faulkner 1993). Krebs studied the terrorist
network about the 19 hijackers in 9/11 events by SNA method and he found that
Mohamed Atta, had the highest degree and acted as the ring leader of the network
(Krebs 2001).
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Traditional SNA are static analysis in which social networks are constructed
at one point in time. With the static view of the criminal network, the analysis is
limited.

2.2 Simulation Models of Human Networks

Terrorist network can be viewed as one kind of human networks. There are serial
models introducing dynamic qualities to network analysis. The model System Dy-
namics study the overall system behavior by different equations modeling processes.
It can achieve very high degree of proximity to reality on the overall system
level. But the individual entity’s behavior is not very understandable (Karnopp
and Margolis 1990). Model Blanche combines modeling of social structure and
individual attributes. Its drawback lies in the simplified model when applying in
the real world problems (Contractor and Monge 2003). Another model developed
by Snijders et al. simulates behavior of members and evolution of an organization.
They used the model to get a deeper understanding of the relation between
individual behavior and actions in social structures. To simulate an organization,
they represented the organization as a social network and used measures known
in the social network to represent the behavior of members. This work shows an
example of how agent-based simulation approach is used in social studies (Snijders
et al. 2007).

3 Research Methods

We examined many different networks ranging from social activist groups to violent
terrorist groups and found that the Human network’s structure are often adaptive
and capable of rapid response. Organizations with this structure, particularly more
distributed and decentralized ones, evolve continuously. That is to say, organization
can be destabilized by altering their structure. In our situation, to capture the
dynamic property of terrorist organization, we provide an approach based on a multi
agent model CrimAS in the social network analysis perspective.

By integrating the Multi-agent system and SNA methodology, we can see the
terrorist organization evolves and how its structure influences its performance by
simulate the process. Therefore, we introduce (1) social networks in the model, (2)
the agent-based model of simulated network, (3) agent architecture in the model,
(4) task expanding and decision algorithm, (5) construction of terrorist network, (6)
measures in the model.
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3.1 Social Networks in the Model

In CrimAS terrorist networks are represented as a directed graph consisted of Nodes
and Edges. We give the definition:

SN D .V; E/

V D ai W set of agents nodes

E D ˚.i; j/
ˇ̌
LD Œi� Œj� ¤ 0; 8 ai; aj 2 V



In the definition, SN is a two-tuples. V are sets of agents nodes, E is set of links
between nodes. Where LD[i][j] represent the weight of the link. If LD[i][j]D 0, the
node i and node j have no connection. The node and links have many attributes
associated with terrorist domain.

3.2 The Agent-Based Model of Simulated Network

To simulate the activity of a terrorist organization, we use the artificial intelligence
techniques enable the agents in the network to reason and plan the strategies to
maximize the utilities. The methodology of our multi-agent model is based on the
following principles:

• The model consists of a population of agents that can reason and plan.
• There is no rule that dictates global behaviors.
• Agents form briefs about the world and other agents from interactions.
• Agents planning the strategies of communication base on the mechanism of

maximizing their utilities.
• When the network is damaged, agents have the capability to rebuild the network

by creating new links.

3.3 Agent Architecture in the Model

Agent in CrimAS is primarily BDI (Brief-Desire-Intention) architecture (Bratman
and Israel 1987). In the initial statement, an agent form beliefs about itself and
other agents from the predefined input matrices. The input matrices which come
from the empirical domain date including the human agent, knowledge, resources,
task assignments and their attributes information. It can be either a binary matrix
or non-binary one. The desire of agent is to complete tasks. Task in CrimAS may
have subtasks and requirement such as related knowledge and resource. So we
have to expand the task and made decision to solve the conflicts. Therefore, the
intension and planning are formed. Then agent will communicate the agents with
the related knowledge and resource by query them. And query the agents with
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Fig. 1 Agent architecture in CrimAS

different social position will have different costs. When tasks are completed through
the communication and knowledge transfer the brief and desire will be updated
(Fig. 1).

3.4 Task Expanding and Decision Algorithm

In the previous researches, an organization is claimed as an information processing
system structured to achieve a series of tasks. In such organizations, tasks are
described as sequences of communications and actions. In terrorist domain the
task often have subtask. Because of this structure, we use the Hierarchical Task
Network (HTN) (March 1988) which is developed by the AI planning community
to lead the tasks into an executable precedence network. In HTN tasks which can be
immediately carried out if the knowledge and resource requirement are met is called
primitive tasks. The task expanding works by choosing an expansion for the non-
primitive tasks and resolving conflicts iteratively until a conflict free plan consisting
of primitive tasks can be found. We used the algorithm generalized by Daijun Zhong
and Guiqiang Hu (Erol and Hendler 1994).

In CrimAS model, the task arrangement decision is based on the mechanism
of maximizing their utilities. Because the decision problem in our model is
continuously, the function of utility cannot be evaluated by one state, but a series
of states-Environment history.
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The problem in CrimAS can be defined as a Markov decision process (MDP)
(Astrom 1965). It is consist of S0, T(s,a,s’) and R(s). Where S0 is the initial status,
T(s,a,s’) represent the probability of get to status s’ when complete the action a in
status s, R(s) is the reward function. We use the iteration Richard Bellman equation
(Bellman 1957) to calculate the utilities, the iteration step of update is:

UiC1.s/ R.s/C � max
a

X
s

T


s; a; s0�Ui 
s0�

The algorithm of Richard Bellman update is described as following:

function Utility-iteration(MDP,©)
input: MDP, an Markov decision process with states S,
transition model T, reward function R, discount ”, the
maximum error allowed in the utility of any state "

local variables: U,U’, vectors of utilities for states
in S, the maximum change in the utilities of any state ı
repeat
U DU’, ıD 0
for each state s in S do

U0.s/ R.s/C � max
a

X
s

T


s; a; s0�U 
s0�

if j U’ (s) - U (s)j>• then •  j U’ (s) - U (s)j
until ı < "(1-� )/�
return U

4 Results

4.1 The Analysis of Different Key Persons’ Isolations

The input of the test is the terrorist network we constructed. This paper has the
purpose of analyzing the difference between isolating the key persons with high
centrality and the persons with high knowledge exclusivity. Therefore, we generate
the scenarios based on the key persons identified by the two SNA measures. After
the scenarios are generated, we run the simulation by isolate a set of agents at
a designated time in the agent-based environment to test how the network will
evolve. Because it is a discrete event simulation, we can measure agents’ degree
of knowledge diffusion at a certain simulated time-point to analyze how the
performance changed according to the scenarios. So we can evaluate which strategy
is better.
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Fig. 2 The evolving knowledge diffusion rate over time under two strategies

Fig. 3 The weapon experience knowledge diffusion rate over time under two strategies

By calculating the 21 agents’ centrality and relative knowledge exclusivity in the
terrorist network we constructed, we devise two isolation strategies with 65 time
points and isolate the two groups of agents at point 15.

After running the simulation by isolate a set of agents at the designated time in the
agent-based environment, we measure agents’ degree of knowledge diffusion each
certain simulated time-points to analyze how the performance changed according to
the strategies.

As Fig. 2 showing, the impact to knowledge diffusion of the terrorist organization
is slighter when isolating the agents with higher centrality.

However, the situation change when we dill down on the weapon experience
diffusion. When isolating the agents with higher centrality the weapon experience
knowledge diffusion decreasing greatly and cannot recover (Fig. 3).

Otherwise, when evaluating the task accuracy (Schreiber 2006) we find the
impact to terrorist organization is slighter when isolating the agents with higher
centrality at beginning. After some adjustment of the terrorist organization, the
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Fig. 4 The evolving task accuracy over time under two strategies

relation between the two strategies’ impacts change at time point 25. The impact
to strategy isolating the agents with higher centrality become obvious and the task
accuracy has the tendency of un-growth (Fig. 4).

From the analysis above all, we can come to the conclusion: As to the terrorist
network we constructed, we can get the useful strategies to destabilize the terrorist
organization. (1) When disrupting the communication of the terrorist network, we
should pay more attention on the persons with higher knowledge exclusivity. They
are sometimes the expert or technologist of the organization. (2) When disrupting
the weapon flow of the terrorist network, we should focus on the persons with higher
centrality. They are sometimes the key actor of the organization. (3) When disrupt
the ability of task completion of the terrorist network, select the persons with higher
centrality to isolate is a better choice and the suppression last longer.

4.2 The Analysis of Network Structure

In order to identify the importance of overall structure in terrorist network analysis,
we used another dataset which is gathered by John Gagnon in 2003.1 It is a network
including 67 prisoners in one prison. John Gagnon investigated them for years and
formed a network using the information about them. It is a typical star network
according to the visualization (Fig. 5).

We device two strategies about isolate the persons with highest centrality and
random ones to the John Gagnon’s criminal network and U.S. embassy bombing
network. We set the same time points and replicate number and do procedure like
Sect. 4.1. The result of knowledge diffusion rate changing over the time is showing
in Figs. 6 and 7. As we can see, the knowledge diffusion rate becoming higher
when isolated the random person in both the two networks. Obviously, the impact of

1http://vlado.fmf.uni-lj.si/pub/networks/data/Ucinet/UciData.htm 2008.
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Fig. 5 The visualization of the John Gagnon’s criminal network

Fig. 6 The evolving knowledge diffusion rate over time in U.S. embassy

strategy using on John Gagnon’s criminal network are more serious when isolating
the persons with high centrality. Thus, we can draw the conclusion (1) Dispersal
networks such as the U.S. embassy bombing one are very flexible because their
complexity. When destabilize those networks, we should void isolating the persons
without high centrality firstly. In actually, removal those nodes in the network will
make it become more efficient. (2) As to the star networks, persons with high
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Fig. 7 The evolving knowledge diffusion rate over time John Gagnon’s criminal network

centrality pay an extremely important to information flow. They are very vulnerable.
The law enforcement could disrupt the criminal network to star structure step by step
and destabilize it with low cost.

5 Conclusions

In this paper, we integrated the methods of social network analysis and multi-agent
simulation to analyze the virtual terrorist networks we constructed. We use SNA
to select the nodes to isolate. Then, CrimAS, a multi-agent simulation model, is
used to evolve the network with and without the selected nodes. Experiments verify
the effectiveness of the proposed approach. The experimental results show that the
approach can find the useful strategies to destabilize the criminal organization.

We get the isolation strategies based on the key actors of a terrorist network.
Future work is to validate whether the person captured by SNA is really the key
role in the organization. Furthermore, more effective methods for anti-crime and
anti-terrorism can be extended based on this framework.
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Optimization Used in the Collision Problems
and Their Application

Tan Ying

Abstract In this paper, optimization methods are provided in order to solve the
collision problems. Exactly collision time and reaction pulse could be solved using
optimization methods which greatly improve the animation quality and computation
time. And these methods also could simulate Newtonian physics and Coulomb
friction. Moreover, unlike other papers, this one also tries to elaborate how to
practically use these methods in some concrete examples.

Keywords Optimization • Collision time • Reaction pulse application

1 Introduction

Collision problems, including collision detection and collision reaction, have
attracted people’s attention for quite a long time. And they are still ones of most
popular topics in the area of computer graphics. See (Aliyu and Al-Sultan 1994,
1995) for a survey of some solutions of these various algorithms. Many researchers
have designed excellent simulation techniques for various applications. Generally
speaking, some important should be satisfied in these methods, such as physical
realism and numerical stability, and of course computationally efficient. But like
many other problems and their solutions, sometimes one aspect should be paid less
attention in order to improve others. Here, optimization method used in solving
collision problems will be presented because it can greatly accelerate the speed
of computation. Also a practical application, cloth simulation (Jingde et al. 2009),
which will use the collision routine, will be provided in order to prove this method’s
efficiency.
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The following section will first give a brief introduction about collision problems.
Section 3 will describe the optimization method and section 4 will talk about how to
and the result of using these methods in a cloth simulation instance (Jingwei et al.
2010).

2 Collision Problems

Basically speaking, given two objects, how I should check whether they intersect
with each other, if they do not interpenetrate each other, how far are they apart. And
if overlap, how much is the amount of penetration. From these questions it is easy to
find out that collision problems are everywhere. In the animation, when a policeman
shoot a bullet; when a player kick a ball and so on. Therefore, collisions construct
our world. If researchers want to simulate a realistic scene of our daily life, or even
a virtue scene like a cartoon (Jin-ming et al. 2010), collision constraint has to be
considered.

It is straightforward to understand what collision is: no penetration, however
to be more exactly, more things need to be considered. The following aspects are
important:

1. Find the exact collision point; this could be dependent on the resolution of the
screen.

2. Two dimension or three dimension collision.
3. Collision objects are convex objects or non-convex objects.
4. Polygonal or non-polygonal objects.
5. Objects are open surfaces or closed volumes;
6. Objects are rigid bodies or deformable ones.
7. Objects are made in pair wise or multiple ones.

After listing these considerations, we may find that collision problems are not
toy problems.

Generally speaking, collision problems can be divided into two categories, colli-
sion detection and collision reaction; collision detection is a routine used to detect
the collision point (Jiu-feng et al. 2010): both the collision geometric information
and collision temporal information. Because any collision could be boiled down to
edge and edge or vertex and edge collisions, this routine could be simplified to check
these collisions in the near future; collision reaction is used to give a response after
detecting a collision—a soccer ball cannot immediately stop after it dropped on the
floor, a proper repulse should be applied to the object so that it looks natural. It turns
out that both of these two problems could be solved by some optimization methods.
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3 Optimization Methods

Optimization has played a significant role in the computer graphics, here I will first
give a optimization form description of collision problems and then explain it.

min t

constr f.x; y; z; t/ <D 0,

g1.x; y; z; t/ <D 0;
g2.x; y; z; t/ <D 0;
: : :

gN.x; y; z; t/ <D 0,

ts <D t <D tf: (1)

Here collision involves two objects, lets say A and B. We need to find the
collision time t, if we can find this collision time, then the collision position could
be derived by one of A, B’s velocity (Tian-hu et al. 2010).

f(x, y, z, t) and gi(x, y, z, t) are description of two involved objects A, B, I use
gi(x, y, z, t) to represent B because B may be divided many convex parts. Constraints
like f(x, y, z, t)<D 0 means that collision points should be in this object. Based on
these description we could find that this system will find the collision point because
the only collision point locates on both objects meanwhile it has the smallest time t.

About the description of moving objects, it will depend on the shape and motion
of object. For example, a sphere of radius 2 and center (0, 0, 0) at time 0 and moving
with velocity (1, 2, 3) units/s is represented as:

M.x; y; z; t/ D f.x; y; z; t/ j.x � 0 � t/ O2C .y� 0 � 2t/O2C .z � 0 � 3t/O2 <D 4g
(2)

After presenting this description, we may apply this method onto any parametric
objects to solve the collision time exactly when collision happens.

If collision happens, we need to give a repulse to objects so that they bounce with
each other. This could be solved similarly like the collision detection routine, first
simply inverse the velocity according to the collision geometric information, and
then check whether another collision will happen less in a time step, if it happens,
we need add some constraints such that collision only happen after a time step (Wei
et al. 2011).
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4 Cloth Simulations

The reason why collision is hard to deal with in cloth simulation is that cloth
is deformable object, no matter self-collision or collide with other objects, many
collision could happened simultaneously. We could not only solve the collision one
by one, since the second collision’s result could bring another collision to the first
one. Conversely, we need to find a “zone” (Ya-fang et al. 2010), we find a potential
area where collision will happen in the near future, then assign a similar repulsion
to objects in this zone to avoid collisions.

Therefore we could use the collision detection routine quickly find the “zone”
and involved objects, then give some response to objects in this zone, this way,
multi-collision problem could be solved efficiently (Yan et al. 2011).

5 Conclusion

This paper focuses the collision problems, and it tries to apply optimization method
into solutions of them. Also it provides a cloth simulation example to iterate the
use of this method. It is easy to find that by using of this kind of method; both
the efficiency and speed could be greatly improved. However, it also has limitation,
only objects could be represented parametrically should apply this method. Also I
try to find a direct solution to find the final position and velocity in a systematical
collision, but it turns out this could not be done now; so people have to solve the
collision result one step by one step, and I believe there will be some improvement
in this part in the near future.
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A Kind of Research on Gray Image
Watermarking Algorithm Based on Chaos

Hao Luo, Shigong Long, and Chaohui Jiang

Abstract This paper proposed a kind of gray image digital watermarking algorithm
of combining discrete wavelet transform and discrete cosine transform with singular
value decomposition based on chaos and scrambling for the purpose of raising
security, invisibility and robustness of watermark. It hided the digital watermarking
in the discrete cosine transform domain. The image that contained the watermark
was restored and the watermark was extracted by the singular value decomposition.
The experimental results demonstrate that the watermark not only has good
invisibility by use of this algorithm but also has good robustness against geometric
distortion, noise attack and so on.

Keywords Chaos • Digital watermarking • Discrete wavelet transform •
Discrete cosine transform • Singular value decomposition

1 Introduction

The digitization of information media has provided the great convenience for our
life with the development of digital technology and Internet. Meanwhile, the copy
that is not authorized, hostile attack and interpolation become more and more
serious. It is not enough to encrypt the multimedia by traditional encryption and
decryption technology. However, digital watermarking technology can make up for
the shortage that is the encryption and decryption technology can’t enough to protect
the information that has been decrypted.
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Digital watermarking technology can embed the information that can prove the
copyright affiliation and trace the tort behavior into the digital information. This
paper puts forward a kind of digital watermarking algorithm that bases on the
chaos and Hilbert scramble and combines the discrete wavelet transform (DWT)
and discrete cosine transform (DCT) with singular value decomposition (SVD)
(Bian and Li 2008). At first, the binary image should be scrambled and done the
chaos processing. The original image should be done the DWT transformation and
DCT transformation. Then the watermark that has been scrambled and encrypted
should be hided in the DCT domain. Meanwhile, the DCT domain that does not
contain the watermark should be done the SVD decomposition and retain the
related orthogonal matrix preparing for restoring the image that has embedded the
watermark.

There are several reasons of using DCT transformation. First, the transformation
coefficients are almost uncorrelated after the image is transformed. Second, the
channel error and the quantization error will be disseminated into each pixel of
each image block in common with the random noise and the accumulate error will
not be made. Last, the energy in the data block can be compressed in the part low
frequency coefficient by the DCT transformation (Liu and Jiang 2009).

2 Hilbert Curve Transformation

The Peano curve can traverse all the point that involve in the square. And the
curve can traverse all the space. Hilbert who was a Germany mathematician
had constructed a kind of simple Peano curve that is Hilbert curve (Wang and
Xiaoshuang 2006). According to the label sequence of dividing square step by step,
the definition of the Hilbert curve is given out (Wang and Xiaoshuang 2006). As
shown in the Fig. 1a, b, Fig. 1a is the first level division and curve diagram. Figure 1b
is the second level division and curve diagram.

The square is divided equally into four parts and the four parts is connected.
Then each small square is divided equally into four small squares and each square
is connected. Then the Hilbert curve that has different levels is formed.
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The first level division
and curve diagram

The second level division
and curve diagram

a b

Fig. 1 Square division and
curve diagram. (a) The first
level division and curve
diagram. (b) The second level
division and curve diagram
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According to the trend of Hilbert curve, the all points of image should be
traversed. Then we can get the image of Hilbert transform.

3 The Define of Chaos Sequence

The chaos is a kind of irregular sport seemingly in the certain system (Ge et al.
2008). The chaos sequence can be generated by use of initial value. Therefore,
the Logistic chaos sequence is adopted in this paper. The equation of this kind of
sequence is defined as shown below.

xnC1 D �xn .1 � xn/ (1)

xn 2 .0; 1/; 0 < � 	 4; � is called branch parameter.
When the� limited in the narrow range of 3.75	�< 4, the system shows a kind

of chaos state. Another form of Eq. (1) is defined as shown below.

xnC1 D 1 � �x2n (2)

�2.0; 2/; xn2Œ�1; 1�. Iteration have repeatedly mutation along with the enlarge-
ment of �. The system will appears chaos state when � equals to 1.40115. This
paper has generated the chaos sequence by use of Eq. (2). The value of � is 1.9.

4 The Singular Value Decomposition of Image

We regard an image as a matrix because the character of gray level distribution can
describe the internal feature. Any matrix B of M
N can be written as show below.

B D U†V T D
rX
iD1

�iUiV
T
i (3)

U is the orthogonal matrix of M
M. V is the orthogonal matrix of N
N. † is
a nonnegative diagonal matrix and† equals to diag .�1; �2; : : : ; �r ; 0; : : : ; 0/. The
diagonal elements include the singular value of B. And �1 � �2 � : : : � �r > 0. r
is the rank of matrix †. Each column of Matrix U is the eigenvector of matrix BBT .
Each column of V is the eigenvector of matrix BTB. † is the singular value matrix.
This kind of transformation is called SVD transformation. The SVD of matrix is
used in the image because the singular value has good stability. When the image
is attacked, the singular value has little change. Moreover, singular value has the
invariance to transposition transformation, zoom transformation and mirror image
transformation.
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5 The Process of Chaos Processing and Scrambling
Processing to Watermarking Image

The watermarking image has been done the preprocessing of chaos and scrambling
before the watermark is embedded in the original image. Then the attacker can only
get the integrated processing result of chaos and Hilbert scrambling instead of the
original watermarking image if the watermark is extracted. Then the security of
watermark is increased (Mansouri et al. 2009).

There are several steps as follows:

1. First, the original watermarking image of M
N must be done the Hilbert
transformation. The transformation times is indicated by the variable K. The
transformation times equals to 20.

2. The sequence of real number is generated by use of Logistic sequence. The length
of sequence is the size of the binary watermarking image. The initial condition
is that x0 equals to 0.123 and � equals to 1.9.

3. Changing the chaos sequence into the sequence that is made of number 0 and
number 1 by use of symbolic function. The sequence length is M
N.

4. Changing the chaos sequence into the two dimensional matrix. Then the two-
dimensional matrix and binary watermarking image that has been done the chaos
and scrambling must do the exclusive OR (XOR) operation each other. The
watermarking image that has been done the chaos and scrambling processing
is made at last.

The whole process is shown in the diagrammatic sketch as follows (Fig. 2).
The Fig. 3a is an original watermarking image. It’s size is 64
 64. The result

of the watermarking image that has been processed is shown in the Fig. 3b. The
diagram result is shown below.

Original watermark image Hilbert transformation

Single dimension chaos
sequence

Two-dimensional 
chaos signal

XOR operation

The watermark that has 
been processed

Fig. 2 The diagrammatic sketch of chaos and scrambling processing
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Fig. 3 The original watermark and pre process result of original watermark. (a) The original
watermark. (b) The watermark that has been done the chaos and scrambling processing

If the matrix of Hilbert transformation, transformation times and the initial
condition that is needed by the Logistic mapping is known, the original image can
be restored.

6 Algorithm Description

6.1 The Embedded Algorithm of Watermark

The following contents are the embedded process of watermark. First, the first
level discrete wavelet decomposition is done to the original image and the DCT
transformation is done to the low frequency part. Second, the SVD is done to the
low frequency part. Then the watermark is hided in the low frequency part. The
specific step is shown as follows.

1. The discrete wavelet transformation is done to the original image. Then the
original image is divided into four parts. They are the low frequency part named
LL1, detailed part of horizontal direction named HL1, detailed part of vertical
direction named LH1 and detailed part of diagonal direction named HH1.

2. Partition of 8
 8 is done to the LL1 whose size is 256
 256. DCT transformation
is done to each sub block. Then each sub block is transformed into a DCT
domain.

3. The part of 256
 256 is done the SVD transformation based on the step (2) in
order to get the orthogonal matrix U and V. The two matrixes can be used to
restore image. The following formula can denote the process.

cLL1 D UDV T (4)
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4. The watermark of 32
 32 that has been done the chaos and scrambling
processing is hided in the DCT domain of 256
 256 based on the step (2).
The watermarking information of one bit is hided in each sub block of 8
 8.
The coefficient of position (2,3) and position (4,1) in each sub block can be
marked as B(2,3) and B(4,1). If the sub block need to hide the number zero, the
coefficient of position (4,1) must be smaller than the coefficient of position (2,3).
If the sub block need to hide the number one, the coefficient of position (4,1)
must be greater than the coefficient of position (2,3) and the absolute value of
(B(4,1)�B(2,3)) must be more than or equal to ˛, ˛ is evaluated as 30 in this
paper.

5. The information is hided in the part cLL10 that must do the SVD transformation.
The following formula can denote the process.

cLL1
0 D U1D1V

T
1 (5)

6. The singular value that has changed multiply by U and VT is rcLL1.The
following formula can denote the process.

rcLL1 D UD1V
T (6)

7. The rcLL1 is got according to step (6). Then rLL1 is got according to the inverse
transformation of partitioned DCT transformation.

8. The HL1, LH1 and HH1 are got according to the step (1). The watermarking
information has been hided in the image that is got according to the rLL1, HL1,
LH1, HH1 and discrete wavelet inverse transformation.

6.2 The Extracting Algorithm of Watermark

If the image Iw that contains the watermark, matrix U1 and V T
1 is known in the

process of extracting watermark, the specific step of extracting watermark is shown
as follows.

1. The discrete wavelet transformation is done to the image that has been hided the
watermark. Then four parts are got. They are separately the low frequency part
named wLL1, the detailed part of horizontal direction named wHL1, the detailed
part of vertical direction named wLH1, the detailed part of diagonal direction
named wHH1.

2. The division of 8
 8 is done to the low frequency part named wLL1 that has been
hided the watermark. Each sub block is done the DCT transformation. Then the
wLL1 is transformed to cwLL1.

3. SVD transformation is done to the cwLL1, the formula is shown as follows.

cwLL1 D U0D0V
T
0 (7)
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4. Matrix D0 multiply by U1 and V T
1 is cwLL10. The formula is shown as follows.

cwLL1
0 D U1D0V

T
1 (8)

5. Partition of 8
 8 is done to the cwLL10. According to the hiding regular,
the hiding information that has one bit is extracted in each sub block. If the
coefficient of position (4,1) is greater than the coefficient of (2,3), the hiding
information one is got from this sub block. If the coefficient of position (4,1) is
smaller than the coefficient of position (2,3), the hiding information zero is got
from this sub block.

6. The watermarking sequence that has been extracted is transformed into the
matrix of 32
 32. The watermarking image is got after inverse transformation
of chaos and scramble processing have been done.

7 Experiment Result and Analysis

The image lena of 512
 512 is the original carrier image in the experimentation of
this paper. The watermark is the binary image of 32
 32. The peak signal to noise
ratio (PSNR) can be used to test the invisibility level of watermark. The formula is
shown as follows (Wang et al. 2004).

PSNR D 10log10
D2MN

MP
xD1

NP
yD1

.I.x; y/� Iw.x; y//
2

(9)

D is peak value of peak signal. If the value of PSNR is bigger, the imperceptibility
of watermark is better after the watermark is embedded.

The similarity of the watermark that has been extracted and the original water-
mark can be measured by the normalized cross-correlation (NCC). The formula is
shown as follows.

NCC D

MP
iD1

NP
jD1

w.i; j /w0.i; j /
s

MP
iD1

NP
jD1

w2.i; j /

s
MP
iD1

NP
jD1

w02.i; j /
(10)

If the value of NCC is more close to the number one, the two watermarking image
is more similar.

The result of experiment is shown as follows. Figure 4a is the original carrier
image. Figure 4b is the original watermarking image. Figure 4c is the carrier image
that contains the watermark. Figure 4d is the watermark that is extracted by the
algorithm of this paper.
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Fig. 4 The original image,
the original watermark, the
result of hiding watermark
and extracting watermark.
(a) The original carrier image.
(b)The original watermark.
(c) The carrier image that
contains the watermark. (d)
The watermark that has been
extracted

Table 1 The experiment result of noise attack

Attack method
0.02 Gaussian
noise

0.05 salt and
pepper noise

0.05 multiplicative
noise

NCC 0:9661 0:9974 0:9987

PSNR 17:2035 18:4189 18:8725

The value of PSNR equals to 58.7508 between the Fig. 4a, c after verification.
The value of NCC equals to 1 between Fig. 4c, d. That is to say, the algorithm of
this paper has the good invisibility of watermark (Zhang et al. 2010).

The watermark is attacked by the noise, geometric distortion and so on. The
purpose is to verify the algorithm of this paper that has the strong robustness.

According to the different assault type, the different test result can be gotten. The
noise assault experiment is done at first in this paper. The NCC value and PSNR
value are shown as Table 1.

The quarter cut, 30ı rotation and 60ı rotation are done at the center position of
image in the geometric distortion experiment. The mirror vertically is done to the
image that has been embedded the watermark (Zhang 2006). The process of zoom
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Table 2 The experiment result of geometric distortion

Attack
method Quarter cut 30ı rotation 60ı rotation

Mirror
vertically

Zoom
operation

NCC 0.9961 1 1 1 0:9832

PSNR 11.0421 10:6574 10:1518 12:4158 28:8643

Table 3 The experiment result of JPEG compression

Attack method
Compressibility
factors is 5

Compressibility
factors is 10

Compressibility
factors is 75

NCC 1 1 1

PSNR 27:2884 30:3330 37:4148

Table 4 The experiment result of JPEG compression

Attack method
Gauss low frequency
filter of 5 � 5

Mean filter of
5 � 5

Median filter
of 5 � 5

NCC 1 0:9884 1

PSNR 41:0947 28:3135 31:2599

operation is the image that has been embedded the watermark is compressed to
128
 128. Then the image is enlarged to 256
 256. The result of NCC and PSNR
value are shown as Table 2.

The compressibility factors are 5, 10 and 75 in the joint photographic experts
group (JPEG) compression experiment. The NCC value and PSNR value are shown
as Table 3.

The gauss low frequency filter of 5
 5 is adopted in the wave filter experiment.
It’s standard deviations is 0.5. And mean filter of 5
 5, median filter of 5
 5 are
adopted. The experiment result are shown as Table 4.

8 Conclusion

This paper proposed a method of hiding watermark effectively. DWT algorithm,
DCT algorithm and SVD algorithm are combined cleverly in this paper to complete
the process of hiding watermark and extracting watermark. The watermarking image
is done the Hilbert scramble before hiding the watermark. And the Logistic chaos
sequence is generated. The result of Hilbert scramble and the two-dimensional
signal that is transformed by the chaos sequence is done the XOR operation each
other. Then the safety of watermarking system can be increased. In addition, the
character of the DWT domain, DCT domain and SVD decomposition can be used
well. Then the robustness and invisibility can be raised. These experiments result
show that the algorithm of this paper has the strong robustness and the algorithm can
resist all kinds of noise attack, JPEG compression, and so on. And the prerequisite
is keeping the good invisibility of watermark.
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Mobile Communications LTE FDD System
of Performance Index and Key Technology

Chen Gang and Chen Qiang

Abstract In order to put itself in an advantageous position in the future mobile
communication technologies competitive environment, to meet the user’s multipli-
cation needs and to deal with the market challenge, 3GPP has adopted the long
term evolution (LTE) about the project work at the end of 2004. As one of the most
important projects that 3GPP started in recent years, many new techniques have
been used by LTE to provide higher user data rates, to effectively improve the cell
edge performance, to improve system capacity and coverage, and to reduce latency
this paper studies eNodeB MAC protocol functions at the basis of analyzing the
performance targets, the key technologies and the network architecture.

Keywords Mobile communication • Long term evolution (LTE) • Performance
index • Key technology

1 Mobile Communication System Development Outline

Mobile communication technology has mobility, freedom, with time and location
limit etc., are deeply changing people’s life and behavior. In recent years, the
Internet exerts an enormous influence on communications, also influences and
drive the mobile communications fields of development, mobile Internet, mobile
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multimedia will become mobile business development direction, rich data business
needs a high data bandwidth and Service Quality, Quality of Service (QoS)
guarantee platform.

The first generation of Mobile communication System is based on Frequency
Division Multiple Access (Division Multiple Access, been FDMA) technology,
the simulating communication systems, a typical representative is the American
AMPS (please System, advanced Mobile Advance Mobile telephony System) and
later improved System TACS (Total Communications System, full Access com-
munication System), and Mobile Telephone, NMT (Nordic Nordic Mobile Phone)
and Telegraph and Telephone NTT (Nippon, Japan Telephone and Telegraph) etc.
AMPS use analogue cellular transmission 800 MHz frequency band, is our 1980s
using simulation mobile communications format, use 900 MHz band. However,
there exist such as limited capacity, shape.whether too much, mutually exclusive,
secrecy bad, and the average quality is not high, cannot provide data services,
between system cannot provide roaming etc. deficiencies.

The second generation of mobile communication system mainly adopts TDMA
(Division Multiple Access, a TDMA) and Code Division Multiple Access (Code
Division Multiple Access, CDMA) of digital communication technology, global
basically has GSM and CDMA IS - 95 two system. GSM Standards are ETSI
(European Telecommunications Institute, present the European Telecommunica-
tions Standards Institute) proposed, in the world at present most countries use the
standard. The second generation mobile communication system of core business is
business, core network based on the speech circuit switching technology, composed
of TDM lines carrying voice and data services at low speed. Two network formats
between hard realization roaming, cannot satisfy the demand of global communi-
cation. In the meantime, data communication technology progress, especially the
spread of the Internet, make multimedia mobile communication become the mass is
expected to enjoy service, and become a modern communication development one
of the major objectives of.

With GPRS as a representative of 2.5 g technology, its realization is based on
the existing circuit switching networks increase a parallel packet network. 2.5 g
just in original wireless technology and communication platform was improved,
the rate of increase and business provide business flexibility in such aspects as
is very limited, cannot fundamentally change the second generation of mobile
communication system to voice traffic and low speed data key business situation.

The third Generation mobile communication system referred to 3 G (are), is by
the law, International Telecommunication Union (ITU International Telecommu-
nication Union) in 1985, puts forward the work in 2,000 MHz frequency band,
expected in around the year 2000 commercial system. Then called future land
mobile communication system, 1996 officially renamed the 2000 international
mobile communication plans ”(abbreviation IMT - 2000).

And the second generation digital mobile communication system, 3 G system
than the most important characteristic is can provide mobile multimedia business,
the design goal is to provide greater than the second generation system of system
capacity and better communication quality, and can globally better realize seamless
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Fig. 1 Wireless communications technology development and evolution figure

roaming and provide users with including voice, data and multimedia, a variety
of business, also want to consider with existing second generation system good
compatibility. ITU certain IMT - 2000 technical standard mainly includes Wideband
Code Division Multiple WCDMA (cdma), broadband Access, CDMA2000 (Code
Division Multiple Access 2000, cdma 2000) and td-scdma (a Synchronous Code
Division Multiple Access, Division cream-and-green – Synchronous cdma).

The fourth generation mobile communication system (4 G) and even more
advanced mobile communication system will appear and development, considering
the current existing multi-drug communication system mutual confluence, forming
a multidimensional network solutions. Future fourth generation mobile communica-
tion system is the multi-functional integration of broadband mobile communication
system, the fourth generation mobile communication will with broadband, IP melt,
the comprehensive function of system has a variety of shape.

Mobile communication system are continuously in development, shown in Fig. 1,
from today still use IS - 95, GSM, etc. > 2 G system, gradually development to sup-
port certain Data business Data Rate for EDGE (to Global optimisation techniques,
Global Evolution similarities enhancement Data Rate of technology), CDMA1X,
and 3 G WCDMA, td-scdma, etc. In order to meet business requirements, higher 3 G
(High Speed development HSDPA Downlink Packet Access, high-speed Downlink
link grouping technology), HSUPA (High Speed, High Speed Access Uplink Packet
Uplink grouping technology), when the future (LTE graphs supplied for similarities,
long-term Evolution), AIE (Air with similarities, Air Interface Evolution) etc.
At the same time, take the WLAN (Wireless Local Area, the Wireless Local
Area Network), a number WiMAX (Interoperability for Microwave Access, global
Microwave Access Interoperability) technology as a representative of the Wireless
Local Area Network, man technologies are constantly developing and perfecting.
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2 Performance Indicators

The mobile communications market in the high speed development, accelerate the
existing network improvement, and constantly meet the users’ demand, therefore, to
offer new business will be in the fierce competition in an invincible position in the
only alternative. Meanwhile wireless communication technology develops quickly,
with Orthogonal Division Multiplexing (OFDM been, Orthogonal Frequency Divi-
sion Multiplexing) technology as a representative of the new technology in recent
years has become a focus, and gradually industrialization. To cope with that kind of
pressure, maintain the mobile communication field’s leadership, the 3GPP (law are
well, bought the third Generation cooperation organization) made further efforts,
in November 2004 through the 3GPP LTE long-term evolution of stetting up, to
develop 3 G evolution model system technical specifications as a target.

LTE is about UTRAN and UTRA improvement project, according to the 3GPP
LTE research Work of the working process is divided into two stages: SI (Study on
this Item, the technical feasibility Study phase) and WI (schools, and the specific
technical specifications on this Item written stage). Based on the OFDM, Multiple
Input Multiple Output (MIMO, Multiple Input Multiple Output) new technology
such as LTE is committed to providing higher data rate, higher village capacity,
lower delay time and reduce the cost of users and mobile operators.

LTE is coping with the start of the project of “other wireless communication
standard” competition. Aiming at WiMAX “low mobility broadband IP access” po-
sitioning, LTE puts forward corresponding requirements, such as similar bandwidth,
data rate and spectrum efficiency index, to optimize low mobility, only support PS
(Packet Switching) domain, emphasize radio multicast business etc. Meanwhile, for
VoIP (Voice Over IP, VoIP) and online games to the user’s attention, LTE face delay
is very strict.

LTE formulation main performance indexes include:

significantly increased peak rate: 100Mbps, ascending descending 50Mbps
in maintaining the current site configuration under the condition of invariable,

increase “residential edge rate”
significantly improved spectrum utilization, efficiency and reach the 3GPP spectrum

Release 6 2–4 times
reduce user surface and control the delay, the user face delays (one-way) less than

5 ms, control surfaces delay less than 100 ms
flexible configuration 20 MHz bandwidth. Variety of 125�
support and existing 3GPP and the 3GPP system interoperability
further enhance MBMS (in Broadcast Multicast Service) business
lower cost and realize from the arrangement Release 6 of the low cost evolution
realize reasonable system and terminal complexity, cost and power consumption
support enhanced IMS (IP Subsystem, in IP Multimedia Subsystem) and core

network
pursue backwards compatible, but should be carefully considered the performance

improvement and backward compatibility between the balance
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provide various business types of powerful support, especially in PS domain, such
as VoIP

of low-speed moving optimization system, at the same time support high-speed
moving

as possible the similar technique supports both pairs (paired) and the pairs (un-
paired) band

as the support a simple frequency coexist

UTRA system which E - performance requirements mainly includes user
throughput rate and spectral efficiency two aspects.

2.1 The User Throughput Rate

For downlink link, and a cumulative probability distribution corresponding MHz of
5% per user throughput rate should achieve R6 version HSDPA 2–3 times of. Every
MHz bandwidth to the average user throughput rate should achieve R6 version
HSDPA of 3–4 times. The above R6 version of the performance objectives are in
the Node B use single antenna, UE Equipment, users (User Equipment) the use
of performance-enhancing class 1 receiver, and when the value of the UTRA base
station - E distal can use double transmitting antenna, in UE end can use double
receiving antenna. Support user throughput rate should be proportional to system
bandwidth.

For the uplink cumulative probability distribution, 5% per user corresponding
MHz throughput rate should achieve R6 version to enhance uplink access 2–3
times. Every MHz bandwidth to the average user throughput rate should achieve
R6 version to enhance uplink access 2–3 times. R6 edition and E - UTRA use UE
single send antenna, the base station end double receiving antenna configuration.
Support user throughput rate should be proportional to system bandwidth.

2.2 Spectrum Efficiency

E - UTRA shall not changing the base station cloth address at the same time greatly
improve spectrum efficiency and improve residential edge bit rate.

Downlink spectrum efficiency should achieve below target: in load network,
spectrum efficiency (bits/SEC/hz/site) should achieve R6 version HSDPA of 3–4
times. The above R6 version of performance objectives are in the Node B use single
antenna, UE end use performance-enhancing class 1 receiver values, and E - UTRA
base station end can use double transmitting antenna, in UE end can use double
receiving antenna.

Uplink frequency spectrum efficiency should achieve below target: in load
network, spectrum efficiency (bits/SEC/hz/site) should achieve R6 version enhanced
uplink 2–3 times. R6 version and LTE use single antenna, send the UE base station
end double receiving antenna configuration.
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3 LTE Key Technology

The performance of the system for realizing LTE index, need improvement and
increase 3 G system air interface technology and network structure, the 3GPP
after fierce debate eventually will determine the OFDM and MIMO scheme as the
wireless network of evolution of standards.

As wireless communication system foundation and the sign of the air physical
interface layer technology, the 3GPP LTE system for physical downlink transmis-
sion scheme decided to adopt the spectrum utilization of high technology, but for
uplink OFDM transmission scheme is from reduce costs and volume of terminal
consider decided to adopt the SC - FDMA (performance - Division Multiple Access,
Carrier been Single Carrier Frequency Division Multiple Access) technology to
reduce the emission of peak all power than a terminal. OFDM technology is LTE
system technology basis and main characteristics, and its parameters Settings of
whole system performance will be decisive impact. As the most basic parameters
OFDM systems carrier interval by theoretical analysis and comparative simulation
for 15 KHz finally determined, data to the resource block mapping methods can
adopt concentration (localized) or discrete (distributed) way. Cyclic Prefix circular
Prefix (CP) in length, determines the OFDM systems anti-multipath ability and
coverage ability, LTE system will use the length of two sets of circulation Prefix
scheme.

Due to OFDM own characteristics of make it very suitable for wireless broad-
band channel under high-speed transmission can well against the frequency wireless
transmission environment selective decline, get a higher frequency spectrum uti-
lization, Because the user between channel decline of independence, can use
subcarrier allocation brings multiuser diversity gain improve performance, achieves
the service quality requirements. By adopting OFDMA detachable traditional design
constraints, be helpful for system design parameters in a flexible and free choice,
For user receiver speaking, be aimed at OFDMA air interface processing relatively
simple, in greater bandwidth and high order MIMO configuration can reduce
terminal complexity.

In LTE in MIMO considered achieve user average throughput rate and spectral
efficiency requirements of the best technology. The basic idea is multiple-input
multiple-output (MIMO) system in transceiver double end use several antenna,
through space-time processing technology, make full use of space resource, improve
the spectrum utilization. Usually multipath effect can cause decline, be regarded
as harmful elements. Multi-input multi-output (MIMO) is one of the important
characteristics can be regarded as a multipath spread the favorable factors use,
improve system performance. Multi-input multi-output (MIMO) can use stochastic
decline and multipath delay spread (if any) to increase transmission rate. Wireless
communication system using MIMO technology, do not need additional spectrum
resources, just hardware and system complexity of increase, will get good perfor-
mance of the system.
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As the main transmission rate improve system means, LTE system will design
applicable “community, tiny area, etc.”. Various kinds of environmental MIMO
technology. Multi-input multi-output (MIMO) antenna number basic configuration
has determined for downlink 2
 2 (namely base station side two root antenna,
UE lateral two root receiving antenna), 1
 2 uplink (i.e. UE side a root antenna,
base station side two root receiving antenna). A lot of methods for realizing
the multiple-input multiple-output (MIMO) technology, including air, Division
Multiplexing receiver by Multiplexing (SDM), air multi-access Division Multiple
Access (receiver by SDMA), preforming, encoding (pre-alpha - for), Rank adaptive
(Rank adaptation), smart antenna and ring-opening launch diversity, etc.

Peak value transmission rate is LTE downlink link to solve the main problems,
in order to realize system downlink peak value rate target, LTE downlink mainly
adopts QPSK, 16QAM, 64QAM three modulation mode, and uplink mainly adopts
BPSK, 8PSK and 16QAM QPSK,. Channel coding, LTE main consideration the
mature Turbo yards, and if you can obtain significant gain will also consider other
encoding.

Since there are difficult to solve the “synchronization problem”, LTE on unicast
business does not use the downlink macrodiversity, just in providing more village
broadcasting business, they can be adopted to solve community prefix large circu-
lation between synchronization problem. Moreover, considering that the network
structure of LTE highly “flattening”, “decentralization”, LTE system will not adopt
uplink macrodiversity technology.

4 LTE Network Architecture and the Hollow
Agreement Structure

The whole framework of the 3GPP LTE the revolutionary change. E - UTRAN
system structure as shown in Fig. 2 shows:

eNB eNB

eNB

MME/UPE MME/UPE

S1

X2

X2

X2

EPC

E-UTRAN

Fig. 2 E - UTRAN structure
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LTE system core network using two layers of flat network architecture, and
adopts full IP distributed structure and support VoIP, Mobile IP IMS, wait for all
sorts of technology. Access eNodeB (mainly by eNB) and access gateway (aGW)
constitute, aGW is actually a boundary nodes, if it as part of the core network, the
access network mainly by eNB a layer of composition. In addition to its original
of LTE eNB Node B’s functions, but also bear the original RNC most of the
function. LTE adopted this similar to typical IP broadband network structure to
simplify network and reduce delay and achieve low delay, low complexity, low cost
requirements, the system structure of the 3GPP far-reaching impact.

E - UTRA air interface protocols are divided into L1 layer, L2 layer and L3 layer.
Physical layer is responsible for coding, physical HARQ processing, modulation

and multi-antenna processing and signal to the appropriate physical time-frequency
resources mapping, etc.

L2 layer divided into the following several sub-systems: layer of media Access
Control (MAC) Access Control, forward, wireless Link Control (Link Control,
RLC) have grouped Data gathering and Packet Data Protocol (Convergence, PDCP)
(The 3GPP TR 25.813 V7.1.0 (2006)[2]). Each child between layers use Service
Access points (Service Access Point, SAP) as end-to-end communication interface.

PDCP, executive IP head compression, in order to reduce transmission through
wireless interface bit quantity. PDCP is also responsible for was to send data
encryption and integrity protection. In the receiving side PDCP agreement, the
corresponding encryption and decryption operation.

RLC, responsible for segmentation/string receive, retransmission processing and
the sequential delivery to senior etc.

MAC, processing downlink scheduling and HARQ retransmission. Schedule
function located in eNodeB, every village have a MAC entity, and is responsible
for ascending and descending links. HARQ agreement in part a MAC protocols of
the receiver and the sender do exist.

Wireless Resource Control (have RRC) layer Control Resource, the main
function is to broadcast with NAS (Non - Access Stratum, the Access layer) and AS
(Access Stratum, Access layer) related system information, paging, establishing and
maintaining and release UE and E - UTRAN between RRC news RRC connection,
the integrity of protection, establishing and maintaining and release the point-to-
point wireless between bearing, including UE measurement reports and village
switching, selection and residential area to choose again, mobile sexual function.
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Exchanging Data in Heterogeneous Relational
Databases via XML Documents

Le Lei

Abstract With the strong ability of describing and transfer ring data, XML offers
an applicable way for data exchange between different data sources. This paper
introduces a model-drive method to exchange data in heterogeneous relational
databases via XML documents. The relevant processes mainly involve establishing
xml documents as a robust middle data source and realizing an effective bidirec-
tional mapping between XML Schema and relational mode.

Keywords XML • Heterogeneous database • Relational database • Data
exchange • Mode mapping

1 Introduction

The database technology is now widely used to store and manage data. But it’s
inconvenient to exchange information because databases are sometimes heteroge-
neous (Richard Wang and Madnick 1990), which means that data are structured in
different ways and then the conversion has to be done before these data are exactly
exchanged. Obviously, using a middle data source which can be easily converted to
data of other structure is a possible way to deal with such situations. The eXtensible
Markup Language (XML) is just an appropriate middle data source.

XML (Tim et al. 1998) is a subset of SGML, developed by W3C. XML
documents usually contain a declaration about data type, which makes data in XML
easily understood by both human and computer. New data types can be defined and
added into XML anytime without a group of data structures defined previously. And
there is little limit to data elements. Because of these qualities mentioned above,
XML is an ideal middle format when data are exchanged.
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The Relational Database (RDB) (Codd 1970) is now widely used and the relevant
technology is quite mature. This paper focuses on data exchange between different
RDBs and mainly deals with the mapping between XML and RDB in the two
directions.

This paper is organized as follows. In Sect. 2, I briefly introduce the two different
kinds of mapping method between XML and RDB. In Sect. 3, I present how to
convert relational data to XML. In Sect. 4, the conversion in the opposite direction
is shown. So Sects. 3 and 4 together give a complete account of the bidirectional
mapping between XML Schema and relational mode.

2 The Mapping Methods

There are two kinds of mapping methods about conversion between RDB and XML
(Liu Xiaoming 2009): the template-drive method and the model-drive method. The
main difference between them is the way to establish the mapping relation.

2.1 The Template-Drive Mapping

The template-drive mapping does not previously give a clear definition of the
mapping relation between XML and other data documents. Instead, SQL commands
with parameters are embedded in a template. These commands are recognized
and executed during the conversion. And then the results are placed where the
commands expect. After that, the real XML documents are formed. For example,
as for an XML template below:

<Book>
<SelectRes> Select Book id, Title from Book</SelectRes>
</Book>

When the data transferring middleware begins to deal with the document, each
“select” sentence will be replaced by the results from the execution of itself.

Thus there will be a new and expected XML document which may seem like this:

<Book>
<Row>
<Book id> BookId</Book id>
<Title> BookTittle</Title>
</Row>
</Book>

The advantage of this method is that it is convenient for transition. Only if the
template is given, XML documents are to be formed fast. However, the template-
drive mapping is a shallow one because this method cannot extract the relational
mode from RDB in fact and thus has to ignore all constraints reflected by original
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database. It can only put the data in RDB into an XML text and has no ability
to realize the mapping in the opposite direction. In a word, this kind of mapping
method cannot really realize the data exchange between heterogeneous databases.

2.2 The Model-Drive Mapping

The model-drive mapping does not only rely on embedded SQL commands as
the template-drive mapping does, but also uses a concrete model to realize the
real mapping. The model-drive mapping is a deep mapping because it involves
models between different data modes. The essence of the method is to establish
a bidirectional mapping between relational mode and XML Schema, and to design
a flexible and intelligible mapping model which can express the various constraints
in the original RDB well. There are usually two different methods about the
model-drive mapping. One is the table-based mapping and the other is the object-
relation mapping. The table-based mapping applies to RDB while the object-relation
mapping applies to object database and hierarchical database. This paper discusses
on heterogeneous RDBs, so the table-based mapping is exactly what I adopt. In the
table-mapping, XML documents are considered as a (or a group of) table(s) during
the transition. A very simple model about that is shown as below:

<Database>
<Table>
<Row>
<Column1> : : :</Column1>
: : :

</Row>
</Table>
</Database>

In the table-based mapping method, when the RDB is converted to XML
documents, the query results will be filled in the expected places just as what is
done in the template-based mapping. And when XML documents are converted
to a relational database, the contents in the documents will be inserted into
corresponding tables and records.

3 The Mapping of Relational Database to XML

In the model-drive mapping, two steps are indispensable when RDB is converted
to XML documents. First, map the relational mode in RDB to the XML Schema
document. This step is called “mode mapping”. Second, extract data from the source
database and then use these data to compose XML data documents according to the
XML Schema document formed in the “mode mapping” step. This step is called
“data embedding”.
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3.1 Mode Mapping

3.1.1 Establish the Data Type Mapping Table

The difference in data types is a primary aspect of heterogeneous data. A good
middle data source must be able to bridge similar but different data types. So before
the mode mapping, a data type mapping table must be established to associate data
types of heterogeneous databases with those of XML.

The Data type mapping table is stored in an XML document. There is a simple
example of a data type mapping table below (Shi Yu-jing et al. 2003):

<? xml versionD“1.0” ?>
<reflection xmlnsD“x-schema:c:nmidxmlnrefschema.xml”>
<r idD“1” dD“SMALLINT” xD“int”/>
<r idD“2” dD“INTEGER” xD“ r8”/>
<r idD“3” dD“VARCHAR” xD“string”/>
: : : : : :

<r idD“12” dD“DATETIME” xD“date”/>
</reflection>

In the example, “d” represents the data type of RDB, and “x” stands for the data
type of XML.

When the mapping table is established, similar data types from different
databases should be close to each other. That means their “id” values should be
very close. It is because different types in databases may correspond to the same
XML data type. If their id values close to each other, the conversion needs less
calculation, which means better efficiency.

3.1.2 Generating the Structure Tree

In RDB, data are stored in the form of a 2-dimension table. They are structured
data. XML is a self-description language which organizes data in a hierarchal and
embedding way. The data are semi-structured. So realizing the structure mapping
between XML and RDB is the first and a key step in the mode mapping. There is an
easy but effective method to map the different structures: Generate a structure tree
from the relational table, according to the table structure and reference constraints.

To deal with the structure of a table, the whole table, each line and each row
is separately considered as an element. The whole database is considered as a root
element as well. And then the simple structure tree is formed and it is shown in
Fig. 1.

On the basis of the simple structure tree, let’s think about various constraints of
relational data. The constraints include the entity integrity constraint, the reference
integrity constraint and the user defined integrity constraint. To realize the user
defined constraint, corresponding attributes are added to the column elements.
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Database

Table I Table II

Row

Column I Column II

Fig. 1 The simple structure
tree

Database

Table I Table II

Row

Column I Column II

User defined
Constraints I

User defined
Constraints II

Fig. 2 The complete
structure tree

As for the entity integrity constraint, there are two ways to deal with it. In the first
method, the columns of the candidate keys are considered as the attributes of the
original columns rather than elements. For example, in the relational tree of Fig. 2,
if Column1 is the candidate keys of table 1, then Column1 should be the attribute of
Row rather than a single element. The advantage is that it highlights the candidate
keys. However, the reference constraint is difficult to be dealt with in this method
because foreign keys are usually elements rather than attributes. And if a candidate
key consists of more than one primary attributes, this method cannot work. What’s
more, considering candidate keys as attributes makes documents hard understood
and the mapping in the opposite direction is not easy to be implemented. So the
second method is adopted in this paper. The candidate keys are still considered as
the sub elements of line elements and they will be dealt with when the Schema
document is written. It will be introduced soon in the paper. And the reference
integrity constraint will be dealt with as well in the Schema document.

The complete structure tree is shown in Fig. 2. The ovals in the figure represent
elements while the rectangles represent attributes.
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3.1.3 Establishing the XML Schema Document

Establish the XML Schema document according to the structure tree. The main steps
are listed as below:

Determine global variants about XML Schema: The variants are the attribute values
of schema, which is the root element, such as namespace, target namespace and
so on.

Establish the root element of database: The element is named after the database
and the type is complexType.

Establish the table element: The elements are named after tables and the type is
complexType.

Establish the line elements: Establish the element which stands for one record in
the table. It’s best to name it as “A row”. “A” is the name of the table. For example,
if the element is set up on the basis of a line of table Book, then the line element
is named as “Book row”. This way to name the elements can avoid name conflicts
of different tables in the same database. The type of the line element is usually
complexType.

Establish the column element: The elements are named after columns.

Determine the data type: According to the data type mapping table, determine the
XML data type of column elements or the type to be inherited. If the type has to be
intertied, column elements are in fact defined as simpleType or complexType.

Map the constraints of column elements: It is mainly about the user defined
integrity constraints of column elements’ attribute nodes. Most of such constraints
can be dealt with in the way of restriction. Constrain data types of column elements
with restriction tags and then delete the attribute nodes which are considered as
constraints in the structure tree. As for some other constraints (such as default value
and fixed value), the attribute nodes (such as default attribute and fixed attribute)
may be kept in the tree. If there are user defined constraints which are unable to be
dealt with by all the two ways mentioned above, retain their attribute nodes while
do not actually constraint them in XML Schema.

Deal with the entity integrity constraints and the reference integrity constraints:
Deal with candidate keys, primary keys and foreign keys. Candidate keys are dealt
with by unique tag, primary keys by key tag and foreign keys by keyref tag. The
selector tag, field tag and XPath attribute are also needed. Selector tag corresponds
to the name of the table and the field tag to the name of the fields. For example,
there are two tables in the database Bookstore, table Book and table Author. Book
has two candidates Book id and ISBN. Book id is selected as the primary key. Book
has a field called Author id, which is a foreign key referring to the candidate key
Author id in table Author. It is assumed that all table elements and column elements
about the two tables are established. Then the foreign keys, primary keys and foreign
keys are processed as below:
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As for the candidate but not the primary key:
<xs:unique nameD“Book unique 1”>

<xs:selector xpathD“Book”/>
<xs:field xpathD“ISBN”/>

</xs:unique>

As for the primary key:
<xs:key nameD“Book key”>

<xs:selector xpathD“Book”/>
<xs:field xpathD“Book id”/>

</xs:key>
<xs:key nameD“Author key”>
<xs:selector xpathD“Author”/>

<xs:field xpathD“Author id”/>
</xs:key>

As for the foreign key:
<xs:keyref nameD“Author id ref” referD“Author key”>

<xs:selector xpathD“Author”/>
<xs:field xpathD“Author id”/>

</xs:keyref>

If a candidate key consists of more than one primary attributes, embed a
replacement element in the line element and then refer these primary attributes to
the replace element. Deal with the replace element when candidate keys need to be
handled.

3.1.4 Embedding Data

Once XML Schema document is established, the mode mapping from RDB to XML
document is finished. Embedding data is what to be done next. Extract data from
the source database and fill in the contents and attribute values of corresponding
elements according to the XML Schema document. It is similar to the template-
drive mapping. Embed select sentences into the template and fill in data from top to
bottom.

3.1.5 Documents Verification

After the data are embedded, the mapping from RDB to XML is almost done. But
it’s best to verify the XML documents to make sure that the middle data sources are
strong enough. There are at least 3 kinds of documents: the data type mapping table,
the XML Schema documents and the XML data documents. And the verification
includes 2 aspects. The first one is to check the format of all the 3 kinds of XML
documents. The second one is to check the matching of XML data documents and
XML Schema. There are some tools which can realize the verification.
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4 The Mapping of XML to Relational Database

Like the mapping in the opposite direction, the mapping from XML to RDB includes
two major steps. The first step is called the mode mapping and the second step is
called the data embedding.

4.1 The Mode Mapping

In the mode mapping, the task is to map XML Schema to the relational mode. So
objective database and tables will be created and constraints will be set up.

4.1.1 Creating the Database and Tables

With the interface of the Document Object Model (DOM) offered by XML, resolve
the XML data document. Extract the root node which is named after the database,
the child nodes of the root node, which are named after tables, and the child nodes
of the table nodes’ child node, which are named after fields in the tables. Create the
database and tables in the objective database according to the names in those nodes’
tags. Take use of the data type mapping table when defining types of the fields in
tables, to convert XML data types to those of a specific RDB.

4.1.2 Set Up All Constraints

By the technology of DOM and Xpath, extract attribute nodes which are created as
user defined constraints and extract the contents of the <restriction> tags which are
embedded in the column elements. And then the user defined integrity constraints
can be established. Similarly, set up the candidate keys, primary keys and foreign
keys according to the contents of the <unique>,<key> and <keyref> tags.

4.2 Data Embedding

After the mode mapping, embed all the original data stored in the XML data
documents into the new database. Traverse data documents through the interface
of DOM, extract the text contents of every column nodes, and insert the contents
into the tables as a record by means of some database object technology.
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5 Conclusion

In this paper, I try to introduce a general method to exchange data between
heterogeneous RDBs via XML. This method is model-drive and can not only
exchange data but also convert modes.

However, because some user defined constraints are not strongly structured as
other constraints, it is not easy to deal with them since we cannot know them exactly
before the exchange. Maybe a document which contains a list of formatted common
user defined constraints can be created and there is a mechanism to expand the
list when a new kind of constraints occurs. How to organize this table and how to
integrate it to the method in this paper is worth further researching.

This paper just introduces a method but refers little to the implementation.
Literature proposes the architecture of data integration through XML (Pendyala et
al. 2003). A similar architecture can be built to realize this method. So establishing
the architecture is another interesting work for the future.
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A Study on the Defining Model and Packaging
Method of Legacy Systems Based on the Survey
and Design Integration Platform

Xiang-Qing Wang and Ding-Fang Chen

Abstract Based on the analysis of the legacy systems in large railway design
institutes, a defining model, which features railway system packaging method, is
defined for the legacy systems. At the same time one of packaging method for the
legacy systems based on web service technology has been proposed by using SOA.
The legacy systems has been packaged and incorporated into the survey and design
integration platform.

Keywords Survey and design integration platform • Legacy systems • Packaging
methods • SOA • Web Service

1 Introduction

In the process of designing high-speed railway, large railway design institutes have
a high degree of dependence on the specialized software and survey and design
integration environment with a wide range of professionals involved and complex
coordination. In an effort to improve the design efficiency, a large number of
specialized software, which play a significant role in the railway design, have been
set up in these design institutes after the accumulation of more than a decade.

However, we can find some problems in these software, such as long span
of developing time, considerable difference in software structures, different data
storage formats, etc. On the other hand, the survey and design integration platform
has been established in the cloud, and all the work has been incorporated into
its collaborative design platform, but in these so-called legacy systems(Aminian
2003), there’s no access to the cloud computing environment if not packed (Bian
et al. 2004).
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To solve this problem, the paper aims to propose a defining model and package
the legacy systems by using SOA architecture and Web Service interface technology.
Then the legacy systems are incorporated into the survey and design integration
platform as a part of cloud.

2 Analysis of the Legacy Systems in the Survey and Design
Integration Platform

2.1 Introduction to the Survey and Design
Integration Platform

With the rapid development of railway survey market, design process required to
achieve the integration of design and management, which means the three personnel
in survey, design and management will operate on the same platform. The survey
and design integration system’s ultimate goal is to create a intelligently integrated
design system that combines a number of functions ( such as project’s design
and calculation, technical management, production management, results archiving,
etc.). Besides, this system, which achieves the integration of survey, design and
management, is also the connection between various survey and design stages,
individual designers, and departments of designing, technical management and
production management (National Enterprise Management Innovation Approval
Committee 2011).

2.2 Relationship Between the Survey and Design Integration
Platform and Legacy Systems

The survey and design Integration platform is a collaborative one built within the
enterprise’s internal cloud computing environment. To save IT resources, legacy
systems need to be packaged so that they can be served as a part of the cloud
and exchange services with the survey and design integration platform system. The
cloud is primarily to resolve the integration problem among multiple heterogeneous
systems, which packages the enterprise’s professional computing capacity and data
resources into a service. With different Web Service interfaces as the main forms
of service, it provides on-demand to internal users through the network, satisfying
their large amount of data computation and storage requirements when designing
the railways.

Being the professional tool software used within different departments, legacy
systems fulfill their functions independently. In addition, it provides service outside
of the profession as well. Since it is the platform for the professional co-design,
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Fig. 1 Relationship between the survey and design integration platform and legacy systems

integration is not only the user of legacy systems’ services, but also provides
coordinated services to the legacy systems, which we call the loosely coupled
relationship (Fig. 1).

2.3 Current Problems in Legacy Systems

Legacy systems primarily include such categories as various management software,
professional software used by railway designing departments, CAD-based design
software and commercial software purchased from outside, among which most are
specialized software and design software with a leading structure of stand-alone
version and C / S. Their data are mainly stored in the stand-alone version.

After years of informatization, the large railway design institutes have built a
great number of different types of systems within their enterprises. But they can’t
be integrated into the enterprise’s cloud computing environment if without being
packed and then will probably become the “information islands” with the following
problems:

1. the long span of construction time. With no access to network interfaces, some
systems are even the stand-alone ones written in C language that appeared during
the 1990s. Because some legacy systems have been used for a very long time, it’s
meaningless to modify their packages again. So they can be directly redeveloped
or not incorporated into the collaborative environment.

2. different system structures. Most legacy systems are stand-alone ones, as well
as C / S and B / S structure. The disaccord in system structures will result in
non-standard data access interfaces.

3. inconsistent data storage. Data structures and data access interfaces are not
standard, namely typical heterogeneous system. For example, most professional
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design software use AutoCAD as a secondary development platform. Data are
not separated for centralized storage and have no network access interfaces,
instead, they are stored directly in the drawings during the design process.

3 Study on Defining Models for Legacy Systems

3.1 Basic Concept for Defining Models of Legacy Systems

Package defining models are the control ones based on properties, which determine
the packaging methods by using discriminant function to analyze the attributes of
legacy systems. The properties of legacy systems include the system’s construction
period, software architecture and data storage. Whereas the packaging methods
of legacy systems contain redeveloping under the survey and design integration
platform, changing local data into those released by Web Service, and transforming
data interface directly.

1. the system’s construction period indicates the one from the year when it is put
into use to the present. It mainly affects the system’s language, scope and the
need of redeveloping. For instance, if the system’s construction period is over
5 years, we can directly define the need to redevelop in accordance with the
collaborative design standard.

2. software architecture is the architecture used during system development, com-
plete with stand-alone system, B / S architecture, C / S framework, etc.

3. aiming at the data produced by the legacy systems, data storage refers to storage
location, sharing method and external interfaces, which mainly involves no data
storage, local storage, drawing storage, network text storage, network database
storage, etc.

3.2 Definition of Defining Models

1. Let P be the system construction period, S be software architecture, D be data
storage, B be packing method (Bian et al. 2004).

2. PAk (k 2 [1, K]), SAm (m 2 [1, M]), DAn (n 2 [1, N]), represent respectively
the construction period of legacy systems, software architecture and data storage
properties.

3. ATTR (p), ATTR (s), ATTR (d) indicate the assignment relationship among
construction period P, software architecture S and data storage property D. So
we have:



A Study on the Defining Model and Packaging Method of Legacy Systems. . . 765

Table 1 Defining results of legacy systems in the survey and design integration platform

Legacy system Period
System
structure Data storage Result Action

A bridge design App
based on AutoCAD

10Y Standalone
app

Local storage 0 Redevelop

Human resources system 3Y Client/server Web-based
database

55 Partial transformation

Electrification design
resources database

2Y Web/server Databased&Ftp 75 Building interface

Design task
decomposition &
Plan system

4Y Client/server Network
database

45 Partial transformation

File management system 4Y Web/server Web-based
database

70 Building interface

Highway subgrade
design CAD

1Y Client/server Network
database

35 Partial transformation

Contract management 4Y Web/server Web-based
database

85 Building interface

ATTR.p/ PA1 
 PA2 
 : : : 
 PAK

ATTR.s/ SA1 
 SA2 
 : : : 
 SAM

ATTR.d/ DA1 
 DA2 
 : : : 
 DAN

Assigning the subject’s single property, for example, Year (y)D 5, Structure
(s)DC / S, Data (d)DLocal storage and so on.

4. In one rule, the packaging methods for model B are determined by a f a function
based on p, s, d. Rule: Choice (s, r, e) f (ATTR (p), ATTR (s), ATTR (d))
function, according to property value of p, s, d and its return value to determine
the types of packing method. For example, if returning 0, we need to redevelop
the system or not to incorporate it into the integration platform. If returning
between 0 and 60, we need to transform locally while build interfaces if returning
between 60 and 100.

5. A strategy can be composed of multiple rules, with each consisting of the
construction period Y, the software architecture S and data storage D.

3.3 Applications of Defining Models

Based on the defining models above, we can define and classify the legacy systems
under the survey and design integration platform. Shown in the following Table 1,
definition and classification results of some legacy systems are as follows:
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Giving the way of definition and classification, the defining models of legacy
systems also provide the basis for the selection of packaging method. As shown
in the above table, most legacy systems in the survey and design integration
platform can be transformed, needing no redevelopment. Otherwise, to meet the
requirements, we can simply package them by local adaptation and establishing
data interfaces.

4 Study on the Packaging Method of Legacy Systems Based
on web Service

4.1 SOA Architecture Analysis

Define abbreviations and acronyms the first time they are used in the text, even after
they have been defined in the abstract. Abbreviations such as IEEE, SI, MKS, CGS,
sc, dc, and rms do not have to be defined. Do not use abbreviations in the title or
heads unless they are unavoidable.

The essence of Service-oriented architecture (SOA) is all the business objects or
business models. As for the “service”, it’s a form exposed by these business models.
Because of this uniform service, it’s more convenient for different providers and
customers to exchange information (Jun-hao et al. 2010). Using SOA architecture
and Web Service to solve enterprise’s integration problems shows the following
advantages: (1) simplicity: with a unified coding format, Web Service is easy to
design, develop, maintain and use. (2) open standards: Web Service is based on a set
of open standards such as SOAP, WSDL, UDDI, HT-TP and so on. (3) Flexibility:
integration based on Web Service is very flexible. Being the loose coupling between
service publishing applications and services using applications, Web Service can
pass through the firewall. (4) cross-platform: no matter what language Web Service
uses and what platform to operate, you can call/visit Web Service if just knowing its
WSDL. Therefore, the integration of enterprise resources based on SOA and Web
Service captures a lot of attention among research institutions and enterprises, and
reaps certain application (Jiang et al. 2010).

4.2 Packaging Method of the Legacy Systems in the Survey
and Design Integration Platform

To package the legacy systems in the survey and design integration platform, it
brings all the legacy systems into SOA framework for a unified management.
Integration systems and legacy systems share data via Web Service. In this paper,
steps of the web service-based packaging for legacy systems are as follows:
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Fig. 2 Legacy system development based on SOA architecture

Step1: analyze and judge the legacy systems in accordance with their defining
models. For the one, of which the construction period is over 5 years, we can
directly redevelop or not incorporate it into the integration platform. While for
that which is less than 5 years, we proceed to Step2.

Step2: For the stand-alone version, that is, the system’s local storage data fails in
data sharing, data storage needs to be changed. First, we can change from the
stand-alone storage into network storage, and then build Web Service interface
to meet the requirements of SOA architecture. Continue to Step3.

Step3: For the data of C / S and B / S structure, build Web Service interfaces at the
data storage side (background process).

Step4: Build WSDL and UDDL, register all Web Service interfaces for legacy
systems, and incorporate them into the process of integration synergies according
to the requirements of SOA architecture (Fig. 2).

4.3 Packaging Implementation of Legacy Systems Based
on Web Service

There are also many C / S system-based desktop systems within the enterprise. The
major development technologies contain NET platform related technologies, J2EE
platform related technology and CCC technology. And most application software
systems are two-tier structures in the form of C / S, mainly including the client
application and database server programs, which are respectively defined as the front
and background programs.

If not considering that the front and background programs need specific software
applications to support desktop systems, we use the following methods to package
the general systems into Web Service: the way to package the system under the.
NET platform into Web Service is similar to that used in the. NET platform, which
directly packs Web Service-oriented Web Resource. This means to build a new Web
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Service project which induces the whole system’s DLL files in front and background
programs and adds [Web Method] to NET Act. This method can be released into
the Web Service, that is to say, packaging the system’s related methods into Web
Service.

The way to package the system developed under the J2EE platform into Web
Service is similar to that used in the. NET platform, which directly packs Web
Service-oriented Web Resource. This time, we can induce the JAR package of front
and background programs and create a new implementation class. Then we can
import the relevant implementation method with the help of JAR package, compile
the class which contains the method, and release WSDD document into the Web
Service by modifying the relevant business (Zhou et al. 2010).

5 Examples to Apply the Packaging Method

Combining the research on key technologies and some railway design applications,
we have selected a number of typical legacy systems to verify their packing methods
discussed in this paper, including the railway station design system in the stand-
alone version, bridge design system in C / S structure, B / S Human Resource
Management Systems and other technologies for Web systems and desktop systems.

Take the railway station design system in the stand-alone version as one example,
this system is a typical professional design software based on AutoCAD. Its system
construction period is 3 years and data are stored in the drawing. After judging
by a defining model, we need to transform the data storage, modify software
architecture and build Web Service interfaces. With the help of packaging method,
the system’s architecture transformation makes data stored in the database according
to corresponding projects. Moreover, the construction of Web Service interfaces
provides a unified standard for data design, which does achieve the collaboration
throughout the whole railway station’s design process.

6 Conclusion

All in a word, based on the study of the packaging method for the legacy systems
in the survey and design integration platform, this paper has proposed a defining
model suitable for the large railway design institutes, with which a number of legacy
systems have been modified. After that, the legacy systems have been incorporated
into the survey and design integration platform, achieving the collaborative purpose.
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The Research of Tank Control System
Based on AT89S52

Yong Shi, Kuan Huang, Chang tao Wang, and Bin Ma

Abstract AT89S52 microcontroller of the control system for the control of the
core, combined with sensor technology, amulticontrol functions in one, including
temperature, automatic lighting, automatic water level control, to achieve the control
of fish tank.

Keywords SCM • Tank • Water level control

1 Introduction

Currently, many families and hotels, shopping malls and other public places are still
using an artificial hand for viewing the water tank test, level control, water cycle,
feeding and other operations. For the aquarium’s conservation issues, the market
also has been found in a variety of fish tank water temperature control, drainage
(Xuehai Hu 2005), aeration and lighting equipment, such as filters, heaters, pumps
and oxygen equipment to improve water quality. However, as to many products,
function is not uniform, and mostly non-intelligent, single, constant temperature
control, oxygenation, or lighting systems(Atmel corporation 2010). Ornamental fish
tanks for manual operation bring a lot of inconvenience, thus the focus of this paper
is to watch the fish tank on the current status of control equipment, analytical and
research applications, a fish tank control system design(Hailan Zhao et al. 2004).
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2 Programs and functions of the overall system

A. system functional components
The system was developed with the full knowledge and analysis of various types
of aquarium controllers currently carried out under the premise of the whole
system is divided into the following functional subsystems: the automatic heat-
ing/cooling temperature control, automatic/timed aeration system, automatic
Water level control system, automatic lighting systems. These subsystems have
their own input and control output signal detection capabilities, combined with
the system clock circuits, data storage circuit/watchdog/reset circuit, and the
function of each subsystem parameter settings and the LCD display circuit, a
common integration set of functional control system (Yong Quanyu 2004).

B. system control parameters
The control object for the tank system, the control aim is to make the system
automatically adjust to providing optimum aquarium water quality and living
environment. Note that the water quality design and environmental parameters:
water temperature, dissolved oxygen of water, the water level is high or low
ambient lighting and other parameters. Based on the same design principles
and methods for other environmental requirements, different environmental
parameters can be controlled to achieve a unified design to improve scalability.
Table 1 shows the parameters of the control system processing.

2.1 The hardware structure diagram and the overall structure

A. System’s hardware
The system microcontroller core CPU, the formation of a tank outside can be
placed in stand-alone, separate ways to achieve water quality and environmental
testing signal input and output control signals from various quarters, the system
hardware design shown in Fig. 1.

Central control module: The main microcontroller as the core, including the
crystal oscillator, reset circuit, extended memory, and so on. Interactive button

Table 1 Control parameters

Project Control parameters Corresponding measures

1 Water temperature According to the system settings control the heating
temperature range of bars to start, stop

2 Dissolved Oxygen Oxygen content of oxygen under control pump start and stop
Time to time or according to the system to start, stop

3 Water level Inlet valve under the control of water level start, stop
4 Lighting Set the time according to the system timing control lights turn

on and off
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Fig. 1 System hardware block diagram

control module: the function keys for system settings, and set the appropriate
course of LCD liquid crystal display control to achieve a good human-computer
interaction function.

1. in real time through the LCD liquid crystal display parameter values.
2. generated by LCD gauge tube and the buzzer sound and light alarm.

Clock control circuit module: Implementing the system clock and the
absolute control of the relative clock synchronization is time for environmental
parameters The number of detection and the control device start and stop
operation of the key. Data Storage/watchdog/reset the module: the achievement
of key parameters of the storage, system working process of monitoring and
restart the reset exception.

B. The overall structure of the hardware
Microcontroller hardware and software design are two important aspects of the
system. The system hardware design, the main departure from the following
principles:

1. hardware design and software design optimized combination of hard-
ware circuitry.
Some of the hardware features are available for software to implement, in
turn, the function of some of the software can also be used to complete
the hardware. Hardware goes with the software to function. The software’s
response time is not only longer than hardware, but also takes CPU time.
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However, the function of the hardware with software is to simplify the
hardware structure and improve the reliability of hardware, simplifying
system upgrades, etc. It can also reduce costs, and therefore the system design
process is in real time to meet the feasibility and possible under the premise
Possible hardware functions implemented in software.

2. reliability and anti-jamming design.
According to the reliability design theory, the system is less than the number
of chips used in the system longer MTBF, and the less number of chips used,
the address data bus on the circuit board, the less likelihood of interference,
so the basic system Microcontroller. The idea is to meet the function of the
number of cases and strive to use fewer chips and circuits, the system selected
DS18B20 digital temperature sensor is also based on this consideration. The
system mostly used features advanced DIP devices, so from the component
count, board space, power consumption, interference and system costs have
been significantly improved.

3. flexible and feature upgrades and system expansion.
A design is often not fully taken into account all aspects of the system.
The system needs to constantly improve, the need for functionality upgrade;
and, the system should be considered in the design of applications in the
future extension of the convenience. Extensions of the original design when
the system should not need to conduct in case of big changes, modify the
software and hardware, even a small amount can be done without modifying
the hardware. Extensions are flexible in a measure of the importance of the
merits of a system pointer. For example, the system can control a total of 8
outputs, the main control section takes up only 4, if you need to increase
multi-channel control, system hardware extension is very convenient, and
only minor modifications to the software can be completed. According to the
system hardware requirements and some design principles above, determine
the system hardware schematic diagram. AT89S52 chip microcomputer
system for the central processing unit, the temperature sensing element, water
level sensors, liquid crystal display, sound and light alarm, signal output unit
circuit. The following major circuit designs are described in detail.

3 Host controller hardware design

As the core to form the main controller of AT89S52 the hardware circuit, shown in
Fig. 2.

Hardware components:

1. real-time clock circuit: the 7,6,5 ft from the DS1302 and the CPU of the P2.4,
P2.5, P2.3 connected to form (Huang Zhi 2003 and Tao Chen 2008);

2. reset circuit: the key S4 the RST pin CPU connection with the composition;
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Fig. 2 The host controller hardware circuit diagram

3. keyboard interface circuit: S1, S2, S3 button pin and CPU of theP1.0� P1.2
connected to form;

4. LCD 1602 interface circuit: DB0�DB7 and the CPU of the P0.0�P0.7, RS,
R/W, E and P2.2, P2.1, P2.0 connected to form;

5. temperature detection circuit: the DS18B20 the I/O pins and the CPU’s P2.6
connected to form;

6. buzzer circuit: and the CPU’s P2.7 connected to form;
7. actuator drive circuit: the relay and the CPU of the P3.0, P3.1, P3.2 connected to

form.

4 Software design

Control system software design is the design of the tank’s main content and the
focus of the system should be based on functional requirements to the system
hardware as the basis for system software design. To make software features
designed specifically to read and convenient debugging, reliability, and general
use of structured programming. SCM system program is used to develop the C
programming language, the SCM system (Jiacai Fu 2004 and Xin Zhang 2005), the
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program is divided into six modules, namely the main program module, time and
temperature acquisition module, detection module collection tank environmental
parameters, keyboard control and display processing module, and Data storage,
power protection, power on reset and watchdog module. Each module has certain
features, some of which also contain a number of sub-modules, both independent
and interconnected, low-level module can be called high-level module. System
software described in this article includes: the main program, initialization routines,
interrupt service routine, sampling and testing procedures, keyboard and display
processing, sampling and testing procedures, state control procedures, and data stor-
age, power-down protection, Power-on reset and watchdog program. The following
description of each of the program modules will be the design and preparation.
System main program flow chart is shown in Fig. 3.

Main program code is as follows:
void delay (unsigned int delay i);// delay procedures

void display1 ();// display program
void Init ();// initialize
void chuli1302 ();// time handler
void an jian ();// function keys
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void wendu18b20 ();// function of temperature treatment
void xian wei kai guan ();// motor control function electric bar lamp
void main ()
f
Init ();// initialize including the 1302 18b20 1602 int1 initialization function, etc.
while (1)
f

xian wei kai guan ();// motor control function electric bar lamp
an jian ();// function keys
chuli1302 ();// time handler
wendu18b20 ();// function of temperature treatment
display1 ();// display program
g

g

5 Conclusion

The results show that through the practice of the control system stable and reliable,
easy operation, while the system is designed to be flexible, simple, low cost, which
has some use and reference.
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Study on Human-Simulated Intelligence
Controller of–Based on SCM the Boiler

Yong Shi, Chang tao Wang, Kuan Huang, and Bin Ma

Abstract This article take the boiler water temperature controller for research
object and investigate the elevator control system based on taking the SCM a
microcontroller as the core as a boiler controller, sensor technology, the basis for the
system design to achieve the temperature and water level of the collection. AT89S52
microcontroller as the core of the system, combined with simulated intelligent PID
control algorithm performance analysis, and hardware design, but also for the actual
boiler research to meet the energy saving boiler control and safety requirements.

Keywords SCM • PID control • Human-simulated intelligent control • Sensors

1 Introduction

Heating boiler drum water level and water temperature protection control in the
whole system plays a very important role in the central heating boiler drum run,
maintaining water level and water temperature within a certain range to ensure the
necessary conditions for the normal operation of the boiler (Lanjun Li et al. 2007;
Songyue Peng and Liu Fruit 2007). Water protection function should satisfy the time
when the boiler water protection from Ganguo and burn water wall, when there is
full of water valve opens automatically; when the water level reached the limits of
water level will shutdown, shut down, turn off the main Valve to prevent equipment
damage (Zhang and Peng 2004)
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2 Circuit Design of the Boiler Master Controller

A. Temperature Acquisition Circuit
Temperature Acquisition using the DS18B20 digital temperature sensor, the
sensor if required it can be accurate temperature conversion, I/O line must ensure
power supply during the conversion. Since the work of current to 1 mA of
DS18B20, so the pull-up resistor 5 K alone is not enough to provide power,
and when there are a few DS18B20 hanging in the same I/O lines and also to the
temperature conversion, the problem is more acute (Ai-Ghazzawi et al. 2001).

Way is to DS18B20 supply VDD pin is access from an external power supply,
shown in Fig. 1. The advantage is I/O line does not need to strengthen the pull,
and bus controller not always remain high during the conversion temperature.
This can allow the conversion during the single data bus for other exchanges.
In addition, single bus can carry as many pieces DS18B20 temperature sensor,
and if they all use external power, then it can first send a Skip ROM command,
followed by a Convert T command, so that they at the same time the temperature
conversion. Note that when coupled with an external power supply, GND pins
can not be left floating. When the temperature is higher than 100 ıC, the parasitic
power use is not recommended, because in this temperature DS18B20 show
relatively large leakage current, communications may not be possible. In this
case the temperature should be used DS18B20 the VDD pin.

B. Water level monitoring circuit
Hall liquid level sensor installed in the container outside the permanent magnet
in the float on the branch, with the level changes, the role of the Hall devices on
the changes in the magnetic flux density, which measured level. Structure shown
in Fig. 2.

Hall effect sensor is achieved by Hall converted a magnetic sensor. It has
high sensitivity and wide application characteristics. Its working principle is: a
semiconductor thin, its length L, width B, thickness D, magnetic induction placed

Fig. 1 Reference to an external power supply
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Fig. 2 Hall devices measuring the water level

in the magnetic field strength B, in opposite sides of the pass to control the current
I, and orthogonal magnetic field direction and current direction, Then both sides
will produce a semiconductor with the control current and the magnetic induction
is proportional to the product of the electric potential U, is the Hall voltage of the
electric potential, with the UH, said that UHDKHIB, where KH is the sensitivity of
the Hall element, the semiconductor thin Is the Hall element

Similarly there are two permanent magnet magnetic field the same, with the
polarity of the relative placement. When the surface area far greater than the distance
between the two when the magnetic field strength of the middle O, along the z axis
in the gap between the formation of a uniform magnetic field gradient dB/dxDK (K
is a constant.) BD 0 Service as a reference to the origin of the displacement x, then
xDO when, BDO, UHDO. When they move to the middle of the Hall element
x at the time, UH Department of B size determined by the x. UHDKHIB known
by the formula: I remain unchanged, dUH/dxD IKHdB/dxDKHIDK, points after
that UHDKx, the Hall potential is proportional to the displacement. The greater the
magnetic field gradient, the higher the sensitivity, the more uniform magnetic field,
UH, and x the linear as possible.

The connection diagram of the Hall element and the microcontroller is shown in
Fig. 3.

Hall element with the induced magnetic field intensity voltage signals, signal
amplification by the differential amplifier, and then after a filter is filtering to get
a clearer signal, the signal again after A/D converter to convert the spread to the
microcontroller for processing. The design is by the microcontroller as a master
controller, microcontroller to control the thyristor heating, lower machine PID
regulator, to the signal converter and solenoid valve, add water by adjusting the
inverter control pump and control solenoid valve
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Fig. 3 Hall element connected with the microcontroller

3 Human-Simulated Intelligent PID Control Algorithm
and the Capability Analysis of Controlling Algorithm

Human-simulated intelligent PID control combines the traditional PID control
algorithm and human-simulated intelligent control algorithm together and uses
proportion (Mansour et al. 2005), integral and differential control function to realize
selecting feature information and combined control scheme according to dynamic
process. In human-simulated intelligent control, the solving information space is
made up of system error e (t), error rate e’ (t) and time t. e (t)D r (t)�y (t), r (t) is
input, y (t) is output. Apparently whether fixed value control or servo control, the
aim is when t tends to infinity, e (t)D e’ (t)D 0. The movement trajectory of system
in the information space not only reflects all dynamic information but also reflects
the control function in the system.

It can be seen from the static characteristics, the system deviation from the
equilibrium state, the error increases when it is the direction of proportional
control, error reaches extreme point, the control volume reaches the maximum, then
decreases the error began, Control the amount of time the most extreme point with
a lot more than a small amount of error and no longer change with the change,
but “wait”, “observation” error changes. When the error is zero when the system
has the opposite direction to increase the percentage of control. Have roughly the
same repetition and control process, so that after one or two oscillations, the system
quickly stabilize the new equilibrium point (Lee 1990).

From the automatic control system performance indexes, the concrete analysis
of the human-simulated intelligent PID is as the followings:

1. The Stability
The method of combining open-loop and closed-loop is good for stability
of large delay system. From energy perspective, when the error increases,
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Fig. 4 PID control program flow chart

human-simulated intelligent PID controller inputs larger control energy by using
the proportional control to offset disturbance input energy. When the error
decreases, the intelligent control algorithm switches to the open-loop holding
mode to guard its change. Such strategy avoids system oscillation and improves
the system stability effectively (Guangzheng Peng 2004).
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2. Quickness
For multi-model control, because the system will automatically switch control
mode, so when the error becomes larger or has increasing trend, it can input
larger control quantity and the system reflects quickly. In addition, the system
can stabilize after one switch mode by setting appropriate parameters and it also
shortens the setting time.

3. Accuracy
Because of using the open-loop hold mode and control depending on memory
characteristic, multi-model control have integration function and the system
stable error is zero. Overall, relying on the flexible recognition and decision
control method, the multi-model control mode solves the problem of the control
quality (power, stability, accuracy) in contradiction.

4 AT89S52 Microcontroller Programming

PID control program flow chart in Fig. 4

5 Conclusion

In this paper, SCM boiler control system, combined with practical requirements of
the boiler control operation designed to SCM (AT89S52) control the main line, with
simulated intelligent PID control design can be achieved out of the boiler water
level, temperature control of the hardware circuit, the system SCM control system
with a series of advantages, less selection, and simple circuit structure, software
function quite perfect, cost-effective. Boilers can control some of the more simple,
with a certain value.
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Based on the Control of P2P Networks Data
Transmission and the Model of Data Sharing
Research

Zhang Yizhi and Liu Jiangfeng

Abstract Recently, P2P’s applications develop very fast and are becoming very
important in the network. As gradually increasing, P2P applications definitely cause
the network’s immensely consuming and network congestion. Therefore this article
gives a method of distinguishing P2P’s flow based on flow and payload in order
to improve this situation. At the same time, in order to establish a better campus
network for sharing resources, this article also gives a model of PRNM data sharing
based on P2P technique, which is using P2P half distributed architecture to put the
resources on each peer.

Keywords P2P network • Control of data transmission • Control of flow • Model
of files sharing

1 P2P Operating Principles

P2P is Peer-to-Peer which is also called “point to point”. The Peer technique is
new for network, which is relay on both capability and bandwidth of participants
in the network, not few servers. It allows a client to connect another client’s
computer directly to share and exchange data, and changes the ways of browsing
and downloading through servers. It reveals the basic goal of the network, that is,
connected with each other and point to point, and gives a good further view in
distributed and shared network (Xiren Xie 2008). In some opinions, P2P is kind
of traditional network technique because the basic designed plan of network is that
makes computers can communicate with each other without the third party.
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Table 1 Traffic identification technology is relatively tables

Name Description Pros Cons

Deep Packet
Inspection
(DPI) technique

Detect application
layer’s payload to
find applications of
P2P in a packet

Easy implementation;
convenient maintain;
no restrict on the
dynamic port
changes

Weak on catching the
encrypt P2P flow;
need update to catch
unknown P2P flow

Depth of flow
behavior
Inspection and
recognition
technique

Using flow characters
to inspect P2P
applications, it is
developing

Strong on catching the
encrypt P2P flow and
unknown P2P flow

Accurate is hard to
improve; Complicated
implementation; Weak
on sorting of P2P
applications

2 The Research of the Control Technique of P2P Data
Transmission Flow

Classic P2P flow recognition technique is developing from Central architecture and
Distributed architecture to mixed architecture, and the characters of port develops
from fixed port and random dynamic port to camouflage port. With describing the
recognition technique, this article gives the method of P2P flow recognition based
on both flow and payload (Zuev and Moore 2005; Lixia Chen 2005).

The method of P2P flow recognition based on flow and payload is compared and
researched with the methods of P2P flow’s recognition below. The technique of P2P
flow’s recognition can be categorized: Deep Packet Inspection (DPI) technique and
Depth of flow behavior Inspection and recognition technique. They are compared as
following (Table 1):

3 Construct the Model of P2P Data transmission’s Flow
and Data Sharing

With the scalar of campus network and applications of network increased, campus
network has become the major method of obtaining information between teachers
and students. Campus network’s range is increased from few miles to couples ten
of miles even different branches in a city, the scalar is expanded from hundreds of
clients to couples thousand of clients. More and more campus networks are started
to implement and the resources are becoming abundant (Xingjia Xu et al. 2006;
Hongyi Yu 2005). P2P as a new data sharing technique is developing strong enough
to make the network easier to share and exchange.

In order to realize the construction of network information better and let clients
use network resources better, this article presents a model named P2P file sharing
(PRNM) which is used for campus network. The key technique for realizing P2P
network is discovering services that are used for any resources. The principle of
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peer discovery is: firstly, a signal is sent by peer; then, the other peers receive this
signal, update the list of peers and send back a response to the previous peer (Hui
Tang and Guojie Zhang 2005; Yan Lin and Qing Yao 2003).

Flow characters analysis in P2P network, computer S is server and also client,
so characters are as following: a lot of inflow connections(the other ports connect
theirs’ monitoring ports) and also a lot of outflow connections(which connect the
other points’ monitoring ports). When S is not a part of P2P, S must be a server or
client, so the connection of client S must not be balance. Up flow and down flow is
approximately balance. For traditional network’s applications, such as HHTP, FTP,
generally client sends a request and waits the data needed from a server, which up
flow and down flow is not balance.

Based on the above characters, we can present this model: according to the
result of in connections divide out connections in a period time, and comparing this
result with experience observed value of traditional network’s clients, we can judge
whether or not client S is a part of P2P. Meanwhile, Sin means the in connections of
client S, and Sout means the out connections of client S.™ is the observed value.

1

�
	 Sin

Sout
	 � (1)

According to the divide value between up flow and down flow in a connection,
when this value is in a particular range, we can decide that this connection is of P2P.
Meanwhile, Tup is the up flow, Tdown is the down flow, and � is the observed value.

1

�
	 Sup

Sdown
	 � 
Tup > Tmin; Tdown > Tmin

�
(2)

According to the divide value between all of the up flow and down flow, when
this value is in some particular range, we can decide that this client is a part of P2P.
†Tup is the up flow of client S,

P
Tdown is down flow of client S, and � is the

observed value.

1

�
	

P
TupP
Tdown

	 �
�X

Tup > Tmin;
X

Tdown > Tmin

�
(3)

We will group the peers in order to increase the capability of resource sharing
and the efficiency of resource searching. The principles of grouping are: according
to the peers’ IP addresses, we should separate most of network transmissions in the
same group by grouping them into many small groups, in order to decreasing the
use of network bandwidth (Xiaohui Su 2007). For example, in the campus network,
all teachers are separated in a single peer group and all students are separated in a
single peer group. So, in every peer group, the information user capture is in the
same format. Because the interests and problems they concern have similarity, if
they share the resources in the peer group, this will improve the search efficiency,
decrease the count of routing, and give a better network bandwidth, also solve the
problem of controlling of security of resource (Yahua Yu 2006).
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Set Sharing director

Fig. 1 File search work flow model

We can use the IP multicast technique to realize that files searching which means
the process of searching the sharing resources in the network. Firstly, users need to
files’ names they want to search, and then system will pack them into searching info
and send them to super peer groups in the peer group. After traversing the hash of
resource lists and searching the file in the peer group, system will return that file
if search successful, if not, the searching information will be sent to FTP Server.
The procedure of hot point backup resources on FTP Server will search this file
in the backup resource after receiving the search request. If search is successful,
system return that file, if not, the hot resource backup routine will send the search
information to the other peer groups and return a result. The model of process is
following in Fig. 1:

The model of searching file includes two functionalities. One is sending the
information of searching and then displays the result. The other one is monitoring
the information of searching by super peer, and progress the information monitored.
Firstly, sending the searching information, system return the results if searching is
successful. The peer sends the searching information which is the name of resource
and then attaches the multicast addresses of the peers. Secondly, system sends the
searching information to the super peer in the peer group, and displays the results
on the sharing resource lists (Liang Zhang and Futai Zou 2004).
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Start
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Exit
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Fig. 2 Model of Resource
backup file

Important resource backup mechanism which is that setting the routine of backup
important resource on the FTP Servers. This function maintains a list of the rank of
searching resource. This routine will monitor the searching information. If a peer
sends a searching request, the routine will monitor this information and update
the list of the rank of searching resource. See the Fig. 2 for the model of resource
backup.

There are two functionalities of important resource back: one is backup the
important resource, another is when the peers start searching and transferring the
information to FTP servers, the routine of important resource backup will progress
the searching information, which is searching in the backup resource and return the
results (Xinbao Zhang 2003).

4 Conclusion

With the increasing of network users, especially when BT and Xulei software are
prevalently, depress under broad band becomes heavier and heavier, the problems
of serious congestion in network are easy to prop up. The paper aims to strengthen
management and monitor on network flow, optimize network quality so as to
provide a method to recognize P2P flow based on flow and payload, in order to
make P2P locally and minimize the cost of flow. Also, this article designs a model
of controlling of P2P network flow to solve these problems.

This article compares the techniques of different kinds of P2P and analyzes
the campus network. Based on these studies, this article provides model named
P2P resource network (PRNM) which improves traditional one. Based on the
peer technique and FTP servers, the author provides the mechanism of important
resource backup which improves the ability of sharing in the network. Also, the
model of PRNM cannot solve all the questions, it needs more research.



792 Z. Yizhi and L. Jiangfeng

References

Hongyi Yu (2005) New self-organizing P2P network and routing algorithm. Posts & Telecom
Press, Beijing

Hui Tang, Guojie Zhang (2005) A hybrid P2P network model research and design. Comput Appl
[J] (3)

Liang Zhang, Futai Zou (2004) A survey and prospects of information retrieval on the peer-to-peer
Network. Comput Sci [J] (4)

Lixia Chen (2005) P2P-based model of knowledge sharing, forum contemporary education [J] (15)
Yahua Yu (2006) Study on P2P software’s impact on campus network’s data traffic. J Jianghan

Univy (Soc Sci) [J] (2)
Xingjia Xu, Houxin Wang, Yan Zhou, Weidong Jin (2006) Discovery implementation by IP

multicast in peer to peer network. The development of computer technolgy [J], June
Xiaohui Su (2007) Collaborative work model and Application based on P2P. J Pingdingshan Inst

of Technol [J] (4)
Xinbao Zhang (2003) Research infringement on the internet. China Renmin University Press [M],

Beijing, the 11th issue of journal
Xiren Xie (2008) Computer network. Publishing House of Electronics Industry, Beijing,

pp 240–242
Yan Lin, Qing Yao (2003) New type of hierarchical P2P model for research. Comput Appl [J] (12)
Zuev D, Moore A (2005) Traffic classification using a statistical approach. In: Passive & active

measurement workshop, Boston, USA, March 2005



Design and Implementation of the Anti-spam
System Based on AIS

Jue Huang and Changwu Liao

Abstract With the wide use of Email on the internet, it is urgent to resolve the
severe problem of spam. Inspired by the biological immune system, it proposes
an algorithm that can classify Spam without re-training. The result of experiments
showed that the algorithm, compared with Bayesian algorithm, can improve recall
rate and has a higher dynamic adaptability and stability.

Keywords Artificial immune system • Spam • Bayesian • Algorithm

1 Introduction

With the growing popularity of email, it plays a more and more role for people to
communicate with each other. However, as the carrier of commercial advertising,
viruses or content-sensitive, the spam occupies space and network bandwidth,
people have to spend much time to pick normal mail from lots of spam. Spam even
makes serious damage for our life and network. Anti-Spam has become a global
problem. As spam is dynamic and various, we designed and implemented an anti-
spam system based on the artificial immune.

2 Current Status

Because spam has became serious, there are many anti-spam system has been
developed. They can be classified to based on email server or based on email
client, and the email detect technical can be classified to based on rules
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(Carreras and Marquez 2001), based on statistic(Sahami et al. 1998), based on
connection(Cao et al. 2004).

The detect technical based on rules, such as decision tree, interact rule, they are
used mainly in some special field, they need domain knowledge of the field and rule
lib to support and the rule’s design, update, self learning is very difficult. So they
are not used very popular and the performance is not very good.

The detect technical based on connection, such as Artificial Neural Network.
The method is good in some aspect, such as self learning. But it needs lots of
sample to train system and the train need lots of time. So the method is hard to
be used.

The detect technical based on statistic, it adopt pure statistic principle and system
self learning method. It builds up characteristic set by learning known sample
to detect new sample such as Bayesian algorithm. Most of the current anti-spam
systems use the technical.

But the Bayesian algorithm is not perfect. First, it based on independence
assumption. The technical doesn’t consider the connection between words or phrase,
so it can’t analyze email content especial Chinese. Second, it can’t continuously
self learning. If the mail content has much change, the correct rate will downgrade.
And the technical has worse anti-interference performance. The Bayesian classify
system classify email based on known sample, It has high detect rate. But the detect
performance depends on training sample. So for the unknown sample especially
mutation sample, its detect result is not very good. Unfortunately, more and more
spam sender use the method to escape detect system.

For that reason, the paper adapt to the protect mechanism of biology immune,
use artificial immune system to build up anti-spam system. Give a new anti-spam
system module based on artificial immune system.

3 Artificial Immune System Introduction

3.1 Biology Immune System VS Anti-spam System

Artificial immune system is a new research direction after artificial neural network
and evolvement calculate. Recently, artificial immune system has become a research
hot spot for message security and network security.

Biology immune system is a complex system consist of immune cell, organ.
The major function of Immune system is distinguishing self and Non-self. When
antigens begin to invade, immune system will generate lymph cells to resist
antigens. Immune system can self learning, recognize antigens, immune remember
and so on (Mo 2003).

Biology immune system and anti-spam system are similar. The following Table 1
is their compare relation.
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Table 1 Natural system and
email system

Natural system Email system

Self cells Normal emails
Non-self cells The emails to be detected
Native Cells Native detector
Memory Cells Memory detector
Antigens Spam
Co-stimulation Feedback message from user
Affinity Similarity between emails
Cells lifecycle Detector lifecycle

3.2 Immune Remember

When immune system meet antigens at first time, It will generate immune response,
when it meet the same antigens once more, because associate member, the member
cells will be wake up, immune system will give response fast then last time
and generate lots of immune body to destroy antigens. During anti-spam system
running, remember detect set will be build up according to immune cells’ remember
characteristic.

3.3 Affinity

Affinity was defined to match rate between antigens and immune body. The spam
detect process just is match process between detect set and unknown characteristic
and judge whether the unknown characteristic is self or not.

The vector length of detect set Ta, The vector length of unknown mail Tb, statistic
the same word between two vector and assign to Tsame, so we can get.

TsameDTa\Tb, TminDMIN(Ta, Tb), AffinityDTsame/Tmin.
When affinity greater than threshold, the mail will be judge to spam and require

customer response for the detect result.

3.4 Detect Set Generate Algorithm

Detect set is the collection of immune body. Extract cell section randomly to
generate un-mature detect set, then un-mature detect set match with normal email, if
match can’t success, the un-mature detect set will evolve to mature detect set. If the
count of match spam in limit time exceed algorithm, mature detect set will evolve to
remember detect set. If mature detect set can’t match in a long time, it will be delete
from mature detect set.
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4 Chinese Spam Filter System Design

4.1 Mail Pre-Process

When Chinese email incoming, first parse email content, then split words from mail
content and filter stop words.

4.2 Pick Characteristic

The popular characteristic select method is word appear frequency, message gain,
mutual information, statistic, expect cross entropy. They all calculate statistic
message for a Chinese word, then set a threshold, delete the words their statistic
message less than the threshold. Others are valid characteristics. The system will
use mutual information as evaluate function.

difference.W / D
ˇ̌
ˇ̌
ˇ̌
ˇ̌log

P .W jC1/
P.W /

ˇ̌
ˇ̌ �

ˇ̌
ˇ̌log

P .W jC2/
P.W /

ˇ̌
ˇ̌
ˇ̌
ˇ̌ (1)

P(W):the word W appeared probability in all documents;
P(WjCj):the word W appeared probability in document j.
We sort the difference according to the calculation result, select some words as

characteristics.

4.3 Build Up Vector Space Module

Phase email, then split words, select characteristics, generate words set, then
describe email as a method which fit to calculate, and classify them.

4.4 The Judgment of Unknown Email

The following flow will imitate the characteristic of Biology, use member detect set,
mature detect set analyze unknown email.

//unknown email detect algorithm
Read mail vector
fRead remember detect set;

Match email vector with each remember detect set member;
If(affinity>MT) //if it can match, memory detector regard the mail as spam
User confirm the detect result
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If (user think it is a spam)//email.flagD1
fPut EM into spam set;

Put all cells of EM to cell set;
Ab1.countDAb1.countC1;g//the match count of immune bodyC1

Else delete remember detect set;
Else fRead mature detect set;

Match mail vector with each member of mature detect set;
If (affinity>MT) //if it can match, native detector regard the mail as spam

User confirm the detect result;
If(user think it is a spam)//email.flagD1
fPut EM into spam set;
Put all gene from EM into gene set;
Ab2. countDAb2. countC1;
Ab2. ageDAb2. ageC1;g

Else delete mature detect;g
Else User confirm the email;

If(user think it is a spam)//email.flagD1
fPut EM into spam set;

Put all gene from EM into gene set;g
Else Put EM into self set;g

5 Experiment and Result

The purpose of the experiment is compare artificial immune system and Bayesian
algorithm. The operate system is Windows XP Professional, and language is CCC.
We select 2,000 Chinese emails as the sample.

5.1 Accuracy

Accuracy is the correct rate of system detect. From the Fig. 1, the accuracy of AIS
is 85–90%, the accuracy of Bayesian is 82–90%, so we can see that AIS has a better
stability robustness than Bayesian.

5.2 Recall

Recall stands for call back rate. The high recall rate mean less spam leak by system.
From the Fig. 2, the recall rate of AIS is better than Bayesian.
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Fig. 2 The recall of AIS and Bayesian

6 Conclusion

The paper implements anti-spam system based on artificial immune algorithm. The
system can handle mutagenesis and has better performance. In recall rate, it is better
than Bayesian algorithm.

References

Cao YK, Liao XF, Li YF (2004) An email filtering approach using neural network, Lecture notes
in computer science. Springer-VerlagGmbH, Heidelberg, pp 688–694

Carreras X, Marquez L (2001) Boosting trees for anti-spam email filtering. In: Proceedings of Euro
conference Recent Advances in NLP (RANLP – 2001), pp 58–64

Mo HW (2003) The principles and application of artificial immune system. Harbin industry
university publishing house, Harbin, pp 38–48

Sahami M, Dumais S, Heckerman D (1998) A Bayesian approach to filtering junk email. In:
Proceedings of AAA’I workshop on learning for text categorization, pp 55–62

Carreras
Marquez


A Study of Design Technique of Dynamic Data
Report in PowerBuilder11.5

Liu Huacheng

Abstract The data report is one of the frequently designed softwares. According to
the changing feature of data, data report has two forms: static statement and dynamic
statement. This paper discusses the method of designing dynamic data report in
PowerBuilder11.5 and the technical points of realizing dynamic data statement. This
method applies to all types of dynamic report forms.

Keywords Report forms • Dynamic • Datawindow object • Field attribute

1 Introduction

PowerBuilder11.5 is the forehead developing tools of database with formidable
function, popular with software developer. But the format of report is unitary
and the styles are a few provided by PowerBuilder11.5. If only simply using
the report object provided by Power Builder to make report, it cannot satisfy
manufacturing requirement of some specialized report, especially the manufacture
of dynamic report. Therefore, after completing the design of data report, according
to the practical situation of application management system and uses’ demand, it
can realize dynamic manufacture of data report by dynamically control various
attributive setting of data report object.
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2 Design Idea and Solution

Regarding to A4 size paper, after fixing good title and footnote position, the content
of report can contain different numbers in accordance with different choices of
designing report. How many records can be held on longitudinal and how many field
projects can be held on the deflection in a report, which is invisible for developer
to design report object and only visible only when program runs. If the number of
rows of each page can be gained in the process of running procedure, dynamic
controlled lines are high; it can realize the function of each page of dynamic
alignment report. Similarly, if depositing the attribute of field projects of report
object into data sheet, we can modify the attributes value regards to practice after
operating applicative procedure, for example: Whether the field demonstrates, width
occupied by setting, setting of demonstration coordinate and so on, thus realizes the
dynamical manufacture of data report (Sha Jin and Jia Yufeng 2003).

2.1 Demonstrations and Printed Number of Controlling
Data Report

Generally speaking, each page of data report will demonstrate the number of lines
of data, when just used to print and output. However, in the process of development,
it is invisible. In fact, the key point of realizing control of printed number of rows is
Height value of Detailed Band of controlling DataWindow object.

There are two ways of controlling Detail the Band high method, the one method
is the computation method: Namely attribute of Units of DataWindow object is
changed into 1/1,000 cm, and then the height (centimeter) of printed paper is gained.
Using this height to subtract Header Band, Summary Band, the Footer Band, then
divide printed number of lines of each page to get height of Detail Band. The
formulas are following (Ye Zhijun):

Detail.HeightD[Paper.Height–(Header.HeightCSummary.
HeightCFooter.Height)]/(Number of lines/each page)

Another method is: not to change the attribute of Units of DataWindow object,
Units is still PBU, then reading the number of lines of each page in the process
of procedure, comparing with number of rows input by users. If current number of
rows are larger than that input by users, we can increase the height of Detail Band,
if less, we can decrease.

As the systematical unit of PB definition, according to the system, PBU
calculates its PBU unit according to system front information installed by machine,
which is better than previous one in the light of portability; Next, the second method
is use PBU unit, generally speaking, the integer arithmetic is more simply than the
previous one in respect of controlling part of procedure.

In order to realize controlling of printed number of row relying on the second
one, we first of all need to know some attributes relevant to data window (Jung and
Hong 2000).
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2.1.1 LastRowOnPage Property

There is LastRowOnPage attribute in the PB data window; its function is records
the line number of last record in each page of data window surrounded in current
printing model. For example: When the data window is in the non-printing pattern,
each page has 5 records, then the LastRowOnPage value is 5, 10, 15 : : : ; Similarly
the same data window under printing pattern, each page may hold 30 records, then
the LastRowOnPage value is 30, 60, 90 : : : , obviously the LastRowOnPage value
has something to do with the current printing pattern and current page (Ahuactzin
and Gupta 1999).

The PB data window has two kind of patterns: Non-printing pattern and printing
pattern. The switch between two kinds of patterns is realized by modifying, setting
the attribute of Print Preview as Yes or No. In case of default, the value of data
window object, PrintPreview, is demonstrated as No, by the data window control
of window. Meanwhile, the size of page in data window object is the same as data
window control. That means the data window control in the window can show the
lines of data, the page in the data window only can show the same data. We should
pay attention to a key point when using LastRow Page that there are should be data
in current data. If there is no, the value is 0; if the data in data window are less
than a page, the value is just the line number of last record (Sha Shixuan and Wang
Shan 2001).

2.1.2 Detail Band

Detail Band is the place where upload data window object, demonstrate and compile
data. The record taken out from the back database will be loaded completely in the
detailed band. Therefore, it is also the important part to be adjusted in the printed
report. Each row of Detail Band shows a record of database. Consequently, the
number of row that each page can contain has something to do with the row height
of Detail Band when printed. After making definition of the height of Detail Band,
Footer Band, Summary Band, the height of Detail Band is the key point to decide
the number of printed row in each page (Xie Wei et al. 2002).

The attribute of Band of data window are various, we should use one attribute of
Height. When procedure runs, we can use Describe sentence to obtain the Height
attribute of Detail Band promptly, then according to the user’s needs, Height value
can be adjusted by Modify sentence to realize the control of printed row (Ke Jianxun
et al. 2003).

Its core code is as follows:
// Obtains the Detail Band height
str detailDdw print modify.Describe(“DataWindow.&
Detail.Height”)
// If the number of lines input is larger than the current number of rows, height is

reduced.
If li row>li pagerow user THEN
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li page modifyDli row
If li page modify>D 1 THEN
DO
// will transform the height to integer
li detailDlong (str detail)
// the height is decreased
li detailDli detail - 1
// Will transform the height into the string of characters
str detailDstring(li detail)
// Revises the height of Detail Band
dw print modify.Modify(“DataWindow.Detail.HeightD&
”Cstr detail)
li rowDlong(dw print modify.Describe(“DataWindow.&
LastRowOnPage”))
// If the number of adjusted row is larger than or equal to that input by users, it

will stop.
LOOP WHILE li row<li page modify
li pagerow userDli row - 1
sle pagerow.TextDstring(li pagerow user)
else
MessageBox(“alarming information”,”each page should&
not be less than a row”,Information!,OK!)
End if
else// If the number of row input by user is smaller than the current number of

row, its height will be increased
li page modifyDli row
If li page modify>D 1 THEN
DO
li detailDlong (str detail)
li detailDli detailC1
str detailDstring(li detail)
dw print modify.Modify(“DataWindow.Detail.HeightD&
”Cstr detail)
li rowDlong(dw print modify.Describe(“DataWindow.&
LastRowOnPage”))
// If the number of adjusted row is smaller than or equals to that input by users,

it will stop.
LOOP WHILE li row>li page modify
li pagerow userDli row - 1
sle pagerow.TextDstring(li pagerow user)
else
MessageBox(“alarming information”,”each page is not&
less than a row”,Information!,OK!)
End if
End if
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Table 1 Field attribute memory table(t name)

Field name Field type Field width Whether to permit NULL Default value

Serial number Integer Default No Automatically
Tabulation title name Char 60 Yes None
Data window title Char 60 Yes None
Title quotation name Char 60 Yes None
Data quotation name Char 60 Yes None
Width value Decimal 12(2) Yes None
X value Decimal 12(2) Yes None
Y value Decimal 12(2) Yes None
Whether to demonstrate Char 20 Yes None

2.2 Dynamic Control Data Report Form Field Attribute

When designing applicative procedure, we may design a data sheet t name first, and
stores the attribute name of each field in data report into this form.

The Table 1 shows Field attribute memory table(t name)
In the application procedure, we can set attribute of each field in accordance

with users’ practical need. For example: Actual demonstration titles, demonstration
position of data field, demonstration width as well as whether to demonstrate and so
on. In the application system, after searching records of data in the database, we can
modify attribute of each field to realize data report by calling Modify () function
dynamic to realize dynamic manufacture of data report. The code of attribute of
each field in these dynamic control data can be packed by defined function so as to
call initially in the procedure. The core code is following (Cui Wei 2002):

// read each field of its attribute in the data sheet t- name, then Reads various
fields and the attribute value one by one from data sheet t name, then dynamically
control data sheet through Modify() function.

sumDparent.dw 1.rowcount()
for liD1 to sum
// The control title demonstrated the name so to sees the attribute
ls xsbtDparent.dw 1.object.data.primary.current[li,3]
ls yybtDparent.dw 1.object.data.primary.current[li,4]
lsDls yybtC“.textD”C“�”“Cls xsbtC”�“”
parent.dw print.modify(ls)
ls yysjDparent.dw 1.object.data.primary.current[li,5]
xs flagDparent.dw 1.object.data.primary.current[li,9]
// Control displays attribute
choose case xs flag
case “YES”
lsDls yybtC“.visibleDtrue”
parent.dw print.modify(ls)
lsDls yysjC“.visibleDtrue”
parent.dw print.modify(ls)
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case “NO”
lsDls yybtC“.visibleDfalse”
parent.dw print.modify(ls)
lsDls yysjC.visibleDfalse”
parent.dw print.modify(ls)
end choose
// Control displays width
li wDparent.dw 1.object.data.primary[li,6]
ts wDls yybtC“.widthD”C“�”“Cstring(li w)C”�
parent.dw print.modify(ts w)
ds wDls yysjC“.widthD”C“�”“Cstring(li w)C”�“”
parent.dw print.modify(ds w)
next

parent.dw print.settransobject(sqlca)
parent.dw print.retrieve()
end if

3 Conclusions

When designing the PowerBuilder11.5 database application procedure, we should
design the data window object as the Group style to realize the function of
classification and collection so as to take shape of database report, then dynamically
control data report in the application procedure to demonstrate the number of row
and attribute value of field so as to realize dynamical manufacture of data report,
which satisfies users’ desire to the full with advanced portability. The above codes
of procedure have passed the test under the pattern of PowerBuilder11.5 C/S.
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Research on Network Integration of BACnet
and 6LoWPAN

Bo Wang and Yi Sun

Abstract It is necessary to introduce WSN (Wireless Sensor Network) into IB
(Intelligent Building), so as to promote the intelligent monitoring and control level
of building environment. As one of ISO standards, BACnet(a data communication
protocol for Building Automation and Control NETworks) is a leading protocol
of automation control networks in IB. BACnet defines a device type named B-SS
(BACnet Smart Sensor) for WSN, but there is no implementation program on B-SS
and no scheme of B-SS connected with IPv6 till now. In order to achieve a kind
of WSN based on B-SS which can interconnect with IPv6, this paper analyzed
the 6LoWPAN (IPv6-based Low-power Wireless Personal Area Networks) protocol
put forward by 6LoWPAN WG in IETF and designed an integrated model which
integrates BACnet and 6LoWPAN in TinyOS2.0. The integrated model was tested
in TOSSIM and the result shows that the integration technology is reasonable and
feasible.

Keywords BACnet • WSN 6LoWPAN • IB • B-SS

1 Introduction

To provide a safe, comfortable, environmentally-friendly and energy-efficient living
environment is the main goal of IB. Automatically monitoring and control the
building environment is an effective means to achieve the goal. As a kind of
communication network which is composed of wireless techniques, embedded
system and micro-electro-mechanical systems, WSN is widely used to monitor
environment in the industrial and military area. In order to promote the intelligent

B. Wang (�) • Y. Sun
College of Computer Science, Chongqing University, Chongqing, China
e-mail: wangbo@cqu.edu.cn; 13983365240@139.com

B. Xu (ed.), 2012 International Conference on Information Technology and Management
Science (ICITMS 2012) Proceedings, DOI 10.1007/978-3-642-34910-2 92,
© Springer-Verlag Berlin Heidelberg 2013

805



806 B. Wang and Y. Sun

degree, it is extremely necessary to introduce WSN to IB. BACnet is one of ISO
standards of data communication in intelligent building. BACnet has defined six
types of standard devices which could be applied to different application areas. As
one of the six standard devices, B-SS was defined by BACnet protocol, but there
is still no application scheme in IB. Thus, how to realize the WSN base on B-SS
applied to IB becomes a problem which is needed to be solved.

All-IP is one of development trends of various communication networks. In order
to achieve the convenient interconnection between WSN and IPv6, IETF set up
a working group named 6LoWPAN in late 2004. To achieve the interconnection
between BACnet and IP network is the key issue needed to be solved in BACnet
standard. BACnet standard has defined BACnet/IP (ANSI/ASHRAE 135-2001
2003), however, BACnet/IP is not adapted to the B-SS with limited capacity
and data-processing resources. So how to use 6LoWPAN protocol to realize the
interconnection between WSN base on B-SS and IPv6 network becomes the main
problem studied by this paper.

This paper introduced the architecture of 6LoWPAN protocol and its effect on
the I B, analyzed the BACnet standard and B-SS functional requirements, designed
and implemented a BACnet protocol for B-SS, realized an integrated model between
BACnet and 6LoWPAN (hereinafter referred to as B-6 model).

2 6LoWPAN and IB

6LoWPAN is a protocol definition to enable IPv6 packets to be carried on top of
low power wireless networks, specifically IEEE 802.15.4 (Mulligan 2007). Figure 1
describes the architecture of 6LoWPAN protocol.

The Maximum Transmission Unit (MTU) of IPv6 is 1,280 octets, but the largest
package size supported by IEEE 802.15.4 physical layer is 127 octets, removing
other overhead of MAC layer in IEEE 802.15.4, there are only 81 octets left
for network layer in 6LoWPAN.Therefore, the adapter layer above MAC layer

Application layer

Transport layer (UDP)

Network layer (IPv6)

Adapter layer

IEEE 
802.15.4

MAC

PHYFig. 1 Architecture of
6LoWPAN
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is necessary. How to compress the package and redesign router algorithm for
6LoWPAN is the key issues studied by 6LoWPAN WG now (Bormann 2008; Kim
et al. 2008a).

The application problem of 6LoWPAN is also one of key issues needed
solving. One draft concerned with 6LoWPAN application space was published by
6LoWPAN GW in 2008 (Kim et al. 2008b), which described several application
scenarios. This paper mainly focused on the application scenarios of how to apply
6LoWPAN to IB. The draft only shows that 6LoWPAN could be applied to IB, but
does not instruct how to realize this application.

3 BACnet and B-SS

BACnet protocol was issued by ASHRAE (American Society of Heating, Refriger-
ating and Air-Conditioning Engineers) in 1995. In 2003, BACnet protocol became
ISO 16484-5 and EN/ISO 16484-5. Now, BACnet has become one of the most
widely used building control network communication protocols. The architecture
of BACnet protocol consists of application layer, network layer, virtual data link
layer and physical layer. The application layer provides several BACnet services,
while the network layer interconnects each BACnet networks. BACnet standard did
not design a new data link layer for itself. The data link layer of BACnet includes
several common data link layer protocols such as Ethernet and so on. Therefore,
between network layer and data link layer, BACnet designed a new layer named
BVLL (BACnet Virtual Link Layer), which provides an interface for higher layer.

The devices in BACnet are named Objects. These objects contain proper-
ties and functions. In BACnet protocol, there are six kinds of standard devices
(ANSI/ASHRAE Standard 135-2001 2001); B-SS (BACnet Smart Sensor) is one
of these. One B-SS device common identified with Device Object and Ana-
log Input Object. Device Object is used to recognize one B-SS device in BACnet
networks, Analog Input Object provides some data for B-SS functions. These two
objects were designed as Table 1 in detail.

Table 1 Definition of
objects in B-SS

Device Object
Object Identifier Device 1
Object Name “Temp 1”
Object Type DEVICE

Analog Input Object
Object Identifier Analog Input 1
Object Name “B6”
Present Value NULL
Object Type ANALOG INPUT
Units DEGREES CELSIUS
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TinyOS2.0

BACnet

Micaz

6LoWPAN

Network

layer

ReadProperty
Service

BVLL
B-SS 

Fig. 2 Sketch diagram of
integrated B-6 model

According to the BACnet standard, the necessary function of B-SS device is Data
Sharing, which is realized by ReadProperty service in DataSharingReadProperty
model of BIBB (BACnet Interoperability Building Blocks).

3.1 Integration of BACnet and 6LoWPAN

In order to achieve the interconnection between WSN based on B-SS and IPv6
networks, 6LoWPAN protocol and BACnet protocol in B-SS device were integrated,
named B-6 model.

A collapsed integrated model for B-SS in TinyOS2.0 was designed (Levis 2006).
As Fig. 2 shows, the redesigned BACnet protocol is composed of application layer,
network layer and BVLL. Application layer mainly provides ReadProperty service
to realize the DataSharing of B-SS. The network layer interconnected each WSN
based on B-SS. BVLL provides an interface for network layer to link to a specific
data link layer.

In B-6 model, BACnet protocol is a special application defined above the
6LoWPAN protocol. The arrow between BACnet and 6LoWPAN means the data
exchange between these two protocol stacks.

The 6LoWPAN protocol in Fig. 2 was implemented by Matus Harvan (Harvan
2007). Micaz component in Fig. 2 mainly implements the IEEE 802.15.4 function
for 6LoWPAN.

TinyOS2.0 is built up by components. Each function unit can be recognized as
a component. Components in TinyOS2.0 are divided into system components and
user components. Figure 3 is a mapping diagram of B-6 model in TinyOS2.0. Ad-
cReadClientC component, TimerMilliC component and Cc2420ActiveMessageC
component are system components.

AdcReadClientC component mainly provides the function of sensing data.
TimerMilliC component provides the clock for whole system, and Cc2420Active-
MessageC component implements the function of IEEE 802.15.4.
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6LoWPAN protocol

IPC

splitcontrol udpclient

BssRPfunC

TimerMilliC

timer

Cc2420ActiveMessageC

AMsend AMpacket packet

BACnet protocol

splitcontrol rpfunc

BssC

AdcReadClientC

read

Fig. 3 Mapping diagram of B-6 model in TinyOS2.0

IPC component designed by Matus Harvan provides function of 6LoWPAN
protocol. BssRPfunC component and BssC component defined by this paper mainly
implements the function of BACnet protocol. A part of core program of the BssC
component is:

configuration BssC f
/* provide interface */

provides f
interface Splitcontrol as BAControl;
interface rpfunc[uint8 t i ];
g

g
implementationf
/* Implement the wire between BssC and IPC */
components BssP ;
components IPC;
BssControlDBssP;
rpfuncDBssP.rpfunc;
BssP.IPControl ->IPP;
BssP.UDPclient ->IPP.UDPClient[ uint 16 , bpdu ];
g
g
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Fig. 4 Data stream of B-6 model

3.2 Process of Data Sending

In B-6 model, BssC component implements the function of application layer,
network layer and BVLL of BACnet protocol, and BssRPfunC component mainly
provides ReadProperty service for B-SS. Figure 4 shows the data stream between
BACnet protocol and 6LoWPAN protocol in B-6 model.

In Fig. 4, BssRPfunC component first called the read interface of AdcRead-
ClientC, and then assigned the data to Present Value in Analog Input Object, and
then sent the value including Present Value to BssC component through rpfunc.
In BssC component, the values from BssRPfunC component were encapsulated as
APDU, NPDU and BPDU by corresponded functions. In the end, BssC component
transferred the BPDU to IPC component through UDPClient.

3.3 Testing of B-6 Model

TOSSIM is a simulate software in TinyOS 2.0. The B-6 model with TOSSIM was
tested. Firstly, in this section the function of BACnet protocol was tested in B-
6 model with one single B-SS node, and then the function of B-6 model with
one application scenarios according to draft “Design and Application Spaces for
6LoWPANs” issued by 6LoWPAN WG was test as well.

3.3.1 Testing BACnet Protocol

BssRPfunC component completed the function of the Data Sharing by assign the
value to Present Value of Analog Input Object. And then BssRPfunC component
called the BssC component by rpfunc.
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4

3
2

1

Fig. 5 One typical
6LoWPAN application
scenario in IB

BssC component encapsulated the data from BssRPfunC component as APDU,
and then encapsulated the APDU as NPDU by network layer in BACnet protocol,
finally the BPDU was formed by BVLL. More details about the parameters of
APDU, NPDU and BPDU in testing result were mentioned in BACnet standard.

3.3.2 Testing Application Scenarios

One typical IB application scenarios of 6LoWPAN protocol was mentioned in
reference 5. The topology of this application scenario was a star topology network
as Fig. 5 shows, is composed by four smart sensor devices.

Node 1, node2 and node 3 respond for sensing data and sending data to node 4,
node 4 receives data from these three nodes. In this testing scenario, node 1, node 2
and node 3 were installed the B-6 model.

Node 1, node 2 and node 3 respectively generated the BPDU by BssC component
and then called the IPC component to encapsulate the BPDU as UDP, and finally
IPC component called the ActiveMessageC component to send the data to node 4
by IEEE 802.15.4.

4 Conclusions

The BACnet protocol for B-SS device was redesigned and the function of BACnet
protocol was implemented by defining the BssC component and BssRPfunC
component in TinyOS 2.0. The test shows that the redesigned BACnet protocol
met the needs of B-SS. The B-6 model can be achieved by calling the UDPClient
interface of IPC component in BssC component. It also can be concluded that B-6
model is reasonable and practicable.
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Discrete Core/Periphery Structure Characters
of C2 Organizations Analysis Based on SNA

Shuchun Chang and Qiyi Zhang

Abstract The Command and Control Relationship Network Models are
constructed. The structure characters of these models are analyzed using “discrete
core/periphery model” in Social Network Analysis. The core/periphery structure
characters of actual models can be quantitatively analyzed by calculating the
relevancy degree between actual models and ideal models. It can be seen from
research, if C2 organizations have clear core/periphery structure characters, the
results analyzed with discrete model are relative ideal.

Keywords Social network analysis • C2 organization • Core/periphery structure
character

1 Introduction

“Command and Control Relationships” research is an important content of Com-
mand and Control research fields. Most traditional researches are qualitative studies
about basic conception, principle, mechanism and system design, while quantitative
researches are relative few. The quantitative research on “Command and Control
Relationships” is more and more important along with the development of modern
war. The familiar methods such as Petri-net, SEA and Network theory, are used
for constructing system models and efficiency assessment. Added to this, recently
Social Network Analysis (SNA) was introduced to the field. For example, Anthony
Dekker (Defence Science and Technology Organization, Australia) and his group
exhibited traditional SNA and combined the new theory of complex network,
and they have achieved material research findings on C4ISR architecture analysis
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(Dekker 2001, 2002, 2003). The researchers in USA DOD and British DOD also
studied the command and control (C2) organization with SNA (Renfro 2001; Jarvis
2005). These studies make it clear that SNA is applicable to quantitative research
on Command and Control Relationships.

Social Network Analysis is a series of techniques applied to depict and analyse
the formal and informal relationships among organization members. It is generally
agreed that SNA came into being as a method to study anthropology in British. In
recent years, the advancements of complex network theory, computer technology
and modern mathematics made it possible to study big and complex social networks
with SNA. Now SNA is applied in the fields of management, economics, sociology,
anthropology, physic, and military. There is a premise to study command and
control relationships of C2 organizations with SNA: C2 organizations can be
regarded as social organizations, the relative stable relationships are in existence
among organization members, and the relationships can be studied with methods
and theory of sociology field. With the premise, the conceptations of command
and control relationships can be defined, the network models of relationships can
be constructed, and some idiographic questions can be studied from sociological
point. The attributes of C2 organization network models studied with SNA can
quantificationally and qualitatively illuminate the structure characters of command
and control relationship networks, and illuminate the influence of organization and
their members. Then the relation between command and control relationship types
and efficacy of C2 organizations can be discovered.

In this paper, with the theory of social network analysis, we will construct the
Command and Control Relationship Network Models of C2 organizations, analyze
the “core/periphery” structure characters of these models, and endeavor to discover
the relationships between structure characters and organizations efficiency. The
conclusions can be applied to the C4ISR architecture analysis and C2 organizations
planning.

2 Core/Periphery Structure Analysis in SNA

“Core/periphery structure” analysis is an important part of SNA, it can make
effectively quantitative research about the Core/periphery structure characters on
certain network. It has been applied in the fields such as collectivity activity, science
magazine citation network and crime network (Xu and Chen 2005; Krebs 2002).

SNA considers that if a social network of one organization has core/periphery
structure character, the nodes of network can be separated into two groups. The
relation among the members of one group is compact, and the group can be regarded
as “core”. The relation among the members of another group is loose, and the group
can be regarded as “periphery”.

In 1999, a paper written by S.P. Borgatti and M.G. Everett were published on
social network analysis trade press “Social Networks”. In the paper, the authors
advanced a viewpoint that core/periphery structures could be studied from models
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point of view. They developed two kinds of models of the core/periphery structure: a
discrete model and a continuous model (Borgatti and Everett 1999). The progress of
the method is that using one kind of core/periphery structure model, combining with
actual data, calculating the relevancy degree between actual model and ideal model,
quantitatively analyzing the core/periphery structure characters of actual model, and
then reasonably judging the position of organization members(core, periphery and
semi-periphery).

3 Command and Control Relationship Network
Models Investigated

There are three key steps to research command and control relationships with the
method of SNA. The first step is to construct the relationship network models of
C2 organizations, the second step is to calculate the characteristic parameters of the
models, and the third step is to analyze the structure characters of these models.

C2 organizations can be regarded as a collectivity that are composed of some
entity elements which are combined together to achieve a same mission concurrently
in certain circumstance. It can be seen that the functions of entity elements and the
relationships among the entity elements determine the efficacy of C2 organizations.
Referring these researches, we consider that the entity elements of C2 organizations
can be classed to three kind units: Scouters(S), Decision Makers(D) and Actors(A).

The objects investigated here are six C2 organizations which were designed by
A.H. Dekker in his research (Dekker 2001). These organizations have different
architectures including the centralized architecture without information sharing
(C2 centralized), the split architecture without information sharing (C2 split), the
distributed architecture without information sharing (C2 distributed), the negoti-
ation architecture without information sharing (C2 negotiation), the distributed
architecture with information sharing (C2 distributed share) and the negotiation
architecture with information sharing (C2 negotiation share). Each one of these
organizations has similar type and amount entity elements and represents a typical
command and control relationship pattern. With these objects, we can deeply
research the characters of command and control relationship architecture from the
perspective of comparison.

The Command and Control Relationships Network Models(C2RNMs) of these
organizations are built as the follow figures (see Figs. 1, 2, 3, 4, 5, and 6).
It can be seen from the figures that each organization has two or four Decision
Makers(D A, D S, D1, D2, D3 and D4), five Scouters(Ssat, S1, S2, S3 and S4) and
four Actors(A1, A2, A3 and A4). Scouters gather all kinds of information about
organizational environment and organization objective and send them to decision
makers. Decision Makers receive the information from scouters and other decision
makers and then arrive at decisions about the state and action for the nodes in
organizations. Actors receive the information from decision makers and perform
all kinds of missions.
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Fig. 1 C2 centralize

Fig. 2 C2 split

4 Core/Periphery Structure Characters of C2RNMS
Analysis

As we know, there are two kinds of models of the core/periphery structure: a discrete
model and a continuous model. In this paper, we will use the discrete one to study,
and in subsequent research we will use the continuous one. With program UCINET
(Borgatti et al. 2002), we can get the discrete core/periphery structure characteristic
parameters of the six C2RNMs (such as Fig. 7).

In Fig. 7, “Starting measure” means the algorithm of rank correlation coefficient
that used here is CORR, and there are other algorithms such as HAMMING,
DENSITY, SXY, EMPTYPER. “Starting fitness” means the initial fitting value,
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Fig. 3 C2 distributed

Fig. 4 C2 negotiation

Fig. 5 C2 distributed share
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Fig. 6 C2 negotiation share

Fig. 7 Characteristic parameters of C2 centralize
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namely the correlation coefficient of initial matrix and ideal matrix. “Final fitness”
means the final fitting value, namely the correlation coefficient of transposed matrix
and ideal matrix. If the values of the two parameters are bigger, the core/periphery
structure character degree of the network models will be clearer. “Core/Periphery
Class Memberships” shows the core member group and periphery member group
separated by UCNET. “Blocked Adjacency Matrix” shows the adjacency matrix
of core and periphery, namely the adjacency relationships among the two group
members. “Density Matrix” shows the relationship density matrix of the members.
The relationship among core group members is closed, the relationship among
periphery members is trifling or even is inexistence, and it is not required for each
periphery member to relate to all core members.

The result (see Table 1) can be produced by calculating and gathering the
core/periphery structure characteristic parameters of the six C2RNMs. It can be
seen from the table that the parameters “Final fitness” of three network models
(C2 distributed share, C2 split and C2 negotiation share ) are 0.581, 0.679 and
0.734. These values are higher indicating that the core/periphery structure characters
of these three models are clearer. At this point, the result of core group and periphery
group separated by UCNET can explain this kind of characters. For example, in
C2 split network model, the core group includes D A1, D A2, D A and D S. In this
organization (see Fig. 2), D S handles intelligences gathered from all other Scouters,
and send them to D A. Then D A reasonably allocates the tasks to D A1 and
D A2, and D A1 and D A2 command the Actors that are affiliated with to perform
their idiographic tasks. The units such as A1, A2, S1, S2 and so on are included
in periphery group. These units gather intelligences from circumstance or act on
circumstance directly, and they are in the periphery position. While the parameters
“Final fitness” of other three network models (C2 centralized, C2 distributed and
C2 negotiation ) are 0.284, 0.357 and 0.408. Their values are lower indicating that
the core/periphery structure characters of these three models are not clearer. At
this point, the result of core group and periphery group separated is not ideal. For
example, in C2 distributed (see Fig. 3), the members of core group are A3, A4 , D1,
D2, D3, D4 and Ssat, the members of periphery group are A1, S1, S2, S3 and S4,
while the structure character can not be identified easily.

The density matrix shows the relationship density among core group and
periphery group. The “Core-in” parameters mean the relationship density among
members of core group. The values of C2 distributed share, C2 split and
C2 negotiation share are 0.467, 0.500 and 0.667, and these values are bigger. The
“Periphery-in” parameters of these three models are 0.000, namely that there are
no relationships among the members of periphery group. The “Core-Periphery”
and “Periphery-Core” parameters of these three models are 0.262, 0.250 and
0.262 which are relative little. So, it can be seen that in these three models, the
relation among core group is close, the relationship between core group members
and periphery group members is loose, and the relation among periphery group
members is absent. These results accord with core/periphery structure characters
of ideal models. The clear characters make the units of C2 organizations cooperate
with others for same goal. The density matrix values of other three models are
relative littler that means their core/periphery structure characters are not clear.
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5 Conclusions

This paper analyzes the architecture characters of C2 organizations using “discrete
core/periphery model” in Social Network Analysis. The progress of the method is
that using discrete core/periphery structure model, combining with data of actual
C2RNMs, calculating the relevancy degree between actual models and ideal model,
quantitatively analyzing the core/periphery structure characters of actual models. If
C2 organizations have clear core/periphery structure characters, the results analyzed
with discrete model are relative ideal. On the other hand, if the results analyzed
with discrete model are relative ideal, the core/periphery structure characters of C2
organizations are clear. Of course, our research is still preliminary, and there are
still great deals of work to be done such as the structure characters analyzed with
continuous core/periphery model, the relation analysis between structure characters
and organization efficiency, and other contents that can be analyzed with social
network analysis etc.
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System Architecture and Application of Wireless
Sensor Network

Cai-jun Luo

Abstract Wireless Sensor Network technology is a kind of new data gathering and
transmission technology, which combines with wireless communication, sensors,
embedded computing and distributed information processing. It has the great
potential with various applications in military defense, industrial automation and
transportation. This paper mainly focuses on the developing present situation and
trend of wireless sensor network routing protocol, its research hotspot and difficulty.
It analyzes the application of wireless sensor network in various fields, pointing out
the potential problems, and puts forward some improvement methods. Theoretical
guidance is provided for further research and expanding the application range of
wireless sensor network.

Keywords Wireless Sensor Network • Architecture • Application • Method

1 Introduction

In information society, the production, acquisition, transmission, storage and han-
dling of information are the important parts of information science (Akylidiz et al.
2002). Various kinds of sensors are the major media which we access and use
information resources. The progress of microelectronics technology, wireless com-
munication technology, computer technology and internet technology, promoted the
rapid development of sensors with low power consumption and multiple functions,
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which have various integrated modules for data acquisition and processing, wireless
communication, power supply, etc. The ways of data acquisition of traditional
sensors have shifted from mono-style, wired transmission to intelligent, networked
and wireless transmission, which have become the major technology of data
acquisition.

2 Brief Introduction of Wireless Sensor Network

Wireless sensor network (WSN) is a self-organizing network in a monitored area,
linked by wireless communication with many jumps formed from a large number of
randomly distributed mini-nodes integrated with sensors, data processing modules
and wireless communication modules (Sun Li-min et al. 2005). The main goal of
WSN is collecting and dealing with information among the monitoring region which
we are interested in by the cooperation of various sensors carried by nodes, such as
temperature, humidity, light intensity, pressure, noise, size of moving object, speed
and direction, etc. The transmission of the data to observers is wireless multihop
through specified protocols (Zeng Peng et al. 2007).

Nowadays wireless sensor network can be roughly classified into three cate-
gories: wireless broadband network, wireless ad hoc network and WSN. WSN
appliance is a highly relevant network system. It often has different network forms
due to the different application and demand. Generally speaking, WSN has four
features: self-organization, reliability, application of correlation and data-centric.

3 System Architecture of Wireless Sensor Network

3.1 Architecture of Sensor Node

Depending on applications, the WSN nodes have different configurations. But
usually it composed of four parts: sensor module, processor module, wireless
communication module and power module (Kottapalli et al. 2006).

Sensor module is responsible for collecting the required information within the
monitoring area and data conversion and its types determined by the physical form
of monitoring data signal; processor module is responsible for controlling the whole
node, storage and processing the received data. It provides hardware support for the
operating system and upper application software; wireless communication module
is responsible for the wireless communication among nodes, transmission of data
and controlling information; the power module provides energy for the node’s
normal work, usually by using micro batteries, solar battery, etc.
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Fig. 1 Architecture of sensor network

3.2 Architecture of Sensor Network

Like the architecture of nodes, the architecture of WSN based on sensor network
applications is also a variety of different. Basing on the function division, sensor
network usually can be divided into the following three types of nodes: sensor node,
sink node and management node, as shown in Fig. 1. The network is composed of
massive sensor nodes random deployed in the monitoring region by the way of self-
organizing. According to the certain protocol rules when monitoring data, finishing
transmission by each sensor node hop by hop, and then gathering on the special node
after the multi-hop routing. At last, arrive at the management node by internet and
satellite. And the administrator achieving the configuration management to WSN by
the node, issuing control command, etc. (Ruiz et al. 2003).

3.3 Protocol Stack Architecture of Sensor Network

Nowadays researchers have developed many types of protocol stacks for sensor
network. Generally sensor network protocol stacks take the five-floor protocol in
internet, which include physical layer, data link layer, network layer, the transport
layer, the application layer and added the platforms with WSN characteristics,
such as the energy management platform, mobile management platform and task
management platform, etc. These platforms make sensor nodes work high efficiently
under the priority of low power consumption.

Position layer and time synchronization layer were added in the improved
module to provide the information support of the MAC protocol based on the time
multiplex or the routing protocol based on the geographical location. Meanwhile
network management, topology control, energy control and much other mechanism
were presented to optimize and manage the agreement process.
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3.4 Architecture Characteristics of Sensor Network System

System architecture means a lot for wireless sensor network. Although a WSN is
a network system highly related to applications, which under different application
requirements can be different in terms of the hardware and software of network
nodes, network protocol as well as other relevant technologies. By considering some
common features of WSN and providing a reference “system” and “framework” to
developers, can greatly shorten the WSN development time and reduce its com-
plexity. According to the different emphases, nowadays WSN system architecture
includes dynamic protocol stack supporting system, stratified system, Self-adaption
system, self-restore system, multitasking system and agent system, etc.

4 Application of Wireless Sensor Network

Sensor network has a broad prospect for applications. It can be widely used in
many fields. Such as military, environmental supervising and prediction, medical,
intelligent household, urban traffic, space exploration, safety supervising, etc.

4.1 Military Application of Wireless Sensor Network

In military field, sensor network will become a necessary part of system C4ISRT
(Command control communication computing intelligence surveillance reconnais-
sance and targeting). Its goal is to design a battlefield command system combining
the functions of commanding, controlling, computing, intelligence, surveillances,
reconnaissance and positioning. This attracts the attention in military developed
countries. Because sensor network is composed of intensive, low cost and random
distributed nodes. Self-organizing and the ability of tolerating mistakes so that it
will not lead the collapse of the whole system when some nodes are suffering
malicious attack (Nogueira and Loureiro 2005). Just on this point, conducting real-
time supervising on our army troops, equipment and supplies, Surveillance conflict
zone, reconnoitering local terrain and laying out position attack target and access
loss, etc.

4.2 Industrial Applications of Wireless Sensor Network

Development with computer, communication and network technology, the devel-
opment of industrial communication technology has gone through the periods
of analog instrumentation control systems in the 1960s and 1970s, distributed
control systems (DCS) in the 1980s and 1990s, and the field bus control systems
(FCS) at the end of the twentieth century, moving in the direction of intelligent
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and networked. With the development of monitoring system, reduce the cost of
investment and use of communication technology for industrial development of the
urgent requirements. Under this circumstance, the low cost, using friendly and wide
perception and other features of wireless sensor network catch people’s attention.
By applying these features, people can use the lower investment costs to monitor
the whole industry progress, and using it as the foundation of implement optimized
control to improve quality of products to realize the goal of reducing the leakage
problems and increasing the energy efficiency.

4.3 Other Applications of Wireless Sensor Network

The environment science is used in a wide range. Traditional data acquisition
methods cannot meet people’s need any more. WSN provide convenience for
data collection in a complex environment, such as tracking migration of birds,
monitoring raw water, air and solid changes in composition. It also provides a great
help for fire prevention, flash flood prediction (Steffan et al. 2005). Wireless sensor
network plays an important role in medical and health caring field. Doctors can
keep handling the patients progressing and deal with it in time when special sensor
node be installed in patients body; it also can provide reference data for daily health
research and new medicine development under the condition of without influencing
the normal life.

5 Problems and Improving Methods of Wireless Sensor
Network Application

5.1 Physical Manipulations of Sensor Node

Future sensor network will have hundreds and thousands of sensor nodes. It’s
difficult to monitor and protect each of them. Thus each node is a potential point
to be attacked physically and by logic. In addition, sensors usually are deployed in
no-human environment which make it more convenient for the attacker to capture
sensor nodes. When captured the sensor node, the attacker can modify or get its
information or code, modify its program code and load into sensor node. Obviously,
the ordinary sensor node has great security holes. Since it’s an unavoidable issue
of security that sensor node can be easily physical manipulated, other technical
solutions must be provided to improve the security performance of a WSN. An
example is the node to node identity authentication, Another example is developing
a new key agreement so that even a small amount of nodes are manipulated, attacker
can not or difficult to obtain node information from other nodes is derived the
key information. In addition, the sensing node can authenticate the legality of the
software and other measures to improve the safety performance of the node itself.
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5.2 Information Wiretap

According to the characteristics of wireless transmission and network distribution,
it’s easy for the attackers to get sensitive and private information through the
transmission among nodes (Brannstrom and Jungert 2006). Encrypting transmit
information can solve wiretaps, but it requires a flexible and strong key exchange
and management scheme. What’s more, the key management scheme should be easy
to deploy and serve limited resources characteristics of sensor node. In addition,
key management scheme has to ensure the security of the whole network to not
be destroyed when section nodes out of work. Due to the limited internal storage
resources of sensor node, it’s impractical to realize the end-to-end security among
nodes. While in sensor network, hop-hop information encryption can be realized in
sensor network, thus sensor node only has to share the key with neighbor nodes.

5.3 On Privacy

Sensor network is designed to collect information. Attackers may get this sensitive
information by the way of wiretap, adding forged illegal nodes, etc. An attacker
can derive valid data from large amounts of acquired data if the attacker is able
to obtain the relevant algorithm for acquiring limited information from completed
information. Then the attacker can export the valid information through access a lot
of useful information. The normal sensor private problem, which is unlikely obtain
information through sensor network, but through remote monitoring of WSN by
the attacker, so that to get large amount of information and work out the private
problem with specific algorithm. Making sure the sensor information on network is
visited only by trusted entity is the best way to solve this private problem, which can
be achieve through data encryption and access control. Another way is to limit the
granularity of transmit information on network, since the more detailed information,
the more easily to leak the privacy, For example, a cluster node can achieve the data
anonymous by dealing with the massive information received from the neighbor
node and transmission results only.

6 Conclusion

Wireless sensor network have the characteristics of self-organization, miniatur-
ization and external perception ability, etc. These features determine their vast
application prospect in business field. For example, sensors embedded in home
appliances and embedded systems can form wireless networks which with internet
links are able to offer more intelligent and humanizing home environment. Sensor
network can be used for space exploration, transmitting sensor nodes in outside
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planet with spacecraft, the long-term monitoring of the interest environment, etc. It
also can be used in disaster prediction and rescue, warehouse management, factory
automation and other fields. Wireless sensor network would gestate new design and
application mode.
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The Design and Implementation of Efficient
SMS Query Software Based on Android

Jiao Guo, Chui Li, and Ying Xu

Abstract Analyzed the drawbacks of SMS query software in smartphone at
present. In view of users requirements for query short messages in phones, and
based on Android kernel and its architecture, highly effective SMS query software
is presented. The implementations of the SMS query software is described, which
provides a variety of modes of query, such as based on address book, based on
contact time, based on current contact and based on content of message. Most
current software does not yet have the above query modes for SMS, which should
be adopted by many mobile phone software manufacturers in the future.

Keywords Android • Short message • Contact time • Fuzzy search

1 Introduction

The popularity of smart phones has brought people great convenience (Falaki et al.
2010). Smart phone not only has independent operating system, but also allows
users to install various programs provided by third-party service providers. Except
for phone calls, short message service is the most widely used as a communication
service (Peersman et al. 2000). With a wide range of interpersonal communication,
short messages in phone are more and more, but currently the short message query
function of smart phones is not very perfect. At present, there are mainly two ways
to search short message. One is the sequential search, another is to search based
on contact’s name. Sequential search asks users to traverse all messages to find
the object message. Even if the query is based on contacts’ name, the query must
traverse all the messages related to the contacts. There are two problems in this
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search method (Naor 2004). The first problem is that the way is a single query, and
not friendly to use for user. The second problem is inefficient.

In order to address the above issues, smart phones need third-party softwares
(Short Message Service SMS Tutorial 2011), which could efficient query short
messages. The solutions can be divided into two ways. One way is to increase the
mode of query; the other is to improve the query efficiency. Query efficiency was
mainly due to sequential search, so the first way is used mainly to solve the situation,
in which the user can only do sequential search.

Now, Android platform is one of the more popular operating system for smart
phone. This paper proposed an efficient message query system based Android
platform, which will provide independent third-party software to efficiently query
short messages for phone users.

2 Introductions to Android Platform

2.1 Introduction to Android

Android platform is the mobile phone operating system developed by the Google
Company in November 5, 2007 (Xianhua et al. 2009). After the development for
2 years, Android platform holds the suitable share in the smart mobile field. Headed
by Google, more than 40 leaders in the field of mobile communications form the
Open Handset Alliance (OHA). Google and operators, equipment manufacturers,
developers and other third parties form deep-level partnerships, and hope to
establish a standardized, open software platform for mobile phones, in order to form
an open ecosystem in the mobile industry. For this reason, Android is being accepted
by more and more developers and users (Yuzhi et al. 2009). By the end of Mar 11,
2011, there are more than 250,000 applications in Android Market.

2.2 Framework of Android

The framework of Android platform consists of five parts totally. The core of under-
lying layer, which is an independent operating system based on the Linux 2.6 kernel,
provides basic system services, including security mechanisms, memory manage-
ment, process management, network stack and a series of driver modules. The mid-
dle layer of Android platform is run-environment, including system runtime library,
Dalvik virtual machine, core libraries, and some various components supported by
C/CCC libraries. In application layer of the platform, these API framework are used
to develop new applications for developers. So the application layer could simplify
application the architecture design for application development. Application layer
program is written with the Java, which runs on virtual machine (Yaoyi and Liuwei
2008). The entire framework of Android platform is shown in Fig. 1.
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Procedures of Application Layer

Other Libraries Core Library

Framework of Application Layer

Core of Linux

Fig. 1 The entire framework
of Android platform

2.3 The Features of Android System

1. Openness
2. Open Applications
3. Applications are created under equal conditions
4. Applications can be easily embedded in the network
5. Program can run in parallel

3 Designs of the Solution

As the short message includes not only the text part, but also date, time, sender,
recipient and other information, which are the query conditions, and corresponds
to the various fields in SMS database. Therefore, increasing the mode of query can
provide more available query conditions to find needed messages for users.

The additional modes of SMS query are as follows: query based on the address
book information, query based on the contact time, query based on recent contact
information, query based on message content. If all the above ways is alone, each
way has its drawbacks. Therefore, the efficient SMS query software should integrate
the above functions, and allow a variety of integrated ways to use.

3.1 Query Based on the Address Book

Query based on address book exits as essential function in many phones. The main
principle is that users find the contact related to SMS message before they find short
messages. The software lists all the messages related to the contact. And then users
keep looking in this small range.

The mode of query is more flexible and fast. But the above range is not always
small. For example, the user frequently contacts with one liaison person, so there are
hundreds of short messages, it is very inefficient to sequentially search. The mode
of query integrated with the following query mode, such as query based on the date,
the efficiency will be improved a lot.
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3.2 Query Based on the Contact Time

If users do not remember the contact’s name when they query short messages,
they can query the message based on general time. Query based on the contacting
time can be divided into the precise search and fuzzy search. Precise search can be
accurate to 1 day, for example, find the blessing of SMS received on Mid-Autumn
Festival. Fuzzy Search can be used to searching in the general time period for use,
such as searching in the last week. If this function and the query based on address
book are combined, the search function will be more flexible, and users can more
quickly find the target message.

3.3 Query Based on the Current Contact

Query based on the current contact is a new mode of query that combines the time
with the contacts. The system lists the contacts based on the contacting time from
near to far. If the contact corresponding to the short messages needed is in the
first few persons, the user can directly view the contact’s messages. Under normal
circumstances, the recent incoming and outgoing short messages are used more
probably, and the current contacts are generally linked, so the mode of query is
easier to find the target messages.

3.4 Query Based on the Content of Message

The principle of query based on the content of message is similar to search engine,
which allows the user to enter keywords, short message query software will find out
all messages containing the keywords. The method relies on the content of the fuzzy
search. When users cannot remember the specific time and contacts, they can easily
find desired messages with some content of short messages. SMS query software
integrated with this feature is similar to a micro-SMS search engine; its convenience
can be greatly improved.

4 Implement Short Messages Query Based on Android
Platform

The short messages and phone book in Android system are stored in a SQLite
database. SQLite database is a small lightweight relational database. All inquiries
about the short messages and contacts can be achieved through SQL statement.
Android platform has packaged SQL statements into functions, so the query can



The Design and Implementation of Efficient SMS Query Software Based on Android 835

Fig. 2 A schematic of the query based on the address book

Fig. 3 A schematic of the
query based on the accurate
time

be achieved using the appropriate functions. On Android platform, query () is used
to do database query, by setting different parameters for the query () method to
construct various select statement, to achieve user’s query.

4.1 Implement of Query Based on the Address Book

Query based on the address book involves two tables in the database, one is the
contacts table, and a table is the short messages table. Firstly, obtain the contact
number; secondly, according to the number retrieve the SMS message related to the
number in the short messages table. The process is transparent to the user. Figure 2
is a schematic of the query based on the address book.

4.2 Implement of Query Based on the Contact Time

Query based on the contact time involves only the short messages table. If precise
search is being done, let the date be equal to retrieve date, or let the date within a
retrieve date range. Figure 3 is a schematic of the query based on the accurate time.

4.3 Implement of Query Based on the Current Contacts

Listing the current contacts need to sort all contacts based on the last contact time.
After the user selects any of the contacts, the operation is as same as query based on
the contact. Figure 4 is a schematic of the query based on the current contacts.



836 J. Guo et al.

Fig. 4 A schematic of the query based on the current contacts

Fig. 5 A schematic of the query based on keywords

4.4 Implement of Query Based on Keywords

Query based on keywords uses SQL statements:

Select * From sms Where body like %keyword%

By this method, all messages containing the keywords are retrieved, and then
displayed to the user. Figure 5 is a schematic of the query based on keywords.

5 Conclusion

In this paper, based on Android core and its architecture, an efficient SMS query
system is designed, and its basic features and technology adopted have been
introduced. As third-party software for mobile phone users, it provides higher
efficiency and more options compared to the short message query systems in most
phones.
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Construction and Management of Virtual
Experiment System

Liu Xu Yong

Abstract Virtual experiment system can effectively improve the teaching effect,
stimulate student interest and enhance the technology content in teaching as
well. This paper introduces the concept and basic characteristics of virtual reality
technology and makes an insight into its advantage and the mode of administration,
with the emphasis on its application to the computer and economic management
courses.

Keywords Traditional experiment • Virtual reality technology • Virtual
experiment system

Being essential for students’ competence for knowledge acquisition and problem-
solving ability, teaching Practice plays a very important role in higher vocational
education. But the traditional teaching modes greatly hinder the students’ innovation
ability and therefore have some negative effect on their learning. The application of
virtual reality technology can effectively solve the problem.

1 Introduction to Virtual Reality Technology

With three dimensional graph production technology, the multi-sensing interactive
technology as well as the display technology, and the devices as keyboard,
mouse, sensory equipment, hard helmet and data glove, the virtual reality
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(Virtual Reality, VR) enables participants to enter and communicate in the virtual
environment, in which they can sense and act on the various virtual objects
(Hu Xiao Jiang 2005).

The basic characteristics of virtual reality technology include:

1.1 Multi-sensations

Employing the observation, to listen attentively to, touching, the kinesthesia sensing
and the response installment, users may obtain various sensations in the virtual
environment, and adopts the corresponding actual response and operates alternately.

1.2 Interaction

With kinds of equipments, users can sense virtual environment objects through
their body movement and language in the virtual reality system. Such man-machine
interaction may come very close to natural interaction through each, the user relies
on comes in the sensation and the operation.

1.3 Immersion (Huang Ming ji 2005)

Based on the human physiological characteristic of vision, hearing and the computer
three dimensional vectograph, the virtual reality technology get subjects immersed
into the virtual setting.

2 The Characteristics of Virtual Experiment System

2.1 Support Cooperation

The virtual experiment system provides more than one way to communicate
between the users.

2.2 Powerful Interaction

The virtual experiment system has the formidable interactive ability, which provides
a lifelike experiment environment to the user, the subjects and the users can
interact with each other simply by dragging the mouse Real-time observation on
the experiment phenomenon and the result is also allowed in the setting.
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2.3 High Sharing Degree

The virtual experiment system breaks the traditional regional and time limit, and
enables wide-range subscribers’ visit. Meanwhile, the laboratory technician may
carry on the experiment in any time.

3 The Advantage of Virtual Experiment Teaching

Based on the present experiment teaching situation and the virtual experiment sys-
tem’s characteristic, the virtual experiment teaching has the following superiority:

3.1 The Open Object

In the experiment teaching, learners may be divided into the curriculum learner,
the curriculum participant and amateurs. Rests on the hypothesized pilot system
operation; they can be divided into the laboratory technician, the teacher and the
technical personnel. Different objects carries on the study and the exchange under
the virtual experiment platform according to their status respectively.

3.2 Open Organization

Closely related to the network, the experiment resource and the experiment project,
the virtual experiment is not confined to time and place, which guarantees the
users freedom to choose. Along with the experiment teaching’s development
and the request, there are more demands for the cross region, interdisciplinary
and simultaneous experiment. The virtual experiment enlarges the space for the
experiment teaching’s development.

3.3 Open Resources

Teaching resources open completely to the experimental subjects in the virtual
experiment, which not only includes the empirical datum, the curriculum analysis
and summary, but also involves the virtual experiment project alternative’s develop-
ment, designs and operates (Xu Hong and Liu Yu 2009)? The student experimental
design may use the system software program module and the experiment item
design template; Empirical datum’s analysis and processing may carry on through
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the data analysis and the processing tool bag; the consolidated knowledge may be
done through teacher’s instruction, student’s exchange information and experiment
breakdown and error analysis.

4 Improve the Quality of Virtual Experimental
Teaching Methods

To ensure a quality of teaching improved, so that effective teaching virtual experi-
ments carried out smoothly, we must do a good job of teaching the management of
experimental work, mainly in the following points:

4.1 Development of Realistic Experimental Syllabus

The experiment program of instruction is the university tests the teaching manage-
ment the laws and regulations, it is organized and implemented teaching, check the
fundamental basis of its quality.

4.2 The Preparation of Guidance Materials Virtual
Experiment Class

According to the experimental curriculum, content and present laboratory exper-
iments used in the virtual environment, to prepare for the professional use of
the experimental tutorial series, available to the experimental class teachers and
students to participate in the experiment. Tutorial should include the construction
of experimental equipment, operating essentials, experimental project purpose,
principles, experimental procedures, experimental results.

4.3 According to the Experimental Requirements of Syllabus
Development of Assessment and the Scoring Criteria

Laboratory experiments to measure teaching quality assessment is an important
indicator, is to check the effect of teaching to promote student learning, improve
teaching, improve the quality of teaching methods, is to test the students master
the content of experimental an important basis for the situation. Rating standards of
impartiality, scientific and rational will directly affect student learning initiative.
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4.4 Accurate Records of Experimental Teaching Log
(Yang Yuhong and Huang Jinshan 2006)

Experiment course the log is the actual record after Experiment, Is examines the
experiment class entire process actual result the concrete management document.

5 Virtual Reality Technology Application

The application of virtual reality mainly focuses on the virtual laboratory, the virtual
learning environment, virtual really teaches aspects virtual simulation campus, and
virtual distance learning.

5.1 Virtual Reality in Application Economics
and Management Curriculum

In economy teaching, problems like lack of practice but abundance in theory,
disconnection between theory and practice, are common. Computer technology
should be combined with the teaching media and the teaching method reform to
construct a curriculum related Virtual pilot system, including the market marketing,
the third party physical distribution, electronic commerce, the human resources
development, the stock transaction, the finance, the finance, the traveling scene and
so on. In this way, we can carry on the perfect development and the interactive
operation. For example, the real estate marketing virtual system may formulate
different user and make out different strategies to marketing. Through virtual ex-
perience, not only deepened to the theoretical knowledge understanding, moreover
lets the laboratory technician realize the modern real estate marketing the interactive
type, the experience type, the digitized marketing pattern. Moreover, the electronic
commerce modeling system may establish the store, the bank, the commodity and
so on corresponding model, the laboratory technician may simulate processes and so
on commodity choice, payment, allocation. Moreover, the virtual reality technology
mock tourism scenic spot, take real data and so on image, picture as a foundation,
using the computer manufacture three dimensional image, depends upon the hard
helmet type monitor or the three-dimensional eyeglasses, the data glove, the bodily
spot tracking device and the special projected display equipment, “the depth” the
information and the observation parallax produces the three dimensional three-
dimensional synthesis results through the visual main center comprehensive object,
and unifies the sense of hearing, the vision and the sense of touch realizes the scenic
area in the virtual scene the geographical environment and the characteristic.
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5.2 Virtual Reality Technologies in Computer
Experiment’s Application

The virtual experiment system includes the related test installation, the experimental
subject, the teaching information resources and the laboratory environment, the
virtual laboratory already may be the virtual conception laboratory, may also be
the real laboratory reappearance. For example, to deepen WAN, the metropolitan
area network concept understanding, it does not need to construct the real network,
(Jiang Ping 2006). Moreover, in the computer assembling and the maintenance
curriculum, the virtual machine software vmware foundation and the real computer
same movement environment may be offered to ensure various experiment such
as the processor, the memory, the graphic display device, the input-output device
and so on, which may create a real-sense experiment without any influence to the
computer (Li Wen Yu 2004).

The virtual reality technology may also experiment on the model devised by
laboratory technician .the result and the effect is supposed to confirm the feasibility
and the rationalization. For example, in the network experiment, risk and cost may
get reduced through the virtual router, the switchboard, the server and the terminal
carries on the network (Jiang Ping 2006)

6 The Virtual Reality Technology the Question
Which Exists in the Application

With the economy and technology development, the virtual reality technology will
increasingly widely used in education teaching. But the current of the virtual reality
technology still has certain problem, mainly displays in:

6.1 The Hardware Environment Also Needs to Enhance

The virtual reality technology’s related equipment universal existence use is not
convenient, effect not good and so on situations, meets the requirements which with
difficulty the virtual reality system needs, like central computer’s processing speed
has not been able to satisfy in the hypothesized world the huge timely data quantity
processing need, based on the sense of smell, the sense of taste equipment did not
have mature and the commercialization.



Construction and Management of Virtual Experiment System 845

6.2 Virtual Reality’s Effect Also Needs to Strengthen

Virtual reality’s expression stresses in the geometry indicated that lacks the lifelike
physics, the behavioral model, in the sensation, the visual synthesis aspect’s
research are many, but the sense of hearing, the sense of touch attention are few,
its hypothesized effect also needs to further strengthen.

6.3 Realizes the Cost to Need to Reduce

The virtual reality system application’s related equipment price is also quite
expensive, and these equipment limitation is very big, needs to further develop its
structure and the technique of manufacture, causes its dexterous and reduces the
cost, can be more advantageous in the promotion applies.

6.4 Virtual Environment and a Real Environment
of the Differences

Students learn in a virtual environment with existing in the environment in a real
difference. If only consider interactive authenticity, so really operate machines is
superior to any media teaching effect. Therefore, the virtual reality technology
cannot completely replace the specific real operation; it can only to a certain extent
instead of some experiments.

7 Conclusion

The real experiment environment is more advantageous than the Virtual experiment
environment in deepening student’s perceptual knowledge and beginning ability,
therefore, not all experiments are suitable to Virtual ways (Zhu Min 2006). An
experiment system should be comprehensive and the complete, which includes
the true environment and the virtual environment. Only with the perfection of
construction and the advance of experiment environment, can we improve the
quality of experiment teaching greatly, promote the university’s core competence,
and fulfill the task to serve for the teaching, the scientific research, and hence
have breakthrough in our science and technology innovation and our society’s
development and the progress.



846 L.X. Yong

References

Hu Xiao Jiang (2005) The virtual reality technology [M]. Machinery Industry Press, Beijing
Huang Ming ji (2005) Virtual numerical control technology and applications [M]. Chemical

Industry Press, Beijing
Jiang Ping (2006) Virtual machine and its application in computer teaching [J]. Eng Inst Sichuan

Univ 5:34–35
Li Wen Yu (2004) A web-based virtual laboratory environment [J]. Exp Technol Manag 21(3):

105–108
Xu Hong, Liu Yu (2009) Computer virtual experiment environment reform and practice [J]. Exp

Technol Manag 2(2):90–92
Yang Yuhong, Huang Jinshan (2006) Reforming laboratory management system to improve

teaching quality [J]. Northeast Agric Univ 4(1):77–78
Zhu Min (2006) Application of virtual experiment and teaching [D]. PhD thesis, East China

Normal University


	2012 International Conference on Information Technology and Management Science(ICITMS 2012) Proceedings
	Preface
	About This Book
	Contents
	Part I E-Business Engineering and Management
	Part II Management Science and Engineering
	Part III Theory and Practice of Modern Management
	Part IV The Application of Information Technology



