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Preface

This volume contains Part II of the proceedings of the 4th International Con-
ference on Computational Collective Intelligence (ICCCI 2012) held in Ho Chi
Minh City, Vietnam, November 28–30, 2012. The conference was organized by
Wroc�law University of Technology (Poland) in cooperation with the University
of Information Technology (Vietnam National University VNU-HCM, Vietnam).
The conference was run under the patronage of the Committee of Informatics,
Polish Academy of Sciences, and the IEEE SMC Technical Committee on Com-
putational Collective Intelligence.

Following the successes of the first International Conference on Computa-
tional Collective Intelligence: Semantic Web, Social Networks and Multiagent
Systems (ICCCI 2009) held in Wroc�law, Poland, the second International
Conference on Computational Collective Intelligence (ICCCI 2010) held in
Kaohsiung, Taiwan, and the third International Conference on Computational
Collective Intelligence (ICCCI 2011) held in Gdynia, Poland, this conference
continued to provide an internationally respected forum for scientific research in
the computer-based methods of collective intelligence and their applications.

Computational collective intelligence (CCI) is most often understood as a
sub-field of artificial intelligence (AI) dealing with soft computing methods that
enable making group decisions or processing knowledge among autonomous units
acting in distributed environments. Methodological, theoretical and practical as-
pects of CCI are considered as the form of intelligence that emerges from the
collaboration and competition of many individuals (artificial and/or natural).
The application of multiple computational intelligence technologies such as fuzzy
systems, evolutionary computation, neural systems, consensus theory, etc., can
support human and other collective intelligence, and create new forms of CCI
in natural and/or artificial systems. Three subfields of application of computa-
tional intelligence technologies to support various forms of collective intelligence
are of special attention but are not exclusive: Semantic Web (as an advanced tool
increasing collective intelligence), social network analysis (as the field targeted
to the emergence of new forms of CCI), and multiagent systems (as a computa-
tional and modeling paradigm especially tailored to capture the nature of CCI
emergence in populations of autonomous individuals).

The ICCCI 2012 conference featured a number of keynote talks, oral presen-
tations, and invited sessions, closely aligned to the theme of the conference. The
conference attracted a substantial number of researchers and practitioners from
all over the world, who submitted their papers for the main track subdivided
into 10 thematic streams and 10 special sessions.

The main track streams, covering the methodology and applications of CCI,
included: Knowledge Integration, Data Mining for Collective Processing, Fuzzy,
Modal and Collective Systems, Nature-Inspired Systems, Language Processing
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Systems, Social Networks and Semantic Web, Agent and Multi-agent Systems,
Classification and Clustering Methods, Multi-dimensional Data Processing, Web
Systems, Intelligent Decision Making, Methods for Scheduling, Image and Video
Processing.

The special sessions, covering some specific topics of particular interest, in-
cluded: Collective Intelligence in Web Systems, Computational Intelligence for
Business Collaboration, Advanced Data Mining Techniques and Applications,
Industrial Applications of Computational Collective Intelligence, Cooperative
Problem Solving, Computational Swarm Intelligence, Collective Intelligence with
Semantic Technology, Smart Solutions in Computational Collective Intelligence,
Semantic Methods for Knowledge Discovery and Communication, Mobile Intelli-
gent Sensors and Systems Technology in Radial Assistive Living, and Modelling
and Optimization Techniques for Business Intelligence.

We received 397 submissions from 33 countries. Each paper was reviewed by
two to four members of the International Program Committee and international
reviewer board. Only 113 best papers were selected for oral presentation and
publication in the two volumes of the Lecture Notes in Artificial Intelligence
series.

We would like to express our sincere thanks to the Honorary Chairs, Phan
Thanh Binh, President of National University VNU-HCM (Vietnam), Tadeusz
Wi ↪eckowski, Rector of Wroclaw University of Technology (Poland), and Pierre
Lévy, University of Ottawa (Canada), for their support.

We also would like to express our thanks to the keynote speakers, Philip
Chen, President of IEEE SMC, University of Texas (USA), Witold Pedrycz,
University of Alberta (Canada), Longbing Cao, University of Technology Sydney
(Australia), and Adam Grzech, Wroclaw University of Technology (Poland), for
their world-class plenary speeches.

Special thanks go to the Organizing Chairs (Anh Duc Duong and Rados�law
Katarzyniak) for their efforts in the organizational work. Thanks are due to the
Program Co-chairs, Program Committee, and the board of reviewers, essential
for reviewing the papers to ensure the high quality of accepted papers. We thank
the Publicity Chairs, Special Sessions Chairs, and the members of the Local
Organizing Committee.

We thank the sponsors, the National Foundation for Science and Technology
Development (Nafosted, Vietnam), Inha University (Korea), and Hue University
(Vietnam).

Finally, we cordially thank all the authors, presenters, and delegates for their
valuable contributions to this successful event. The conference would not have
been possible without their support.

It is our pleasure to announce that the conferences of ICCCI series are closely
cooperating with the Springer journal Transactions on Computational Collective
Intelligence, and the IEEE SMC Technical Committee on Transactions on Com-
putational Collective Intelligence.
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We hope and intend that ICCCI 2012 significantly contributes to the fulfill-
ment of the academic excellence and leads to even greater successes of ICCCI
events in the future.

November 2012 Ngoc Thanh Nguyen
Kiem Hoang

Piotr J ↪edrzejowicz
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Construction of Semantic User Profile for Personalized Web Search . . . . . 99
Mohammed Nazim Uddin, Trong Hai Duong, Visal Sean, and
Geun-Sik Jo



XVI Table of Contents – Part II

Link Prediction in Dynamic Networks of Services Emerging during
Deployment and Execution of Web Services . . . . . . . . . . . . . . . . . . . . . . . . . 109

Adam Grzech, Krzysztof Juszczyszyn, Pawe�l Stelmach, and
�Lukasz Falas

Towards a Model of Context Awareness Using Web Services . . . . . . . . . . . 121
Mahran Al-Zyoud, Imad Salah, and Nadim Obeid

Short-Term Spatio-temporal Forecasts of Web Performance by Means
of Turning Bands Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

Leszek Borzemski, Michal Danielak, and Anna Kaminska-Chuchmala

Extreme Propagation in an Ad-Hoc Radio Network - Revisited . . . . . . . . 142
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Mediating Accesses to Multiple Information Sources in a Multi-lingual
Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 326

Kazuhiro Kuwabara and Shingo Kinomura



XXIV Table of Contents – Part I

Classification of Speech Signals through Ant Based Clustering of Time
Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 335

Krzysztof Pancerz, Arkadiusz Lewicki, Ryszard Tadeusiewicz, and
Jaros�law Szko�la

A Neuronal Approach to the Statistical Image Reconstruction from
Projections Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344

Robert Cierniak and Anna Lorent

Ripple Down Rules for Vietnamese Named Entity Recognition . . . . . . . . . 354
Dat Ba Nguyen and Son Bao Pham

Induction of Dependency Structures Based on Weighted Projection . . . . . 364
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Abstract. In this paper we study the problem of performing operations
in structured spaces of data. This problem is one of the few most im-
portant aspects of intelligent knowledge processing. For complex spaces
of data performing operations requires deep analysis, which usually em-
ploys description of the operation, its syntactic structuring and semantic
analysis. In the study we focus our attention on employing operation
in processing music data. The case study carries out transposition ac-
complished in printed music notation and in Braille music notation. It
is shown that semantic analysis is necessary to transpose in Braille mu-
sic notation and makes transposition clearer and easier in printed music
notation.

Keywords: syntactic structuring, semantic mapping, data understand-
ing, music representation.

1 Introduction

Accomplishing operations on structured spaces of data is required in intelligent
knowledge processing and in intelligent man-machine communication. Consid-
ering operations on structured spaces of data we distinguish inner and outer
operations. Former ones take input and produce output in frames of the same
format of data representation, while latter ones act between different formats.
General discussion is immersed in the case of processing music information. Ac-
complishing outer operations in spaces of music information was studied in [2].
In this paper we study inner operations in spaces of music information. We con-
sider two cases of music data representation: printed music notation and Braille
music notation. The discussion shows that intelligent information exchange in
man-machine communication requires structuring the space of information be-
ing exchanged. Methodology of syntactic structuring of printed music notation
and Braille music notation was discussed in some earlier papers, e.g. [2] and [3].
In this paper we continue this discussion in context of transposition, which is
fundamental music operation. We justify that automatic transposition of Braille
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music notation requires semantic analysis in addition to syntactic description.
Semantic analysis, though not necessary, simplifies and makes easier automatic
transposition of printed music notation.

The paper is structured as follows. In section 2 we present theoretical bases
for music information precessing, especially ideas of syntax, lexicon, semantics
and inner and outer operations. Section 3 contains general description of trans-
position operation, illustrated with examples from printed music notation. Strict
view on transposition in the structured space of music and usage of semantics
in this operation is discussed in section 4. Finally, conclusions and directions of
future research are presented in section 5.

2 Syntactic and Semantic Mappings

Any intelligent processing of constructions of languages of natural communi-
cations requires uncovering structures of raw data. There are different ways
leading to structuring. Our interest is focused on employing syntactic and se-
mantic structuring of music information with special emphasis put on Braille
music notation and printed music notations. It is obvious that raw data without
any structuring is useless in intelligent communication. Otherwise the processing
covers some characters from alphabet without any meaning. The aim is to create
generic method for integrate syntactic and semantic structuring of music infor-
mation. This structuring allows for optimized processing of music information
described in different languages including Braille music notation and printed mu-
sic notation. For people with good eyesight we bind Braille music notation with
printed music notation in this study. The method is an extension of a likewise
study in [3].

2.1 Syntax

Syntactic structuring of music information is the first stage of the analysis pro-
cess. We will utilize context-free grammars for syntactic structuring of Braille
music notation and printed music notation. We refer to and will continue dis-
cussion of syntactic structuring outlined in [3].

Let us recall that we use formal grammars, which are systems G = (V, T, P, S)
where: V is a finite set of nonterminal symbols (nonterminals), T is a finite set
of terminal symbols (terminals), P is a finite set of productions and S is the
initial symbol of grammar, S ∈ V . In general productions can be seen as a finite
binary relation P ⊂ (V ∪ T )+ × (V ∪ T )∗). A grammar G is context-free one
(CFG) ⇐⇒ (∀p)(p ∈ P ⇒ p ∈ V × (V ∪ T )∗).

Since there is no evidence that Braille music notation is a context-free lan-
guage, we do not attempt to construct a context-free grammar generating the
language of Braille music notation. Instead we use context-free grammars cov-
ering the language of Braille music notation. Such grammars will generate all
constructions of Braille music notation and some others, which are not valid
Braille music constructions. This approach cannot be used in generating Braille
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music scores or parts of scores or in checking their correctness. However, since
we employ context-free grammars for processing scores, which are assumed to
be correct, the approach is proven. A discussion on construction of context-free
grammars covering printed and Braille music notations is outlined in [3]

2.2 Lexicon

Lexicon is the space of language constructions, each of them supplemented with
possible derivation trees, also known as parsing trees. Lexicon includes relations
between items of this space. Such a tree satisfies the following rules:

– it is a subtree of the derivation tree of the whole score,
– it is the minimal tree generating the given language construction,
– the minimal tree can be extended by a part of the path from the root of this
tree toward the root of the score derivation tree

Due to the last condition, usually there are many trees for a given language
construction. We do not recall the meaning of parsing tree in a context-free
grammar, refer to e.g. [4] for definition of it.

Different trees supplementing a given language construction describe different
context of the language construction. For instance, if we consider a sequence of
consecutive notes, the minimal derivation tree for these notes matches all such
sequences in the whole score, if more than one is present. If the minimal tree is
extended to the root of the derivation tree of the whole score, then it represents
only this given sequence of notes. The concept of the lexicon can be applied,
for instance, for better understanding and better performing of structural oper-
ations, e.g. find operation.

2.3 The World: The Space of Hearing Sensation

Languages allows to describe a real world of things, sensations, thoughts, ideas
etc. Braille music notation describes the space of hearing sensations, which can
be outlined as the space B × D × P of triples (b, d, p). Each triple defines the
performed sound, where b is beginning time, d is duration and p is pitch of this
sound. In general, objects of the real world may be outlined with much reacher
set of features, but this simple triples are sufficient for our discussion, c.f. [3].

Above mentioned approach is very generic, refers to physical essence of a sound
and has not any links to a particular type of music description. This structure
can be used for any music notation, especially it can be used for Braille music
notation. This definition of the space of hearing sensation is also very useful in
case of other structural operations, e.g. conversion between different types of
music description, c.f. [3].

The purpose of using the world of real objects is to tie meaning to syntactic
structures of music descriptions. In this study we apply this attempt to lexicon el-
ements of the Braille or printed music notations. This attempt allows us to cast
different descriptions of music information and different formats representing
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music information onto the space of hearing sensation. In this way, it is possible
to construct collaborating methods, which operate on these different descriptions
and formats.

The idea of collaborating syntactic and semantic methods has found the prac-
tical application to processing of music information. It has been involved in a real
processing of Braille music accomplished in frames of the Braille Score project,
c.f. [1].

2.4 Semantics

As mentioned in the previous section, descriptions of music notation expressed
in different languages and representation of music notation in different formats
are cast on the world of hearing sensations. Such casts are called semantics of
descriptions and representations of music information. Formally, let B is the lex-
icon of Braille music notation and H is the space of hearing sensation. Semantics
S is a relation:

S ⊂ B ×H

The space of language constructions is immersed in the space of sounds. The
immersion gives values of real world to language constructions. The immersion
defines meaning of language constructions, i.e. defines semantics.

2.5 Outer and Inner Operations in the Space of Music Information

Each operation has an input and output data, which are the spaces of informa-
tion it operates on. In the case of music data processing these spaces are lexicons
connected with respective music syntax. As it was stated, the syntax and lex-
icons are given by grammars. Any of the music types, such as printed music,
Braille music, MIDI can have more than one grammar according to features to
be emphasized.

Outer operations are those, whose input and output data come from different
formats or descriptions of processed data. Of course, such different formats and
descriptions can not be defined by the same grammar. The example of outer
operation done in the space of music information is conversion from printed
music notation to Braille music notation.

Inner operations are performed in frames of the same format or description
of processed data. Their input and output data can be defined by the same
grammar. The examples of the inner operations are all editing operations such
as: adding, deleting, copying, pasting or finding signs. The same operation are
inner ones in the music space of information. In the further part of this paper
we discuss transposition, which is also inner operation.

Semantics Necessity for Outer Operation. Outer operations requires se-
mantic mappings, because such types of activity change the format of the in-
formation. There is a need to know the meaning of the notation to write that
information in other format. The example of the outer operation is conversion
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from one format to another, e.g. from printed music to Braille music. It is obvi-
ous that semantic knowledge is crucial because of variety of manners of language
structures creating. It is a consequent of the grammar productions.

Semantics Usefulness for Inner Operation. Some inner operations require
semantic information and others – not. The first one are called hard operations,
the others – easy, c.f. [2]. Roughly speaking, if an operation can be performed
on its own language structures (e.g. Braille cells), it can be seen as an easy
one. Typically, such an operation can be done on lexicon’s element(s) directly
involved in operation’s definition.

A hard operation needs information acquired from elements of the lexicon,
which are not used in direct description of the operation. A hard operation
is rather difficult to be accomplished in the lexicon, but it is easy to be done
involving the space of sounds.

Semantics Usefulness. In practical applications the semantics brings additional
data to the notation of specified language. In the real case semantic bounding is
not a situation like trade-off between lexicon data and semantic data.

In usage, additional semantic data does not worsen operation applicability.
Usually such type of data makes operation easier.

The cause originates from observation that the space of hearing sensation is
much more familiar to people than lexicon space. The notation, language or
grammar is connected with the way how the hearing sensation is written and
may differ according to the country or publisher. It is useful to perform such
operations in the space of sounds which is a common space for all formats.

3 Transposing Operation

Transposing is an operation aimed to change (rise or decrease) the score pitches
by settled number of halftones. Such activity implies changes in key signature of
the score. The important thing is to keep intervals between consecutive notes.

This type of operation is performed, for instance, in case of incompatibility
of the singer’s voice and other sounds played in the score. In such the case
transposition fits score sound scale to singer’s voice.

Transposition is clear and simple in the space of music sounds since it moves
all sounds up or down for given number of halftones. Therefore, all interval
between sounds are preserved. However, due to irregularity of the scale, simple
shift of notes at the stave, i.e. shift for given number of spaces/lines, will break
intervals between sounds. It is necessary to moderate pitches of some notes using
chromatic symbols (sharps, flats, naturals).

3.1 Transposing in the Space of Sounds

Thanks to the space of sounds definition the transposition operation is simple.
This space consists of triples (b, d, p), where b is beginning time, d is duration
and p is pitch of this sound.
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Fig. 1. Transposition from C major to A major, without chromatic symbols initially

Fig. 2. Transposition from C major to A major, with 2 sharps initially

Fig. 3. Transposition from C major to A major, with 2 flats initially

Transposition operation is aimed to change pitches only. It does not affect
beginning times and durations. If the pitch is denoted by numbers indicating
halftones from the lowest tone in the space, the transposition by x halftones
requires addition x to the pitch for all elements of the space of sounds.

3.2 Transposing Printed Music Notation – Example

Figure 1 presents transposition of the score in C major into A major key signa-
ture. To transpose it to A major scale there is a need to:

– for each note: note written as C write as A, written as D write as B, written
as E write as C etc.,
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Fig. 4. Circle of fifths from http://en.wikipedia.org/wiki/File:Circle of fifths
deluxe 4.svg

– the above change is done shifting all notes at the stave for 5 lines/spaces
(right upper part of this Figure),

– use chromatic symbols to moderate notes in order to preserve intervals (right
upper part of this Figure),

– carry inserted chromatic symbols to the clef, these chromatic symbols creates
key signature (lower part of right frame of Figures 1 and 3, and right part
of right frame of Figure 2),

Sharps written in front of notes in the measure (Figure 1, right frame, upper
staff) can be moved to the score key signature (Figure 1, right frame, lower
staff). In all three staves in the Figure 1 respective intervals between consecutive
notes are the same (2-2-1-2-2-2-1). The transposition increases each pitch by 9
halftones.

The chromatic symbols’ managing issue is illustrated in the Figure 2 and 3.
In the Figure 2 in the left frame is shown pretransposed score with 2 sharps.

First sharp is added to the third note which is going to be touched by chromatics
managing, in opposition to the second sharp (added to the fourth note). This
implies a few results. All of them express the solution of the transposition. The
upper scores in the right frame has double sharp tied to the third note as a result
of chromatics management. Double sharps of the lower scores in the right frame
have been substituted by note’s pitch rising (from C to D). Again, all scores
preserve consecutive notes intervals.
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Figure 3 presents transposition with flats signs. Similarly to the example from
Figure 2, flats are placed near the third and fourth note (affected and unaffected
by chromatics management). Solutions of this operation are presented in the
right part of the illustration. Respective intervals are preserved.

Above algorithm is connected with circle of fifths (Figure 4). This artifact
makes transposition process easier. All that has to be done is to set how many
halftones to increase or decrease, select appropriate key signature and move notes
with regards to chromatics management.

4 Transposing Operation with Semantics Usage

Transposition is an inner operation. It does not require semantics in case of
printed music notation given by grammar described in [3]. All that has to be
done is staff shift, key signature change and appropriate chromatics manage-
ment. There is even no need to know octaves of notes to perform transposition.
Anyway, semantics better explains the meaning of transposition and helps in its
accomplishment.

Braille music (given by grammar described in [2]) case is more complicated
and it uses semantics. This requirement involves with octave signs. Braille music
marks some notes with octave, but with regard to interval between consecutive
notes (c.f. [5]). The rule is as follows (two consecutive notes A and B, and we
investigate if there is a need of octave sign before note B, |A − B| – interval
between A and B, o(X) – octave of the note X):

1. |A−B| is second or third ⇒ no octave sign (even if o(A) �= o(B))
2. |A−B| is fourth or fifth ⇒ (octave sign ⇔ o(A) �= o(B))
3. |A−B| is sixth or more ⇒ octave sign (even if o(A) = o(B))

Because of the subrule 2. some notes may loose octave sign, and some other
notes may require octave sign after transposition. The necessity of the octave
sign addition implies the need of knowledge of this note’s octave and this implies
semantics.

4.1 Performing Transposition in the Space of Sounds

As was stated above, transposition is inner operation that requires semantics in
case of Braille music. Semantics is not necessary for transposition in the space
of printed music, but is desired.

To make transposition a generic operation there is a need to perform it in
the space of sounds. This means that semantics is going to be used as well
as semantic mappings. Moreover that method makes operation to be easier in
understanding.

The crucial elements in case of transposition in the space of sounds are seman-
tic mappings. The semantic mapping and backward semantic mapping allows to
analyze the notation as elements of the space of sounds.
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Fig. 5. Transposition in the space of sounds

Let assume that P is semantic mapping for printed music, P−1 is backward
semantic mapping for printed music, B is semantic mapping for Braille music,
B−1 is backward semantic mapping for Braille music. Lets be S the space of
sounds. Then the transposition operation T in the space of sounds is defined as:

T : S × N→ S

and
Tx : S → S

where Tx(Y ) = T (Y, x) transposes notation Y by x halftones.
The transposition by x halftones performed in the space of sounds and defined

for the whole score is given by composition:

1. B−1 ◦ Tx ◦B – for Braille music
2. P−1 ◦ Tx ◦ P – for printed music

Figure 5 illustrates transposition process in the space of sounds. In the left part
of the image are presented printed (upper) and Braille (lower) notations. Each of
them is transformed to the space of sounds by using semantic mappings (arrows
described by P and B).

The space of sounds is then transposed by 9 halftones (arrow marked with
T9). The transposed space of sounds is transformed back to the space of printed
and Braille music (P−1 and B−1 respectively).
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5 Conclusions

In the paper we provide methods of performing operations in structured spaces of
data. The discussion is firmly grounded in the space of music information, as we
believe that automatic accomplishment of structured spaces of data is strongly
domain dependent. Our studies show that general approaches to structured data
processing would be firmly immersed in given domain. Expectation that it is pos-
sible to create a kind of general solver, independent on domain knowledge, is in
practice far from current level of technology and research development. There-
fore, we illustrate methods of syntactic structuring of descriptions of data and
data itself, semantic analysis of them - which lead to a sort of automatic data un-
derstanding. The illustration is based on spaces of music information. We discuss
transposition, which is one of the most important music operations, performed
on two formats of music description: printed music notation and Braille music.
The discussion would be easily adapted to other operations, e.g. extracting voice
lines, selecting, searching. The general attempts to performing structured data
operations would be applied to other domains as well. The most interesting ap-
plication domain is natural language processing, since natural languages can be
used to describe structures of data in different domains including spaces of music
information.
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Abstract. Multidimensional data analysis, as supported by OLAP (on-
line analytical processing), requires the computation of many aggregate
functions over a large volume of historically collected data. Meanwhile,
a recent trend in data communities has been the presence of dynamic,
interdisciplinary data communities in which users can find and select
data from a wide range of data providers. Using this approach, we have
designed the Cubing service platform, which allows rapid retrieval of
warehouse cubes in a way that would be familiar to any online shopper.
In such an open marketplace, cubing services play a role as a metadata
layer that maps cube definitions to the underlying schema and defines
how the published cubes will be queried. The proposed platform couples
an efficient cube selection mechanism with semantic reasoning capabili-
ties, capable of processing large data sources, which expressed in a va-
riety of formalisms, into a collection of warehouse datasets that expose
the native metadata in a uniform manner. Thus, the platform is eas-
ily extensible and robust to updates of both data and metadata in the
warehouse datasets.

Keywords: Data cube, OLAP, Open data, Linked data.

1 Introduction

As a collection of data from multiple sources, integrated into a common repos-
itory and extended by summary information, data warehousing (DWH) work-
loads usually consist of a class of queries typically interleaved with group-by and
aggregation OLAP operators [1]. In OLAP, data cubes are used to support data
analysis, in which the data is thought of as a multidimensional array with vari-
ous measures of interest. The pressures of e-business productivity potential are
pushing a data publishing architecture allowing managers to view, create and
collaborate on Web reports and data analysis, providing additional functional-
ities including saving and sharing reports, navigating a network of warehouse
cubes, and reaching back through to source data while doing analysis on web
applications [2].

There arise a few data cubing architecture variations which make Web re-
porting and data analysis deployment scenarios an integral part of workgroup
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collaboration [2], i.e. cubes can be dynamically generated, using parameters spe-
cific to the user when the request is submitted. However, user requirements and
constraints frequently change over time and ever-larger volumes of data and
data modification, which may create a new level of complexity [3], maintain-
ing multiple copies of the same data across multiple cubes for different kinds
of business requirements. In order to achieve a truly open data place, we need
standardized and robust descriptions of data cubing services [3], making easier
the processes of configuration, implementation and administration of data cubes
in heterogeneous environments with various deployment support.

Within the scope of this paper, we present the conceptual approach support-
ing a flexible exploration of large and complex search spaces of warehouse data
cubes. In other words, individual data sources are placed under multiple classi-
fication hierarchies and can therefore be viewed by users in a multitude of ways.
The cubing platform is used to explore sample data and enables the data users
to quickly identify the most appropriate set of cube definitions in the warehouse
so that they optimize two costs: the query processing cost and cube maintenance
cost [4]. Moreover, on-demand data cube definitions can be generated dynami-
cally by querying data and presentation parameters. Consequently, the platform
can simplify publishing and sharing of data as well as increase the openness and
accessibility of data spaces. To mark up data and create useful annotations that
support navigation and discovery, given the set of user queries, the semantic
indexing is aimed to support the selection of a set of materialized cubes from
the entire population of data providers to minimize the query cost. The cube
model, which extends object-oriented technology to data warehouses [5], is de-
fined based on the generalization and inter-relationships among different cubes,
thus improving the performance of query integrity and reducing data duplication
as well as preventing the loss of data semantics in data warehouse.

The rest of the paper is organized as follows. Section 2 describes related
background of this work. In Section 3, we give an overview of our conceptual
cubing service platform along with enhanced data cube publishing foundation. A
model for multidimensional cube selection and querying is described in Section
4, based on core ideas of semantic technologies. Finally, section 5 will conclude
with a summary and an outlook on further research.

2 Related Works

The decision support is provided by OLAP tools, which present their users with
a multi-dimensional perspective of the data in the warehouse and facilitate the
report designs involving aggregations along the various dimensions of the data
sets. Efficient computation of data cubes has been one of the focusing points
in research since the introduction of data warehousing, OLAP, and data cube
[1]. Previous studies can be classified into the various categories, e.g. efficient
computation of data cubes with simple or complex measures [6, 7], selective
materialization of data views [8, 9]. Most major BI vendors offer a specialized
multidimensional storage engine that exposes aggregated data in business terms,
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such as Business Objects, SQL Server Analysis Services, Oracle Hyperion and
OLAP, and IBM Cognos, etc. provide structures by which the data from the
star schema gets mapped into an aggregated cube [2]. Unfortunately, current
in-house BI solutions, with complexity and a high cost of ownership, have been
failed to deliver on the promise of a analysis solution that allows data cubes to
respond to changing conditions. As time passes, the larger the data volume, the
longer it takes to select, filter and aggregate the data cubes that is needed to
generate a query response.

On the other hand, facilitated by data-as-a-service approach, new kinds of
data markets have emerged, offering centralized points for publishing and sharing
data [10–12]. These services make it easy to find data from a range of secondary
data sources, then consume or acquire the data in a usable - and often unified
- format. Several of these services are trying to create marketplaces for data,
envisioning that data providers can offer their data sets for sale to data seekers.
These services are aiming to be ”Amazon for Data”, while others in the category
might be more accurate described as ”Ebay for Data” or even ”Wikipedia for
data”. Meanwhile, there is a growing list of statistical data providers such as the
UN, the World Bank, Eurostat and others [13], already holding more than 100
million time series on a variety of topics, which support users to search, visualize,
compare and download data from these providers.

Considering the potential approach of the developments of cubing services
in business intelligence environment, the work to be developed in this research
is aimed to achieve an efficient approach for storing, indexing and querying
multidimensional data cubes. Thus, the approach is designed to could shield
users from a vast amount of repetitive and tedious work to develop similar parts
of a DWH application, which are tied to their own extraction and information
delivery tools and a well-defined and understood data structure.

3 Cubing Platform Architecture

The cubing service platform provides a web-based information marketplace that
is built on linked data principles, i.e., all datasets are referred to each other across
different data publishers and domains, thereby adding value to both datasets.
Moreover, the cubing platform supports a cube definition, submits it to the cube
selection, and responds with the related data cubes. The parameters for the cube
may be any combination of implicitly collected data as the user interacts with
the cube services.

The architecture of the server consists of the main parts, i.e. the back-end
and the web application. While the back-end services include data acquisition
from data providers and detecting as well as indexing ontological concepts in
multiple data sources, the web application provides the client with an efficient
concept-based cube browsing and periodic refreshing of the underlying resources.
As depicted in Figure 1, the results of the cubing platform are the appropriate
aggregates and related data cubes to support the cube definition based on a thor-
ough understanding of the cube model, how the cube will be queried, the amount
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Fig. 1. The conceptual architecture of Cubing platform

of space allocated, and statistics from the datasets [3]. Hereafter, large popula-
tions of ad hoc information consumers can then create their own self- customized
reports that can in turn be shared and modified within created workgroups.

3.1 Illustrative Example

We now introduce the running example that will be used to illustrate the use of
cubing platform for Food sale analysis (FSA) [14]. Applications of food access
indicators include Sources of food and income, Consumption of famine foods,
Access to natural resources, Food self-sufficiency, etc. The components of the
analysis plan are defined as follows.

– Indicator: A specific variable or combination of variables that gives insight
into an aspect of the objectives. For example, if indicators for the access to
food through cash crop sales and market purchases might be defined as the
area currently planted with selected cash crops, compared with that under
normal circumstances and the ratios of selling prices of selected cash crops
to the costs of staple foods, now and under normal circumstances.

– Data required and Data sources: The information that must be collected
to satisfy the broad information needs and the indicators. Examples include
information about livelihoods, social structure; information about areas of
land planted, average yields andmarket prices of items bought and sold.
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– Contextual information: Details of the processes that led to the food
emergency and identify potential responses.

– Analysis type: The type of parametric or non-parametric analyses that
can be used to explore and interpret the data, e.g. non-parametric analyses
of primarily quantitative data; or parametric analyses of statistical data.

Current serious concerns about food security have raised multiple open access
policy datasets to provide over 40 indicators related to food security, commodity
prices, economics, and human well-being. Much of this data is available for every
country in the world and goes back over 50 years and is drawn from public,
authoritative data sources like the World Bank, the FAO, UNICEF, and others,
as well as IFPRI’s own data.

3.2 Data Publishing

Being able to directly serve each individual resource as linked data, the cubing
services can automatically provide multi-format representations for each resource
in the dataset. Moreover, it is possible to use the various standard APIs provided
by the platform, as well as to define additional custom APIs over the dataset,
e.g. query language to perform structured queries against a dataset or perform
a free-text search against the text fields indexed in a dataset.

The Semantic Cube Model. This section describes a semantic cube model
that serves data cube marketplace , which extends object-oriented technology for
data warehouses [5] and based on Data Cube vocabulary [15], taking into account
connectivity by identifying the relationship between data cubes so as to reduce
duplication of data in warehouse cubes, e.g. generalization, aggregation, and
categorization, between different cubes. Especially, the cube model also supports
the semantics of cube aggregation, i.e. while viewing the relevant data cube
information, a user would be enabled to browse other data cubes’ data and
return the original data cube information.

When publishing a new dataset, warehouse providers offer a set of descrip-
tion metadata, such as typical example resources, links to APIs and endpoints,
licensing information, categories and vocabularies used, or browsing methods
on sample resources, etc. The actual data is then published to cubing platform
either through the web interface or to the platform API, after which the plat-
form will analyze the dataset. For example, the Global Hunger Index (GHI) is
a dataset to measure and track global hunger, incorporating three interlinked
hunger-related indicators - the proportion of under-nourished in the population,
the prevalence of underweight in children, and the mortality rate of children. The
modeled GHI [16] is published with four dimensions and relevant descriptions of
GHI DataCube (described in RDF format in [16])

– Measure (http://data.ifpri.org/rdf/ghi/2010/scovo/Measure), indicating
whether it is the GHI, or some other supporting statistic being provided.
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– Country (http://data.ifpri.org/rdf/ghi/2010/scovo/Country),including labels
and identifier for countries.

– DateRange (http://data.ifpri.org/rdf/ghi/2010/scovo/DateRange), each with
a custom Date Range resource.

– EstimateOrNot (http://data.ifpri.org/rdf/ghi/2010/scovo/EstimateOrNot),
noting whether the data is an official statistics, or is estimated based on
methods outlined in the GHI report.

Automatically, based on a combination of the metadata provided by the providers
and an analysis of the dataset itself, the platform will add dynamic template
queries of the cube contents and make it available under the dataset’s descrip-
tion. These contextual queries play the crucial component of the primary data
collected in data cubes selection. Examples of contextual information for Econ-
omy and markets, which is essential to the interpretation of mortality, nutrition
and food sale data and the development of response options, include What have
been the trends in the consumer price index over recent months and years? How
accessible are the main markets to people affected by the crisis? What was the
status of market food availability and access? etc.

Fig. 2. Dataset modeling example

Semantic Indexing. As already mentioned, the cubing platform leverages se-
mantics in order to hide the composition complexity from the users. Concept
annotation is performed to detect ontological concepts from a given ontology.
After importing of and mediating between existing ontologies, the ontology is
used in the actual selection phase by the users. The data cubes can be annotated
with additional semantics, such as user preferences and business context.

The pre- and post-conditions of cube definition can be matched automati-
cally. This enables the platform to suggest data cubes which can be connected to
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other cubes, or which cubes are missing in order to make it equally described
in terms of the ontology and matched with the cubes and dataset descriptions,
thus suggests the right building blocks for a given query. Moreover, descriptions
of existing third-party resources can also be mapped to the cube ontology in
order to make them available to the cubing platform.

Fig. 3. Food market indicator indexing

As in our Food sale scenario, markets are of critical significance to food access
in most situations. Many of the food access indicators described in the running
example are based on market interactions, so it is essential to have indicators
illustrating the ways in which markets function. Based on the relationship be-
tween demand and supply of grain, the cubing service needs to introduce key
concepts and presenting the indicators used in an FSA to estimate food sales.
Some of these may not be appropriate in every situation, and additional market
indicators can be added, according to specific context.

4 Cube Selection and Querying

In current data marketplace, the data cubes become isolated bits of information
in lack of a comprehensive semantic relationship among the cube datasets. Users
retrieve the knowledge from one single angle and not from a global view; there-
fore, problems like data duplication, inconsistency, and query integrity could
occur [17]. Therefore, the platform facilitates the exploration and discovery of
unexpected patterns in concept co-occurrences across cubes, which might lead
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to the generation of new warehouse cubes. It supports both data drill-down to
focus the results, and roll-up to generalize the queries over the dataset.

4.1 Knowledge-Based Data Cube Exploration

In this context, the central hub in cubing platform for each user follows the
familiar dashboard metaphor. Each data cube possesses dimension-related infor-
mation and measure- related information; also, each data cube represents a view
of the active fact. From here, users can interact with related information while
analyzing specific data cubes, retrieving a subset of the source data for the cube
being analyzed, navigating to a related cube of data - a more detailed view of
particular element or maybe a document describing the data or the portion of
it the user indicates. Hence, the platform supports an interface that presents to
the user the result of the user’s request, defined by picking cube terms by hier-
archical browsing or through keyword search, and users could change their view
of the data of the data cube. The initial view of the ontology-based resources
shows a default data source and the root terms of the different ontologies. Each
time the user adjusts the query by picking one or more terms in a cube, the
results table is updated showing items and detailed usage from the selected data
resources.

For each of the following three food access indicators, examples of market
data that would be incorporated in the indicator are given. Other useful market
data should be determined according to the context.

– Food sources: Where does the food in the market come from? If it is imported
- internally or from abroad - how reliable is the supply?

– Labor market: How many days per month can a casual laborer expect to
find work? Is this stable?

– Price stability: Is the cost of essential food and non-food items increasing,
decreasing or remaining stable in relation to normal for this time of year?

4.2 Cube Browsing Services

Source Data Retrieval. A user may want to view the source data behind a
particular element presented in a Web reporting and analysis interface: a pie
slice or table cell, etc. The platform is aware of its published resources, and
can retrieve these datasets with appropriate parameters, which are sent by the
dashboard viewer to identify the cube and detailed coordinate information about
the data element the user selected. With this information, a platform component
can refer back to the original data source with selection parameters to narrow the
request and user parameters so that access control can be applied. The platform
then has the opportunity to format the data and return it to the user.

For example, one objective of an FSA is to identify the degree - severe or
moderate - of food insecurity in the area. All of these indicators are context-
specific, e.g. the choice of food availability indicator implies that the area is
agricultural and it would not be useful in an urban setting; or the choice of food
access indicator implies that daily labor is a significant source of livelihood.
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Arbitrary Cube to Cube Browsing. Cubing platform supports users in
exploring more detail for a particular element in a cube reporting and data
analysis session or moving to a cube in another location in the data space al-
together. The inference engine turns the user’s request into a particular cube
selection/definition and returns that cube to the user.

Possible linkages among factors are identified during local adaptation of the
cubing services. Indicators that are to be collected during semantic indexing to
investigate these linkages are defined. In cross-tabulation and comparison, two
or more indicators are combined to gain insights into the prevalence and causes
of malnutrition and food insecurity, e.g. the link between main household income
source(s) and household food sale status, i.e. Indicators to be collected for this
analysis would be related to food access, food consumption and income sources.

Indicators are cross tabulated during the analysis to provide insights into the
factors that affect food security status. The results are used in the response
analysis. When advanced computing capacity is lacking, simple cross-tabulation
of two or three variables or indicators can yield valuable information.

Prioritization of Indicators. The use of the ontology-based classification to
describe current scenario indicators should be triangulated with other related
indicators, such as the food and income and production indicators. However,
data and indicators must be collected and analyzed carefully for each scenario.
If too much information is collected, time is wasted during the data collection
and analysis stages. If too little information is collected, it may be impossible to
answer the assessment’s key questions. In FSA context, minimum information
requirements can be determined as follows [14]: Food sale is assessed from house-
hold food consumption, taking into account food access. The food consumption
score should be calculated for each household with at least one relevant food
access indicator should be defined.

5 Conclusions and Future Works

This paper presents the conceptual approach towards a cubing service platform
that provides a flexible, cost-effective and efficient delivery platform for cubing
services over open data cube marketplace. The collective warehouse resources
then can be rapidly deployed and scaled based on a thorough understanding
of the cube model, with all processes and services provisioned on-demand, and
better align with dynamic business requirements. As a result, the future works
of our approach could then be able to support users in building data cubes in
cost-efficient and elastic manner that spans all aspects of cube building lifecycle,
i.e. cube definition, cube computation, cube evolution as well as cube sharing
[18]. To establish the practical feasibility of our approach, the implementation of
tools for proposed cubing platform has been designed and is under development.
It adapts its resources according to demand, allows for on-line, fast and efficient
storage/processing of large amounts of data and is cost-effective over both the
required hardware and software components.
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Analysis to Organize Data Cubes. Information Systems Frontiers 1, 133–146 (2007)

9. Pitarch, Y., Favre, C., Laurent, A., Poncelet, P.: Context-aware generalization for
cube measures. In: Proceedings of the ACM 13th International Workshop on Data
Warehousing and OLAP - DOLAP 2010, pp. 99–104. ACM Press (2010)

10. Balazinska, M., Howe, B.: Data Markets in the Cloud: An Opportunity for the
Database Community. In: VLDB, pp. 1482–1485 (2011)

11. Virgilio, R.D., Orsi, G., Tanca, L., Torlone, R.: Semantic data markets: a flexible
environment for knowledge management. In: Proceedings of the 20th ACM In-
ternational Conference on Information and Knowledge Management, CIKM 2011,
pp. 1559–1564. ACM (2011)
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Abstract. Data representing a moving object include the data of time, position, 
and attributes. The data of positions and attributes of a moving object, which 
change over time may be recorded asynchronously because of the difference of 
sampling methods. Mathematically, these data may be synchronized over time 
by space-time conversions to constitute the data tuples at various time mo-
ments. In this article, we proposed the concept of data plane to represent data 
according to each tuple at each time moment. Subsequently, we integrated the 
data planes into the dimensions of a cylindrical coordinate system to represent 
the movement of objects in a space-time cylinder (STCy). In a space-time cy-
linder, positions of moving objects are indicated on the data planes which are 
constituted by the cylinder axis employed as the cylindrical axis of the cylin-
drical coordinate system, and the polar vectors of the cylindrical coordinate sys-
tem. Each data plane indicates the data of objects at a time moment. The posi-
tion of a moving object at a time moment is indicated by its coordinates on the 
data plane and the time moment by the angular coordinate of this plane. The 
attributes of moving objects are represented on data planes as the attribute bars 
parallel to the cylinder axis. The space-time path of a moving object surrounds 
the cylinder axis. Hence, the space-time cylinder is consistent with the repre-
sentation of cyclic movements. 

Keywords: space-time cylinder, spatio-temporal data, movement data, visuali-
zation. 

1 Introduction 

Three main components of the real world, object, space, and time are described in the 
triad of “what”, “where”, “when” by Peuquet [16],[17], and analyzed further by An-
drienko in the triad of “objects”, “locations”, and “times” [1],[2]. These analyses 
mentioned the individual characteristics of sets of objects, locations, and times, the 
relations between elements of a set and the relations between elements of different 
sets. These relations classify objects as spatial objects, temporal objects, spatio-
temporal objects, or moving objects according to the relations of objects with loca-
tions, objects with times, objects with locations and times, objects with locations, 
times, and trajectories, respectively. 
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The movement of an object is depicted by the continuous change of the position of 
the object through space. Proposed by Hargertrand in 1970 [10], the Cartesian coordi-
nate system of three dimensions is employed as a space-time cube to represent the 
data of positions of moving objects over time. In the coordinate system, the data of 
positions of moving objects are indicated by their coordinates ( , )x y  at each time 

moment t . The space-time cube has been employed to represent movement data be-
cause it visualizes the change of the moving objects’ positions over time. Space-time 
paths or temporal trajectories are the curves representing the relations between space 
and time of moving objects [2-4],[6],[9-10],[16]. A challenge is how to represent the 
attributes of moving objects over time in a space-time cube. Some authors have ex-
panded the space-time cube to represent the attributes of moving objects over time. 
The expansions integrated the parallel coordinates into a cube to represent the 
attributes of moving objects. For unmoving objects, it is possible to represent the 
positions and attributes on only one cube [18],[19]. For moving object, it is possible 
to represent the positions and attributes on two cubes [14], or integrate the positions 
and attributes on one cube [20],[22]. 

The main idea of this article is to represent the data of positions and attributes of 
moving objects at each time moment on the same plane, called data plane. The me-
thods recording data provide with the data of position and the data of attributes of a 
moving object at each time moment [7],[15]. Each data tuple indicates the data of the 
positions and the attributes of moving objects at the same time moment. On a data 
plane, the positions of moving objects are referred to their coordinates ( , )x y on the 

axes of the plane, and the attributes are indicated by the bars parallel to one of the 
axes of the plane. 

A subsequent idea is to approach the cylindrical coordinates to representing the da-
ta planes as a spatio-temporal cylinder. In a cylindrical coordinate system, angular 
coordinates indicate the time data of the data tuples, positions on the cylindrical axis 
and magnitudes of polar vectors indicate the position data of the data tuples, the bars 
parallel to the cylindrical axis indicate the attribute data. 

The paper is structured as follows. In the item 2, we briefly present related re-
searches and conceptual framework employed in the article; in the item 3, we propose 
the model of data plane to represent the data of objects at a time moment; in the item 
4, we approach the cylindrical coordinate system to representing multivariable spatio-
temporal data in spatio-temporal cylinders. The modes of cylinders represent data in 
different cases. The static mode of cylinder represents the data of moving objects 
during the entire movement period. The dynamic mode of the cylinder revives the 
activities of objects implicit in data. The hide mode of the cylinder is employed to 
stand out the data of movements. 

2 Conceptual Framework and Related Works 

Movement is the change of the position of an object over time [1][7]. An object of 
which existing position changes continuously is called a moving object. The positions 
of a moving object are indicated by its coordinates ( , )x y in the 2-D domain of the 
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observed area. The curve time-ordered connecting the positions of the coordinates 
( , )x y where the moving object visited is called the trajectory [6]. 

The time is indicated on the time axis. Time moments are indicated as points on 
the time axis t . Time intervals are indicated as segments on the time axis, from a 
point it  to a point jt , where , {0,1,2,..}i j ∈ , symbolized by tΔ . The position of a 

moving object is a function (mapping) from time to position: : ( , )T t x y→ , or 

( ) ( , )T t x y= , and the tuple ( , , )x y t  is spatio-temporal data of the moving object. The 

curve ( , , )T x y t=  time-ordered connecting the points ( , , )x y t of a moving object in 

the 3-D domain is the space-time path or the temporal trajectory of the object. 
Each object has its thematic attributes [2],[7],[14],[15],[20]. The attributes of an 

object can change over time. Some attributes of an unmoving object also change over 
time (e.g. a gauge station is an unmoving object, the values recorded by the sensors at 
the station are attributes changing over time [19]). Meanwhile, some attributes of a 
moving object change over time (e.g. a bus is a moving object and its passengers are 
an attribute changing on its route; a vehicle is a moving object and its goods is an 
attribute changing on its route [20]). Attributes are recorded by different sampling 
methods may be synchronized over time by inferring from the temporal trajectory 

( , , )T x y t=  of the moving object.  

The data of a moving object include the data of positions and attributes changing 
over time [1],[7],[13],[19],[20]. Movement data is a set of multivariable spatio-
temporal data of moving objects including data of positions and attributes, which 
change over time. The movement data are depicted by a table including several data 
records of positions and attributes at various time moments. 

3 Data Plane 

A movement is a continuous activity over time. However, data of a movement are 
recorded discretely at various time moments according to its sampling period. At each  
 

 

Fig. 1. The data plane 
i

P  at 
i
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sampling time, the data of positions and attributes of moving objects constitute a tuple 
<identifiers, time, positions, attributes>. In the data table of moving objects, each 
tuple is represented as a data record .( , , , , )k k k k m

i i i io t x y a , where ( . )k k
i ix y is the position 

of the object ko at the time moment it , and .k m
ia are the attributes ma of ko  at it  

In this article, we employ planes of 2-D domain to represent the data tuples at vari-
ous time moments, called data plane iP  (figure 1). A data plane refers to a plane 

representing data of positions and attributes of moving objects at a time moment. In a 
data plane, the two axes of the plane indicate the positions of objects, the bars parallel 
to an axis indicate the attributes of objects. The height of an attribute bar on the data 
plane is in proportion to the value of the attribute at the time moment of the data 
plane. Accordingly, all data concerning with moving objects at a time moment are 
represented on a data plane. In other words, the data of each record on the data table 
are converted into a data plane. 

4 Space-Time Cylinder for Visualization 

4.1 Space-Time Cylinder 

We propose a novel approach to representing visually spatio-temporal data based on 
cylindrical coordinates. This approach is called space-time cylinder (figure 2). A cy-
lindrical coordinate system consists of three dimensions:  the cylindrical axis, polar 
vectors starting at and perpendicular to the cylindrical axis, and angular coordinates 
constituted by different polar vectors and the original polar vector. For a space-time 
cylinder, the dimensions of a cylindrical coordinate system are assigned to the cylind-
er as follows. The cylindrical axis is assigned to the axis of the cylinder, the position 
coordinates x and y  of moving objects are indicated by the magnitudes of polar vec-

tors and the axial positions on the cylindrical axis, and the times t  are indicated by 
angular coordinates α , where 0 2α π≤ ≤ .  

 

Fig. 2. A cylindrical coordinate system to represent multivariable spatio-temporal data 
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Fig. 3. Space-time cylinder for representing multivariable spatio-temporal data  

The data planes of moving objects in a space-time cylinder are made up by the cylin-
drical axis and polar vectors. The time moments of the data planes are in proportion to 
angular coordinates α  of the polar vectors. Each position of the data plane iP  at it  is 

determined by an angle iα  formed by the plane 0P  at 0t  and the plane iP  at it . The 

attribute bars on the data planes make up the surfaces of the cylinder. Accordingly, 
each data plane in a space-time cylinder represents the positions and attributes of 
moving objects at a time moment. In other words, each data plane represents all data 
of a record of the data table. The curve time-ordered connecting the positions of a 
moving object on the data planes is the temporal trajectory or the space-time path T  
of the object. The temporal trajectories of moving objects surround the cylinder axis 
(figure 3). 

We considered that several movements are cyclic, a moving object departs from a 
place to visit one or many places and turn back the departure place (e.g. buses depart 
from their departure station to visit several bus stops to pick up and drop out their 
passengers and return departure station, workers leave their home in the morning for 
their offices and come back home in the evening). In a space-time cylinder, the tem-
poral trajectory of a moving object is a curve time-ordered connecting the object posi-
tions on data planes. For a cyclic movement, the ending position of the route on the 
plane of 2it π=  fits in with its departure position on the first data plane of 0it = . 

Accordingly, the space-time cylinder is consistent with the representation of the mul-
tivariate data of cyclic movements. 
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4.2 Modes of Space-Time Cylinder for Data Geo-visualization 

Mode of Static Visualization. For the static mode of a space-time cylinder, all data 
planes of moving objects at all time moments are displayed (figure 3). In other words, 
all data of the table are shown completely. To represent an available data table with 
space-time cylinder, the data planes are designed so that the number of data planes is 
equal to the number of data records of the table. Each data plane represents all data 
fields of one record on the data table. The angular coordinate α of each data plane is 
in proportion to the time moment of the record. The positions of data planes in the 
cylinder are determined by their angular coordinates α , which are so calculated that 
the entire movement period of moving objects fits in with 2π , the maximum of the 
angle α .  

Mode of Dynamic Visualization. In the dynamic mode of a space-time cylinder, 
each data plane of moving objects at a time moment is shown one after another in 
time line (figure 4). A cursor moves slowly with the automatic or manual control on a 
time axis to display data planes. When the cursor moves from starting time to ending 
time of the time axis, each data plane is shown each time the cursor reaches a time 
point of the plane. On the contrary, when the cursor moves from ending time to start-
ing time of the time axis, each data plane is hide each time the cursor reaches a time 
point of the plane. In the dynamic mode, the data plane at 0t  rotates around the cy-

linder axis each time the cursor moves from a time moment to another, the data plane 
corresponding to the time moment of the cursor is always shown at the position per-
pendicular to the user’s view. 

 

Fig. 4. The dynamic mode of a space-time cylinder 
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Mode of Hide Visualization. The hide mode of space-time cylinder is applied for the 
cases of overcrowded data on screen. The goal of the hide mode is to only visualize 
the data necessary for users. We consider that there are a lot of spatial data displaying 
repeatedly on all data planes. Data of geographic area and frames of data planes are 
shown on all data planes of the cylinder. In many cases, they are not really necessary 
to be displayed on all data planes. Only spatial data different from the last plane 
should be shown on each data plane. When the hide mode of a space-time cylinder is 
turned on, the repeated data on data planes of 0i ≠ are filtered and only the positions 
and attributes of moving objects are displayed on data planes of 0i ≠ . 

5 Conclusion 

In this article, we proposed the approach of the concept of data planes to represent 
visually the data of positions and attributes of moving objects at different time mo-
ments. Movement data including the data of positions and attributes of moving ob-
jects are recorded discretely at various time moments. Each data tuple of the move-
ment at a time moment is recorded as a record on a data table. Each data record, in-
cluding data of positions and attributes, is represented on a data plane. We also pro-
posed to employ cylindrical coordinates to represent the data of moving objects by 
arranging the data planes around the axis of a cylinder, where the angular coordinates 
of the data planes are in proportion to their times. The space-time cylinder is consis-
tent with the representation of the multivariate data of cyclic movements. 
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Abstract. Discovering frequent patterns plays an essential role in many data 
mining applications. The aim of frequent patterns is to obtain the information 
about the most common patterns that appeared together. However, designing an 
efficient model to mine these patterns is still demanding due to the capacity of 
current database size. Therefore, we propose an Efficient Frequent Pattern 
Mining Model (EFP-M2) to mine the frequent patterns in timely manner. The 
result shows that the algorithm in EFP-M2l is outperformed at least at 2 orders 
of magnitudes against the benchmarked FP-Growth. 

Keywords: Model, Frequent patterns, Data mining, Efficient. 

1 Introduction 

Mining patterns or Association Rules (AR) is important and established topic in data 
mining. It is a basic step in finding the associations among items (parameters or 
values). For example, the retail transaction is aimed at searching the association 
between the most frequent items that are bought together. By understanding the 
customers’ behavior, it can help the management to design promotional strategies, 
determine potential buyers, increase profit-sales etc. This type of pattern is also 
known as frequent patterns. Apriori [1] was the first algorithm to capture sets of 
frequently bought products at stores. In AR, a set of item is defined as an itemset. The 
itemset is said to be frequent, if it occurs more than a predefined minimum support. In 
addition, confidence is another alternative measurement that always used in pair with 
support threshold. The AR is said to be strong if it meets the minimum confidence.  

Until this recent, several works have been put forward in mining the frequent 
patterns [16-22].  Frequent pattern tree (FP-Tree) [2] has become one of the great 
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alternative data structure to represent the vast amount of transactional database in 
compressed manner. Afterwards, numerous enhancements of FP-Tree have been 
suggested according to the implementation of multiple and single database scans. For 
the first category and including FP-Tree [2], the related studies are Ascending 
Frequency Ordered Prefix-Tree (AFOPF) [3], Adjusting FP-Tree for Incremental 
Mining (AFPIM) [4] and Extending FP-tree for Incremental Mining (EPFIM) [5]. The 
related researches in the second category are Compressed and Arranged Transaction 
Sequence (CATS) tree [6], Fast Updated FP-Tree (FUFPT) [7], Branch Sorting 
Method (BSM) [8] and Batch Incremented Tree (BIT) [9].  

However, there are still two major shortcomings encountered. First, the 
construction of FP-Tree is still relied on extracting the patterns that fulfils the support 
threshold from the original databases. Second, if the existing databases are suddenly 
updated, the current FP-Tree must be rebuilt again from the beginning because of the 
invalidity of the items supports. In some research extensions, the structure of FP-Tree 
will be reorganized extensively due to the modification of databases. Therefore, 
highly computational cost in constructing FP-Tree is still an outstanding issue in 
mining the frequent patterns. 

Therefore, in this paper we proposed an Efficient Frequent Pattern Mining Model 
(EFP-M2) to alleviate the mentioned above problems. The performance evaluation of 
the model is made based on two benchmarked datasets from UCI Data Repository. 

The rest of the paper is organized as follows. Section 2 describes the related work. 
Section 3 explains the details of the proposed method. This is followed by the 
comparison tests in section 4. Finally, conclusion and future direction are reported in 
section 5. 

2 Related Work 

Frequent patterns mining plays a fundamental role in data mining and has been 
received many attentions for the past decade. More than hundreds of papers have 
been published in an attempt to increase its efficiencies via enhancement or new 
algorithms developments. It was first introduced by Agrawal [1] to mine the ARs 
between items and also known as market basket analysis. Besides ARs, it also 
reveals the strong rules, correlation, sequential rules, causality, and many other 
important discoveries [23-30].  

There are two important reasons of finding frequent patterns from data repositories. 
First, frequent patterns can effectively summarize the underlying datasets, and 
provide new information about the data. These patterns can help the domain experts 
to discover new knowledge hiding in the data. Second, frequent pattern serves as the 
basic input for others data mining tasks including association rule mining, 
classification, clustering, and change detection, and etc [10-13]. In real world, mining 
the frequent itemset may involve with the massive dataset and highly pattern 
dimensions. Therefore, minimizing the computational cost and ensuring the high 
efficiency in mining activities are very important. Hence, numerous strategies and 
improvement of data structures have been put forward until this recent. 
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3 Proposed Method 

Throughout this section the set { }AiiiI ,,, 21 = , for 0>A  refers to the set of 

literals called set of items and the set { }
U

tttD ,,, 21 = , for 0>U  refers to the data 

set of transactions, where each transaction Dt ∈  is a list of distinct items 
{ }

M
iiit ,,, 21 = , AM ≤≤1  and each transaction can be identified by a distinct 

identifier TID. 

3.1 Definition 

Definition 1. (Frequent Items). An itemset X is called frequent item if ( ) β>Xsupp , 

where β  is the  minimum support.  

 
The set of frequent item will be denoted as Frequent Items and 
 

( ){ }β>⊂= XIX supp|ItemsFrequent   

 
Definition 2. Disorder Support Trie Itemset (DOSTrieIT) is defined as a complete 
tree data structure in canonical order of itemsets. The order of itemset is not based on 
the support descending order. DOSTrieIT contains n-levels of tree nodes (items) and 
their support. Moreover, DOSTrieIT is constructed in online manner and for the 
purpose of incremental pattern mining. 
 
Example 1. Let { } { } { } { } { } { } { } { } { }{ } 1,2,3,1,2,3,5,1,3,2,3,6,1,3,1,2,4,2,3,2,4,1,2,5 T = . 

Graphically, an item is represented as a node and its support is appeared nearby to the 
respective node. A complete structure of DOSTrieIT is shown in Figure 1. 

 

 

Fig. 1. DOSTrieIT 
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Definition 3. Single Item without Extension (SIWE) is a prefix path in the tree that 
contains only one item or node. SIWE is constructed upon receiving a new 
transaction and as a mechanism for fast searching of single item support. It will be 
employed during tree transformation process but it will not be physically transferred 
into the others tree. 
 
Example 2. From Example 1, the transactions have 6 unique items and it is not sorted 
in any order. In Fig. 1, SIWE for DOSTrieIT i.e., 

{ }62,1,3,4,5,SIWE =  

3.2 Efficient Frequent Patterns Mining Model 

There are four major components involved in designing the EFP-M2. These 
components are interrelated and the process flow is moving in one-way direction. An 
overview model of efficiently constructing frequent pattern tree is shown in Fig. 2. 

 

 

Fig. 2. An Overview of  EFP-M2 

(i) Dataset: In this model, dataset is in a flat file format. Each data (item) is 
separated by a single space.  The datasets used for the empirical analysis are 
downloaded from UCI Machine Learning Repositories. 

(ii) Construct DOSTrieIT: The first component in this model is to scan dataset and 
finally convert into DOSTrieIT data structure. The first sub-process involved is 
called Load Line of Transaction (Online). Once a new line of transaction is 
triggered, DOSTrieIT data structure is immediately constructed. In other words, 
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it is an online or instant tree construction. Generate Prefix Path is the second sub-
process at this level. Items in the line of transaction are separated to form a 
vertical format of an itemset. The itemset is then transformed into DOSTrieIT. 
The third sub-process is Extend Prefix Path. The size of the existing prefix paths 
in terms of the nodes may involve with some modification. It is depend on a new 
arrival of prefix path. Update Latest Support is the fourth sub-process. Items 
supports for the existing prefix path may or may not update and it is based on the 
characteristic of a new prefix path. The final sub-process is Construct 
DOSTrieIT. DOSTrieIT is a complete tree data structure and aimed for 
incremental mining. It is automatically updated once the transactions from 
original dataset are modified. 

 (iii) Trie Transformation: The second component in this model is to scan all prefix 
paths in DOSTrieIT and convert into particular prefix paths before they can be 
used for constructing FP-Tree. The first sub-process involved is called Load 
DOSTrieIT (Online). All prefix paths in DOSTrieIT and its SIWE are loaded. The 
second sub-process is Determine Minimum Itemset Support. A support value to 
represent all items in intersected itemset is determined from its minimum items 
supports.  Generate Frequent Itemset is the third sub-process. This itemset is 
extracted from SIWE and based on the predefined minimum support threshold. 
The fourth sub-process is Sort Frequent Itemset. The frequent itemset is sorted in 
support descending order. Intersection Operation is the fourth sub-process. All 
itemsets involved in this operation are converted to hash based data structure. 
The last sub-process is Intersected Itemset. The output from the previous 
intersection operation is an intersected Itemset. The order of the items in 
intersected itemset is following the items in frequent itemset  

(iv) Construct FP-Tree*: The third component is to construct FP-Tree based on the 
particular prefix paths format supplied from the previous component. The final 
structure of FP-Tree* is similar to FP-Tree but it is different in term of input data. 
FP-Tree* uses the input data from DOSTrieIT rather than original input data. The 
first sub-process involved is called Generate Prefix Path. Items in the prefix paths 
are separated to form a vertical format of an itemset The itemset is then 
transformed into FP-Tree. The second sub-process is Extend Prefix Path. The size 
of the existing prefix path may involve with some modification. It is depend on a 
new arrival of prefix path. Update Latest Support is the third sub-process. Items 
supports for the existing prefix path may or may not update and it is based on the 
characteristic of a new prefix path. The final sub-process is Construct FP-Tree. 
This process will continue until entire prefix paths in DOSTrieIT are transformed 
into FP-Tree. FP-Tree data structure will be transformed into flat-file. 

(v) FP-Growth*: The fourth component is to mine the complete set of frequent 
patterns from FP-Tree* by patterns fragment-growth and without using candidate 
itemsets generations. The implementation of FP-Growth* is similar to standard 
FP-Growth [14]. The first sub-process involved is called Load FP-Tree (Online). 
All prefix paths in FP-Tree are scanned and loaded into memory for further 
processing. Determine Conditional Patterns base is the second sub-process at this 
level. All prefix paths that ending with a particular suffix are selected. It is known 
as conditional pattern based. The third sub-process is Determine Conditional FP-
Tree. All conditional pattern based are then converted into conditional FP-Tree 
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with respect to that particular suffix (item). This tree structure is similar to FP-
Tree and it will be used to find frequent itemsets with that suffix. Generate 
Frequent Pattern is the fourth sub-process at this level. All possible combination 
of items containing a particular suffix will be extracted until finished. This 
process will recursively execute until no more conditional pattern base can be 
built. Frequent patterns are then counted and generated.  

 (vi) Frequent Patterns: All frequent patterns are stored in flat file for post-processing 
such to generate AR with different values of measurements, etc.  

 
The pseudocode for constructing DOSTrieIT, implementing Trie Transformation and 
executing FP-Growth* are shown in Fig. 3, 4 and 5, respectively. 
 

Pseudocode DOSTrieIT 
Input:   Transaction data 
Output: DOSTrieIT 
1.  Begin 
2.       Load line of transaction 
3.       Generate prefix paths 
4.       Extend prefix paths 
5.       Update latest support 
6.       Construct DOSTrieIT 
7.  End 

Fig. 3. Steps in generating DOSTrieIT 

Pseudocode Trie Transformation 
Input:   DOSTrieIT 
Output: FP-Tree 
1.  Begin 
2.       Load DOSTrieIT 
3.       Generate frequent patterns 
4.       Sort frequent patterns 
5.       Intersection operations 
6.       Intersected Itemset 
7.       Determine min itemset supp 
8.  End 

Fig. 4. Steps in implementing trie transformation 

Pseudocode FP-Growth* 
Input:   FP-Tree 
Output: Significant patterns (frequent) 
1.  Begin 
2.       Load FP-Tree 
3.       Determine Conditional Items 
4.       Determine Conditional FP-Tree 
5.       Generate frequent patterns 
6.  End 

Fig. 5. Steps in executing trie transformation 
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4 Comparison Tests 

In this section, we do comparison tests between benchmarked FP-Growth and our FP-
Growth*. The performance analysis is made by comparing the computational time 
required to completely mine the frequent patterns. We conducted our experiment in 
two benchmarked datasets. The experiment has been performed on Intel® Core™ 2 
Quad CPU at 2.33GHz speed with 4GB main memory, running on Microsoft 
Windows Vista. All algorithms have been developed using C# as a programming 
language. 

Two benchmarked datasets from Frequent Itemset Mining Dataset Repository 
[15] were employed in the experiment. The first dataset was Retails and it contains 
the retail market basket data from an anonymous Belgian retail store. For the second 
experiment, Pumsb dataset was used. The Pumsb dataset contains census data for 
population and housing. Table 1 shows the fundamental characteristics of the 
datasets.  

Table 1. Fundamental Characteristics of Datasets 

Data sets Size #Trans #Items Average length 

Retails 4.153 MB 88,136 16,471 10 
Pumsb 16.59MB 49,046 2,113 74 

 
There were variety of minimum supports were employed in the experiment. 

Duration in millisecond and in Logarithmic scale view was employed in the graph. 
The performance comparison between FP-Growth* and FP-Growth against Retails 
dataset is presented in Fig. 6. From the graph, FP-Growth* algorithm is faster at 
944.23 times (99.89%) than FP-Growth in mining the frequent patterns. In other 
 

 

Fig. 6. Performance Analysis for both algorithms against Retails dataset 



36 T. Herawan et al. 

words, FP-Growth* is almost 3 orders of magnitude better than FP-Growth. 
Typically, the times consumed were decreased when the Supp values (minimum 
support) were increased. The main reason is the total frequent patterns being mined 
by the both algorithms are inversely proportional with the processing time. 

Fig. 7 shows the performance of both algorithms against Pumsb dataset. From the 
graph, FP-Growth* is 193.00 times (99.48) fastest than FP-Growth in mining the 
frequent patterns. In other word, FP-Growth* is about 2 orders of magnitudes better 
than FP-Growth. Similarly with Retails dataset, the processing times for Pumsb 
dataset were decreased when the Supp values (minimum support) were increased. It is 
because the total frequent patterns being mined are inversely proportional with the 
processing time. 

 

 

Fig. 7. Performance Analysis for both algorithms against Pumsb dataset 

5 Conclusion 

Frequent pattern mining is a core and one of the active research themes in data 
mining. It aims at discovering the patterns that frequently appear together in the 
transactional database. Since the generation of frequent patterns is computational 
extensive, thus an efficient model has become a necessity.  Therefore, we propose we 
propose a new model called Efficient Frequent Pattern Mining Model (EFP-M2) to 
mine the frequent patterns in timely manner. The experimental result shows that the 
algorithm in EFP-M2 is outperformed at least at 2 order of magnitudes against the 
benchmarked FP-Growth. 

In a near future, we are going to evaluate the performance of FP-Growth* by 
applying into several real datasets and extended to mine the frequent patterns.  
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Abstract. Three improvements to the Sammon mapping method are
proposed. Two of them concern calculation complexity reduction. Intro-
ducing the limit for delta parameter allows to eliminate error fluctuations
during data projection. Calculating distances not for all data points but
for the part of them results in important reduction of the calculation
time without worsening the final results. The third improvement allows
adding new data to the projected ones without recalculation of all data
from the beginning. The paper presents details of the proposed improve-
ments and the performed experimental study.

Keywords: Data visualization, Dimension reduction.

1 Introduction

Data mining techniques able to analyze huge data sets become very important
research area. Human visual system has remarkable capabilities of cognition,
therefore data visualization techniques are very useful in many applications in
different areas [10, 11]. Thanks to them one can easily understand the struc-
ture of complex data sets [1]. A number of data visualization methods, that
preserves information contained in the data, have been developed. A simple vi-
sualization method is scatterplot. It uses Cartesian coordinates to present two
dimensions of the data set. If the data set is very large the graph becomes too
dense. Becker [3] suggests the possibility of binding the individual vectors in the
clusters as a solution to that problem. Chambers [4] proposed to draw scatter-
plot matrix filled with graphs that display all possible binary combinations of
attributes. It allows discovering correlation and dependency between features,
but for high-dimensional data the user is overwhelmed by the amount of charts
that must be evaluated and compared with each other. Inselberg [5] proposed
parallel coordinate plots, it can be used in a simple way to find correlations be-
tween different attributes of the displayed set of vectors. Unfortunately for high
dimensional data sets vertical axes are dense.

Mentioned visualization methods can be useful for relatively low-dimensional
data, but in real-life problems we deal with collections which have even hundreds
of dimensions, their direct visualization is impossible. It is necessary to reduce
the number of features in such a way as to preserve as much as possible the
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information contained in the data set. One of a good and popular method is
Sammon mapping. Unfortunately it has serious limitations mentioned later.

The main goal of the paper is to present authors’ improvements that eliminate
some of mentioned weaknesses of the Sammon mapping method. The paper is
structured as follows. The next section presents shortly Dimension Reduction
Techniques with focusing on Sammon mapping. Third section presents authors’
improvements. The experimental study of the proposed improvements is de-
scribed in section 4. The last section summarizes the paper.

2 Dimension Reduction Techniques

Visualized data sets can be easily interpreted by human beings, but human
perception has some limitations [6–8]. According to [9], people have limited abil-
ity to accurately characterize the values presented to them. In the short-term
memory we can remember and compare with each other a maximum of seven
heterogeneous characteristics. Therefore dimensions number of high dimensional
data must be reduced for example by data projection.

Problem Definition: Having given a set of observationsX ([X ]p×n−p features
and n observations), we search the representation Y ([Y ]k×n − k features, n
observations) of the vector X , with a smaller number of dimensions (k < p). In
other words, we are looking for such a transformation P : X → Y , where P is an
element of a set of possible transformations Q, for which the value of criterion
J is maximal.

Linear methods of data dimensionality reduction is one of the possible
way of dimension reduction: Y = WX , i.e., each attribute of a new vector Y
(transformed observation) is calculated as a linear combination of corresponding
vector (observation) ofX , whereW is a linear transformation matrix. The task is
to find the best transformation matrix W which maximizes a given criterion. Use
of linear projection methods is relatively simple, however they are not suitable for
complex data structures, e.g., if the multidimensional vectors lie on the crooked
hyperplane.

Non-linear methods of data dimensionality reduction are able to main-
tain relationships in complex data structures. Such methods typically rely on
optimizing the cost function. Iterative methods are usually used for the opti-
mization. The problem arises when a new data vector (observation) is added, in
such a case the whole optimization procedure has to be repeated.

The popular approach lies on considering distances between points (observa-
tions) in the original space. Basically, objects similar to each other on the original
space are close together on the target space. To evaluate quality of projection
one must define a measure (called stress function) that represents the mapping
error. The optimization problem is very difficult, the error function is nonlinear
and complex, the method requires intensive calculation.

Multidimensional Scaling (MDS) is a family of methods based on changing distri-
bution of vectors in a target space. The goal is to obtain such configuration which
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well approximates dependencies between the vectors in the original space [13].
One of the most popular multidimensional scaling is the Sammon mapping.

Sammon mapping [12] tries to preserve the internal structure of the input
p-dimensional data when are transformed to k-dimensional space (k < p) by
preserving the distances between pairs of patterns. Usually Sammon mapping
is used for the projection of multidimensional data to a 1, 2 or 3 dimensional
space.

The course of the method is relatively simple, it consists of four main steps:

1. Initial values of matrix Y are calculated. Elements of Y can be random values
from the assumed range, very often these values belong to the interval [−1, 1].

2. Distances between all pairs of input vectors (observations, matrix X), and
all pairs of output vectors (matrix Y) are calculated.
Distances between input data are calculated only once (they are stored).
Both distances, in the original d∗ij and target dij spaces, are calculated ac-
cording to assumed Euclidean distance measure.

3. A value of the error function (stress function) E is calculated according to
the formula:

E =
1∑n

i<j d
∗
ij

n∑
i<j

(d∗ij − dij)
2

d∗ij
(1)

4. STOP condition is checked. If YES then stop the method and return the Y ,
if NO then go to the next step.
Usually two conditions are defined: a predefined value of Emin or assumed
reduction of that error deltaE.

5. New values of all elements of the output matrix Y are calculated.
An optimization procedure is used for minimizing the error function by
changing values of elements of Y matrix. Sammon applied the simplified
Newton method [12]:

yij(t+ 1) = yij(t)− η deltaij(t) (2)

where: yij is j-th attribute of i-th parameter of the vector Y ; t is the number
of iterations; η – parameter named by Sammon Magic Factor – it defines
the power of modification caused by delta, best value of η was determined
experimentally, good results gave 0.3 - 0.4. deltaij is the ratio of the first
derivative of the stress function E with respect to yij and absolute value of
the second derivative of E (with respect to yij).

6. Go to step 2.

A major disadvantage of the Sammon algorithm is considerable computational
complexity. In each iteration n(n − 1)/2 distances and derivatives must be cal-
culated for the error function. Another drawback of the method is the large
dependence on initial values of Y matrix. Additionally, what is very important
from the practical point of view, Sammon method has no ability of generaliza-
tion, it means that to add new data we must run the method from the beginning.
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3 Improvements of the Sammon Method

The main weaknesses of the Sammon method are: (1) weak efficiency of the
method, (2) adding new vectors to the data projected earlier. We propose reme-
dies for both problems.

Increasing the Efficiency of the Sammon Method
We proposed two ways of efficiency increasing. The idea of the first modification
arose from observation of the plot of error changes in subsequent iterations. In
some iterations we observed a big growth of the error, in the example shown in
Fig. 1 (on the left) it is at the beginning of the process and in 25th iteration.
After a detailed analysis of the course of the projection, it turns out that the
reason for this are the rapid changes of delta, which destroy the order of vectors
in the target space, and influence the computational time. The remedy of this
seems to be simple: just limit the value of delta to the assumed interval [−β, β].
If the calculated delta is outside of this interval, we set its value depending on
the border which has been exceeded.

The second improvement lies on reducing computational complexity of single
iteration. In each iteration n(n−1)/2 distances must be calculated (equation 1).
A time-consuming operation in each step of the algorithm is computation of
delta. Modification of the attributes of each vector is carried out, taking into
account the error of distances to all others. However, especially in the early stages
of the projection, where the error is large, and scattering of data is considerable,
we can focus more on speed. Therefore, we can reduce the calculation of delta
value by considering a subset of the output points. How many vectors we should
consider we can fix in advance. Having n vectors of data, during delta calculation
we can take into account every k-th vector (k = 2 or k = 5).

Adding New Vectors in the Sammon Method
Lack of ability to generalize is a serious drawback of the Sammon method. As-
sume that we have made a projection of a set of 10-dimensional data consisting
of 10000 observations (vectors) into 3D space. Further, let us possess new 10000
data records and we would like to check whether there are correlations between
them and predecessors. What can we do? One option is to project the whole
data set consisting of 20000 vectors. This process is not the best solution due
to the computational complexity. When the output file contains 10000 elements
located adequately in 3D space, adding new, completely random 10000 objects
disturbs the balance of the entire system. Value of Sammon error significantly
increases. This will entail increase of delta, which in subsequent iterations will
modify the attributes of all the vectors in the target space, not just the newly
added. In the effect, the initial position of the prior elements will be lost. This
will result in creation of a chaotic set of items, like when the algorithm is run
from the beginning. Fig. 1 (on the right) presents above problem, where as an
input data set we used a set of 1374 of 49-dimensional vectors. After 75 iterations
the total Sammon error fallen below the value of 0.006, then we added the new
1576 vectors. The error increased suddenly, 16000 times. Stabilization took 50
iterations, which is close to the required number of iterations when method is
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Fig. 1. Iterative process of projection of 49-dimensional data to 3D space (on the left)
and the effect of adding new vectors after 75 iterations of the Sammon mapping (on
the right)

run for the whole increased data set. To increase the efficiency of this process
one should prevent premature modification of the existing vectors in the target
data set. To increase the efficiency of this process one should prevent premature
modification of the existing vectors in the target data set. To do this one needs
to ensure proper positioning of the new elements in relation to those old. As with
the original method, for the projection of new vectors we use Newton gradient
optimization method. The process of adding new data is as follows:

1. At the beginning we add a new set of input vectors, and then we randomly
select the output vectors corresponding to them, so both, the input and
output sets, contain the same, increased number of vectors.

2. Next we calculate the projection error – function 1. If its value meets the
STOP conditions, the algorithm is stopped. Otherwise, go to the next step.

3. We start the minimization of the error mapping of the new points using
Newton gradient optimization method. For this purpose, we calculate new
positions in the target space of newly added vectors according to the same
formula as in the Sammon method (eq. 2). The old part of the output set
remains unchanged and is used only as a reference during the counting error
and its derivatives. In the evaluation of the first and second derivatives n
is equal to the number of elements in the whole (enlarged) data set. After
modifying all the new output vectors go to step 2.

With this relatively simple modification, we can add any number of new input
vectors with the acceptable computational effort.

4 Experimental Studies

To conduct experiments, the dedicated environment, called 3DWIZ – Multidi-
mensional Data Visualizer was implemented. It is a complete tool for analysis,
reducing dimensions and visualization of data. In terms of logic, the program
is divided into three main parts: the loading and preprocessing module, reduc-
ing dimensions module and visualization module. Two methods are implemented
within 3DWIZ environment: Sammon mappings and authors’ GENRED method
based on a simple Genetic Algorithm. The main goal of the study was to verify if
the proposed improvements make the idea of Sammon mapping better in quality
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of results and its efficiency. We have performed a number of experiments with
different data sets, inter alia real medical data. Method was fully tested on two
real-life data sets.

Used Data Sets. For detailed studies we selected two data sets from the UCI
ML Repository [14]. Additionally we applied developed method to real-life medi-
cal data. We decided to use a data that contain at least 20 attributes and at least
2000 vectors. Mushroom and Landsat Satellite sets were selected from the UCI
ML repository. As the real-life data sets we experimented with two sets gathered
from the Wroclaw Medical University, considered earlier in the rule association
generating task. There is no place here to present these experiments. Mush-
room data set consists of 8123 23-dimensional vectors. It classifies edibility of 23
mushroom species lamellate (Agaricus and Lepiota). The class label – edible or
poisonous (2 classes), was not taken into account in the reduction of dimensions,
it was used to determine the quality of clustering. We chose 3000 vectors for a set
of basic vectors, and another 400 for testing our procedure of adding new data
to the projected set. Data set Landsat Satellite consists of 4435 36-dimensional
vectors. The data have been gathered using Landsat Multi-Spectral Scanner,
whose task is to create pictures of the Earth surface in different spectral bands
of light. Single vector consists of four images of the same piece of land, where
first two images are made with green and red band of the visible spectrum, the
last two in two near-infrared bands. Each image is a bitmap of the area size of
3 × 3, value of each pixel lies in the interval [0, 255]. The last attribute is class
label, there are 6 classes.

Research Procedure for the Systematic Studies – Uncertainty of Mea-
surement. Data projection using Sammon mapping methods strongly depend
on the initial values of the vectors (points) in the target space. To have reliable
results, it is important to carry out multiple measurements. After a number of
initial trials, we observed that it is sufficient to perform 10 repetitions of each
run. To validate obtained results we apply the statistical analysis of results and
uncertainty of direct measurements. Let us assume that we measure n times the
value of X and we receive a series of values x1, x2, ..., xn. We consider X as a
random variable, and x1, x2, ..., xn as a finite sample from an infinite set of all
possible results. The best estimator of the value is the arithmetic average x. The
measure of uncertainty of a single measurement of the sample x1, x2, ..., xn is the
standard deviation Sx.

x =
1

n

n∑
i=1

xi , Sx =

√√√√ 1

n− 1

n∑
i=1

(xi − x)2, Sx =
Sx√
x

(3)

Uncertainty of the single measurement of xi is Sx which can be written as xi∓Si.
Sx is standard uncertainty. We can assume that the best estimation of value of
X is x x∓ Sx.

Reducing the Value of delta. Level of restrictions on delta is denoted as β, it is
changed in the experiment, and the time at which the algorithm reaches a prede-
termined value of the error is measured. Because a large amount of experiments
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Fig. 2. The dependence of error on the duration of Sammon method for selected values
of delta limits β, Mushroom data (left), Landsat Satellite data (right)

and the need to repeat each measurement ten times, it was decided to fix the er-
ror threshold, for Mushroom and Landsat Satellite equal to 0.045 and 0.0085
respectively. The data were projected on 3D space. The scope of the attributes
in the input set was set as [−1, 1]. After the preliminary tests, it was decided to
establish the tested values of delta as the successive powers of two.

According to the expectations, reducing the value of delta has improved the
efficiency of the algorithm. We observed even 41% reduction in time required
to attain the target, when β = 8. Fig. 2 shows the distribution of the time
dependence of the algorithm to action on the value of β. For each of the tested
values of β, the results were better than that obtained without restriction. When
delta is reduced too much, in this case to less than 8, the algorithm must make a
greater number of steps to correct the attributes of vectors and, therefore, time
is longer. On the other hand, with increasing β, increases the vulnerability to
fluctuations, which also extends the time.

Without limitation of delta, there are large fluctuations in the value of error
of up to 100000 in the early stages of the process. For β = 2, this effect was
virtually absent. With the increase in β, plot of the error becomes similar to the
Sammon method without improvements. Subsequently, studies were performed
using a set of Landsat Satellite, and the results are summarized in Fig. 2 (right).

In this case, the results are very similar. Again, the best result was obtained
for β = 8. For values greater than 8 but less than 256 we observe a linear, positive
correlation between the error and β. Only in the case of 256 and 512 there is an
unexpected decrease. An interesting result was obtained for β = 1, the value of
the error in this case is the largest. The reason is that it is too strong limitation
of modifications of the vectors in the target space. Limitation of delta positively
influences the time of reaching assumed mapping error.

Reducing Computational Complexity of a Single Iteration
We measured the time in which the algorithm reaches a predetermined value of
the error depending on the parameter λ, where λ is the percentage of the set of
input vectors used in the calculation of derivatives required in the error function
calculation. The ceiling of error was determined individually for each data set
as before to 0.045 and 0.0085, Magic Factor=0.4, data were projected into 3D
space. We studied the behavior of the algorithm for ten values of the parameter
λ, from 10% to 100% with the step of 10%. We used delta limited to 8. As we
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Fig. 3. Time required to reach an error=0.045 for Mushroom (left) and an error=0.0085
for Landsat Satellite data set (right), when different part (λ) of the vectors are used

expected, a significant improvement in performance of the method was observed.
Use of 20% of the reference vectors improved the time of reaching assumed error
by 105%, which is a very good result.

Fig. 3 (left) shows almost linear relationship between λ and the time needed
to complete the task. Only when λ=10% the result differs from the scheme.
In the case of a small number of reference vectors, the accuracy of the records
correction in the target space is slightly reduced. We observed a much more
precipitous decline in the value of error for smaller values of the parameter λ.
The same test was conducted for Landsat Satellite data set. The results are
presented in Fig. 3 (right). A significant increase in performance is seen also for
this data set. As before, the extreme acceleration was achieved for λ = 20%,
and it was also 105%. For λ = 10% the same effect is seen as previous, but in
this case, it affects to a lesser extent. Other results are very similar to those for
Mushroom data set.

Effectiveness of the Mechanism of Adding New Vectors
The goal of this study was to verify the effectiveness of improvements enabling
the adding of new vectors in the Sammon projection method. We used two ref-
erence data sets: Mushroom and Landsat Satellite with the size of 3000 vectors
and two additional sets of size 400 records each, which were added to the pro-
jection process. At the beginning 3000 vectors of data were projected into 3D
space, until the error reached values 0.045 and 0.0085 for Mushroom and Landsat
Satellite respectively. Next we added 400 new vectors, and ran the method until
it reached the error of 0.04 for Mushroom and 0.008 for Landsat Satellite. In this
study we include additional stop condition, when the error change in subsequent
iterations is less than 0.00001. The results were compared with these with 3400
vectors projected from the beginning.

The results for both data sets are collected in Table 1 and presented in Fig. 4.
It contains the results of measurements of time of reaching the reference pro-
jection error of 0.04 when all 3400 vectors are projected, and when in initial
projection is made with 3000 vectors and later 400 vectors are added, for Mush-
room and Landsat Satellite data sets.

For Mushroom we obtained very interesting results. In the process of adding
new vectors we obtained 30% decrease in time needed to achieve the target error
value of 0.04 and a high reproducibility of the results. 400 additional vectors
were added at seventeenth second of the projection process. This triggered an
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Table 1. The results of measurements of time taken to reach the reference projection
error of 0.04

Exp. run 1 run 2 run 3 run 4 run 5 run 6 run 7 run 8 run 9 run 10 Aver. Error

Mushroom

All 44.08 38.46 40.33 51.86 35.91 49.36 43.76 53.64 44.67 39.46 44.15 1.87

Adding 33.56 33.58 34.07 35.23 33.79 33.81 34.08 33.74 33.28 33.50 33.86 0.17

Landsat Satellite

All 44.08 38.46 40.33 51.86 35.91 49.36 43.76 53.64 44.67 39.46 44.15 1.87

Adding 33.56 33.58 34.07 35.23 33.79 33.81 34.08 33.74 33.28 33.50 33.86 0.17
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Fig. 4. The error as a function of time when all the 3400 vectors are projected and new
400 vectors are added to 3000 projected vectors, Mushroom (left) and Landsat Satellite
(right)

immediate increase in the error but only to 0.1, which can be seen in Fig. 4.
Positioning algorithm of new vectors almost immediately reduced the error. The
whole process of increasing the number of vectors ended after 17 seconds. With-
out the described improvements, mapping the entire set of 3400 vectors from the
beginning it would take an average of 44 seconds. So we saved 27 seconds.

For Landsat Satellite there was a small overall increase in speed. Adding new
vectors occurred in twentieth second of the process. Again, there was a sudden
increase in the value of the error to 0.1, which was quickly canceled out. Error
value of 0.004 was achieved in 48 seconds. Adding new vectors took in this case
28 seconds. Carrying out the projection from the beginning of 3400 vectors spans
more than 50 seconds. By streamlining the method we saved 22 seconds.

5 Summary

Sammon mapping method is one of the popular methods of dimension reduction,
but it has some important weaknesses. The computational complexity is high,
and, what is more important, when we obtain new data, we must start projection
from the beginning. In the paper we propose three authors’ improvements of this
method. The first is calculation reduction based on elimination of fluctuation
in the course of the method. Instability of the projection process is present
especially in the initial stage of the process. As a remedy for that we proposed
to introduce a limit for delta value. Experiments on two data sets proved the
proposed solution. Study showed a significant reduction in fluctuation of error
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values in the initial stages of the method, which resulted in the efficiency increase.
The second improvement concerns also calculation reduction, but we reduced
computational time of a single iteration of the method. Instead of calculation
of n(n − 1)/2 distances for all vectors (n is a number of vectors in the input
data set), we can calculate distances for every k-th vector. We save a lot of time
without worsening the results. Experiments confirm such results. We received
up to 105% increase in speed.

The proposed mechanism for adding new vectors seems to be very important.
Tests showed that we can insert new data in considerably shorter time than the
original Sammon method. Developed application 3DWIZ that was used in this
study allows for the tracking process of dimension reducing. It allows for any
moves in three dimensional space in which the vectors are displayed. Thanks
to this, discovery of relations and characteristics of the analyzed data sets are
easier.
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Abstract. The problem of ontology alignment is based on finding map-
pings between instances, concepts and relations of two ontologies which
(following Gruber’s work [8]) can be defined as explicit specification of
decomposition of some part of reality. This specification spreads over
three levels of detail: the concept attribute level, the concept level and
the relation level. This paper concentrates on identifying matches be-
tween relations of concepts which describe how these entities interact
with each other. After careful analysis we have noticed that this level
can be a source of many inconsistencies when two ontologies are blindly
integrated. We take our work on attribute-based concept alignment and
the consensus theory as a starting point. We extend it to handle the is-
sues that appear when aligning relations. We give formal definitions along
with careful formalization of set of requirements that eventual mapping
algorithm should satisfy in order to reliably designate matches between
ontologies on relation level.

1 Introduction

Providing reliable matches between ontologies is frequently a preliminary step
to any task concerning knowledge management. In general, the problem can be
described as the process of migrating contents of two ontologies. To illustrate
its importance let’s assume that there are two computer systems incorporat-
ing independent knowledge bases KB1 and KB2 with ontologies O (also ref-
erenced as source ontology) and O’ (target ontology) acting as their schemas.
The common situation occurs when the user makes a query to KB2 utilizing
its format (imposed by O’). There may be situation in which the data, that
is the answer for such request, is present not in KB2, but in KB1. Therefore,
the system must find proper content of KB1 and provide it to the user. Due
to the fact that both computer infrastructures utilize ontologies as formal foun-
dations of their knowledge bases, considered issue comes down to finding those
parts of O that most accurately match to specific parts of O’ selected by user’s
query.

It has been stated in [10] that methods of integrating ontologies need to resolve
conflicts that possibly occur between ontologies. These inconsistencies can be
divided into three separated levels: instance level, concept level and relation level.

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 49–58, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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In the context of aligning ontologies, for each level there must be independent
method of designating mappings of elements that are specific for considered
layer.

In our previous work ([12]) we have formulated algorithms that designate map-
pings between concepts and their attributes (therefore working at the attribute
and concept levels). In this paper we provide a novel framework for designating
alignments between relations that occur between concepts. We utilize and extend
aforementioned concept aligning algorithm, by assuming that designating map-
pings between relations can be properly formulated only for pairs of concepts
that are already well aligned.

The problem can be stated as follows: Having selected two concepts c′1 and
c′2 from target ontology such that there exist two concepts c1 and c2 from source
ontology that are well aligned, one should determine alignment between relations
between concepts c1 and c2, and relations between c′1 and c′2.

This problem can be decomposed into several subtasks. At first, the algorithm
needs to identify which relations from analyzed ontologies are a source of poten-
tial conflicts. Then the method should determine relationships between relations,
designate best matches for relations from target ontology among relations from
source ontology and consequently select relations that are not present within
target ontology. Consider the example from Figure 1.

Fig. 1. Example relations between concepts

Obviously concepts presented in Figure 1 are pairwise well aligned (female-
woman, male-man, object-thing). Ideally, the algorithm should determine that
relations is brother and is husband are less general that relation is family and
therefore they complement the description of possible interactions between se-
lected concepts man and woman within target ontology. Moreover, the solution
should clearly state that relations likes and dislikes are a potential source of con-
flicts and that the relation is acquaintance does not interfere with any relation
nor is a source of any inconsistency.

The main contribution of our work refers to the analysis of formal semantics
of relations that connect concepts within particular ontologies. By analogy to
semantics of attributes, we assign logic sentences to every relation and therefore
we are able to identify relationships between relations. In other words, we can
unequivocally state which relations are equivalent, which can be ordered in hi-
erarchy and which are contradictory (so are the source of possible inconsistency
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on the relation level). Moreover, we are able to clearly calculate the distance
between these annotations (utilizing algorithm from [15]) and despite lack of
relationship between them, to reliably answer how close two relations are.

The paper is organized as follows. In Section 2 we provide an overview of
related works that has been done in the field of ontology alignment. In Section
3 we give the description of basic notions used throughout the whole paper. In
Section 4 we present our approach to designating mappings between concepts’
relations. Brief overview of upcoming works and a summary are given in part 5.

2 Related Works

Formerly developed approaches to ontology alignment provide generic method-
ology for incorporating knowledge about relations between concepts into the
process of designating mappings. In general, they are based on a analyzing taxo-
nomic structure of particular ontology, using a similarity measure of Taxonomic
Precision ([3]). The difference with our approach is the fact that previously pro-
posed techniques incorporated the knowledge about relation in order to improve
aligning concepts but not relations itself. These methods (classified in [5] as
structure-based approaches) are frequently adapted to variety of practical appli-
cations, such as finding alignments between biomedical ontologies ([1]). Despite
good results acquired by available mapping systems ([16]), the problem of align-
ing ontologies has been narrowed to designating mappings between ontologies
stored using one certain representation format, which is OWL standard. Re-
gardless of variety processing tools and broad acceptance, this tool has many
restrictions that have been addressed in details in [9]). Recent progress in this
approach has been addressed and broadly described in [6]. This work also con-
tains overview of the main issues that still need to be solved, but none of the
papers cited there do not relate directly to aligning relations between concepts,
neither to incorporating semantics of attributes.

The problem of processing relation is more frequently related to the topic
of ontology integration. This issue has been addressed in [11] where reliable
methods for representing ontological conflicts were described in details. This
publication also contains broad characterization of algorithms for conflict reso-
lution based on consensus theory ([2]), that has been proved useful in terms of
any kind of task concerning knowledge integration.

Because of the limited space for this paper, we are not able to present exten-
sive overview of works that have been done in the field of ontology alignment.
For more detailed descriptions please refer to our former publications, [12], [14]
and [15].

3 Basic Notions

We take [10], [15] and [14] as a starting point. Therefore we define ontology as
a triple O = (C,R, I), where C is the set of concepts, R is a set of relations
between them (the definition of it’s members will be given further) and I is a
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set of instances. The concept c from set C is defined as a tuple c = (Idc, Ac, V c)
in which Idc is a concept’s label (an informal name of a concept), Ac is a set
of its attributes and V c is a set of domains of attributes from Ac. The triple c
can be also called concept’s structure. Denoting some finite set of attributes as
A and set of their valuations as V, in further parts of this article by Real World
we will call a pair (A,V) and every ontology O such that ∀c∈CA

c ⊆ A will be
called (A,V)-based.

Let SA be the set of atomic descriptions of attributes given in natural lan-
guage. By LA

s we will call the formal language, using elements of SA and logic op-
erators ¬,∨,∧. Therefore, LA

s is a sublanguage of the sentence calculus language.
We will use it to assign explicit semantics to attributes. Hence, by semantics of
attributes we will call a partial function SA,C : A × C → LA

s . Logic sentences
from LA

s annotate every inclusion of attribute within concept. Such approach
allows us to express the variety of characteristics that some attribute may show
when included within a number of differing concepts. For example, the attribute
Address indicate different meaning when incorporated in the concept Webpage
and concept Person. Developing this idea we were able to formulate different
relationships that describe how attributes relate with each other. Assuming the
existence of two (A,V)-based ontologies O and O’ with respective sets of con-
cepts C and C’ such that c ∈ C, c′ ∈ C′, a, b ∈ A we define relationships between
attributes as follows:

– equivalency (denoted as≡) if the formula SA,C(a, c)⇔ SA,C(b, c
′) is a tautol-

ogy (in classical logic interpretation) then attributes a and b are equivalent
– generalization (denoted as ↑ ) if the formula SA,C(a, c) ⇒ SA,C(b, c

′) is a
tautology then attribute b is more general than attribute a

– contradiction (denoted as ↓) if the formula ¬(SA,C(a, c) ∧ SA,C(b, c
′)) is a

tautology then attributes a and b are contradicting

For broad description of these relationships, please refer to our previous publi-
cations [15] and [12].

The foundation of our approach to aligning concepts are three functions

M c,c′
A ,M c

A and MC that are used to unequivocally designate the degree of align-
ment of two attributes, the degree of alignment for selected attribute from
source ontology and the degree of alignment of two concepts. The postulates

that function M c,c′
A → [0, 1] must satisfy are as follows: (i) The function M c,c′

A

must not be symmetrical. (ii) If two attributes a and b are equivalent then

M c,c′
A (a, b) = M c,c′

A (b, a) = 1. (iii) If a ↑ b and not a ≡ b then M c,c′
A (a, b) = 1 and

M c,c′
A (b, a) < 1. This function incorporates the distance between two semantics

(dS). Due to the limited space we cannot present its full definition so for details,

please refer to [15]. Eventually, M c,c′
A can be defined below:

M c,c′
A (a, b) =

⎧⎨⎩
1 if a ≡ b
1 if a ↑ b and not a ≡ b
1− dS(SA(a, c), SA(b, c

′)) otherwise
(1)
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The next function M c
A : Ac → [0, 1] identifies ”the best match” for particular

attribute from some source concept within set of attributes of target concepts.
It is defined as follows:

Mc
A(a) =

⎧
⎪⎨

⎪⎩

1
|Z∗|

∑
(a,b)∈Z∗ Mc,c′

A if |Z∗| > 0

Mc,c′
A if |Z∗| = 0, for b = argmax

b∈Ac′ M
c,c′
A (a, b) ∧ Mc,c′

A (a, b) > 0

0 otherwise

(2)

The set Z∗ used in this function is defined as Z∗ = {(a, b) : a ∈ Ac, b ∈ Ac′ , b =

argmaxb∈Ac′M
c,c′
A (a, b) ∧M c,c′

A (a, b) ≥ T }.
In order to provide a method for calculating the degree to which a concept

from source ontology can be aligned to a concept from target ontology we need
to formulate the function MC → [0, 1]. It satisfies following postulates: (i) The
function MC must not be symmetrical. (ii) Assuming the existence of concepts
c and c’ such that Ac = {a} and Ac′ = {b} where a ↑ b and not a ≡ b then
the condition MC(c, c

′) ≥ MC(c
′c) must be met. Having that and incorporating

definitions 1 and 2 we have developed an algorithm that calculates its values. The
input data are two sets of attributes (Ac and Ac′). In the first step it discards the
unnecessary redundancy from the source concept’s structure Ac (for example - it
removes equivalent attributes), eventually creating the working set Ac. Then the

following formula is executedMC =
∑

a∈Ac
Mc

A(a)

|Ac| and eventual result is returned.

Because of the limited space we cannot provide the full listing - for details, please
refer to [12].

Definition 1. Assuming that there exists two ontologies O and O’ with respec-
tive sets of concepts C and C’, by well aligned concepts we call a pair (c, c′)
c ∈ C, c′ ∈ C′ such that MC(c, c

′) ≥ T , where T is assumed threshold value
T ∈ [0, 1].

As stated in the previous part of this paper within ontology O = (C,R, I) we
distinguish set R of binary relations between concepts from set C. Therefore
the set R is defined as R = {r1, r2, ..., rn} such that n ∈ N and ri ⊂ C × C
for i ∈ [1, n]. By analogy to semantics of attributes we wanted to assign similar
semantic descriptions to every relation from ontology. Thus we introduce the
set SR containing atomic descriptions of relations. Then by LR

S we will denote
the sublanguage of sentence calculi, built from elements of set SR and basic
logic operators ¬,∨,∧. Consequently, by semantics of relations between we call
a partial function SR,O : R → LR

s . Assuming the existence of two (A,V)-based
ontologies O and O’ with respective sets of relations R and R’ such that r ∈
R, r′ ∈ R′, we define relationships between relations as follows:

Definition 2. Two relations r and r’ are equivalent referring to their semantics
(semantic equivalency) if the formula SR,O(r) ⇔ SR,O(r

′) is a tautology. We
denote this fact using the symbol (denoted as ≡).
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For example, the relation ”is spouse” is equivalent with the relation ”is partner”.

Definition 3. The relation r’ is more general than the relation r referring to
their semantics (semantic generality) if the formula SR,O(r) ⇒ SR,O(r

′) is a
tautology. To denote this situation we use the symbol ↑.

For example, the relation ”is family” is more general than the relation ”is
brother”.

Definition 4. Two relations r and r’ are in contradiction referring to their
semantics (semantic contradiction) if the formula ¬(SR,O(r) ∧ SR,O(r

′)) is a
tautology. To denote this fact we use the symbol ↓.

For example, the relation ”likes” is in contradiction to the relation ”dislikes”.

4 Aligning Concepts’ Relations

In order to reliably transform the knowledge about possible relations between
concepts, we need to define the function that calculates the degree to which
we can align particular relation from source ontology into relation appearing
in the target ontology. Assuming the existence the source ontology O=(C,R,I)
and the target ontology O’=(C’,R’,I’) the requirements for such function with
a signature MR : R′ ×R→ [0, 1] can be formulated with following postulates:

1. The function MR must not be symmetrical.
2. If two relations r ∈ R and r′ ∈ R′ are equivalent (r ≡ r′) then MR(r, r

′) =
MR(r

′, r) = 1
3. If r ↑ r′ and not r ≡ r′ then MR(r, r

′) = 1 and MR(r
′, r) < 1

4. If r ↓ r′ then MR(r, r
′) = MR(r

′, r) = 0

The first postulate concerns the intuition behind aligning ontologies. There are
examples when it is easy to find proper alignments from selected relation from
source ontology to some relation from target ontology, but it is more complicated
to designate alignments in the other direction. Consider the example from Sec-
tion 1 in which it should be fairly simple to find mapping for relation is brother,
but more difficult to find alignment for relation is family. The next two postu-
lates refer to situation in which two relations are in some relationship. Having
in mind the intuition, we can say that when two relations are equivalent we
should be able to unequivocally transform them, thus the degree of alignment
must be maximal. Similar issue occurs when some relation is more general than
the other. The degree of alignment should also be maximal, due to the fact that
we can reliably transform the knowledge expressed with more details into less
complex, than in the other way. For example (referring to Figure 1), knowing
that someone is brother of someone else implicates that they are also a family,
but knowing that few people are related with each other does not implicate the
type of their affinity. The last of the postulates concerns the situation in which
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two relations are in contradiction (for example, a pair likes-dislikes). In such sit-
uation the degree of the alignment between them should be minimal. Moreover,
this value should indicate that such two relations are the source of potential
inconsistencies. The knowledge about it must simplify the process of satisfying
the condition for noncontradiction when two ontologies are integrated ([10]).

Bearing in mind listed postulates we were able to define function MR as
follows:

MR(r, r
′) =

⎧⎪⎪⎨⎪⎪⎩
1 if r ≡ r′

1 if r ↑ r′ and not r ≡ r′

0 if r ↓ r′
1− dS(SR,O(r), SR,O(r

′)) otherwise

(3)

Presented function is a straightforward realization of postulates presented in
this section. In the last section it incorporates the function dS that calculates
the distance between two logic sentences described in details in [15]. Due to the
limited space for this paper, we cannot give its comprehensive overview.

To ensure that our algorithm analysis only relations for selected pairs of con-
cepts, we define the auxiliary set Rel. Note that this set contains only directed
relations from c1 to c2, and not from c2 to c1. This fact guarantees that the
eventual algorithm will analyze only relations that are compatible in terms of
their directions.

Definition 5. By Rel(c1, c2) we denote the set of directed relations from concept
c1 to concept c2 as Rel(c1, c2) = {r ∈ R|(c1, c2) ∈ r}.

As said in Section 1 the eventual algorithm should work threefold. It is expected
to designate matching relations and find those pairs of relations which are source
of potential conflicts between ontologies. Moreover, it must select relations from
source ontology that are not present within target ontology and do not entail
conflicts. Bearing this in mind, we have formulated the output of prepared algo-
rithm as three sets:

– RAl containing tuples of a form (r, r′,MR(r, r
′)) which represent matching

relations and the degree to which we can align them
– Rnew = {r ∈ R|MR(r, r

′) = 0 ∧ ¬∃r′ ∈ R.r ↓ r′} which contains relations
that represent such connections between concepts that do not occur within
target ontology

– Rcon = {(r, r′)|r ∈ R, r′ ∈ R′, (c1, c2) ∈ r, (c′1, c
′
2) ∈ r′, r ↓ r′} containing

pairs of conflicting relations

We assume the existence of two different ontologies O = (C,R, I) and O′ =
(C′, R′, I ′) and that within these ontologies there are two pairs of well aligned
concepts (c1, c

′
1) and (c2, c

′
2) such that c1, c2 ∈ C and c′1, c

′
2 ∈ C′.
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Algorithm 1
Input : Two pairs of well aligned concepts (c1, c2) and (c′1, c

′
2)

Output : Sets RAl, Rnew, Rcon

Procedure:
BEGIN

1. RAl = φ,Rnew = φ,Rcon = φ;
2. Remove redundancy from set Rel(c1, c2)

2.1. if in Rel(c1, c2) there are two relations r,r’ such that r ≡ r′ then
remove from set Rel(c1, c2) relation r or r’ ;

2.2. if in Rel(c1, c2) there are two relations r,r’ such that r ↑ r′ and not
r ≡ r′ then remove from set Rel(c1, c2) relation r’ ;

3. For each relation r ∈ Rel(c1, c2)
Begin

3.1 R̃Al = {(r, r′, 1)|r′ ∈ Rel(c′1, c
′
2) ∧ r ≡ r′};

3.2 R̃Al = {(r, r′, 1)|r′ ∈ Rel(c′1, c
′
2) ∧ r ↑ r′};

3.3 R̃con = {(r, r′)|r′ ∈ Rel(c′1, c′2) ∧ r ↓ r′};
3.4 if R̃Al = φ then

R̃Al = {(r, r′,MR(r, r
′))|r′ ∈ Rel(c′1, c′2) ∧MR(r, r

′) ≥ T ∧
r′ = argmaxr′∈(c′1,c

′
2)
MR(r, r

′)};
3.5 if R̃Al = φ then

R̃new = {r};
3.6 RAl = RAl ∪ R̃Al, Rcon = Rcon ∪ R̃con, Rnew = Rnew ∪ R̃new ;

End
4. Return sets RAl, Rnew, Rcon;

END

The algorithm at first generates empty result sets for further processing. Next
it removes unnecessary redundancies from the set of relations extracted from
source ontology. It discards relations that are equivalent and these relations that
remain in generalization relationship with any other relation from processed set
(for example, we do not simultaneously need relations ”is colleague” and ”is
coworker” or relation ”is family” if we own relation ”is brother”). The reason
why we alter only the set Rel(c1, c2) is because we cannot modify the set from
target ontology due to the fact that the end user makes requests utilizing its for-
mat of expressing knowledge and conceivable modification could easily restrict
expected response. The next step is to find ”best matches” for every relation
taken from source ontology. This part can be decomposed into several stages.
The first is based on incorporating conditions for relationships between rela-
tions (from Definitions 2, 3 and 4). Throughout steps 3.1 and 3.2 the algorithm
utilizes postulates for function MR and adds to the resulting set RAl pairs of
relation for which the alignment degree is maximal (equal to 1). On this stage
we designate alignments for equivalent relation such as ”is partner”/”is spouse”
and similarly for relations that remain in generalization relationship (for ex-
ample, ”is brother”/”is family”). Consequently, in step 3.3, we identify these
relations which are in contradiction and which are source of possible conflicts
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(such conflicts occur when two ontologies are merged and within resulting on-
tology two relations that are in contradiction relationship are both present, for
example ”likes”/”dislikes”). Next, the algorithm needs to process relations that
do not participate in any relationship. It is achieved within consecutive steps
3.4 and 3.5, which designate best alignments for selected relations (in terms of
alignment degree from equation 3) and if none mapping is found, the algorithm
decides that processed relations neither have a match nor cause any conflict. In
such situation particular relation is added to the set containing relations that
are not expressed within target ontology. In the following step 3.6 the algorithm
adds partial results obtained for processed relations from source ontology into
the final resulting sets and in the last step 4 returns designated outcomes.

Assuming that cardinalities of sets Rel(c1, c2) and Rel(c′1, c
′
2) are respectively

m and n we are permitted to say that the complexity of our algorithm is approx-
imately quadratic O(mn). Despite the fact that the algorithm needs to process
every pair of relations from analyzed sets, observations prove that values m and
n are frequently low. Therefore not many comparisons are required and we can
say that our algorithm is effective.

Despite obvious advantages (such as identifying relationships between at-
tributes), our approach has few downsides. The main issue is the assumption
about having two pairs of well-aligned concepts. As stated in [4], finding pair
of matched entities within two large scale ontologies can be very difficult and
time/resource consuming. This is the issue that we plan to examine in upcoming
work. As stated in Section 2, the most common implementation method is OWL
language. The problem of this solution is the lack of any kind of explicit mecha-
nism for assigning logic sentences to attributes (that are stored as plain key-value
pairs). For this reason it is difficult to conduct any kind of experiment utilizing
currently available benchmarks. Issues related to difficulties with experimental
testing of our approach have been described in details in [13]. Nevertheless, our
method proves to be useful. Initial tests conducted with prepared experimental
environment shows that our approach gives promising results and can be eas-
ily integrated into any application that requires designating mappings between
knowledge representations (e.g. integrating federated data warehouses).

5 Future Works and Summary

In this paper we have presented the novel framework for aligning relations
between concepts from two heterogenous ontologies. We have given concise theo-
retical foundations, detailed description of the main approach and careful expla-
nation of possible use-cases in which the necessity of aligning relations appear.
In the future we want to concentrate on implementing our ideas within exper-
imental environment that currently remain under active development process.
Second direction of our work concerns reducing complexity of the process of
aligning whole ontologies, not only selected, single concepts or relations. We
treat our bottom-up approach to aligning ontologies as an interesting redefini-
tion of this broadly discussed topic. We move the focus from aligning OWL files,
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therefore, creating a unified framework that can be easily integrated within any
situation that requires mapping semantic descriptions of knowledge.
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Abstract. Data deduplication is widely used in storage systems to pre-
vent duplicated data blocks. In this paper, we suggest a dynamic chunk-
ing approach using fixed-length chunking and file similarity technique.
The fixed-length chunking struggles with boundary shift problem and
shows poor performance when handling duplicated data files. The key
idea of this work is to utilize duplicated data information in the file
similarity information. We can easily find several duplicated point by
comparing hash key value and file offset within file similarity informa-
tion. We consider these duplicated points as a hint for starting position
of chunking. With this approach, we can significantly improve the per-
formance of data deduplication system using fixed-length chunking. In
experiment result, the proposed dynamic chunking results in significant
performance improvement for deduplication processing capability and
shows fast processing time comparable to that of fixed length chunking.

Keywords: Deduplication, Metadata, Chunking algorithm, File simi-
larity.

1 Introduction

Data deduplication is commonly used as a data compression technique for elimi-
nating redundant data. The key advantage of this technique is to improve storage
utilization and can also be used low-bandwidth network to reduce the number
of bytes. Generally, data deduplication technique identifies and eliminates du-
plicated data blocks with a cryptographic hash function. In data deduplication,
the basic idea is to split a file into blocks (chunking) and applies hash functions
to compute hash values. To check data duplication, the client sends the hash key
list to the server. The hash key for each chunk is used to determine if that chunk
exists in the multiple locations by comparing hash keys. If there are same hash
keys on another location, we assume that the chunk is duplicated. Therefore,
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we can prevent duplicated data blocks to be transferred. Generally, the chunk-
ing algorithms are divided into two; fixed-length chunking and variable-length
chunking. The fixed-length chunking approach achieves very fast data dedupli-
cation result but the performance is not good, because boundary shift problem
degrades the deduplication performance. On the contrary, the variable length
chunking achieves high degree of performance while causing high computation
overhead and longer processing time.

We assume that a file contains duplicated data blocks with spatial locality.
When we modify a file or append new data blocks to an old version file, the
new version of a file usually contains lots of duplicated region of data blocks
compared with previous version of a file. Therefore, if we find one duplicated
data block then we can find lots of duplicated data blocks around this position.
Sometimes there exists a special file that completely changes the contents of
the file with a small change of data such as zip compress format and jpg image
format. However, in almost all data format, data modification in a file limits
the data change within a small area. In this paper, we try to minimize chunking
time close to the processing time of fixed length chunking by applying dynamic
chunking.

In this paper, we propose an efficient dynamic chunking mechanism based
on fixed-length chunking and file similarity scheme. The key idea of this work
is to utilize duplicated data information in the file similarity information. We
can easily find several duplicated point by comparing hash key value and file
offset within file similarity information. We consider these duplicated points as
a hint for starting position of chunking. The proposed system can search lots of
duplicated data blocks around these starting position with fixed length chunking
overhead.

The rest of this paper is organized as follows. In Section 2, we describe related
works about deduplication system. In Section 3, we explain the design principle
of proposed system and implementation details for data deduplication using file
similarity. In Section 4, we show performance evaluation result of exploiting file
pattern and we conclude and discuss future research plan.

2 Related Work

In a backup system, a version control program, P2P system and CDN system,
data deduplication scheme is widely used for minimizing disk capacity and re-
duce network traffic[1][2][3]. The state of art works related to data deduplication
is Rsync[4], DEDE[5], Venti[6], LBFS[7] and Multi-mode[8]. Rsync is a software
application for Unix systems which synchronizes files and directories from one
location to another locations while minimizing network traffic using delta en-
coding. An important feature of Rsync is open source and it use single round
approach. Rsync can copy or display directory contents and files, optionally using
compression and recursion. Venti is a network storage system that permanently
stores data blocks. A 160-bit SHA-1 hash of the data acts as the address of the
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data. This enforces a write-once policy since no other data block can be found
with the same address. The addresses of multiple writes of the same data are
identical. So duplicate data is easily identified and the data block is stored only
once. LBFS, a network file system designed for low bandwidth networks. LBFS
exploits similarities between files or versions of the same file to save bandwidth.
It avoids sending data over the network when the same data can already be
found in the servers file system or the clients cache. Using this technique, LBFS
achieves up to two orders of magnitude reduction in bandwidth utilization on
common workloads, compared to traditional network file systems.

DEDE is a decentralized deduplication system designed for SAN clustered file
systems that supports a virtualization environment via a shared storage sub-
strate. Each host maintains a write-log that contains the hashes of the blocks
it has written. Periodically, each host queries and updates a shared index for
the hashes in its own write-log to identify and reclaim storage for duplicate
blocks. Unlike inline deduplication systems, the deduplication process is done
out-of-band so as to minimize its impact on file system performance. In [9], they
propose a data deduplication system using multi-mode(source-based approach,
inline approach and post processing approach). The multi-mode system can be
operated in several modes that a user specifies during system operation, there-
fore, this system can be dynamically adjusted under consideration of system
characteristics.

3 System Design

3.1 File Similarity Information

In this work, we utilize the file similarity information that has two tuples, hash
key and file offset information. With that information, we can easily find dupli-
cated region on a file by comparing hash key between two files. If there is same
hash key, we use corresponding file offset where we apply fixed-length chunk-
ing, otherwise, we skip data deduplication. Therefore, the processing time of the
proposed system is very short compared with variable-length chunking approach.

The key idea of this paper is applying file similarity information to find dupli-
cated points between two files. In this work, we have to decide how much dupli-
cated data blocks exist between two files. As a fast and efficient file comparison
mechanism, we exploit the representative hash list that is used for evaluating
the degree of similarity between two files. We made representative hash list for
a given file by searching and composing the maximum hash list.

As can be seen in figure 1, Rabin hash function is used for computing a hash
key for a block. The Rabin hash starts at each byte in the first byte of a file and
over the block size of bytes to its right. If the Rabin computation at the first
byte is completed then we have to compute the Rabin hash at the second byte
incrementally from the first hash value(fingerprint). Now that the hash value at
the second byte is available then we use it to incrementally compute the hash
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Fig. 1. File similarity information extracting mechanism

value at the third, and continue this process. We have to sort the Rabin hash
value and choose only 10 maximum values as a representative hash.

In this work, we made the representative hash list for all files before data
deduplication. We extract one representative hash for 1 MByte therefore the
amount of additional information for file similarity is not critical for metadata
management.

Algorithm 1. File similarity extracting algorithm

Input: FileStream
Output: Hasharray
begin

offset ← 0;
length ← Length(FileStream);
while offset < length do

offset ← seek(FileStream, seek-cur);
byte ← readbyte(FileStream);
if FindAnchor( Byte ) = true then

hasharray[0].offset ← offset;
hasharray[0].value ← RabinHash( readblock(FileStram, offset) );
quicksort(hasharray);

end

end
return hasharray;

end
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Algorithm 1 explains how we can get file similarity information from file
stream. First, the algorithm seeks the current file position using seek() func-
tion. By generating Rabin hash function with the byte of current position, we
can get new hash key. The hash key is compared with previous hash keys. If the
hash key is bigger than a hash key in hasharray, we replace the new hash key
with minimum value in hasharray. This procedure repeats to the end of file and
the output is the representative hash list for used file similarity information.

3.2 How to Find Duplicated Position Using Representative Hash?

Figure 2 shows how we can find duplicated points between files using the rep-
resentative hash information. The target file is located on the server and the
source file is on the client. The client creates the source file by modifying target
file. In this example, we made the source file by inserting one new block in front
of A, deletes B block and finally inserts one block and 246 byte data in front
of C block. The block size is 8Kbyte. With the representative hash, we can get
two duplicated points A and C. By comparing offset information, we can easily
guess how each point is located on the file. With this information, we can start
the fixed length chunking and find most of the duplicated data.

Fig. 2. Duplicated point search mechanism using representative hash

Figure 3 shows the conceptual diagram of dynamic chunking scheme. First, the
client searches the representative hash for the file to be deduplicated. If the client
cannot find the pre-computed representative hash then compute it using Rabin
hash function. Second, the client sends the representative hash to the server.
The server can find high similar file with the representative hash by comparing
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the hash values between files on the server. If the system finds a similar file then
it computes duplicated points by computing diff value. We can get diff value by
difference between start offset of a block and start offset of representative hash
block. In the client, this diff value is used to locate duplicated point and dynamic
chunking.

Fig. 3. Dynamic chunking processing concept

The client sends lookup information that is generated from dynamic chunking.
The server check the lookup list and sends non-duplicated chunk information to
the client. Finally, the client sends non-duplicated data blocks to the server.

3.3 Similarity Based Dynamic Chunking Algorithm

In this work, we implemented file similarity-based deduplication system with
fixed-length chunking, called dynamic chunking. Fixed-length chunking lets files
be divided into a number of fixed-sized blocks, and then applies hash functions to
extract a hash key of the blocks. The reason why we used fixed-length chunking is
two-folds: First, fixed-length chunking is very light-weight for data deduplication
in term of processing time. Second, fixed-length chunking is easy to implement
for evaluation purpose than variable-length chunking. Algorithm 2 explains how
data deduplication works with file similarity information. ArrayServer contains
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hash key set on the server and has three elements including offset, hash key and
diff value. In DifferenceCheck function, the location of identical block is listed
on the ArrayServer[i].diff and this information is used for fixed-length chunk-
ing. DuplicationCheck() function performs data deduplication with fixed-length
chunking using the information of ArrayServer and ArrayClient. First, it reads
the file offset from ArrayClient and adds the difference from ArrayServer, which
makes new location for fixed-length chunking. In the fixed-length chunking, we
can find duplicated blocks using hash key comparison. The key idea of this
algorithm is to find the exact location where fixed-length chunking happens.
Therefore, we can avoid unnecessary hash comparison for data deduplication.

Algorithm 2. Similarity bassed fixed-length chunking algorithm

Input: ArrayServer, ArrayClient, FD
begin

for i ← 0 to ArrayServer.length do
offset ← ArrayClient[i].offset + ArrayServer[i].diff;
while offset < Length(FD) do

block ← readblockFD, offset);
hash ← ComputeSha1(block);
if lookup(hash) = true then

HashList.add(hash, offset, true);
else

break;
end

end
while offset < Length(FD) do

offset ← seek(FD, offset - blocksize) block ← readblockFD, offset);
hash ← ComputeSha1(block);
if lookup(hash) = true then

HashList.add(hash, offset, true);
else

break;
end

end

end

end

On both the client and the server, the server must index a set of files to
recognize data chunks. It can avoid sending data blocks over the network. To
save chunk transferring, the proposed system relies on the collision resistant
properties of the SHA-1 hash function. The probability of two inputs to SHA-1
producing the same output is far lower than the probability of hardware bit
errors. Thus, our system follows the widely-accepted practice of assuming no
hash collisions. If the client and server both have data chunks producing the
same SHA-1 hash, they assume the two are really the same chunk and avoid
transferring its contents over the network. The central challenge in indexing file
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chunks to identify commonality is keeping the index a fixed size while dealing
with shifting offsets.

4 Performance Evaluation

In this work, we developed a deduplication storage system and evaluate the
performance of the proposed algorithm. The server and the client platform con-
sist of 3 GHz Pentium 4 Processor, WD-1600JS hard disk, 100 Mbps network.
The software is implemented on Linux kernel version 2.6.18 Fedora Core 9. To
perform comprehensive analysis on similarity based deduplication algorithm, we
implemented several deduplication algorithms for comparison purpose includ-
ing Fixed-length Chunking (FLC), File Similarity-based Fixed-length Chunking
(FS-FLC) and Variable-length Chunking(VLC). We made experimental data set
using for modifying a file in a random manner. In this experiment, we modified
a data file using lseek() function in Linux system using randomly generated file
offset and applied a patch to make test data file. The SRP(Space Reduction
Percentage) ratio of the data file is fixed 50%. For each run, we did multiple
runs with different data sets, and plot the average resulting value.
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Fig. 4. Evaluation result for processing time and SRP

Figure 4 depicts the processing time and space reduction percentage graph
when we applied FLC, FS-FLC and VLC. As can be seen, FLC scheme shows
very fast processing time for handling data deduplication, however the SRP
result is poor than other scheme. VLC shows very high SRP result while it takes
very long time for processing data deduplication. The proposed scheme(FS-FLC)
shows fast and high SRP result compared with other approaches. The significant
result is SRP result between FS-FLC and VLC.
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Fig. 5. Evaluation result varying SRP value

Figure 5 demonstrates the evaluation result for detecting how much dupli-
cated data while varying SRP value from 10% up to 50%. FLC shows poor
performance, it only detect less than 20% for 50% SRP data. However, VLC
and FS-FLC can detect almost all duplicated data blocks. We believe that the
evaluation result shows significant impact of the proposed system.

5 Conclusion

Thewell-knowndata deduplication algorithms are divided into fixed-length chunk-
ing and variable-length chunking. The fixed-length chunking is very fast for pro-
cessing data deduplication but degrades the deduplication performance. However,
the variable length chunking can achieve significant data deduplication perfor-
mance with high computation overhead and longer processing time. In this paper,
we suggest a dynamic chunking approach that overcomes the inherent problem of
fixed-length chunking by adapting file similarity technique. The key idea of this
work is to find several duplicated point by comparing hash key value and file offset
within file similarity information. The proposed system shows significant perfor-
mance improvement in processing time comparable to that of FLC. Also it shows
high deduplication capability comparable to that of VLC.

Several issues remain open. First, our work has limitations on supporting
simple data file which has redundant data blocks with spatial locality; therefore,
if the file has several modifications then overall performance will be degrade. For
future work, we plan to build a massive deduplication system with huge number
of files. In this case, handling file similarity information needs more elaborated
scheme.
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Abstract. MapReduce is a programming framework for processing large amount
of data in distribution. MapReduce implementations, such as Hadoop
MapReduce, basically operate on dedicated clusters of workstations to achieve
high performance. However, the dedicated clusters can be unrealistic for users
who infrequently have a demand of solving large distributed problems. This pa-
per presents an approach of applying the MapReduce framework on peer-to-peer
(P2P) networks for distributed applications. This approach aims at exploiting
leisure resources including storage, bandwidth and processing power on peers
to perform MapReduce operations. The paper also introduces a prototyping im-
plementation of a MapReduce P2P system, where the main functions of peers
contain contributing computing resources, forming computing groups and exe-
cuting the MapReduce operations. The performance evaluation of the system has
been compared with the Hadoop cluster using the prevailing word count problem.

Keywords: MapReduce, Peer-to-Peer, Distributed Computing.

1 Introduction

MapReduce [1] is an autonomic parallelization and distribution framework for process-
ing large amount of data. The framework basically contains two operations: the map
operation takes a list of input key-value pairs and produces a list of intermediate key-
value pairs; the reduce operation merges the intermediate values which have the same
key together to produce the meaningful output to the users. Several MapReduce imple-
mentations including Google MapReduce and Hadoop MapReduce are based on dedi-
cated clusters of workstations to achieve high performance. In the MapReduce clusters,
a client submits a job including the map and reduce operations to a server acting as
the master which is responsible for distributing data and tasks to other servers acting
as slaves. After finishing the tasks, the slaves return their output to the master which
is also responsible for producing the result to the client. Although providing a lot of
advantages, the MapReduce clusters combined with the distributed file systems can be
unrealistic for the users who infrequently have a demand of solving large distributed
problems due to the high cost of establishing and maintaining the clusters.

Peer-to-Peer (P2P) networks contain several remarkable characteristics including
self-organization in management, scalability in architecture, and flexibility in search
in decentralized and federated environments. P2P applications largely concentrate on
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resource sharing and lookup such as multimedia files sharing [2, 3], resource search-
ing and retrieval [4–6]. Especially, P2P distributed computing has also been addressed
by multiple research activities [7–9]. Peers can contribute computing resources, such
as storage, bandwidth and processing power, and establish peer groups for solving dis-
tributed problems. However, the applicability of P2P distributed computing encounters
several performance issues. Peers possess unstable and heterogeneous bandwidth and
processing power while solving distributed problems may require computing resources
with some degree of stability and reliability. Peers reduce high communication load
by performing computing tasks individually on the local database, while solving dis-
tributed problems may require close collaboration between peers.

We propose an approach of applying the MapReduce framework on P2P networks for
solving distributed problems. This approach not only employs the MapReduce frame-
work but also exploits the characteristics of P2P technology for distributed computing
purposes. The advantages of this approach are to exploit leisure resources on peers
rather than using the dedicated clusters and to provide a distributed computing testbed
for users who infrequently have demands of solving large distributed problems. In this
approach, capable peers are invited to form the MapReduce groups as the MapReduce
clusters. These peers use their computing resources to complete the assigned map and
reduce operations. Multiple issues addressed in this approach include peer heterogene-
ity, peer communication for group formation and task assignment, and data distribution.
The contribution is thus threefold:

1. Proposing a feasible approach of applying the MapReduce framework to solving
large distributed problems on P2P networks

2. Extending the Gnutella P2P protocol to enable the MapReduce operations on peers,
and providing a mechanism of distributing data sets on peers

3. Implementing and evaluating a prototype of the MapReduce P2P system

The rest of the paper is structured as follows: the next section includes some back-
ground of P2P networks and related study of the MapReduce framework on P2P net-
works. Section 3 describes the design architecture of the proposed MapReduce P2P
system that solves the above issues of the approach. Section 4 presents the prototype
implementation of the system based on the Gnutella protocol. The performance eval-
uation is reported in Section 5 with some explanation and comparison to the Hadoop
MapReduce implementation before the paper is concluded in Section 6.

2 Related Work

A P2P network contains a large number of networked computers that share resources
including storage, bandwidth and processor power to provide services. The P2P net-
work has the capability of maintaining the stability of an overlay network where peers
dynamically join and leave. This network also has advantages in reducing collabora-
tion cost through ad-hoc communication process and providing high fault-tolerance
and scalability. P2P networks are classified by structured and unstructured networks.

The structured P2P network is tightly controlled in topology and a peer is fixed in a
logical location when connecting to other peers. This kind of networks uses Distributed
Hash Table (DHT) to generate uniquely consistent identifiers for peers and resources
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such that the peers hold the resource indexes if their identifiers are in the same identifier
space. Lookup queries are forwarded to the peers which are closer to the resources in
the identifier space. The prevailing structured P2P systems are CAN [10], Chord [11],
Kademlia [12], . . . The unstructured P2P network is loosely controlled in topology and a
peer connects to other peers in a random fashion. Each peer maintains a list of resources
in the local repository. Flooding-based search is a common mechanism used to find
resources in this kind of networks. Peers send queries to the neighboring peers for
queryhits. The key disadvantage of these networks is severe scalability problem as the
number of queries and peers increase. The prevailing unstructured P2P systems are
Gnutella [13], Freenet [14], BitTorrent [2], . . .

The super peer P2P network is a hybrid network that combines the characteristics of
the P2P network with the client-server network to address the problem of heterogeneous
peers, i.e., peers possess various capability of storage, bandwidth and processing power.
The study of Yang et al. [15] has presented guidelines for designing the super peer
network to take advantage of peer capabilities. The super peer network comprises many
clusters connected to each other to form either structured or unstructured P2P networks,
in which each cluster contains a super peer and a set of clients. The clients submit
queries to, and also obtain queryhits from, their super peer while the super peers forward
the queries and receive the queryhits on the super peer network. The latest version of
the Gnutella protocol has included this super peer concept.

The study of Fabrizio et al. [16] focuses on managing MapReduce applications in
dynamic distributed environments, such as Grid or P2P. In Internet-based computing
environments, failures are likely to happen since peers join and leave the network at
an unpredictable rate. The study deals with managing intermittent peer participation,
master failure and job recovery issues of the MapReduce framework that can be ap-
plied to computational Grids or P2P systems. The study has included a proposal of the
P2P-MapReduce architecture, where each peer can act as either master or slave, thus
creating a pool of backup masters. In case of the master failure, the backup master is
promoted to the master by the election mechanism of the backup masters. Although the
proposed system handles the master failure and job recovery, the system still suffers
from the problem of heterogeneous peers. Peers are different in storage, bandwidth and
computing power, thus choosing the master based on the smallest workload seems inef-
ficient. When using this system for solving large distributed problems, the master failure
causes the new master to be elected and several operations to be recovered, the system
thus wastes a lot of time and effort for election and recovery, increases the complex-
ity of job recovery management, and reduces the performance of solving the problems.
Moreover, using the JXTA open source package to build the structured P2P network
that tightly controls peers and resources, the system encounters difficulty in choosing
capable peers.

Our approach proposed in this study aims at exploiting leisure resources including
storage, bandwidth and processing power on peers to deal with the problem of peer het-
erogeneity, peer group formation, task assignment and data distribution for P2P com-
puting applications. The approach focuses on extending the Gnutella protocol to enable
the MapReduce operations on capable peers, which can be used for searching and re-
trieving resources more efficiently on P2P networks.
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3 Architecture

A super peer described in the Gnutella protocol version 0.6 needs to satisfy some re-
quirements, such as being not behind a firewall, having sufficient bandwidth, uptime,
and processing speed. In the Gnutella networks, each peer only connects to one of the
super peers while the super peers connect to each other and to the peers. The super peers
also act as proxies to the Gnutella network for the peers. Queries are forwarded among
the super peers using various routing mechanisms. When receiving the queries, the su-
per peers only forward the queries to the peers that match the queries’ search keys. The
super peers increase the scalability of the Gnutella network by reducing the number of
the incapable peers incorporating in the query routing and thus reducing network traffic.
The super peers also resolve heterogeneity problem.

Based on the advantages of the Gnutella network, we design a MapReduce-P2P sys-
tem that only uses the super peers to perform MapReduce operations. The Gnutella
protocol is extended to enable the MapReduce operations on the Gnutella networks by
adding four types of messages: group, join, mrinit, and mrfin. The group and join mes-
sages work as the request and response to form the MapReduce group, whereas the
mrinit and mrfin messages work as the request and response to handle the MapReduce
task execution. For the sake of simplicity, we refer MapReduce group, MapReduce task
and super peer as group, task and peer respectively in this study.

Gnutella message header
+-------------------------------------------------------+
| message id | descriptor | ttl | hops | payload length |
+-------------------------------------------------------+

A Gnutella message consists of header and content. The attributes of the Gnutella mes-
sage’s header are shown above. The message id field is used to detect whether a mes-
sage already arrived at a particular peer before. The payload descriptor field indicates
the types of messages such as, ping, pong, query, . . . The ttl field is the number of times
that the message can be forwarded in the network whilst the hops field is the number of
times that the message has been forwarded. The payload length field is the size of the
content in byte. Immediately following the header is the message’s content.

The group and join messages contain the group id field which is the unique identifier
of a group in the network. While connecting to the network, a peer maintains a pool
of connections to the neighboring peers. To form a group, the peer sends the group
messages to the neighboring peers that respond with the join messages including the
same group identifier of the group message and their addresses if they agree to join
in the group. These peers also forward the group messages to other peers. The peer
initiating the group becomes the master while the respondents become the slaves.

group/join mrinit mrfin
+-----------------------+ +-----------------------------+ +------------------+
| group id | ip address | | task id | task | input path | | task id | output |
+-----------------------+ +-----------------------------+ +------------------+

The mrinit and mrfin messages contain the task id field which is the unique identifier
of a task. The task field specifies a part of the MapReduce operations related to pro-
cessing the input data. The input path field instructs the slaves to retrieve the input data.
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Fig. 1. MapReduce-P2P design architecture (left) and component implementation (right)

When finishing the tasks, the slaves send the results together with the task identifiers to
the master in the mrfin messages.

A typical peer in the MapReduce-P2P system architecture as shown in Figure 1(left)
comprises three key modules. Network module is responsible for communication
between peers and modules . This module exchanges information to both peers and
modules depending on various types of messages, e.g., a response of joining a group
forwarded to the group module or a request of checking peer alive forwarded to the
neighboring peers. Group module is responsible for group formation and management.
This module manages groups to which the peer acting as either the master or the slave
belongs. It cooperates with the network and MapReduce modules to maintain the sta-
bility of groups and provide the information of group members. MapReduce module
controls the MapReduce operations on the groups. This core module interacts with the
network and group modules to obtain the information of the operations and groups. It
also involves executing and assigning tasks, retrieving and distributing data sets for the
peer and groups respectively, and maintains the local repository. Besides, the system
requires some mediate repositories for the master and the slaves to upload and down-
load the input data sets. Note that the design description of the peers is based on the
functions of both the master and the slave because the peers are symmetric in roles.

4 Implementation

We implement new messages to support the MapReduce operations for the Gnutella
protocol. Each peer in the extended Gnutella network is capable of forming groups
and executing the MapReduce operations. When a peer wants to solve a distributed
problem, it sends the group messages to other peers to form a group. Peers receiving the
requests can either reject or accept to join in the group by sending the join messages.
The peer initiating the group becomes the master while the other peers of the group
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become the slaves. The master manages the task assignment and data distribution. The
slaves perform the assigned tasks on the retrieved data and send the processed data to
the master. The implementation of the MapReduce-P2P system focuses on three main
modules that contain several components as shown in Figure 1(right).

Network module contains a peer controller responsible for dispatching various types
of messages to appropriate peers and handlers. The peer controller running on a separate
process manages several threads for peer activities. One thread keeps track of the status
of all connected peers and notifies if a peer fails to respond. Another thread maintains
the stable number of the neighboring peers or the group members by connecting to a
list of preference hosts recorded previously from the P2P network. When performing
the MapReduce operations, the other two threads are created to control the message
exchanges among this controller, the group and MapReduce handlers for group man-
agement and task execution.

Group module contains a group handler responsible for managing groups and pro-
viding group information to other handlers. When a peer deals with the MapReduce
operations, the group handler running on a separate process starts a thread to initiate a
group with a unique identifier. Combining with the peer controller, this thread requests
other peers to join the group by spreading out the group messages. Whenever receiving
the join messages, the thread adds the respondents to the group as the slaves. The group
handler also uses another thread to exchange messages with the MapReduce handler.
These messages aim to provide the information of the group for task assignment.

MapReduce module contains MapReduce, task and data handlers which control the
MapReduce operations. Depending on the role of the peers, these handlers can function
differently. For the master, the MapReduce handler invokes the data handler to split the
input data stored in the local repository. The data handler splits the input data into fixed-
size chunks of 64 MB and pushes the chunks to the mediate repository. The MapReduce
handler obtains the slaves from the group handler and the data locations from the data
handler. It then assigns each slave with a data location and a task. The task handler
manages the execution of the slaves. It sends the mrinit messages including the task
information and the data location to the slaves. When the task handler receives the mrfin
messages, it forwards the results to the MapReduce handler to combine the final result.
For the slaves, the MapReduce handler extracts the data location in the mrinit message
and invokes the data handler to download the data chunk from the mediate repository.
The data handler stores the data chunk in the local repository. The task extracted from
the mrinit message is the pre-defined task in each slave, e.g., a word count task. The
task handler performs the assigned task on the data chunk, and sends the result to the
master through the mrfin message.

5 Evaluation

We use the word count problem as a distributed computing problem to evaluate the
MapReduce P2P system. Algorithms 1 & 2 present the mapper and reducer operations
respectively for this problem that counts the number of occurrences of every word in
a text collection. The document and its unique identifier form a key-value pair, where
the key is the document’s identifier and the value is the document’s content. The first
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algorithm takes this key-value pair, tokenizes document, and produces an intermediate
key-value pair for every word: the word is the key and number one serves as the value.
All the intermediate key-value pairs are sorted and hashed into buckets. Note that the
key-value pairs with the same key are placed in the same bucket. The second algorithm
simply sums up all counts associated with each word and then emits the final key-value
pairs with the word as key and the count as the value. The final result can be used as the
input data for the subsequent MapReduce programs.

Algorithm 1: Mapper
Input: id: document identifier
Output: I: list of {term, count} pairs

1 I ← ∅
2 for each term t ∈ id do
3 I ← I ∪ {{t, 1}}
4 end for
5 return I

Algorithm 2: Reducer
Input: B: buckets of {term, [counts]} pairs
Output: F : list of {term, count sum} pairs

1 F ← ∅
2 for each element {t, [c1, c2, ...]} ∈ B do
3 F ← F ∪ {{t, sum(c1, c2, ...)}}
4 end for
5 return F

Several experiments focus on evaluating the feasibility and performance of this sys-
tem. Peer groups including the master and several slaves are configured by 2 to 8
peers. Data sets are configured by 50 to 400 MB. We use the ftp servers for upload-
ing and downloading data sets, and these servers can be installed on peers or separate
servers. Peers connect each other within the computer laboratories of the university.
Figure 2(left) depicts the network topology of a peer group for the experiments.
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Fig. 2. Establishment of a peer group for the MapReduce operations (left). Comparison of mem-
ory usage of the peer groups (right).

The first experiment compares the memory usage of various peer groups. The mem-
ory usage is measured by the maximum memory usage of the slaves. Figure 2(right)
shows that the peer groups with several peers use less memory as the size of data sets
increases. With the data set of 400 MB, the 2-peer group allocates approximately 200
MB per each peer, while the 8-peer group only allocates approximately 50 MB per
each peer. The approximation helps to assess the performance of the peer groups, such



76 H.T. Dang et al.

as computation time, communication time and download time. The peer groups take ad-
vantage of the large number of peers to improve performance. However, multiple peers
can increase communication cost and peer failure possibility that cause a profound im-
pact on the performance.

The second experiment compares the execution time of various peer groups. The
execution time is measured on the master. Figure 3(left) shows that except for the 2-peer
group that performs poorly, the remaining groups tend to perform similarly when the
size of data sets is either too small (<50 MB) or too big (>400 MB). With fewer peers in
groups, each peer has to process larger data sets as the size of data sets increases, thus
increasing download time and computation time significantly. However, groups with
more peers increase communication time because the master has to wait for the slaves
to return their results. It is more efficient to use the groups of several peers because the
download time can be reduced on peers.
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Fig. 3. Comparison of execution time of the peer groups (left). Comparison of execution, com-
munication and computation times of the peer groups with the data set of 100 MB (right).

The third experiment investigates the communication time and computation time of
various peer groups. The size of data set is chosen by 100 MB. The computation time
is measured by the maximum computation time of the slaves, while the communica-
tion time is measured by the maximum download time and result sending time of the
slaves. Figure 3(right) shows that the computation time reduces as the number of peers
increases, while the communication time is stable and small. However, the execution
time of the master contributes more significantly to the overall performance due to the
waiting time of the results sequentially returned by the slaves.

The fourth experiment compares the execution time of the peer groups and the
Hadoop groups. The number of peers is chosen by 2 and 8 peers. Figure 4(left) shows
that the peer groups outperform the Hadoop groups. The Hadoop 2-node and 8-node
groups spend 750s and 380s respectively to process the data set of 400 MB, while
the 2-peer and 8-peer groups only spend 250s and 180s respectively to process the
same data set. These groups are different in distributing data sets: the Hadoop groups
using a distributed file system and the peer groups using a ftp server. The Hadoop
groups are efficient with the large number of nodes, and the peer groups may encounter
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Fig. 4. Comparison of execution time of the peer groups and the Hadoop groups (left). Compari-
son of execution time of the peer groups on the separate ftp server (right).

performance reduction when running on the Internet setting because of the effect of the
communication time.

The fifth experiment compares the execution time of the peer groups with the sep-
arate ftp server. This experiment is similar to the third experiment except the fact that
the master and the ftp server are installed on separate computer nodes, thus the master
needs to upload the data sets to the ftp server. Figure 4(right) shows that the execution
time of the master on the separate node (Master SS) performs worse than the execution
time of the master on the same node (Master), while the computation time and com-
munication time remain unchanged on the slaves. Uploading the data sets to the ftp
server causes some delay on the master, and thus affecting the performance of the peer
groups.

6 Conclusions

We have proposed and implemented an approach of applying the MapReduce frame-
work on P2P networks for distributed computing applications. The approach focuses
on exploiting leisure resources including storage, bandwidth and processing power on
peers to perform MapReduce operations. We have extended the Gnutella P2P proto-
col to enable peer group formation, MapReduce task assignment and data distribution.
The peer groups can solve the word count problem in the distributed setting using ftp
servers for data distribution. The experimental evaluation of the peer groups discloses
several advantages. The master and slaves (peers) can complete the assigned tasks us-
ing reasonable peer resources. Using the separate ftp server to distribute data sets can
obtain low time consumption. The peer groups outperforms the Hadoop groups with the
same number of nodes (peers). However, the peers can fail when executing the tasks,
causing the failure of the peer groups. Uploading data sets to the separate ftp server
and waiting for the results from the slaves are time consuming. Future work focuses on
evaluating the peer groups on large scale settings with many peers and realistic prob-
lems. The failure management model will be provided to solve the problem of peer
failure.
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Abstract. In this paper we present a comparative study of performance of an
adaptive e-banking Web application supporting personalization either on a client
or on a server side. Currently, modern applications being developed support var-
ious kinds of personalization. One of its types is changing behavior and appear-
ance in response to actions taken by a user. Not only pre-defined rules but also
new patterns discovered for different levels of events should be applied. Scaling
such “interactive” applications to a large number of users is challenging. First,
the stream of events generated by users’ actions may be huge, and second, pro-
cessing of the adaptation rules per single user requires computing resources that
multiply with the number of users.

This paper reports on the efficiency of the method enabling a client-side adap-
tation after moving adaptation logics from a server to a client.

1 Introduction

The adaptability and in particular development of adaptable user interface pose a num-
ber of challenges for application developers [10,4] including, among the others, the
issue of scalability.

The core of every adaptable system is the user model describing user preferences
expressed explicitly or implicitly, derived from her behavior. This model should be up-
dated, when new information is delivered, which is of particular importance when the
user behavior is being traced and the new patterns are further transformed into adap-
tation rules. These rules have to be evaluated on the constant basis, as new events are
caused by the user interacting with the application.

It is a challenge for most of the Web applications to provide many users with a
personalization result instantly, because all processing is traditionally conducted on the
server side, and the client (browser) is only responsible for rendering the final result. For
large-scale applications, it is not feasible to evaluate dozens of rules for each user on the
server side, even if efficient algorithms are applied. Therefore, the problem that arises
is scalability of an adaptable Web application, which, as we are to show is achievable,
if rule processing is moved entirely to the client side.

The example application on which we conducted our research is a modern e-banking
application implemented in the Google Web Toolkit framework, with adaptability en-
hancements. We conducted several experiments that confirm the efficiency of rule based
approach to adaptability on the client side and show the scalability of our solution to
the rule execution problem.
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2 Related Research

The problem of adaptability and in particular adaptable user interface (or intelligent
user interface) has been studied for years in the context of regular applications [10] as
well as hypertext [4]. A goal of an adaptable system is to deliver content and experi-
ence that match best user’s preferences, knowledge and experience level. The user may
express the preferences regarding the look and behavior of the interface explicitly or
implicitly (through interaction with the system and the events that the users generate).
These preferences are used in the adaptation process, which may take a form of person-
alization or customization [1,7]. Thanks to the development of Web technologies, the
client-side scripting in particular, it is possible to capture detailed events generated by
the user in the browser (such as mouse movement and individual keystrokes) [3]. This
however, makes the stream of events denser and exerts greater pressure on the server to
process it.

In order to mine the patterns of user behavior, it is necessary to apply the classic data
mining methods (for example association rules [2]). The mined patterns are then con-
verted to rules: this is the prevalent approach to date [9]. Depending on the approach,
these rules may be event-based (series of events matching the rule head result in an
action being executed) or state-based (rules are sensitive to the state change of the ap-
plication) with several variants of how expressive the rule formalism is adopted [5,8].
More expressive formalisms, which are able to express sequences of events are said to
handle a wider range of user requested adaptations [6]. Recently, semantic techniques
are being adopted to modeling user preferences and adaptations [11].

3 Personalization in the Web Application

In this section we shortly describe main assumptions and ideas behind our personaliza-
tion method as well as solutions that were tested in the experiments. The e-banking
Web application that we conducted our experiments on allows to conduct standard
tasks (checking accounts balances, history of transactions, place money transfer orders
and standing orders) and is implemented using Google Web Toolkit (GWT) framework
which uses AJAX technology for asynchronous communication with server side of the
application and allows for relatively easy and powerful scripting on the client side.

3.1 Personalization Types

The system supports two kinds of personalization, technical and semantic, that incur dif-
ferent changes within the system. Technical personalization addresses issue of changing
the graphical interface, e.g. adjusting placement of controls, changing their color, the
font being displayed, adding the bounding or changing the size. The semantic analy-
sis of user behavior on the other hand allows to suggest actions to the user, which are
involved with application purpose rather than its technical side. The first group of se-
mantic adaptations concerns providing content suggestions, which works like extended
version of autocompletion. After entering data in one field other fields are filled in with
appropriate (related) data, which is determined based on past behavior. For example,
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after a user provided a name of an organization that she would like to transfer money
to, the application may fill in other fields such as amount, address of this organization
or transaction description.

We also adapt the functionality of application, i.e. user receives alerts and sugges-
tions about potential actions. Alerts remind about actions that the user might be in-
terested to perform, e.g. transferring money to a certain institution on a given day of
the month, if the system discovered such a custom in the past. Suggestions propose
to perform actions that are associated with other just performed action based on their
co-occurrence in the past.

Guidelines regarding the adaptation of a user interface are expressed in a form of
rules. The structure of a rule is independent from the type of personalization being
performed. A rule consists of a body (antecedent) and a head (consequent). The body
defines conditions required to fire an action defined in the head. The condition may be:
a sequence of particular events (possibly interrupted by other events), a set of events
(occurring without particular order) or a time-related event. The action may cause one
of the effects (i.e. adaptations) in an application: filling given control with data, change
of a style of a given control, display of tool tip for a given control, suggestion or alert
for action, change of order of controls.

3.2 Rules’ Lifecycle

Adaptation can take place in response to an event. The event is understood as an elemen-
tary manifestation of user behavior in the system. We distinguish three kinds of events,
occurring on different levels: program events (fine grained mouse or keyboard events),
logical events (change of contents in controls, e.g. typing in account number), semantic
events (high level operations triggered by filling in forms, e.g. placing a transfer order).

The program and logical events are generated in the browser, while semantic events
occur on the server. Program and logical events have to be transferred to the server for
data mining purposes. As written previously, event stream is mined for patterns of user
behaviour. However, as we learned, applying raw data mining algorithms bring a lot of
noise and does not render useful user behaviour patterns. For example the most frequent
associations between events are the following: “when the user opens transfer page, he
clicks «send» button”. Such associations are the side-effect of technical organization
of the application and have to be filtered out to find the actual user behaviour patterns.
The behaviour pattern are transformed into adaptation rules, which are recorded in the
user’s profile and updated with every run of the data mining subsystem. We were able
to find from dozen to almost hundred such rules for a single user based on the exemplar
data gathered from test user interaction with the e-banking application.

For the purpose of the experiment we used 87 state rules and 1380 event rules. This
is more or less the number of rules expected in real life applications.

Since the rules are sensitive to program and logical events, which origin at the client,
it is possible to move their enactment also to the client. The semantic events are also
taken into account because they are associated with logical events that precede them (for
example sending a transfer - a semantic event - is not possible without opening a transfer
page - a logical event). The rules are transferred to the client upon application loading,
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where they can be enacted thanks to the scripting capabilities of modern browsers, as
described in the next section.

3.3 Client-Side Rule Evaluation

We implemented an efficient rule execution environment in the browser, which can be
nowadays done conveniently thanks to modern application Web frameworks like GWT.
The implementation is based on non-deterministic finite state automaton, which is a
very efficient device for capturing multiple patterns at once, via a single pass over a
stream of symbols (events in our case).

Each head of the rule passed to the client was added as a pattern to be recognized by
the automaton. If the rule expected a sequence of particular events, possibly interleaved
with other events, it was added as a sequential pattern. If the rule expected a set of
events to occur, all the possible permutations of the event sequences were calculated on
the client, and added as sequences with interleaving events to the automaton. Though
it might seem inefficient, the system actually did not suffer from the explosion of per-
mutations, since the maximal number of events in the rule body was 6, which gives 120
permutations of sequences only.

After creating the automaton, it was run over the stream of events, as they occurred.
To handle the non-determinism of the automaton, a standard approach was taken, where
the automaton was allowed to have several active states at once, corresponding to par-
tially matched rules. Each of these active states was tracked independently, and new
were activated as needed. Such approach proved to be efficient as expected with respect
to computational time, and moderately heavy with respect to memory consumption.
Total consumption of memory by the browser process did not exceed 500 MB, which
was shared between all the components of the application and is comparable to opening
several tabs with fairly standard Web pages.

4 Tests on Efficiency of Personalization

4.1 Research Methodology

In order to check the efficiency of methods we have prepared the scenario for navi-
gating through the application and performing simple e-banking task. The scenario was
scripted using iMacros tool, that automates execution of tasks in the client browser - this
ensures repetitiveness of the experiment. To simulate the static Web pages we used Htm-
lUnit. The scenario was executed in several variants on a typical workstation supplied
with Inter Core2 Duo, T8300 @ 2.4GHz and 3.5GB of physical memory. For remote
tests, 100Mbit LAN was used. Our application implemented in Google Web Toolkit
(GWT) ver. 2.0.3 was deployed on Glassfish server (v 3.0.1). As a database we used
Postgresql ver. 8.4; application server used the following database library postgresql-
8.4-701.jdbc3.jar. All tests were executed in Mozilla Firefox.

4.2 Centralized Execution of Personalization

In this variant of the testing scenario the personalization is prepared on server. We
employ HtmlUnit to simulate execution of the business logics on server, while typically
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it is run on client. The goal of the test was to estimate the mean time necessary to
prepare a personalized view of the application on server side as a function of a number
of concurrent users. HtmlUnit browser simulator was run on server in several threads;
each thread simulated the behavior of one client.

Results. Each thread generated an independent instance of HtmlUnit and it influenced
amount of required memory (up to 600MB for 15 concurrent threads). The time neces-
sary to prepare the visualization increased as the number of threads grew. The table 1
presents the detailed timing.

Table 1. Duration of the scenario depending on the number of concurrent threads

No of threads Scenario duration in sec.
1 26,090
3 36,863
5 51,145

10 88,686
15 132,241

The dependency is also presented in Figure 1.
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Fig. 1. Mean duration of the scenario execution with HtmlUnit depending on the number of con-
current local threads

Based on the figure we validated the hypothesis that the dependency is linear. Anal-
ysis of regression confirmed high dependence between variables. The coefficient of de-
termination R2, which measures proportion of variability in a data set that is accounted
for by the statistical model, was 97,4%. We checked the statistical significance of the
regression using Fisher-Snedecor (F-test). On the test machine, it took 19.51 sec. to pre-
pare one personalized visualization from the scenario, and we needed 7.97 sec. more
for each additional client. Each test run resulted in almost 100% CPU utilization.
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4.3 Distributed Execution of Personalization

In this variant of the scenario, the personalization is prepared on clients. We employ
the Web browser with appropriate scripting engine installed, so that execution can be
started remotely and the server load is investigated. The goal of the test was again to
estimate the mean time necessary to prepare a personalized view of the application, but
this time on the client side, when several clients connect at the same time. To preserve
comparability of the results we again used HtmlUnit to simulate a Web browser, but
this time it was run on several machines connected in a local 100Mbit network at the
same time, and each client executed the same scenario.

Results. Tests were run 8 times (8 sessions), using the following number of clients in
respective sessions: 10, 10, 10, 5, 5, 5, 10, and 5. Mean execution times are within a nar-
row range (86 - 88 sec.), except for the first session (95 sec.) which can be attributed to
necessary caching of files. Therefore, in further analysis we distinguish execution with
first session (A) and without it (B). Client applications were run on identical machines,
nevertheless, we have verified statistically that there is no statistically significant dif-
ference between duration of scenarios on different clients. We used univariate ANOVA
analysis. For the first option (A) we have: F=0.45, p-value = 0.9 > 0.05; for the second
option (B): F=1.19, p-value = 0.33 > 0.05. As p-value is substantially higher than 0.05,
there is no ground to reject the hypothesis saying that all durations are equal.

The first step in analysis is the comparison of execution times depending on number
of clients: 5 or 10 (two groups). Summary results are in table below.

Group Count Sum Avg Var
‘5’ 20 1726.2 86.309 0.451

‘10’ 40 3559.2 88.980 14.775

It may be noticed, that the average execution times for both groups are similar. The
analysis of variance, however, proves that they cannot be assumed equal.

Source of variance SS df MS F p-value Test F
between groups 95.084 1 95.084 9.431 0.0032 4.007
within groups 584.780 58 10.082
Total 679.864 59

Moreover, the F statistics equals Fobs=9.431 and is higher than a critical value
F=4.007. The p-value = 0.0032 < 0.05, therefore at 95% significance level the null
hypothesis saying that average duration times in both groups are identical should be
rejected.

To make sure that results were not biased by caching, we verified also the set with 7
sessions (option B).

Group Count Sum Avg Var
‘5’ 20 1726.186 86.309 0.451

‘10’ 30 2606.834 86.894 0.385
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Paradoxically, although average times do not differ much, ANOVA again pointed out
that samples could not have been obtained from the same population. This is because
of the small variances, where the tolerance margin is really small.

Source of variance SS df MS F p-value Test F
between groups 4.109 1 4.109 10.001 0.0027 4.043
within groups 19.721 48 0.411
Total 23.830 49

This time, the F statistics equalsFobs=10.001 and is higher than a critical value F=4.007.
The p-value = 0.0027 < 0.05, therefore at 95% significance level the null hypothesis
saying that average duration times in both groups are identical should be rejected.

We therefore conducted analysis of regression in order to quantify dependency be-
tween number of machines and execution time of scenario.

The following equation was assumed:

y2 = ax+ b (1)

where: y2 – duration of the scenario in seconds (the dependent variable), x – number of
clients (the independent variable).

The coefficient of determination R2 shows that just a fraction of variability of de-
pendent variable was explained by the independent variable - only 14%. Nevertheless,
the regression is statistically significant (Fisher-Snedecor test Fobs=9.43). Values of t-
Student statistics confirms that estimation of parameters a and b is also statistically
significant. Therefore, we have:

y2 = 0.534 ∗ x+ 83.639 (2)

It should be compared to the parameters obtained in the previous experiment which
presents execution times for local setting. Figure 2 presents such comparison.

An important benefit of the distributed variant, where visualization is prepared on
the client side, over a centralized solution is just a slight increase in processing time
with increasing number of clients. For hypothetical number of 10,000 clients, which
is an expected number of clients using a production version of the e-banking system
developed, the execution of the scenario on current hardware configuration would take
respectively: 22 hours and 9 minutes for a centralized version and 1 hour and 30 minutes
for the distributed version.

Conclusion: for the small number of clients the centralized solution is more efficient.
With increasing number of clients a distributed approach is preferred, where the thresh-
old in our experiment was estimated at 10 clients.

4.4 Execution of Personalization in Web Browsers

In the second experiment we used a browser, which is not efficient. In this experiment
we will focus on real efficiency of the system using a typical Web browser instead
of artificial interpreter like HtmlUnit. The goal of the test was to estimate the mean
time necessary to prepare a personalized view of the application in Web browser, when
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Fig. 2. Comparison of average execution times of scenario using HtmlUnit in local (y1) and re-
mote (y2) setting

several clients connect to the application server at the same time. We used Mozilla
Firefox with iMacros to execute the scenario. The clients were run on twenty machines
on a local 100Mbit network.

Results. The conducted experiments confirmed the efficiency of JavaScript engines
built into Web browsers. The execution times of scenario were significantly reduced:
average time for a sample of size 72 was 3.66 sec. Shorter times can partly be attributed
to a more efficient caching mechanism of Web browsers than of HtmlUnit. In order to
measure the influence of parallelization on duration of scenarios, measurements were
done in two variants:

– parallel – all clients connect to server at the same time,
– sequential – clients connect independently, with some delays between connections.

The null hypothesis is that execution times in these two variants do not differ. Again,
ANOVA analysis was used to verify the hypothesis.

Group Count Sum Avg Var
‘parallel’ 17 61.22 3.601 0.547

‘sequential’ 55 202.11 3.675 5.376

It should be noted, that the average times seem to be identical.

Source of variance SS df MS F p-value Test F
between groups 0.0705 1 0.0705 0.0165 0.8981 3.9778
within groups 299.0323 70 4.2719
Total 299.1029 71
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The observed statistics Fobs=0.0165 is smaller than the critical value F=3.9778 and at
the same time p-value=0.898 > 0.05, therefore there is no reason to reject the hypothesis.

The conclusion of this experiment is as follows: when using Web browsers to con-
nect simultaneously many clients in an experiment environment consisting of 20 ma-
chines, the concurrency (parallel vs. sequential) of connections does not affect the exe-
cution time of the scenario.

5 Conclusions and Discussion

For the implementation of the Web application we used a very efficient Google Web
Toolkit engine. As a way to optimize personalization methods we proposed moving
preparation of the visualization to clients. This, however, implicated moving informa-
tion usually available on server (e.g. business logics) to clients as well. Thus, server
is not responsible for tasks related to graphical user interface, and merely provides the
clients with the data necessary to prepare visualizations locally.

In this paper we verified to which extent the distributed solution excels a centralized
system. In the first variant, individual forms of corporate banking application and their
adaptations were prepared in their entirety on the server. We utilized HtmlUnit, one of
few possibilities to generate HTML pages on the server without modification of the
Web application. In the second variant, the GUI was generated on the client side. We
observed certain overheads attributed to the transfer over the network and just when
a number of clients exceeded ten, the distributed solution was more efficient than the
centralized one. In the third variant, the Web browsers were used as clients to generate
the visualization and this solution was efficient as expected. The average time to execute
the scenario was 3.6 sec. and was not significantly higher when 20 machines connected
at the same time. The estimated time to execute the same scenario for 20 clients in the
first variant is 171 sec. (47.5 times worse), and in the second variant – 94 sec. (26 times
worse).

The obtained results are significant for developers who use Google Web Toolkit for
application development. We have shown that in the case when application has to handle
more than ca. 10 clients it is advantageous to invest time in developing a module that
will be able to execute part of the business logics on client side. This is particularly true
for computation intensive applications like one presented for personalization.

References

1. Adomavicius, G., Tuzhilin, A.: Personalization technologies: a process-oriented perspective.
Communications of the ACM 48(10), 83–90 (2005)

2. Agrawal, R., Srikant, R.: Fast Algorithms for Mining Association Rules in Large Databases.
In: Proceedings of the 20th International Conference on Very Large Data Bases, VLDB 1994,
pp. 487–499. Morgan Kaufmann Publishers Inc., San Francisco (1994),
http://dl.acm.org/citation.cfm?id=645920.672836

3. Atterer, R., Wnuk, M., Schmidt, A.: Knowing the user’s every move: user activity tracking
for website usability evaluation and implicit interaction. In: Proceedings of the 15th Interna-
tional Conference on World Wide Web, WWW 2006, pp. 203–212. ACM, New York (2006),
http://doi.acm.org/10.1145/1135777.1135811

http://dl.acm.org/citation.cfm?id=645920.672836
http://doi.acm.org/10.1145/1135777.1135811
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Abstract. In this paper we present the development of an Online Col-
laborative Editor (OCE) software system. It allows several people, to
edit and share computer files using different devices, such as mobiles,
PDAs in an easy way.

We use formal methods in order to automatize and describe OCE.
Its formalism is very suitable to specify time requirements (both time
consumption due to the performance of tasks and timeouts) as well as to
represent data communication among different components of the sys-
tem.

This exercise convinced us that a formal approach to develop complex
systems can facilitate some of the development phases. In particular, the
testing and debugging phases, more precisely, how to chose those tests
more suitable to be applied, is simplified since tests are automatically
extracted from the specification.

Keywords: Cooperative Systems, Software Development, Collective In-
telligence, Social Editing.

1 Introduction

Over the last 15 years, researchers within universities have been developing tech-
nologies for automated feedback in Software Engineering courses. Software En-
gineering can be considered as a systematic and disciplined approach to devel-
oping software. It concerns all the aspects of the production cycle of software
systems and requires expertise, in particular, in data management, design and al-
gorithm paradigms, programming languages, and human-computer interfaces. It
also demands an understanding and appreciation for systematic design processes,
non-functional properties, and large integrated systems. Thus, when developing
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complex systems, it is necessary to apply sound engineering principles in order
to economically obtain reliable and efficient software.

Formal methods refer to techniques based on mathematics for the specifi-
cation, development, and verification of both software and hardware systems.
The use of formal methods is especially important in reliable systems where,
due to safety and security reasons, it is important to ensure that errors are not
included during the development process. Formal methods are particularly effec-
tive when these are used early in the development process, at the requirement
and specification levels, but can be used for a completely formal development
of a system. One of the advantages of using a formal representation of systems
is that it allows to rigorously analyze their properties. In particular, it helps to
establish the correctness of the system with respect to the specification or the
fulfillment of a specific set of requirements, to check the semantic equivalence of
two systems, to analyze the preference of a system to another one with respect
to a given criterion, to predict the possibility of incorrect behaviors, to establish
the performance level of a system, etc. In this line, formal testing and debugging
techniques [10,1] can be used to test the correctness of a system with respect to
a specification.

It has been argued both that formal methods are very appropriate to guide
the development of systems and that, in practice, they are useless since software
development teams are usually not very knowledgeable of formal methods in
general, and have no knowledge at all of what academia is currently developing
(see, for example, [16,11,8,3] among many others). In this paper is presented
the development of an Online Collaborative Editor, coined OCE, using sound
techniques of Software Engineering. This kind of software allows several users to
share and edit simultaneously a computer file using different devices [13,12,4].
Nowadays, it is a hot topic in the Internet domain [9,7,6], and the possibility of
editing and sharing documents have been recently incorporated in known text
editing software such as Abiword, ACE, or Microsoft Office. Moreover, with the
growing of Internet (see Figure 1), the development of these tools in a shared
net area is also necessary.

In addition to the development of the tool itself, an additional contribution
of this paper is that we collect the experiences obtained from the application
of formal methods to the development of a complex software system. We ap-
plied a formal approach from the beginning of the project until the testing and
debuging phase where we tried to establish the correctness of the developed sys-
tem with respect to the specification constructed from the original requirements.
Five independent groups were in charge of the different stages of the project:
requirements, specification, implementation, and testing/debugging.

In total, around 50000 lines of code were generated. The first problem we found
was that the formalisms we evaluated were not completely appropriate for our
project. For example, the application has to be accessed via Internet. This fact
implies, for instance, autonomous behaviors of the system, in order to provide
a minimum level of security, or the execution of actions that do not require the
participation of the user. These requirements are not easily represented by means

http://www.abisource.com/
http://sourceforge.net/projects/ace/
http://office.microsoft.com/en-us/
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Fig. 1. Collaborative Editor Necessity

of the available formalisms, and even impossible in some cases. Actually, there
does not exist a lot of work on formal approaches to specify and test either web-
based systems or web services (see, for example, [2] for a recent formal approach
based on EFSMs and [5] for an overview of the field). Moreover, other critical
aspects must be taken into account when a web application is developed. For
example, it is essential to consider the time that the system spends in producing
a response to a request, while the amount of time that the system can wait
in a state of inactivity can be considered critical in a system where security is
essential. These considerations demanded an adaptation and extension of one
of the existing formalism. Taking into account the previous considerations, we
decided to use a formalism close enough to our needs. Thus, we chose as starting
point the formalism proposed in [14] since it allows to represent the needed time
requirements and incorporated a primitive way to exchange information among
different components.

All in all, we think that the experience was positive. A formal specification
allowed the implementation team to minimize the communication with the speci-
fication team. Certainly, the implementation team was composed by people, four
undergraduate students plus and assistant teacher, who were familiar with for-
mal methods. We understand that a different team could have more problems to
implement from a specification, but we think that the effort to learn/remember
formal methods is compensated in the implementation and testing phases. In
particular, testing is strongly facilitated since tests are automatically derived
from the specification. Of course, tests have to be adapted to deal with the real
implementation, but this is a task that have to be done also if an informal ap-
proach is used. In fact, we found some errors in the testing phase that, we think,
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could not be uncovered by either manually extracting tests from the specification
or by entrusting the testers to generate tests.

The rest of the paper is structured as follows. Section 2 introduces a straight-
forward mechanism to specify our system and the techniques for testing and
debugging that will be used in the development of the software. Next, in Sec-
tion 3 we report some critical issues detected in the course of this project. Finally
in Section 4 we present the conclusions and some lines of future work.

2 Formal Framework

In this section we review our formalism to model the collaborative editor. This
formalism consists in defining the concept of shared-points. Intuitively, a shared-
point is a software the user needs to download/upload his information. This
definition is generic and does not take into account the hardware part presented
in the different devices.

The internal behavior of a shared point is given by a finite state machine where,
at each state, the machine can receive an input and produce an output, which
corresponds to a new request, before moving to another state. Let us note that
shared points send and receive messages. We assume that the communication
between different shared points is asymmetric (the server of the application can
be also seen as a shared point), that is, we should store the messages sent from a
shared point to another one by using lists, presented in our framework as input
buffers. We do not present all the formal details concerning the lists of these
shared points.

Definition 1. In this paper, ID denotes the set of shared point identifiers,
where – denotes the empty identifier. A shared point is a tuple

M = (id,S, I,O, s0,→)

where id ∈ ID is the identifier of the shared point, S is the set of states, I
is the set of inputs, O is the set of outputs, s0 ∈ S is the initial state and
→⊆ S×I × ID×O× ID×S is the set of transitions. In our context, – denotes
both the empty input and the empty output. ��

A transition belonging to → is a tuple tr = (s, i, snd, o, adr, s′) where s, s′ ∈ S
are the initial and final states, respectively, i ∈ I is an input, snd ∈ ID is the
required sender of i, o ∈ O is an output, and adr ∈ ID is the addressee of o.
Intuitively, a transition in a shared point indicates that if the machine is in state
s and receives the input i from snd, then the machine emits the output o to adr
and moves to s′.

Example 1. Let us consider the shared points M1 and M2 depicted in Figure 2.
These are two basic shared points. Client M1 can start at any time because the
first transition of the shared point M1 is (–,-), meanwhile M2 has to wait until
it receives a message a from M1, represented by the transition labeled (M1,a).
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shared
point
M1

(M2,b) / (M2,d)

(–,–) / (M2,a)

shared
point
M2

(M1,d) / (–,–)

(M1,a) / (M1,b)

Fig. 2. Example of two shared points

A normal interaction between both shared points is described next. When M1

starts, it sends to the M2 the message a, and it moves from its initial state to the
next step. M2 is waiting this par (M1,a) to trigger its initial transition. When
M2 performs its first transition, it sends to M1 the message b, and it moves to
its next state. This situation happens again with the message d. The first shared
point waits for the message b from M2 and, when it receives this message, it
sends the message d to M2, and M1 moves to its final state. At the end, the last
shared point consumes the message d and goes to its final state. ��

Next, we formalize the notion of supervisor. This module allows us to represent
the retrieval information process and how to check good and bad behaviors of
the system. In particular, a supervisor focuses on representing the interaction of
shared points as a whole. Thus a single machine, instead of the composition of
several machines, is considered.

Let us remark that each transition of the supervisor denotes a message action,
where some shared points sends a message to another one.

Definition 2. A supervisor is a tuple C = (S,M, ID, s0, T ) where S denotes
the set of states, M is the set of messages, ID is the set of service identifiers,
s0 ∈ S is the initial state, and T ⊆ S×M×ID×ID×S is the set of transitions.

��

Concerning supervisor machines, a transition t ∈ T is a tuple (s,m, snd, adr, s′)
where s, s′ ∈ S are the initial and final states, respectively, m ∈ M is the
message, and snd, adr ∈ ID are the sender and the addressee of the message,
respectively.

Example 2. In Figure 3 we represent a supervisor of a system. On the one hand,
we have that if C1 detects the exchange of message c from the shared point M2

to the shared point M3, then it waits for the message a from M3 to M2, followed
by the message a from M2 to M3, and it finishes the interaction. On the other
hand, if the supervisor observes the message a from the service M1 to the service
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Supervisor
C1

M2
a−→ M3

M3
a−→ M2

M2
c−→ M3

M1
d−→ M2

M2
b−→ M1

M1
a−→ M2

Fig. 3. Supervisor example

M2, then it checks that the service M2 sends the message b to the service M1,
and next it waits to see the message d from M1 to M2. ��

The previous definitions only provides the syntax to write specifications. The rest
of the theoretical machinery falls beyond the scope of this paper. In particular,
the formal definition of test is quite similar to [14] while the derivation algorithm
to extract tests is an adaption of the ones presented in [15,14].

3 Description of the System

In this section we present the main features of OCE and how we have used formal
methods in order to increase the quality of the software. OCE runs over Apache
while databases are running over MySQL. It has been implemented using Emacs
Lisp. In order to illustrate the use of this language, in Figure 4 we present three
functions implemented in OCE, that allow us to manage with text files in an
easy and efficient way. The first function fa, is used in OCE in order to select the
word under cursor. The meaning of word here is considered as any alphanumeric
sequence with “ ” or “-”, the second function fb, deletes texts between any pair
of delimiters. Finally, the third function, by means fc allows the shared points
to manage different buffers in order to refresh the information, and do it in a
friendly way to the users. Finally, the application has been fully tested to work
with as an e-macs plugging and we are quite confident that it properly works
with other open-editors such as gedit.

To start using OCE we need to download at least a client and a server. The
client is a set of software modules that manages the collaborative edition process
integrated in a graphical editor as a plug-in. The server is a process running to
serve the requests of the clients. Thus, the server performs some computational
tasks on behalf of clients. In our environment, the clients either run on the same
computer (identifier as localhost) or connect through Internet to the server.
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fa

( defun s e l e c t−current−word ( )
( i n t e r a c t i v e )
( l e t ( pt )
( skip−chars−backward ”− A−Za−z0−9”)
( se tq pt ( point ) )
( sk ip−chars−forward ”− A−Za−z0−9”)
( set−mark pt ) ) )

fb

( defun de l e t e−enc losed−t ex t ( )
( i n t e r a c t i v e )
( save−excu r s i on
( l e t ( p1 p2 )
( skip−chars−backward ”ˆ([<>””)( se tq p1 ( point ) )
( sk ip−chars−forward ”ˆ)]<>””)( se tq p2 ( point ) )
( de l e t e−r eg ion p1 p2 ) ) ) )

fc

( defun next−user−bu f f e r ( )
( i n t e r a c t i v e )
( next−bu f f e r )
( l e t ( ( i 0 ) )
( whi le ( and ( s t r ing−match ”ˆ∗” ( bu f f e r−name ) ) (< i 50 ) )
( s e tq i (1+ i ) ) ( next−bu f f e r ) ) ) )

( defun prev ious−user−bu f f e r ( )
( i n t e r a c t i v e )
( prev ious−bu f f e r )
( l e t ( ( i 0 ) )
( whi le ( and ( s t r ing−match ”ˆ∗” ( bu f f e r−name ) ) (< i 50 ) )
( s e tq i (1+ i ) ) ( prev ious−bu f f e r ) ) ) )

Fig. 4. Some functions of OCE implemented in Emacs Lisp

Following we present a situation of the development of OCE and how we
tested it. In Figure 5 the process of updating some information from one shared
point to another shared point is presented. This is the scheme that we obtain
from the supervisor (see Definition 2). There are three shared points. The first
and the third one corresponds to different clients and the second one corresponds
to the OCE server.
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Shared point 1 Shared point 2 Shared point 3

connect

fa

Processing

Order of the data

fc1, fc2

update

all-updated

Fig. 5. Sequence diagram of the update/refresh process

The user in the third shared point connects to the server and introduces a se-
quence in his editor. This is automatically detected by OCE, and the function fa
is executed in order to obtain this word. After this, the word is sent to the server,
(shared point 2); next it is processed and it is sorted inside the internal buffer of
the server. Finally, this new word is sent to the shared point 1 (another user) and
the functions fc1 and fc2, that manage the buffers of the user are executed. Finally,
the instance of OCE in the first shared point notifies to the second shared point
that the update process was done correctly, and the server to the initial point.

Automatically we obtained a set of tests that checked the correctness of this
situation. The inputs for the test where new words were introduced in the shared
point 3, while the outputs were the messages that the shared point 1 was emit-
ted. To monitor this outputs we used the wireshark tool. In Figure 6 there are
presented those messages. Two errors were detected:

1. Problems of repetitive words. This situation happened when two words where
sent from the shared point 3 to the shared point 1 and the user of the shared
point 1 was writing in the same paragraph than the inserted words. Some-
times the text of the user of shared point 1 was duplicated, and sometimes
the last information was deleted (that is, functions fc1 and fc2 were not
working as expected). The problem was solved by implementing a list of
received changes.

http://www.wireshark.org/
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Fig. 6. Checking the pass of messages

2. A similar situation happened when instead of inserting a code it was deleted.
With a test we detected that if both users deleted the same section before
propagating the changes there were incoherences in the messages. The solu-
tion for this was to implement a list of sent changes in each shared point.

4 Conclusions and Future Work

In this paper we have described our experience while developing an online
colaborative editor by using formal methods. We have presented our specifi-
cation formalism and show how one of the main modules of the system was
specified.

We have also introduced some of the tests that were automatically derived
form the specification. In particular, we showed two tests that found errors in
the implementation.

As future work, we are going to introduce new features in our colaborative
editor such as online image editor, or video streaming online editor.
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Abstract. User profile is an essential component for accessing the personalized 
information from the Web.  Efficiency of personalized accessed information 
highly depends on how to model the user details to construct user profile.  Pre-
viously, user profile was constructed by collecting list of keywords to inferring 
user interests. These kinds of approaches are not sufficient for many applications.  
In this paper, we have proposed a new method for constructing semantic user 
profile for personalized information access. User’s query is extended using on-
tological profile for generation of personalized search context. Experimental 
results show that our method of constructing semantic profile is effective for 
searching information with individual needs.  

Keywords: User profile, Ontology, Semantic search, Personalization. 

1 Introduction 

Personalization is an important method of accessing web information related to user’s 
intentions. Main component of personalization is modeling the user information which 
is also called the user profile. Due to rapidly increase of Web information it is very 
challenging to get right information to fulfill user intentions of search. Personalized 
information search with an accurate and efficient user profile can alleviate the infor-
mation overload by providing the necessary information of user’s needs. Construction 
of an accurate and efficient user profile is still an open challenge in personalized in-
formation retrieval. Effectiveness of personalization information search highly depends 
upon modeling the user’s details. Thanks to Semantic Web technologies for providing 
an efficient way to describe the real world entities in more meaningful manner to 
human and computer. User’s details can be represented in structural way to describe the 
conceptual semantic of user interest.   

Several research efforts have been made to construct user profile for personalized 
information search. Survey of numerous techniques and methods for constructing user 
profile are outlined in [4]. Ontology based user profile based on a domain is constructed 
and learned with interest score for personalized Web search is described in [7]. A 
spreading activation algorithm is used to maintain update scores for re-rank the search 
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results. Representation of objects by order partition is described in [10] which can be 
applied for representing concepts and relations in ontology for building profile consi-
dering user’s dynamic complex information. Semantic user profile has been utilized 
for contextual search in [1], [6]. Some methods and applications for creating an onto-
logical user profiles are described in [2]. Ontology for profile was created manually 
considering important general concepts of a user and then extended it to specific pre-
ferences. Ontological profile can be constructed automatically for various domains 
with the reference of pre-existing hierarchy.   

2 Semantic User Profile for Personalization 

2.1 Semantic User Profile 

User profile basically contains the details information of a particular user such as 
name, address, phone number, etc, and also includes complex information such as 
individual preferences.  User preferences are utilized to provide personalized infor-
mation from the Web such as recommendation of items in commerce, filtering and 
rating systems for email and online newspapers etc. Previously, user profile was 
undertaken by collection of keywords to represent the user’s preferences.  In real 
world, user preferences cannot be represented by a list of keywords. Simple list of 
keywords generate lots of ambiguity while search the information in Web.  Semantic 
Web techniques can be applied to construct the user profile which can provides se-
mantics (meanings) of user preferences in conceptual manner. Unlike simple key-
words semantic profile contains the concepts in structural way to represent the user’s 
preferences or interests.  

2.2 Ontological Approach for Semantic Profile  

Ontology is the main component of Semantic Web technology.  An ontology is de-
fined as a formal, explicit specification of a shared conceptual understanding of a 
domain [9]. Ontologies are applied by number of researchers in various application for 
knowledge representation such as [11] and [12].  User details information can be 
modeled with ontological approach in hierarchical manner to construct a user profile 
for particular user.  

A standard new ontology can be designed by ontology design engineer to model the 
user information.  Classes and relations are defined based on a particular application 
and may extend through inheritance if necessary to describe the user details.  On the 
other hand, existing domain ontology can be used as reference ontology to model the 
user detail information.  The main benefit of using reference ontology is that there is 
no burden of designing new schema for a particular application, only need to create the 
instances of existing schema.  
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3 Construction of Semantic User Profile for Personalized 
Information Access 

3.1 Personal Information Collection 

User details can be collected explicitly by asking to user directly or implicitly through 
agent by monitoring user activities. Both the collection methods have their own limi-
tations. In explicit method, users directly entered information which may lead to in-
consistency or incomplete. Moreover, sometimes users do not want to give some in-
formation merely because they are not willing to provide the information.  In implicit 
method, a software program should run in every client machine to monitor the user 
behavior.  Cookies based information collection causes the profile inconsistency if 
user uses more than one computer (office and home) for browsing information.  The 
main goal of building user profile is to identify the user interest to enhance the Web 
search information.  So, information collection mainly focused on user’s areas of 
interest.  

In our approach, we use the combined technique to collect the information with 
minimum user intervention. User can provide their name and email address to enter the 
system and system automatically crawl the related information from the Web to build 
individual profile. The information collected from the Web may be raucous and with 
different formats. So, information should be preprocessed to construct the profile.  
Pre-processing basically includes remove HTML tags, remove stop words, and perform 
word stemming.  

3.2 Document Representation 

In information retrieval, the most common method of representing the documents is 
vector space model [3]. In vector space model, documents are represented as vectors of 
words or terms with weights. There are several methods of determining the weight of 
terms in documents.  The most common method is tf/idf (term frequency and inverse 
document frequency).   For each document d in a document collection D, a weighted 
vector is constructed as: 

1 2( , .... )nd w w w=


      
(1) 

Where, iw is the weight of term i in document d. Weights ( iw ) are calculated as: 

* log( / )i i iw f N n=
    

(2) 

Where, fi is the frequency of terms i in the document d, N is the number of documents in 
collection D and ni is the number of documents that contains term i.  

3.3 Semantic Profile Construction 

Reference Ontology. We have investigated domain ontology as reference ontology to 
model the use details.  We use ODP (Open Directory Project) as reference ontology 
where topics are organized in hierarchical manner along with Web pages belongs to the 
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related topics.  Topics are referred as concepts which are associated with related 
documents. Documents are nothing but related to Web pages representing the concepts.  
The textual information that can get extracting from the Web pages explains the se-
mantics of concepts and is investigated to build the term vector for the concepts. Fi-
nally, a feature vector is constructed for every concept exists in the reference ontology. 

Concept Feature Vector Generation. A Feature Vector is defined as weighted terms 
(index words) learned from a document or a set of document belonging to a particular 
concept. For example, Feature vector of concept /computers/ internet = {web, 356.0; 
server, 273.0; data, 244.2;.. etc}.  For instance, term web has a representativeness of 
365.0 to the concept internet.  Length of feature vector of a concept is maintained with 
a given threshold.   

There are two types of concepts in reference ontology, one is leaf concept and other 
is non-leaf concept. Leaf concepts are those which have no sub-concepts. For each leaf 
concept, the feature vector is calculated as an average vectors on the documents vectors 
that have already been assigned to related concept. Let Fc be the feature vector of 
concept C and let N be the number of documents assigned to the concept C. Then 
weight of each feature i of the concept vector is calculated as:  

                
| |

j
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(3) 

For non-leaf concepts, the feature vectors are calculated by considering their direct sub 
concepts and concepts with subsumed relation.  Let Nj be the number of documents 
belongs to concept C, Nk be the number documents under C’s direct sub concepts and Nl 
be the other related concepts. The ith feature of FC is measured as: 
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(4) 

Whereα , β  andγ  are tuning parameters to adjust the contributions from the con-

cept instances, sub concepts and related concepts respectively and α + β +γ =1. 

Classification. Semantic user profile is constructed by classifying user’s personal 
information to reference ontology.  First, feature vectors are constructed for every 
concept and sub concepts in reference ontology (ODP). Then, feature vectors for every 
document are constructed from the personal information collection of a particular user.  
To classify user’s information to the reference ontology, we calculate a similarity value 
for each user document and concepts of reference ontology. The similarity between 
user document and concept of reference ontology are directly calculated by the cosine 
measured of their representative feature vectors. Let feature vector of user document is 
a and feature vector of concept in reference ontology is b respectively, with same 
length n. Then the cosine similarity between a and b is measured by Equation (5).  
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keywords can be explored implicitly with the help information from external sources 
such as thesaurus or from term relations extracted from the document collection rele-
vant to the given query or using some background knowledge to identify the user 
interest. In this research, a query is implicitly expanded each time using ontological 
user profile for generating personalized semantic search context. These semantic con-
texts are utilized while searching the information.  

 

 

Fig. 2. Query Expansion Process 

A query generator takes the search keyword(s) and expands it with concepts and rela-
tions explored by the user profile ontology. Figure 2 describes the query expansion 
process for a query “Machine Learning”.  

4 Evaluations 

In order to construct the ontological user profile for personalized search services the 
ODP concept hierarchy has been investigated. The RFD representation of ODP is 
downloaded for the website (http://www.dmoz.org/). Only top “Computer” concept of 
ODP is considered as a root concept for the experimental purpose and used a branching 
factor of ten with a depth of six levels of root concept.  The main goal of using ODP in 
this experiment is to construct a reference ontology which is learned with the users’ 
details to build personal profile. The model proposed in this research is targeted to a 
specific domain of scientific research in computer science field that the top computer 
concept of ODP has been chosen for the experiment. However, ODP concepts include 
many sub concepts and documents which are not related to this research domain. Only 
suitable concepts, sub concepts and documents are included after filtering the RDF 
version of ODP. Finally, experimental data sets contained 650 concepts in the hierarchy 
and 15,326 documents that were indexed under various concepts.  The indexed 
documents were pre-processed as described in Section 3 and built reference ontology 
accordingly.  
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4.1 Evaluation Metrics 

Two widely used statistical methods in information retrieval; Recall and Precision are 
used to evaluate the accuracy of user profile. The Precision measures the probability 
that the system mapped the user details to the reference ontology to build profile will be 
relevant to users whereas recall measures the probability that the classifier will select 
entire set of relevant documents. Precision and Recall can be defined as:  

 
#      

#     

of relevant documents mapped
Precision

of documents mapped
=

                     
(6)

 
 

#    

 #     

r e le v a n t d o c u m e n ts m a p p e d
R e c a l l

T o ta l o f r e le v a n t d o c u m e n ts
=

                 

(7)

 
Finally, the F-measure is calculated by combining precision and recall as follows. 
 

*
2 *

Precision Recall
F

Precision Recall
=

+                             
(8)

 

4.2 Profile Accuracy 

The goal of the experiment of user profile accuracy is to demonstrate that constructed 
ontological user profile represents user interests and preferences accurately.  To con-
struct the ontological user profile, fifty users’ details are collected from Google scholar 
and social network site Facebook by querying their name and e-mail address.  A super 
document is created by combing the collections from these two sites for each user.  
After pre-processing the documents each user details are mapped with reference on-
tology to construct the ontological user profile which represents the interests and pre-
ferences of a particular user. Mapping between reference ontology and user’s details 
are accomplished by measuring similarities among corresponding feature vectors of 
respective concepts and document. Ontological user profile contains the weighted 
concept hierarchy to represents the user interests.  Concepts’ weights are calculated by 
summation of its feature vectors along with similarity scores measured by mapping 
process. Five graduate students were assigned for manual judgments of profiles were 
relevant or not to the users with necessary information of whose profile have been 
constructed. According to their opinion precision and recalled were measured.  
Comparison of precision and recall are presented in Figure 3. 

4.3  Query Expansion 

The aim of this experiment is to evaluate expanded query concept using ontological 
profile are relevant to user context or not. For conducting test, twenty users are divided 
into five groups consisting of four users in each group. Ten queries are submitted by the 
user to expend using profile to test the context.  Figure 4 shows the evaluation results 
by different groups of users with different queries. 
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Fig. 3. Profile Accuracy 

 

Fig. 4. Query Expansion with different Users 

4.4  Personalized Search Results 

To evaluate the search results we have investigated the method of pooled relevance 
judgments with the human judgment.  Initially, for a given query top 50 results are 
collected from Google. Then same query is extended based on semantic profile con-
structed for 10 users and send to Google for collecting results. All the results were 
given to some researchers including research faculty members, post doctoral re-
searchers, doctoral and master students to assess the search results.  To help the re-
searchers in evaluation process we have provided the necessary information about users 
whose profile was constructed. According to the assessment personalized search results 
returned based on semantic profile out performed over non personalized results. For 
comparing the results of our proposed method we set a baseline by analyzing [1], [6] 
and [8]. Figure 5 shows the evaluation of Precision at top N returned results. Moreover, 
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Fig. 5. Personalized search results 

based on their analysis the personalized results are closely related to user’s background 
information. To sum up, Precision results on Figure 5 shows that our proposed se-
mantic user profile acceptably improved the personalized search results over baseline 
method.    

In order to search and ranking information, matching of query concept to the Web 
resources is accomplished.  However, most of the exiting methods of searching and 
ranking information based on Ontology are utilized information filtering approach. The 
baseline method in the area of searching and re-ranking information using ontological 
profile [8] based on filtering the information matching with Ontology concept. Addi-
tionally, collecting information for building profile [1] and [8] are based on usage 
histories which contain lot of unnecessary information which do not provides users 
interests and preferences accurately. However, information collection in our approach 
is based on social web which specify user interest and preference more accurately.  

5 Conclusion 

In this paper, we have proposed a model for constructing semantic user profile. Se-
mantic user profile is constructed in semi-automatic approach with minimum user 
intervention.  User’s background information is learned with domain knowledge in the 
form of ontology. Finally, the model represents user interest in hierarchical approach 
which can be utilized for personal information search.  Case studies and evaluations 
show that our model considerably improved the personalized information search. 
Nevertheless, there still has room in various dimensions to improve the model. The 
main backbone structure of our profile is based on ODP.  There are many irrelevant 
concepts and documents (Web pages) exist in ODP. For constructing semantic profile 
more meaningfully ODP concepts and documents should be filtered effectively.    
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Abstract. We propose an approach, according to which the Web services inte-
roperability and resulting composition schemes may be used to create the net-
work structures reflecting the patterns according to which the services interact 
during execution of composition and execution queries. We show how to create 
so-called networks of Web services which allow to effectively use the network 
structural analysis and optimization techniques to solve the network composi-
tion problems. The service network is created on the basis of the semantic bind-
ings between the services in the repository joined with the actual patterns of the 
service usage resulting from composition queries. Next we show how available 
techniques of dynamic network structure prediction and analysis may help to 
assess the future service usage and resource consumption of the service execu-
tion layer. Our approach is illustrated by the real data gathered from the PlaTel 
platform, dedicated to the complex service planning, management, provision, 
composition, execution and validation. 

1 Introduction 

The rapid development of contemporary service systems, built in accordance with the 
SOA (Service-Oriented Architectures) paradigm triggers the development of various 
methods and algorithms devoted to the analysis of user activity, service usage and 
overall description of complex service systems [9][10]. Among them the first ap-
proach to graph based description of service repositories was proposed in [8]. In this 
work we extend this approach by demonstrating the application of graph structural 
analysis [5] to the networks of services and introducing a model of dynamic network 
of services. This model can be used to build effective tools to manage access to sys-
tem services, infrastructure management, system load forecasting and evaluation of 
quality of service. 

This allows us to apply and evaluate the existing link prediction methods to the 
evolving networks of services. A broad survey of link prediction methods is presented 
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in [6]. It should be noted that most methods of the link prediction give rather poor 
results – the best predictors discussed in [2] can identify < 10% of emerging links.  

Basing on our previous experience, which shows that the distribution of sub-graphs 
in complex networks is statistically stable and typical for the considered network [4], 
we claim that it is possible to characterize the network structural changes by statistical 
data about the evolution of its sub-graphs and show that this approach leads to espe-
cially good results in the case of service networks. 

The proposed and discussed approach is illustrated by quantitative analysis based 
by the real data gathered from the PlaTel platform, dedicated to the complex service 
planning, management, provision, composition, execution and validation.  

In the following sections we propose a method for the description of service repo-
sitories within a graph based model, then we show an example of structural analysis 
of such networks, which allows to infer the roles, importance and possible risk level 
of the services. We also present an example of dynamic network of Web services and 
propose an application of link prediction methods to infer the future service usage and 
evolution of service networks. 

2 Networks of Web Services 

A Web service  typically has two sets of parameters: ( ) for SOAP request (as 
input) and ( ) for SOAP response (as output). When  is invoked with all input 
parameters ( ), it returns the output parameters, ( ). We assume that in or-
der to invoke , all input parameters in ( ) must be provided ( ( ) is mandato-
ry). In the case of composite services the input parameters for each of its atomic 
services are provided from two sources. First is the user input (which takes place 
when the user invokes a composite service, providing initial parameters) and we 
assume that these parameters are complete and adequately described. The second 
are the outputs of other atomic services taking part in the same execution plan of 
the composite service. This requires semantic compatibility between inputs and 
outputs of atomic services.  

The information contained in the SSDL descriptions of Web services is sufficient 
to create the Network of Services (NoS)  - a graph model representing all the semantic 
bindings between services within a given repository. The same concerns the standard 
approach – WSDL language [8].  

The Network of Services is a tuple: = ( , ) where: 

- = { , , … , } is a set of services (stored and described in a repository), 
- = = , , ∈ {1,2, … , },  is a set of directed edges (relations) 
between the services from , where: 

 = , ∈ ( ) 
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The existence of a directed edge = ,  may be interpreted as a fact that the 
execution of  provides a full set of input parameters needed to invoke . 

Having defined the NoS we may propose a general approach to the characterization 
of dynamic patterns of interaction between the Web services, which result from ser-
vice composition and execution. Note that, the NoS represents all possible parameter 
transfers between semantically compatible services in a repository. As the composite 
services are being composed and executed, only a subset of them may be observed in 
a system within a given timeframe.  

If we decide to observe all the parameter transfers between services in a time win-
dow of arbitrary length we may use the NoS approach and define the networks repre-
senting the services (from given set of services) activity within this time window. Itn 
leads to the definition of the Dynamic Network of Services (DNoS): 

 = ({ (1), (2), … , ( )}) 
 

where ( ) = ( , ), and = , ∈  ( = 1,2, … , , … ) iff  was exe-
cuted and provided input parameters for  during time window number  with equal 
or different lengths   and ({… }) is a transformation according which the collected 
patterns are processed in gain to predict future services patterns. 

Dynamic Network of Services  obtained after  time windows is denoted by , ( , ) , where ( , ) is a transform of all or selected subsets of edges 
 ( = 1,2, … , ), i.e., ( , ) = ( , , … , ) and  (0 1) is a 

number of time windows took into account. In the simplest cases the (… ) may be 
sum of all or selected edges patterns  ( = 1,2, … , ), i.e., ( , ) =…  ( ( , ) is a binary matrix) or may be weighted sum of all or se-
lected edges patterns  ( = 1,2, … , ) (( ( , ) is a real numbers matrix). 

If the ( ) = ( , ) and – consequently - , ( , )  are known for 
assumed ({… }) and (… ) transformations, well-known prediction methods may be 
applied among other in gain to:  

• formulate access control strategies for services requests, 
• negotiate Service Level Agreement (SLA) parameters’ values, 
• evaluate and establish billing strategies, 
• split and/or merge services available in the services repositories, 
• resize virtualized services execution environment, 
• accommodate resources provisioning strategies to changes in users requirements, 
• personalise requests processing, 
• forecast quality of the delivered services in given execution environment. 

User queries trigger composition of complex services, which are then executed by the 
service engine. Thus, DNoS stores information about parameter interchange in a ser-
vice system, which is time-dependent and has a graph representation. 

We may notice that this approach is analogous to the representation of dynamic 
social networks, where the interactions between humans are stored as graphs  
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and analysed on time-window basis [3][7]. In this case we may describe the DNoS 
model as a social network of Web services. We utilise this analogy to propose a Web 
service usage analysis methodology, which assumes the following steps: 

1. For given service repository and associated service composition framework create 
the NoS model representing semantic services’ compatibility. 

2. Apply structural graph analysis methods to infer the properties of services. 
3. Build   – a series of networks of services representing the previous and 

actual composite services usage. 
4. Use link prediction methods to infer the future composite service usage and para-

meter flows. 
5. Relate predictions to measurable consumption of system resources. 

In order to illustrate the above concepts, in the next section we present the first ex-
perimental results obtained with the PlaTel  (Platform for ICT solutions planning and 
monitoring) service management framework.  

3 PlaTel Framework and the Experimental Setup 

The illustrative example of the creation and analysis of the NoS model will be pre-
sented on the basis of repository of services belonging to the PlaTel framework,  
supporting business processes in distributed ICT (Information and Communication 
Technologies) environment based on Service Oriented Architecture (SOA) paradigm 
[11]. The framework scope of functionalities is divided into applications that cover 
the whole life cycle of business oriented ICT applications.  

The PlaTel approach to service description problem assumes the use of the na-
tive service description language, SSDL (Smart Service Description Language) 
which is proposed as a solution allowing simple description of composite service 
execution schemes, supporting functional and non-functional description of servic-
es. Its functionality includes that of the Web Service Description Language 
(WSDL), but offers important extensions. SSDL is dedicated for service execution 
support, including the guarantees of service QoS parameters and dynamic service 
composition at runtime.  

The main difference between WSDL and SSDL is not only the range of description 
(atomic service vs. composite service) but also the fact that WSDL is a complete in-
struction on how to call a Web Service via http (namely using SOAP protocol), while 
SSDL is an execution plan needing an engine to execute (interpret) it. 

A definition of SSDL node types contains all basic data types which allow for the 
functional and non-functional description of a service, its execution requirements and 
the description of complex services with conditional execution of their atomic com-
ponents.  

Each of them is associated with the number of sub-nodes allowing for precise de-
scription of a service. An important part of the functional description of a SSDL node 
is class attribute, which contains semantic labels describing the input parameters of  
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the service. The labels are taken from domain ontology and used during service com-
position and the construction of data flow inside a composite service. Thus, the ser-
vice repositories in PlaTel store all information needed to create the NoS  and  DNoS 
models.  

So far, we can find many approaches to the service composition problem [18]. 
In work [14] it is mentioned that, rather than starting with a complete business 
process definition, the composition system could start with a basic set of require-
ments and in the first step build the whole process, whereas many approaches [19] 
require a well-defined business process to compose a complex service. Current 
work often raises the topic of business process analysis, semantic analysis of user 
requirements, service discovery (meeting the functional requirements), selection of 
specific services against non-functional requirements (i.e. execution time, cost, 
security) and computational and communication resources provisioning. However, 
the presented solutions have some disadvantages, i.e. these methods have not yet 
been successfully combined to jointly and comprehensively solve the problem of 
composition of complex services that satisfy both functional and non-functional 
requirements. In many cases only one aspect is considered. For example the work 
[21] focuses on services selection based only on one functional requirement at a 
time. Other works [17][20][22] show that non-functional requirements are consi-
dered to be of a key importance, however many approaches ignore the aspect of 
building a proper structure of a complex service which is key to optimization of 
i.e. execution time.  

To this date researchers have approached the service composition from different 
perspectives. Some have presented specialized methods for services selection or 
composite service QoS-based optimization [15]. However, despite the importance 
of their contribution, those solutions are not widely used by other researchers. 
Some propose complete end-to-end composition tools introducing a concept of 
two-staged composition: [13] logical composition stage to prune the set of candi-
date services and then composing an abstract workflow. METEOR-S [14] presents 
a likewise concept of binding web services to an abstract process and selecting 
services fulfilling the QoS requirements. Notions of building complete composi-
tion frameworks are also clear in SWORD, [16] which was one of the initial at-
tempts to use planning to compose web services. However, the proposed  
approaches are closed and do not support implementation of other methods and, 
because of this, it is difficult to call them frameworks. And a framework-based 
approach is what is currently needed in SOA field in order to create composition 
approaches that are fitted to different domains characteristic for them. 

Our framework provides multi-criteria (functional and non-functional) composi-
tion of Web services and QoS assurance for utilized ICT services that allows for 
building of various service selection and composition scenarios. It also utilizes 
configurable composite services to provide its functionality. In order to ensure the 
interoperability with external service and ontology repositories we have created 
specialized services – Mediators – responsible for database access and providing  
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standardized interfaces for internal PlaTel services. In result we can integrate ex-
ternal resources within our framework (which was equipped with access control 
functions). All these features taken together offer flexible and extensible environ-
ment for communication and composition of the Web services. To our best know-
ledge it is the first framework for service composition that implements this kind of 
flexible approach.  

• All the key components of the PlaTel (namely: service composer, communica-
tion mapper and execution engine) are composite services themselves, which 
implies that their execution schemes may be easily reconfigured or extended – 
and a specialized graphical user interface is provided to support such actions. 
This approach allows creating repositories of dedicated composite services for 
composition, mapping and retrieval of the Web services, which may be used ac-
cording to current needs. They may be stored and conditionally chosen from the 
repository. 

• We address the non-functional requirements of Web services and propose an ex-
tensible description language (SSDL – Smart Service Description Language), 
which allows expressing non-functional parameters of a composite service.  

• The execution engine interpreting the SSDL definitions of composite services and 
maintaining the non-functional parameters. It has two modes of execution – inter-
pretation (the components of a composite service are explicitly executed) and 
composite service emulation (in this case the execution engine reads the SSDL and 
communicates like a service described in the SSDL definition, thus supporting au-
tomatic deployment of composite services). The framework also allows the use of 
external execution engines (in this scenario the PlaTel engine serves as an SSDL-
driven interface to them). 

• We also deal with the issue of communication between Web services by providing 
communication mapper – a dedicated service which supports service composer and 
substitutes each node of the composite service scenario graph with a sub-graph 
representing the order of execution of atomic ICT services (communication and 
computational) necessary to connect domain atomic services (communication ser-
vices provide an appropriate medium for transmission of data between computa-
tional services responsible for data processing tasks such as: encryption, encoding, 
signal merging/splitting etc.). 

The PlaTel framework and its repository of services for the composition of service-
based applications for property monitoring domain will serve as a demonstrative ex-
ample of how the network of services can be created and analyzed.  

4 Exemplary Network of Services 

For the first experiments on PleTel framework, the repository of services used to 
build applications for monitoring and property security domain was chosen.  
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Fig. 1. Network of Services for exemplary service repository 

The repository is relatively small and consists of 27 services, for which the NoS 
model was created, according to the definition given in the preceding section. Fig. 1 
presents the visualisation of the NoS, viewed as a directed graph with labelled nodes 
representing services. The NoS was analysed using standard structural network analy-
sis techniques which returned interesting results.  

First of all the node degree distribution was checked – most of the complex net-
works existing in nature, from social to biological, economic and technology-based 
show scale free node degree distribution, following  the power law [1], the same was 
confirmed for the NoS of PlaTel service repository. Fig. 2 presents the node degree 
distribution for PlaTel service repository. 

 

 

Fig. 2. Node degree (k) distribution for PlaTel service repository 
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This results confirm observations and conclusions presented in [8] for Web service 
repositories. The next step was the structural analysis of the network – inferring the 
node types from their connection patterns, calculating betweenness centralities (which 
correspond to the relative importance of the node in a graph) and node group analysis.  

Fig. 3 presents the PlaTel NoS graph created in NetMiner 4.0 network analysis 
software, with three node groups detected by the standard CNM (Clauset, Newman 
and Moore) algorithm. We may note that the groups, however detected only on the 
basis of the graph structure contain the services with corresponding functionalities 
(coding and encryption – G1, decoding and decryption – G2, storing and stream 
processing – G3). This may suggest an effective strategy for categorization of Web 
services in large heterogeneous repositories.  
 

 
Fig. 3. Network size for time windows of different size for WUT dataset 

The node types were detected using approach defined in [5]: Isolate nodes do not 
have any links. Transmitter (crosses on Fig. 3) has only out links and no in links.  
Receiver (cross) node has only in links, while Carrier node (rhombus) has exactly one 
incoming and one outgoing link. Ordinary node (circle) does not fall in any of the 
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above categories. The types allow to classify the nodes (services) in the context of 
their roles and the importance for the functionality of the service repository.  

The detailed results concerning network nodes of the investigated NoS are pre-
sented in Table 1. The services Data transferring and Data separation were assigned 
the highest betweenness centrality (visualized as the node size on Fig. 3) which sug-
gests their key role in the communication between the services in the repository which 
corresponds to the domain knowledge and typical usage of the PlaTel services. 

Table 1. The node characteristics for the PlaTel NoS 

In
Degree 

Out
Degree 

Betweenn.
Centrality 

Node Type 

Capture Stream 1 0 5 0 Transmitter 

Capture Stream 2 0 5 0 Transmitter 

Aggregation of data streams 2 6 0,006462 Ordinary 
Data separation 3 11 0,038769 Ordinary 
Data coding 4 3 0,006895 Ordinary 
Data encryption 5 2 0,018998 Ordinary 
Data coding and encryption 2 2 0,001305 Ordinary 
Data transfering 12 8 0,166956 Ordinary 
Data decryption 3 3 0,009916 Ordinary 
Data decoding 3 2 0,006559 Ordinary 
Separation of data streams 8 1 0,001972 Ordinary 
Data stream analysis 8 0 0 Receiver 
TempStore 4 2 0,015385 Ordinary 
Send in packets 1 1 0 Carrier 
DB Insert 2 0 0 Receiver 
Audio coding 1 2 0 Ordinary 
Video coding MPEG-1 1 2 0,003077 Ordinary 
Video coding MPEG-2 1 2 0,003077 Ordinary 
Audio encryption 2 1 0 Ordinary 
Audio coding and encryption 1 1 0 Carrier 
Video coding and encryption 1 1 0 Carrier 
Video encryption 2 1 0 Ordinary 
Audio decryption 1 3 0,001972 Ordinary 
Video decryption 1 4 0,001972 Ordinary 
Video decoding MPEG-1 2 2 0,001972 Ordinary 
Audio decoding 2 2 0,001972 Ordinary 
Video decoding MPEG-2 2 2 0,001972 Ordinary 

 
We argue that the results of such analysis may be effectively used to select services 

which are important for given domain, and the structural NoS analysis may contribute 
to the risk and resource management in the service systems.  

In the next section the dynamic properties of the networks of Web services will be 
analyzed, with special attention to the network link prediction problem and its appli-
cation to the assessment of the future service and resource consumption. 
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5 Networks of Web Services and the Link Prediction [Problem 

For the experiments with the DNoS a record of the actual service usage was needed. 
The dynamic network representing the actual service usage was created, then the link 
prediction methods were applied in order to assess the future service usage and the 
structure of the resulting DNoS. The experiments were carried on the PlaTel frame-
work, with the following assumptions: 

• 5 users took part in the experiment, and 9 types of queries (requirement graphs, 
representing the user demands for composite services) were invoked ~200 times. 

• Queries were served by the PlaTel composer module, with exact match semantic 
filter (assuming exact correspondence between semantic description of require-
ments and the selected services). 

The resulting dataset (from here denoted as PlaTel dataset) was divided into 80 time 
windows, corresponding to the 80 DNoSs. First 30 were used to train the link predic-
tion algorithms, the remaining 50 were used for verification.  

Prediction evaluation procedure was performed according to the scheme proposed 
in [2].  

The DNoSs created were highly dynamic. The number of links emerging and disap-
pearing in the consecutive time windows varied frequently, which was quite different 
from the situation met in the case of dynamic social networks, where, in most cases, the 
number of new links in the network  may be predicted by means of time series analysis 
[12]. 

For the link prediction problem three algorithms were used: Preferential Attach-
ment (PA), Common Neighbours (CN) and Triad Transition Matrix (TTM). First two 
are standard link predictors which assume the social-driven behaviour of network 
nodes: PA assumes the tendency of new links to be adjacent to network hubs, CA 
tries to connect nodes which have numerous common neighbours.  

This approaches have strong grounding in social science and were proven to be ef-
fective in the case of social networks. TTM is a novel, domain-independent method, 
first introduced in [12]. It is based on statistical description of changes in elementary 
network sub-graphs – the triads of nodes. Despite the link prediction problem being 
hard (prediction accuracy for real-life complex networks are rarely better than 5%) it 
was shown to be very effective, especially for networks analysed in short time scales 
[12]. The average prediction accuracy was 1.3% for CA, 2.7% for PA and 18.7% for 
TTM. The TTM decisively outperforms the other predictors which leads to the conclu-
sion, that the evolution of DNoS is not driven by social evolutionary schemes. The rela-
tive performance of CA and PA also confirms this conclusion – in most social network 
datasets CA outperforms PA. This also suggests, that we may expect similar phenomena 
for the majority of other link predictors available – most are derived from the observa-
tions of social phenomena applied to the complex networks.  

Good results for TTM imply also that predictors using time series analysis, sub-graph 
structure mining and network statistics will perform better in the case of dynamic net-
works of services. We may also note that for some windows all the predictors have zero 
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accuracy. This is caused by the lack of user activity (queries) during these windows and 
suggests  that a methodology for choosing window timespan is needed. 

An important fact is also the significant reduction in the computational cost (for all 
predictors). This is caused by the reduction of possible link space in contrary to social 
networks, where one can expect n2 possible links in a n-node network, in the case of 
NoS the complete link space is equal to the number of its links (note that only some of 
them occur in the DNoS). This, however had no influence on the performance of the 
predictors.  

6 Conclusions and Future Work 

The presented approach is quite novel – the only one work suggesting the network 
approach to the description of service repositories is [8], however only the static ap-
proach to the service networks was presented there and no structural analysis or net-
work evolution scenarios have followed. The concepts of NoS and DNoS open vast 
possibilities of applying various graph and network analysis techniques for the man-
agement and evolution discovery of complex service systems. The most attractive and 
practically important areas of future research are: 

• Utilizing all the information stored in service description records (in WSDL and 
SSDL alike) for the creation of complex service networks. 

• Broad analysis of link prediction methods in order to choose appropriate approach-
es to dynamic service networks. 

• Establishing connections between structure prediction of service networks and 
resource consumption and allocation in service systems. 

• Utilizing information about users (who submit composite service queries) during 
creation and analysis of service networks’ models. 

References 

1. Barabasi, A.: The origin of bursts and heavy tails in humans dynamics. Nature 435, 207 
(2005) 

2. Lieben-Novell, D., Kleinberg, J.M.: The link-prediction problem for social networks. 
JASIST (JASIS) 58(7), 1019–1031 (2007) 

3. Braha, D., Bar-Yam, Y.: From Centrality to Temporary Fame: Dynamic Centrality in 
Complex Networks. Complexity 12(2), 59–63 (2006) 

4. Juszczyszyn, K., Musial, K., Kazienko, P., Gabrys, B.: Temporal Changes in Local Topol-
ogy of an Email-Based Social Network. Computing and Informatics 28(6), 763–779 
(2009) 

5. Wasserman, K., Faust, L.: Social network analysis: Methods and applications. Cambridge 
University Press, New York (1994) 

6. Getoor, L., Diehl, C.P.: Link mining: a survey. ACM SIGKDD Explorations Newsletter 7, 
3–12 (2005) 

7. Huang, Z., Lin, J.: The Time-Series Link Prediction Problem with Applications in Com-
munication Surveillance. INFORMS Journal on Computing 21(2), 286–303 (2009) 



120 A. Grzech et al. 

8. Oh, S., Lee, D., Kumara, S.: Effective Web Service Composition in Diverse and Large-
Scale Service Networks. IEEE Transactions on Services Computing 1(1) (2008) 

9. Wang, Y., Zhang, J., Vassileva, J.: Effective Web Service Selection via Communities, 
Formed by Super-Agents. In: IEEE/WIC/ACM International Conference on Web Intelli-
gence and Intelligent Agent Technology, pp. 549–556 (2010) 

10. Stelmach, P., Grzech, A., Juszczyszyn, K.: A Model for Automated Service Composition 
System in SOA Environment. In: Camarinha-Matos, L.M. (ed.) DoCEIS 2011. IFIP AICT, 
vol. 349, pp. 75–82. Springer, Heidelberg (2011) 

11. Stelmach, P., Juszczyszyn, K., Prusiewicz, A., Świątek, P.: Service Composition in Know-
ledge-based SOA Systems. New Generation Computing 30(2&3) (2012) 

12. Juszczyszyn, K., Musial, K., Budka, M.: Link Prediction Based on Subgraph Evolution in 
Dynamic Social Networks. In: SocialCom/PASSAT 2011, pp. 27–34 (2011) 

13. Agarwal, V., Chafle, G., Dasgupta, K., Karnik, N., Kumar, A., Mittal, S., Srivastava, B.: 
Synthy: A system for end to end composition of web services. Web Semantics: Science, 
Services and Agents on the World Wide Web In World Wide Web Conference 2005, Se-
mantic Web Track 3(4), 311–339 (2005) 

14. Aggarwal, R., Verma, K., Miller, J., Milnor, W.: Constraint Driven Web Service Composi-
tion in METEOR-S. In: Proceedings of the 2004 IEEE International Conference on Servic-
es Computing, pp. 23–30 (2004) 

15. Jong Myoung, K., Kim, C.O., Kwon, I.H.: Quality-of-service oriented web service compo-
sition algorithm and planning architecture. The Journal of Systems and Software 81, 2079–
2090 (2008) 

16. Ponnekanti, S.R., Fox, A.: SWORD: A developer toolkit for Web service composition. In: 
Proceedings of the 11th World Wide Web Conference, Honolulu, HI, USA (2002) 

17. Cena, F., Furnari, R.: Discovering and Exchanging Information about Users in a SOA En-
vironment. Communication of SIWN - Systemics and Informatics World Net 4(3), 34–38 
(2008) 

18. Rao, J., Su, X.: A Survey of Automated Web Service Composition Methods. In: Cardoso, 
J., Sheth, A.P. (eds.) SWSWPC 2004. LNCS, vol. 3387, pp. 43–54. Springer, Heidelberg 
(2005) 

19. Jong Myoung, K., Kim, C.O., Kwon, I.H.: Quality-of-service oriented web service compo-
sition algorithm and planning architecture. The Journal of Systems and Software 81, 2079–
2090 (2008) 

20. Karakoc, E., Senkul, P.: Composing semantic Web services under constraints. Expert Sys-
tems with Applications 36(8), 11021–11029 (2009) 

21. Klusch, M., Fries, B., Sycara, K.: OWLS-MX: A hybrid Semantic Web service mat-
chmaker for OWL-S services. Web Semantics: Science, Services and Agents on the World 
Wide Web 7, 121–133 (2009) 

22. Zeng, L., Kalagnanam, J.: Quality Driven Web Services Composition. In: 12th Interna-
tional Conference on the World Wide Web, pp. 411–421 (2003) 



 

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 121–131, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

 Towards a Model of Context Awareness  
Using Web Services  

Mahran Al-Zyoud, Imad Salah, and Nadim Obeid 

Department of Computer Information Systems,  
King Abdullah II School for Information Technology,  

The University of Jordan,  
obein@ju.edu.jo 

Abstract. Recent years have witnessed the movement of many applications 
from the traditional closed environments into open ones. These applications, 
which are being accessed via web browsers, usually offer a great amount of 
information and services. Open environments and content explosion may affect 
the usability of web applications, where usability measures the degree of usage 
satisfaction of the application provider and the application user. If both sides of 
a communication (the web application and the device accessing it) collaborate 
to manage the various issues of context, usability could be improved. This 
paper focuses on modeling context awareness. We propose two models that 
organize knowledge in layers, and complement each other, in order to give the 
web applications’ developers the adequate knowledge and a visualization of 
what should be performed to develop a context aware application.  Some of the 
major issues that need to be considered are: context representation and the 
heterogeneity that characterizes the open environment of web applications. We 
shall employ the object oriented approach to represent context and we shall 
utilize the web services to make a first step toward developing a notion of 
universal interoperability that aims to facilitate the communication between the 
server hosting the web application and the devices used to access it. We aim to 
enable each device to be responsible for its own context without the need of the 
web application to know the details of how the device is managing the context. 
As a case study, we present an implementation of a prototype of a university 
portal.  

Keywords: Context awareness, Context representation, Web services.  

1 Introduction 

Institutions create web applications that aim to serve as an entrance to their 
information systems or to announce their existence to the public. These web 
applications usually include huge amounts of important information and distinguished 
services that are targeted to users according to their preferences, interests, roles in the 
business, geographical location, time of access, etc.  Open environments and content 
explosion may affect the usability of web applications, where usability measures the 
degree of usage satisfaction of the application provider and the application user.  
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If both sides of a communication (the web application and the device accessing it) 
collaborate to manage the various issues of context, usability could be improved.  

One way to enhance the usability of web applications is to make them adaptable 
using context. In this paper, we focus on modeling context awareness. We propose 
two models that organize knowledge in layers, and complement each other, in order to 
give the web applications’ developers the adequate knowledge and a visualization of 
what should be performed to develop a context aware application. Some of the major 
issues that need to be considered are: context representation and the heterogeneity that 
characterizes the open environment of web applications. We shall employ the object 
oriented approach to represent Contextual knowledge (e.g., role, time, location, and 
device) which will be embedded into layered models. We shall utilize the web 
services to make a first step toward developing a notion of universal interoperability 
that aims to facilitate the communication between the server hosting the web 
application and the devices used to access it. We aim to enable each device to be 
responsible for its own context without the need of the web application to know the 
details of how the device is managing the context. However, there is a need for a 
common ground to reliably exchange messages between the web application and the 
device without error or misunderstanding; i.e. to make them interoperable regardless 
of hardware architecture or software platform differences.  

In Section 2, we give the background and related work that include the notion of 
context, Context representation, context aware applications and web services.  Section 
3 will be concerned with context awareness modeling. We present two models: (1) a 
model of the process performed at the node initiating the communication with the web 
application and a model of what happens at the web application side. In section 4, we 
present an implementation of a prototype of a university portal as a case study. 

2  Background and Related Work  

There are many definitions of context and many dimensions along which 
representations of contextual knowledge may vary [3]. However, most researchers in 
the different disciplines seem to agree that (1) a context is partial as it describes only a 
subset of a more comprehensive state of affairs, (2) it is approximate as contextual 
information which is not required by the user must be abstracted away and (3) a given 
state of affairs can be considered from several independent perspectives such as a 
spatial perspective (e.g., a user’s location), temporal perspective and logical 
perspective. 

Across a variety of disciplines, specific formulations of context tend to emphasize 
different aspects. Dey [5] defines context as: "Any information that can be used to 
characterize the situation of an entity. An entity is a person, place, or object that is 
considered relevant to the interaction between a user and an application, including 
the user and applications themselves".  

Context awareness may be defined as the ability of a computer system to know 
about the surrounding environment of the user (the context); i.e. to be aware of the 
user's context. There many context aware applications. In [7], a system that is aware 
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of the patient's condition was created. It is accompanied by a repository containing 
condition's history of the patient in order to enhance the medical care provided. A 
kind of applications that serves as a friend finder is described in [9]. It works by 
taking the user type and location as criteria to suggest and find friends. Facebook now 
supports this type of service. In [8] a discussion of how the presentation of different 
context sources would improve the user's interaction with calendar and appointment 
applications. Other context aware applications could be found in [2] and [1]. 

The main approaches of context modeling include Key-Value Modeling, Markup 
Scheme Modeling, Graphical Modeling, Object Oriented Modeling, Logic Based 
Modeling, and Ontology Based Modeling (cf. [10]). Different approaches have been 
presented for contextual information acquisition such as direct sensor access, Context 
server and Middleware infrastructure (cf. [4]). In this paper we adopt the object 
oriented modeling approach where the concepts of encapsulation and inheritance are 
used to hide the context processing and to give a hierarchical shape of the system. We 
make the node, accessing the web application, responsible for its context by allowing 
it to directly access its own sensors while the web application performs the querying 
for these contextual aspects collected and controlled by the node itself.   

Web Services are loosely coupled software components that can be reached using 
open protocols such as Hyper Text Transfer Protocol (HTTP) and eXtensible Markup 
Language (XML). They can be considered as an effort to create a universal 
interoperability by facilitating the communication between electronic devices on the 
network. In this regards, they can be considered as a universal client/server 
architecture that allows systems to communicate with each other without the need to 
use any proprietary client libraries. 

The service interface information is disclosed to the client via a configuration file 
encoded in a standard format (WSDL) and the UDDI registry is used as a repository 
of these services information as described in their WSDL documents.  

An explanation of the process that must be performed in order to design and build 
a context-aware application is presented in [6]. The design process consists of:  

(1) Specification: aims at specifying the behaviors that need be implemented and the 
contextual information that must be present at run. 

(2) Acquisition:  aims at defining the mechanisms needed to provide the context such 
as installing physical sensors, utilizing virtual sensors, knowing the type of data the 
sensors provide, knowing how to communicate with theses sensors, 
communicating with sensors, store context and interpret context. 

(3) Provisioning: aims at providing methods to make the context information 
accessible to applications.  

(4) Reception: aims at acquiring context. It may involve locating the needed sensors, 
figuring out how to communicate with them, interpreting the received context to 
make it more useful for the application.  

(5) Action: aims at adapting the application according to received context by 
analyzing the context or combining it with other information collected 
momentarily or from past communication, selecting the most appropriate context-
aware behavior and finally performing the behavior. 
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3 Context Awareness Modeling  

Our aim is to enable the web application, which is created cooperatively by the 
analyst and the programmer, to understand the activities (situations) and understand 
the preferences of the user when he/she is engaged in various activities. Based on the 
design process discussed above, we provide the following two models: 

(1) A model of the process to be performed at the node initiating the communication 
with the web application to which we shall refer as Node-Model. This includes the 
phases of specification, acquisition, and provisioning. 

(2) A model of what happens at the web application side to which we shall refer as 
Web-Model. This includes reception and action phases. 

The idea of the two models is due to the need to separate the core application logic 
from the logic of the various processes that aim to detect, refine, and reason about 
context. This separation of base behavior of the application from context related 
processes should improve modularity. In our view, separation means that each node 
(e.g., communicating party) that accesses the application has to deal with a number of 
issues such as: (1) what context data to collect via the available mechanisms, (2) what 
analytical processes must be performed to benefit the purpose of usage at the node, 
(3) what context information to give to requesting applications and at what level 
(regardless of the level of context requested) and (4) how to utilize the resources of 
the node efficiently to the benefit of the context management process and to other 
routine purposes. 

The node that represents the application has to handle a set of issues which may 
include: (1) what services/information the application provides (the core application 
logic), (2) how to take the context of usage into consideration while providing these 
services and (3) in what ways and in what parts of the application the context may 
play a role in helping the user. 

3.1 Node-Model  

Figure 1 shows the layers of the Node-Mode.  
 

Context Distribution Layer 

Context Processing Layer 

Context Storage Layer 

Context Catching Layer 

Fig. 1. Node-Model 

Context Catching Layer: This is the layer that mostly deals with hardware. Here, 
hardware devices are heavily employed to collect (acquire) various contextual 
information of the communicating node's environment. This type of sensing where 
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hardware devices are used to collect context information is called hard sensing. A 
quick instance of these devices is sensors. It is also possible to employ software 
mechanisms to collect data (soft sensing) concerning the user interaction with the 
device's programs and his/her interaction with the Internet. It is apparent then that 
context information can be gathered from a variety of sources using different 
technologies. This should enhance the requirement of making the context loosely-
coupled from the sensing mechanisms used. 

We propose a Universalization Sub-Layer which transmits (provides) the context 
data in a universal way. We can connect this layer to the layer above through well-
known interfaces. This should enhance the modularity of the architecture by allowing 
the use of any kind of technology in the next layer as long as it can figure out how to 
deal with the interfaces of context providers. 
 
Context Storage Layer: This layer represents the usage of a permanent memory 
mechanism that influences the processing done by the above layer, especially those 
concerning statistical analysis and historical references where context history may be 
used to establish trends, predict future context values, and to implement intelligent 
learning algorithms that help to make applications more able to adapt intelligently; to 
mention a few examples of context history usage. We consider this layer to be of 
higher importance and we claim that its introduction in the model is also becoming 
more and more practically feasible due to rapid advancements in storage technology. 
One of the properties of this layer is the introduction of it at this position, not at a 
higher position like most models do.  

All contextual data that are being collected (the previous layer) are fed into this 
layer. In addition, domain knowledge and inference rules are stored in the database. 
We view this layer as the kitchen that will always be used to prepare the recipes of the 
following layer. Querying context data stored in the database could be done through 
the Structured Query Language (SQL) that provides the ability to read from and write 
to the database at a high level of abstraction. Responsibilities of this layer encompass 
in addition to storing context data, maintaining the integrity of data, and the efficient 
utilization of storage.  
 
Context Processing Layer: This is the layer that gives the taste of the whole process. 
It pulls instant and old contextual data from the layer below (we like to call it cupel) 
and does some processing (cupellation) in order to provide the required knowledge 
that the application will depend on to adapt its behavior. Note that some processing 
activities may also write some results back into the Context Storage Layer. Context 
here is being prepared into a set of levels determined according to the context type; 
i.e. levels help to provide coarse grained and fine grained context. Since most 
consumers are interested in already interpreted and aggregated information than raw 
data; technical data gathered and stored in the previous layer are being analyzed and 
reasoned about in a way that makes context more readable and beneficial to context-
aware applications. Levels mentioned above include raw data and processed context. 
We recommend the approach of having a context knowledge base and an inference 
engine that uses various inference rules and information gathered from sensors that 
are saved in the database to deduce the leveled context. The inference engine follows 
rules in the database and applies the well known forward chaining technique, for 
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example, in order to create the specified level of abstraction needed and to help the 
application make the proper decision of adaptation according to the application's 
conditional rules. 

 
Context Distribution Layer:  This layer has the responsibility of delivering context to 
the interested requestors. At this layer there is a kind of protecting agent that will decide 
whether it is safe to give correct information to the requestor. Also, we put a requirement 
in this layer which states the necessity of providing context in a universal format that 
should be understood regardless of the communicating parties' (providers and consumers) 
hardware and software specifications. This requirement's importance is clearly apparent; 
it will increase the usability of the model and the applications conforming to the model, 
since it overcomes the heterogeneous context data sources issue.  

This layer contains a Context Protection Sub-Layer, Context Publisher Sub-Layer, 
and Context Universalization Sub-Layer. 

(1) Context Protection Sub-Layer: The protective shield is strongly needed when we 
are suggesting that there will be many distributed web-enabled devices having user 
profiles and other sensitive information and which may deal with malicious 
applications. It will be the firewall that must be dealt with at first to take the 
contextual information requested. This firewall would consult a set of rules that 
may include user ownership rules to determine the safest action to the node. User 
ownership rules state for example that this kind of context information could be 
given to the application satisfying some criteria. So, the context protection sub-
layer resembles the function of a filter that queries the database and allows only a 
subset of context information to be sent to each type of application according to 
predefined rules, (i.e. every node defines a set of constraints to determine when it is 
allowed to give certain aspects of context to the requesting application). 

(2) Context Universalization Sub-Layer: Context Universalization Sub-Layer has the 
responsibility of converting the contextual information required at the specific level 
into a format that can be interpreted by all parts of the communication running 
whatever software on whatever hardware architecture. Having each framework 
present today with its own format to describe context and with its own 
communications mechanisms makes it difficult, if not impossible, to look forward 
an open context framework. Standardized formats and protocols, on the other hand, 
make it more realizable and possible to achieve this goal and bring the advantage of 
concentrating more on the product or service being developed rather than on the 
communication and the type of node being communicated. According to current 
software technologies, Web Services could achieve the task and make context 
aware services more interoperable. Interoperability is important since it enables 
developers to use Web services without thinking about which programming 
language or operating system the services are hosted on.  

(3) Context Publisher Sub-Layer: This layer also contains a sub-layer which we called 
a Context Publisher. It has the responsibility of advertising the services of the node, 
i.e. which contexts are provided by the node. It does this work after consulting the 
firewall. 
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Node-Model Discussion: Some of the important features in this model are: the 
position of the storage layer, the multiple layers that mainly aim to give multiple 
levels of abstraction to the same contextual data and the introduction of the firewall at 
the top of the hierarchy. The model asserts the requirement of providing context 
aspects in a standard format to overcome the heterogeneity difficulties. The model 
should be realized and implemented by each web-enabled (has an IP) node. 
Therefore, we have a distributed system where sensing, context storage, and context 
processing are all performed remotely at the node. The application will communicate 
with the context distribution layer to obtain the needed contextual information. In 
other words, there is a separation between detecting and processing context on one 
side and using context on the other side. Requiring each node to be responsible for the 
control and management of its own context is beneficial as small (mobile) devices or 
PCs will be capable of handling the processing level. Furthermore, we may avoid the 
single point of failure problem associated with a central location of storage and 
processing.  This feature should improve the modularity and reusability of systems.  

The publisher object is there to allow the application to know which sensors are 
attached to the node and therefore to determine which parts of the application may be 
adapted. 

3.2 Web-Model  

From the application viewpoint, we will model the process that the application should 
perform in order to complete the context-awareness cycle. The aim is to make the web 
application, which is created cooperatively by the analyst and the programmer, able to 
understand the activities (situations) and understand the preferences of the user when 
he/she is engaged in various activities. Figure 2 shows the suggested model and a 
discussion of its components follows. 

 

 

Fig. 2. The model at the web application 
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Core Application Modules:  these include the primary functionalities presented by 
the web application which are represented by the database, user interface, and the 
variety of services dealing with the database and interacting  with (e.g. sending output 
to or taking input from) the user interface.  

MVC: on top of the database and the user interface come the MVC objects which act 
as a mediator that communicate with the upper layer on behalf of the lower layer(s). 

Context Operation Manager: moving bottom up, we are going more and more into 
being context aware. We take this class to have the main tasks of contextualizing the 
content and behavior of the web application. We divided its responsibilities into the 
following: 

(1) Registrar. The Registrar object is will be contacted by the model and the view on 
behalf of database and user interface. Its job is simply to record that these database 
items are interested in this contextual information (data – content – adaptation) and 
that these user interface items have the potential to be adapted based on the 
following contextual information, etc. 

(2) Communicator. The Communicator, having channel with the upper layer, will be 
told by the Registrar object that this web application (database and interface) is 
demanding to have what types of context from the node at the other end. Armed 
with that information about the required types, the Communicator contacts the 
specified consumers – according to a list specifying what type of context could be 
brought by what consumer – and waiting for their quick reply before timing out 
after a predetermined time in which case it will return a default value for each 
context type not being brought on time. 

(3) Internal Distributor. When the Communicator finishes its job, the contextual 
information would be available to be delivered to those parts of the database and 
user interface that registered their sensitivity to some context.  

 
Context Consumers: Context Consumers at the web application server node will call 
their counterparts and Context Providers, at the Context Distribution Layer.  
Negotiations take place to bring the context required at all available levels that could 
be agreed upon between the web application and the client node. Some types of 
context information could be cached to overcome any performance issues emerging 
from continuous demanding of the same context information by various database and 
user interface items. 

4 Case Study: University Portal Prototype  

Aiming at improving the usability of a previously created website, we have 
redesigned it to be context-aware to some aspects based on our second model. In 
addition, to measure the impact of this improvement; we have provided a PC with the 
mechanisms needed to disseminate some context. 

We have used Java programming language to develop the classes, interface, and 
the web service that reside at the node and to develop the JSP pages of the portal. We 
have created three classes as shown in Figure 3 below. 
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The Universalizer class is the one that is converted to a web service in order to 
constitute the interface to various web applications asking for the node’s context. Our 
interests, when implementing the prototype, were limited to the context types:  
Location, Time, Role and Device.  

The scenario is as follows: the web application (the portal) is developed and 
deployed at Server A. There are other nodes (PCs) in the network that wish to access 
the application. For the purpose of simulation, we have used PCs (Desktops and 
Laptops), and we have deployed the web application and the web service on a 
standalone WebLogic server installed on each device (the server holding the web 
application and the PCs holding the web services). 

 

 

Fig. 3. Interaction of suggested implementation classes 

WebLogic is an application server that has to be configured appropriately and will 
work as the container for the web service and the application. Each PC will have its 
own database (could be the light version of a database). When PC1, for instance, 
accesses the portal, the servlet (a type of java class) which is programmed to receive 
the request will extract PC1 IP address in order to use it in further communications. 
Then the web application will check if the node is committed to give the context types 
of interest to the web application, so it will use the IP address of PC1 and try to access 
the web service that should be there in the compatible nodes. If there is no such web 
service, the application could use the mechanisms of exception handling to deal with 
such cases and will put a default values in the variables representing the context types 
of interest to it. If the service is there, then further communication will take place and 
the chain of classes mentioned at PC1 will do the job and will disseminate just those 
context types/levels that are allowed to be disseminated to such an application. 
Therefore, we have eliminated the discovery phase mentioned in the service oriented 
architecture as it does not make sense to discover what is already known. A web 
application has to check if the web service exists on the node and if the answer is 
positive then it can ask for the contextual aspects it needs.  

On the web application side, the sections of the page could, for instance, be adapted 
according to the PCs’ locations. For example, some section may be interested in 
advertising to different places in the university, where several advertisements are 
being addressed to distinct locations (faculties, centers, etc…). The benefits should be 
apparent since contacting PC1 will say to the web application at which location it sets 
exactly and the application will adapt accordingly by prioritizing those advertisements 
pertaining to the location of the node. 
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Adaptation of the portal could be accomplished for the following aspects: Content, 
Presentation, and Navigation. For the content aspect, the same page requested may 
display different content according to the user’s role, location, or time of access. For 
example, if the user is accessing the page from inside the university, then the page 
may display advertisements of current place of access. However, if the access is from 
outside, then more general advertisements may appear. Adaptation of presentation 
may mean to adapt the appearance of the application’s user interface according to the 
device’s display size. Adaptation of navigation is performed in the portal by 
suggesting to go to Acad (academic system used to enter students’ grades) system or 
employees’ email if the user is one of the faculty members, or to go to Reg (students’ 
registration page) or students’ email if the user is a student. 

The models gave us, as developers, a clear map of what we have to do utilizing a 
technology that is available to every developer. Distributing the requirements of 
context awareness and forcing every part to share a task; this hybrid approach follows 
a simple and logical manner for dividing these tasks and adopts a practical way to 
implement the final product where the emphasis is on the technology not on the 
framework used for implementation.  

5 Conclusions and Future Work 

In this paper we have proposed two models that organize knowledge in layers, and 
complement each other, in order to give the web applications’ developers the 
adequate knowledge and a visualization of what should be performed to develop a 
context aware application.  We have emphasized the model which resides at the node 
side. It would be beneficial to investigate ways to elaborate the model which resides 
at the application server. The investigation may involve the ability to enhance the 
context awareness potential of legacy systems. This may require the introduction of a 
new layer at the top of model which pertains to the web application. 

Some of the layers of the first model need more analysis, especially the context 
processing layer. We believe that the improvement could address some questions such 
as: how exactly we can benefit from the database at the lower layer and what kind of 
analysis, to the context, could be performed so that the required results could be given 
in a reasonable time. 
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Abstract. This work presents Turning Bands simulation method (TB)
as a geostatistical approach for making spatio-temporal forecasts of Web
performance. The most significant advantage of this method is require-
ment for the minimum amount of input data to make accurate and de-
tailed forecasts. For this paper, necessary data were obtained with the
Multiagent Internet Measuring System (MWING); however, only those
measurements of European servers that were collected by the MWING’s
agent in Gdansk were used. The aforementioned agent performed mea-
surements (i.e. download times of the same given resource from the eval-
uated servers) three times every day, between 07.02.2009 and 28.02.2009,
at 06:00 am, 12:00 pm and 06.00 pm. First, the preliminary and struc-
tural analyses of the measurement data were performed. Then short-
term spatio-temporal forecasts of total downloading times for a four days
ahead were made. And finally, thorough analysis of the obtained results
was carried out and further research directions were proposed.

Keywords: Web performance, spatio-temporal forecasts, geostatistics,
Turning Bands method.

1 Introduction

The amount of data traffic in the Internet is constantly and rapidly growing.
According to the forecast presented in [1], in 2016 traffic generated only by mo-
bile devices will be six time greater than the one that is generated now. This is
partially caused by the new phenomenon - the Internet of Things. The Internet
is gradually becoming the place where tiny devices of everyday life such as tablet
computers, tv receivers or even mere clocks or refrigerators, being uniquely iden-
tifiable objects are able to communicate with one another. What is more, web
users have always been expecting high efficiency of Internet services, especially
when modern technology allows the same services to be present on many servers.
In this case, a subjective quality indicator, seen from the perspective of a web
user, may be introduced. Forecasts of how good particular servers (seen from
a given user) may operate, can help to achieve an efficient Web performance.
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1.1 Related Works

Web (or the Internet) performance forecast is a very important issue. There-
fore, in the literature various approaches may be found: some research, for in-
stance, deal with the Internet performance using transmission delay (Round Trip
Time, RTT), other solve it using data throughput (TCP throughput). Moreover,
Web performance can be evaluated by measuring either loading responses of Web
pages or download times of Web resources (see: [2]-[6]).

Two methods of Web performance forecast can be distinguished: formula-
based and history-based. First method use mathematical formulae to express
particular performance measure as a function of essential independent variables,
which characterise a studied phenomenon. The latter method, which was used
in this paper, analyses series of observations which were obtained by making
measurements with a certain interval over time. Another example of the latter
method may be found in [7]. So far, the geostatistical methods have been used
mainly in areas such as geology, mining, oceanography and hydrology. Never-
theless, in recent times these methods were used in completely different fields of
science such as geodesy and cartography [8] or economic analysis [9]. Moreover,
geostatistical methods have been also used to study the problem of spatial distri-
bution of floating car speed [10] that seems to be similar to the problem of traffic
data packets on the Internet. Currently, to the best of the authors’ knowledge
the geospatial approach to Web performance prediction presented in this paper
is unique as developed in our papers, leaving no similar problem statement in
the literature. More information about our approach may be found in [11], [12].

This paper presents the Turning Bands method as a geostatistical approach to
predict user-perceived performance of the Web. We have chosen TB for a few rea-
sons. First, it requires the minimum amount of input data to perform a spatio-
temporal forecast. Second, this forecast is carried out not only for the studied
servers, but for the whole examined area. And finally, this method has success-
fully proven itself in forecasting load in electrical networks [15], [16].

2 Turning Bands Method

Turning Bands method, originally initiated by Matheron, is stereologic tool that
allows to reduce multidimensional simulation to one-dimensional [13], [14].

Let us consider a stationary Gaussian random function with mean equal to 0,
variance equal to 1 and covariance C that is continuous in D ∈ Rd. According
to Bochner’s theorem, covariance C can be defined as the Fourier transform of
positive Borel measure, for instance χ:

C(h) =

∫
Rd

ei<h,u>dχ(u) . (1)

Also C(0) = 1, so χ is a measure of the probability. After the introduction of the
polar coordinate system u = (θ, ρ), where θ is the directional parameter of the
hemisphere S+

d i ρ is the location parameter (−∞ < ρ < ∞), spectral measure
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dχ(u) can be expressed as the product of decomposition d	(θ) and conditional
distribution dχθ(ρ) for a given θ. After using this distribution to develop the
spectral covariance C and the introduction of one-dimensional function Cθ(r)
Bochner’s theorem was used, so that the covariance function C(h) can be ex-
pressed as:

C(h) =

∫
S+
d

Cθ(< h, θ >)d	(θ) , (2)

where Cθ is also a covariance. Therefore TB consists in reducing the simulation
of a Gaussian function with covariance C to the simulation of an independent
stochastic process with covariance C(h).

Let (θn, n ∈ N) be a sequence of directions S+
d and let (Xn, n ∈ N) be a se-

quence of independent stochastic processes of covariance Cθn , Random function:

Y n(x) =
1√
n

n∑
k=1

Xk(< x, θk >), x ∈ R (3)

takes covariance equal to:

Cn(h) =
1

n

n∑
k=1

Cθk(< h, θk >) . (4)

The central limit theorem shows that for very large n, Y (n) tends to Gaus-
sian distribution with variance limn→∞ C(n). When series 1

n

∑n
k=1 δθk converges

weakly to 	 this limit is exactly C.

Turning Bands1 algorithm may be presented in the following way:

1. Transform input data using Gaussian anamorphosis.

2. Select directions θ1, ..., θn so that 1
n

∑n
k=1 δθk ≈ 	.

3. Generate standard, independent stochastic processes X1, ..., Xn with covari-
ance functions Cθ1 , ..., Cθn .

4. Calculate 1√
n

∑n
k=1 Xk(< x, θk >) for every x ∈ D.

5. Make kriged estimate y∗(x) =
∑

c λc(x)y(c) for each x ∈ D.

6. Simulate a Gaussian random function with mean 0, covariance C in domain
D on condition points. Let (z(c), c ∈ C) and (z(x), x ∈ D) be the obtained
results.

7. Make kriged estimate z∗(x) =
∑

c λc(x)z(c) for each x ∈ D.

8. Obtain the random function W (x) = (y∗(x) + z(x) − z∗(x), x ∈ D) as the
result of conditional simulation.

9. Perform a Gaussian back transformation to return to the original data.

1 TB and conditional simulations are discussed in more detail in [17], [18].
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3 Preliminary Data Analysis

To create a database containing input data, necessary to make spatio-temporal
forecasts using TB, we used measurements obtained with multiagent system
MWING [19], [20] and [21]. This system consists of agents that are distributed
throughout the world. One of their tasks is to measure times needed to download
a copy of the same file (which is a Request for Comments text document, rfc1945)
from many web servers.

In this paper, the measurements of European servers, collected by the agent in
Gdansk were used. These measurements were taken three times a day, between
07.02.2009 and 28.02.2009, at 06:00 am, 12:00 pm and 06.00 pm. In the next
step, these data were used to create the aforementioned database. This database
contained information such as servers’ locations (their latitudes and longitudes),
downloading times, and timestamps for each measurement; all this information
was necessary to make spatio-temporal forecasts using TB.

Table 1 presents basic statistics of Web performance for considered servers.
The largest span of data occurs for 06:00 am where the difference between mini-
mum and maximum value is 28.95 seconds. Not only does high value of kurtosis
(more than 3) indicate the variability of the examined process, but it also shows
big right-side asymmetry of the examined phenomenon. Taking into account
both high skewness and the fact that the whole idea is to achieve a distribu-
tion as close as possible to a symmetric distribution, logarithmic values were
calculated for data obtained for every hour.

Table 1. Basic statistics of download times from evaluated web servers, taken between
07.02.2009 and 28.02.2009

Statistical parameter 6:00 AM 12:00 PM 6:00 PM

Minimum value
0.11 0.12 0.12

Xmin [s]

Maximum value
29.06 12.15 7.93

Xmax [s]

Average value
0.60 0.62 0.60

X [s]

Standard deviation
1.59 1.08 0.77

S [s]

Variability coefficient
266 174 129

V [%]

Skewness coefficient
15.35 7.25 4.99

G

Kurtosis coefficient
265.65 64.16 34.61

K

Figure 1 presents Q-Q plots (Q stands for quantile) before and after the
calculation of logarithms for 12:00 pm. The points follow a strongly nonlinear
pattern, suggesting that the data are not distributed as a standard normal.
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Fig. 1. Q-Q plots for the measured download times at 12:00 pm, before (a) and after
the calculation of logarithms (b)

However the points in the second Q-Q plot follow pattern that is slightly similar
to normal distribution.

4 Structural Data Analysis

Calculation of Gaussian anamorphosis is the first step after making the prelim-
inary data analysis. To calculate Gaussian transformation frequency, the inver-
sion model was used and the number of adopted Hermite polynomials was equal
to 100.

The next step in structural data analysis is modeling of a theoretical vari-
ogram function. For 12:00 pm and 06:00 pm hours, approximated theoretical
variograms consisted of nuggets effect and K-Bessel. In case of 06:00 am, ap-
proximated theoretical variogram consisted of nuggets effect and J-Bessel; the
variograms of Web performance for 12:00 pm and 06:00 pm were approximated
by the model of nuggets effect and K-Bessel. Directional variograms were cal-
culated along the time axis (for 90o direction). Figure 2 presents an example of
theoretical variogram. The distance classes equal 5.69, 7.76 and 4.34 for 06:00 am,
12:00 pm and 06:00 pm respectively. All the variograms indicate a gentle rising
trend.

5 Spatio-temporal Web Performance Using the Turning
Bands Method

To make spatio-temporal forecasts of Web performance for 06:00 am, 12:00 pm
and 06:00 pm, we created three types of forecasting models. These models consist
of aforementioned in the previous section variogram models with their respective
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Fig. 2. Directional variogram along the time axis for download times for 06:00 am,
approximated with the theoretical model of nuggets effect and J-Bessel

Gaussian anamorphosis. Additionally, for every forecast made by means of these
models, the moving neighbourhood and the block type of simulation were se-
lected. What is more, these forecasts of download times were determined on the
basis of realisation of one hundred simulations.

Three-dimensional forecasts were made four days ahead, for the period be-
tween 01.03.2009 and 04.03.2009. Global statistics of these forecasts may be
found in Table 2. The forecasts conducted for 06:00 pm are characterised by
the highest variance coefficient and standard deviation. For other hours, both
standard deviation and variance coefficient are similar; therefore it can be as-
sumed that in these cases forecasts may be performed with better accuracy. The
mean forecasts errors are 26.91%, 20.00% and 17.55% for 06:00 am, 12:00 pm
and 06:00 pm respectively.

Table 2. Global statistics for the four-day forecasts of Web performance

Geostatistical Parameter
Minimum Maximum Average Variance Standard Variance

value value value S2 deviation coefficient
Zmin[s] Zmax[s] Z[s] [s]2 [s] V [%]

Mean Forecasted value Z,
0.15 1.04 0.45 0.03 0.16 36

for 06:00 am

Mean Forecasted value Z,
0.15 1.28 0.46 0.03 0.16 35

for 12:00 pm

Mean Forecasted value Z,
0.14 1.61 0.45 0.04 0.20 45

for 06:00 pm
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The best results of forecast were obtained for the server in Rome and presented
in Figure 3. The mean forecasts errors for this particular server equal to 21.43,
2.39 and 6.16 for 06:00 am, 12:00 pm and 06:00 pm respectively. The high value
of the mean forecast error for 06:00 am could be caused by the high values of
kurtosis coefficient and skewness for historical data (Table 1).

Fig. 3. Forecasts results of Web performance for the server in Rome, Italy

Figures 4 and 5 present historical, original and forecasted download times
for two selected servers: the first is located in Rome and the other in War-
saw; data for both servers concern 12:00 pm. The forecasted errors for these
servers are 2.39% and 37.46% for Rome and Warsaw respectively. Based on a
thorough analysis of the obtained data, it can be stated that this difference in
forecast error was caused due to differentiation in historical data. Namely, the
historical data for the first server had been relatively moderate with only one
peak on 21st day; historical data for the server in Warsaw, however, contain
three unpredictable peaks which make an accurate forecast almost impossible to
achieve.

Sample forecasts results for the whole considered area for 06:00 am are pre-
sented as a raster map in figure 6. Crosses shown on the map represent examined
servers and the size of these crosses corresponds to the real times needed to ob-
tain a file from a given server. The server with the largest download time is
located in Frederikshavn, Denmark.
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Fig. 4. Historical, original and forecasted download times for the web server in Rome,
Italy, at 12:00 pm

Fig. 5. Historical, original and forecasted download times for the web server in Warsaw,
Denmark, at 06:00 am

Fig. 6. Sample raster map showing forecasted download times on March 3, 2009,
at 06:00 am
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6 Summary

This paper presented TB as a geostatistical approach for making spatio-temporal
forecasts of web servers performance. Such research may be helpful in analysing
both network traffic and web servers performance in a particular area. What is
more, the obtained results justify the usage of TB in making spatio-temporal
forecasts of Web performance. These forecasts can be an essential and key el-
ement in building Internet service providers’ knowledge and thus contribute to
improve the quality of their services, especially when technology is developing
rapidly and users are becoming increasingly demanding.

Nevertheless, based on the obtained results, it can be stated that there is
still a need to improve the accuracy of forecasts. This could be achieved by
making them for different scenarios, varying in the type of measured values, their
timestamps, and the length of time horizons. Moreover, conducting forecasts
only for the servers that form the backbone of the Internet could also produce
interesting results. However due to difficulties in collecting necessary data, this
task is extremely difficult or even impossible to achieve at this moment in time.
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Abstract. We consider the algorithm by Baquero, Almeida and Menezes that
computes extreme values observed by nodes of an ad hoc network. We adapt it
to meet specific technical features of communication in wireless networks with
a single channel based on time multiplexing. Our approach leads to substantial
reduction of the number of messages transmitted as well as execution speed-up.

1 Introduction

One of fundamental problems of data aggregation in wireless sensor networks is to
compute an extreme value of the values observed. This could be for instance maximum
temperature observed in a forest – indicating probability of fire outbreak. In most sen-
sor networks monitoring environment, the most crucial functionality is warning about
extraordinary conditions (like exceeding admitted level of concentration of toxic sub-
stances). In such a case the highest value should be propagated as fast as possible. Due
to technical limitations the aggregation scheme should fulfill the following conditions:

– the network nodes use a narrow radio channel,
– the energy usage should be minimized in order to save batteries of the nodes/sensors,
– the nodes are not synchronized, the nodes may leave and join the network; network

architecture may be unknown to the network nodes.

Due to energy constraints, the nodes should transmit low energy signal – this limits
perimeter in which the signal can be received. So in many cases we have to deal with
multi-hop networks. The number of messages sent and their volume should be mini-
mized in order to leave place for other channel usage.

Network Model. The network is modelled as a graph, in which each vertex corre-
sponds to a node in the network. Nodes A and B are connected by an undirected edge,
if the message sent by node A can be received by node B and vice versa (for sim-
plicity we assume that the links are bidirectional and that a node changes neither the
location nor the strength of the signal). The algorithm should work without knowledge
of the graph architecture - the only information accessible for a node are the messages
received from its intermediate neighbors.
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Time Model. We assume that the time is continuous. Each node holds a clock but the
clocks are only loosely synchronized. If a node decides to send a message at time t,
then it chooses a time moment t′ ∈ [t,≤ t + Δ], when it starts the transmission. As
each transmission has some length (say δ), it may happen that difference between two
starting points of the transmissions of two nodes is lower than δ and a collision occurs.
We assume that Δ is large enough so that the probability of collisions is practically
negligible. This corresponds to the model from [2] with carrier detection (for further
details see [3]).

Maximum Propagation Problem. Let a network consist of nodesC1, . . . , Cn holding,
respectively, values x1 . . . , xn from R. Maximum propagation is a task such that upon
its termination each node of the network is aware of the value max(x1, . . . , xn).

Optimization targets of maximum propagation are the number of messages sent and
termination time.

Protocol Extrema Propagation. In this paper we consider a variant of the following
simple protocol from papers [1], [6] and [4] solving the maximum propagation problem.
It executes periodically the following round until all nodes are aware of the maximum.
The variable ξ is the current candidate for the maximum hold by the node (ξ is initialized
with the own value of the node):

Algorithm 1. a round of Extrema Propagation
1: if the maximum value c received from neighbors in the previous round exceeds ξ then
2: ξ ← c
3: broadcast ξ to all neighbors

When we attempt to implement Algorithm 1 we have to deal with the problem of
simultaneous transmission by all nodes of the network – direct implementation would
lead to signal interferences and inability to receive correctly the messages sent.

One can fix this problem in a couple of ways. The first method is to use a large
number of communication channels so that there is no interference between neighboring
nodes. This reduces to the problem of coloring nodes of the network graph, so that no
neighboring nodes get the same color (a color corresponds to a brodcast channel used
by such a node). However, graph coloring with a minimal number of colors is hard,
if the network architecture is unknown, the decisions must be taken locally. Instead of
creating multiple channels one may use a single channel. Now the time is split into slots
and the slots are assigned to nodes in a periodic way. However, this again assumes some
preconfiguration of the network and knowledge of its architecture.

A fairly practical approach (see [2]) is to choose a moment of transmission at ran-
dom within an interval [t, t + Δ] with the hope that there will be no interference. In
this case, sometimes a node receives a value which is higher than the value which the
node intended to send. Obviously, the node should transmit the new maximum, but the
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main design decision is when to transmit. Should we finish the current “round” of Al-
gorithm 1 or restart in some way? In this paper we consider the second option and show
that it leads to quite promising performance.

2 Asynchronous Maximum Propagation Algorithm

In our wireless communication model, Algorithm 1 can be reformulated as follows.
Let Δ be the length of a single round. Then each node executes the following code
during round i:

Algorithm 2. round i of Extrema Propagation with a single radio channel
1: t ← Random(iΔ, (i+ 1)Δ)
2: if the maximum value c received from neighbors in the previous round exceeds ξ then
3: ξ ← c

4: if time t elapsed then
5: broadcast ξ to all neighbors
6: t ← ∞

We propose a modification of this algorithm – see the pseudo-code given in Algo-
rithm 3. The main differences are the following: there is no strict splitting into rounds
(so strict synchronization is not required anymore and implementation is much easier).
Second, when a node obtains a new maximum at time t′, then it resets its intended
transmission time to a time t chosen uniformly at random from the interval [t′, t′ +Δ].

Algorithm 3. Asynchronous Max Propagation
1: ξ ← xi

2: t ← Random(0, Δ)
3: loop
4: wait until time t or message received
5: if message received at time t′ and the value c received is > ξ then
6: ξ ← c
7: t ← Random(t′, t′ +Δ)
8: else if time t elapsed then
9: broadcast ξ to all neighbors

10: t ← ∞

For the above algorithm we have to address the following questions:

– as the protocol redefines transmission periods, we have to make sure that it does
not introduce time periods where too many nodes attempt to transmit,

– what is the execution time compared to the time of Algorithm 2,
– what is its message complexity compared to Algorithm 2.

We address these questions, respectively, in Sect. 3, 4, and 5.
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3 Congestion of Transmissions

For Algorithm 2 time period Δ is long enough, so that n stations transmit at random
time moments with practically negligible chance of a collision. Let us consider the sit-
uation for Algorithm 3. For simplicity, we consider here the complete graph consisting
of n nodes. Initially, the nodes choose their transmission times uniformly at random
from [0, Δ]. However, if at a time t some node transmits a value v, then the following
nodes choose their transmission times anew in the interval [t, t+Δ]:

– all nodes that have transmitted up to time t,
– all nodes that have not transmitted so far but hold values smaller than v.

The remaining nodes keep previously chosen transmission times. Thereby we change
probability of using time moments in the interval [t,Δ]: out of n stations some choose
uniformly at random within [t,Δ] and some use interval [t, t+Δ]. So probability density
for transmission within interval [t,Δ] becomes higher.

Below we argue why this “hot spot” effect is in practice negligible. Let D = Dt

be a function of density transmissions. That is, given an interval J , then
∫
J
D(x) dx

is the expected number of transmissions in the interval J , conditioned by the protocol
execution up to time t. Initially, D is a constant function with value n/Δ on [0, Δ] and
equal to 0 elsewhere, and each node contributes value 1/Δ on this interval.

If t = p · Δ, and p � 1, then from the point of view of points from [t,Δ] it is not
substantial if a node has transmission time distributed uniformly in [t,Δ] or in [t, t+Δ].
If p is not very small, then the value transmitted so far come from about n · p nodes.
Among them, there are quite many large values: so at average only n

n·p = 1
p out of n

nodes hold bigger values than the values heard up to time t. So we have the following
contribution for function D at time t:

– from ≈ n · p nodes that have transmitted before time t, all have now transmission
time chosen uniformly at random in [t, t + Δ], so these nodes contribute value
≈ n · p/Δ on the interval [t, t+Δ] and 0 elsewhere,

– out of ≈ (1 − p) · n nodes that have not transmitted up to step t, only a fraction
of ≈ 1

np hold values bigger than the one transmitted at step t. So the number of

these nodes is ≈ 1−p
p (note that the factor n cancels out!). Each of these nodes

contributes a uniform density over the interval [t,Δ], hence the value 1
Δ−t over the

interval [t,Δ] and zero elsewhere. So together they contribute ≈ 1−p
p · 1

Δ−t =
1
pΔ

to function D on the interval [t,Δ], and 0 elsewhere.
– the remaining ≈ (1 − p) · n − 1−p

p nodes contribute the same value ≈ [(1 − p) ·
n− 1−p

p ]/Δ to D on the interval [t, t+Δ].

So we see that on interval [t,Δ] function D has the constant value that equals approxi-
mately

[p · n+ 1
p + (1− p) · n− 1−p

p ]/Δ = (n+ 1)/Δ

As a corollary we may conclude with the following rule of thumb which indicates that
the length of the period Δ has to be increased only slightly:
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Rule 1. Let Δ′ be time period such that if n nodes transmit at random moments in the
interval [0, Δ′], then probability of collision is practically negligible. Then for executing
Algorithm 3 it is enough to take Δ = Δ′ · n+1

n in order to achieve similar resilience to
transmission collisions.

4 Time Complexity

Let us consider a situation in which a node A has the maximum value that has to be
transmitted to node B and then retransmitted to node C. We compare Algorithm 3 and,
to be fair, a modification of Algorithm 1 in which the value ξ is updated to the new
maximum whenever a new value arrives from the neighbors of the node.

In case of Algorithm 3, the expected time needed by the maximum to reach C is
1
2Δ + 1

2Δ = Δ (the first term is the expected time needed to reach B, the second one
is the expected time required to transmit from B to C). For the second algorithm this
expected time equals:∫ 1

0

(
(1− p) · (p+ 0.5(1− p)Δ) + p · 1.5Δ

)
dp = 13

12Δ

In the above expression the variable p comes from transmission time t = p · Δ. For a
time p ·Δ there are two cases: if B has not transmitted so far (it occurs with probability
1 − p), the transmission time to C is uniformly distributed in the interval [pΔ,Δ], so
the expected time is pΔ+0.5(Δ− pΔ). If B has already transmitted, then B transmits
the maximum in the second round and the expected time of transmission is Δ+ 0.5Δ.

We conclude that Algorithm 3 reduces the execution time by half compared to Algo-
rithm 1, and about 8% compared to its modification described above.

5 Message Complexity

Algorithm 3 defines a highly complex stochastic process. In order to explain some of
its properties we consider a couple of specific graphs and provide some experimental
results.

5.1 Star Graph Sn

First type of graph considered in this paper is star Sn consisting of n+ 1 nodes, where
the only edges are between a distinguished node called center and n other nodes. Even
though in typical wireless setting with a constant transmission range a star-like net-
work with more than 5 nodes in its “arms” might enable communication between these
nodes bypassing the central node, we consider this topology for arbitrary n in order to
catch some universal phenomena considering communication between a node and its
neighbors in a dense network.

First we consider the retransmissions from the center node. This is a potential danger
for the algorithm complexity, since in the worst case the center node retransmits all
incoming values: it happens if the values are transmitted in the increasing order and the
center node decides to retransmit before the next value arrives. However, we show the
following fact:
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Fact 1. Let n be the number of nodes andM be a random variable denoting the number
of retransmissions of the central node. Then E[M ] ≤ 3

2 −
1
n .

Proof. For simplicity of notation let us assume that Δ = 1. We also assume that the
center node has the smallest value - as it is the worst case where it cannot stop retrans-
missions from the center node. Let us consider the time interval [0, 1] and assume that
each node has chosen its transmission time in the interval [0, 1]. Let T = t0, . . . , tk
be the longest increasing subsequence of transmission times such that the correspond-
ing values to be transmitted at times t0, . . . , tk, say x0, . . . , xk are increasing. That is,
without retransmissions this would be the sequence of executed transmissions.

The probability that xi is retransmitted by the center node equals ti+1 − ti (after-
wards, xi is “killed” by xi+1). Obviously, the maximal value xk is certainly going to be
transmitted. Note that the expected length of the interval [tk, 1] equals 1

2 , as the trans-
mission time for the maximum value xk is chosen uniformly at random in [0, 1]. On the
other hand, the expected length of the interval [0, t0] is the expected value of the mini-
mum m of n independent random variables X with uniform distribution on the interval
[0, 1]. We have:

E[t0] =
∫ 1

0 (Pr(X > m))n−1 dm =
∫ 1

0

(
1−m

)n−1
dm =

∫ 1

0 mn−1 dm = 1
n .

So the expected number M of transmissions of the central node in Sn satisfies:

E[M ] ≤ 1 +E
(∑k−1

i=0 (ti+1 − ti)
)
= 3

2 −
1
n . ��

Obviously the expected number of transmissions of the outside node is less than 2.
In Table 1 we present some experimental results for Algorithm 3. We see an improve-
ment compared to Algorithm 2, where the number of messages per node is 2.

Table 1. Simulations for star graph Sn: Avg.Msg.Sent is the average of the number of messages
sent per node over all tests, Max.Avg.Msg.Sent concerns average value taken over the maximum
number of messages sent in a single test, Max.Msg.Sent concerns the maximum number of mes-
sages sent observed over all trials and all nodes

Network Size n Number of Tests Avg.Msg.Sent Max.Avg.Msg.Sent Max.Msg.Sent
50 500 1.89 2.98 8
100 100 1.95 2.76 5
250 100 1.92 2.85 5
500 100 1.94 2.67 6

1000 100 1.89 2.86 5

5.2 Complete Graph Kn

A complete graph Kn has n nodes, where each pair of nodes are connected by an edge.
For Kn, Algorithm 3 can be modified as follows:

– a node does not retransmit at all,
– a node transmits its value only if it is greater than any value transmitted so far.
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Fact 2. For complete graph Kn, the expected total number of messages sent during
execution of Algorithm 3 modified as described above is ≈ lnn+ 0.577.

Proof. Let t1, . . . , tn be a sorted sequence of transmissions times chosen by the nodes
and M be a random variable denoting the number of messages actually sent. The trans-
mission at time ti occurs if and only if all of (i− 1) previous values are smaller. Let pi
denote the probability of transmission at time ti. Then pi =

1
i . So the expected number

of transmissions of the i-th node is also 1
i . The expected number of the total number of

messages sent can be computed by summing up the expected numbers per node. Thus,

E[M ] =
∑n

i=1
1
i = Hn,

where Hn is the n-th harmonic number. Let us recall that Hn = lnn + γ + 1
2n + . . .

and γ = 0.57721 . . . is the Euler-Mascheroni constant. ��

If the above modification is not implemented (i.e., nodes cannot assume the topology of
a complete graph), calculations of the expected number of messages for a single node
are nearly the same as for the center node of Sn with its own value. We present results
of simulations for this case in Table 2. Better results for average number of messages in
comparison to star graph can be noted.

Table 2. Simulations for complete graph Kn (see Table 1 for description of the table contents)

Network Size Number of Tests Avg.Msg.Sent Max.Avg.Msg.Sent Max.Msg.Sent
50 100 1.55 2.38 4
100 100 1.61 2.23 4
250 100 1.61 2.27 4
500 100 1.63 2.27 4

1000 100 1.59 2.26 5

5.3 Linear Graph Ln

Ln consists of n nodes, where node i is connected to node i − 1 (if i > 2) and to node
i+1 (if i < n). Ln is an important case since in many practical situations the nodes are
deployed in this way (e.g. sensors along a river or a road). Let us recall the following
fact that follows directly from [4]:

Fact 3. Let M be a random variable denoting the number of all messages transmitted
during execution of Algorithm 1 for Ln, where the values for the nodes are chosen
uniformly at random from the interval [0, 1]. Then E[M ] = 2 ·

∑n
i=1 Hn, where Hn is

the n-th harmonic number. Hence E[M ] ≈ 2 lnn+ 1.154.

Proof. The proof follows directly from the results included in [4]. ��

We performed some experiments for Algorithm 3 in order to compare with Algorithm 1.
The results are presented by Table 3. Fig. 1 shows that the average number of messages
per node for Algorithm 3 also follows the logarithmic pattern. Moreover one can see
that Algorithm 3 reduces the average number of messages per node by a factor at least 2.
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Table 3. Simulations for linear graph Ln

Network Size Number of Tests Avg.Msg.Sent Max.Avg.Msg.Sent Max.Msg.Sent
20 1000 3.05 4.7 8
100 100 4.75 5.82 14
250 100 5.62 6.82 15
500 100 6.42 7.93 17

1000 60 7.09 8.60 18
2000 20 7.78 9.13 21

Fig. 1. Average number of messages sent per node for linear graphs

5.4 Burst Values

So far we have disregarded the fact that the values observed at a node might be corre-
lated with its location in the network. This concerns in particular sensor networks and
measurement of environment data, where gradient of changes is usually limited and
the values tend to increase or decrease along each direction. Below we examine such a
situation for graph Ln.

For simplicity we consider a network consisting of nodes C1, . . . , Cn, where node
Ci is connected to nodes Ci−1 (unless i = 1) and Ci+1 (unless i = n). We assume that
for i ≤ n node Ci stores xi and that x1 > · · · > xn – which is apparently a bad case.

For this setting Algorithm 1 makes each value xi to travel the whole way from Ci

up to Cn being broadcasted n − i + 1 times (we assume that Cn also broadcasts, as
he does not know that there is no Cn+1). The total number of messages transmitted is∑n

i=1(n− i+ 1) = n(n+1)
2 ; the execution time is n.

The situation is very different for Algorithm 3. Let us consider the starting moment
of the algorithm. Then a node Ci chooses ri ∈ [0, 1] at random. It broadcasts xi pro-
vided that it does not receive xi−1 (or even xi−j for some j > 1) before moment ti.
So xi gets “killed” by xi−1 if ti > ti−1 and Ci−1 does not receive a message from
Ci−2 before moment ti−1. We compute the number of “killed” values from the set
{xi−1, xi} in this scenario. It might be 0 if ri < ri−1 and is at least 1 in the opposite
case. As Pr[ri > ri−1] = ri for each given ri, the expected number of killed values
from the pair xi−1 and xi is at least

∫ 1

r=0
r dr = 1

2 . By linearity of expectation we see
that the expected number of killed values is at least n/4 already in the time period [0, 1].
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(In reality, the situation is better since there is an interaction between each xi and xi−1,
which we have disregarded by taking n/2 pairs only.)

Now let us consider the case that xi succeeded to be transmitted to Ci+1. We con-
sider the chances that xi will be killed by xi−1 at Ci+1 before it gets transmitted to
Ci+1. For simplicity of argumentation we assume that xi−1 has not be killed by any
value xi−j during the first two moves of xi−1. Let x denote the time difference be-
tween transmitting xi to Ci+1 and of transmitting xi−1 to Ci. First let us observe that
probability density of x is (1 − |x|) for x ∈ [−1, 1]. So if we condition by the event
that x ≥ 0, then the density function is 2(1 − x). Indeed, the cumulative distribution
function F (x) for x ≥ 0, satisfies F (x) = 1

2 −
(1−x)(1−x)

2 = x(2− x), then density is
obviously the derivative of F (x) and F ′(x) = 2(1 − x). For a given x the probability
that xi−1 “kills” xi at Ci+1 is the probability that x + r′i+1 < r′i+2, where r′j is the
delay chosen for xj at the second move. So have

Pr[x+ r′i+1 < r′i+2] =
∫ 1−x

r=0 (1− x+ r) dr = (1−x)2

2 ,

Pr[xi gets killed by xi−1 at Ci+1] =
∫ 1

0
(1−x)2

2 · 2(1− x) dx =
∫ 1

0 x3 dx = 1
4 .

We see that again a substantial fractions of values are killed and will not go towards Cn.

Fig. 2. Average number of messages sent by node (broken line) and minimal and maximal num-
bers of sent messages (vertical bars) for random graph; data gathered for 100 runs of the algorithm
for Algorithm 2 (above) and Algorithm 1 (below). 100 nodes (left) and 256 nodes (right).
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5.5 Simulations for Random Graphs

Now we present some results of simulations run for random graphs with Shawn simu-
lation platform [5]. To illustrate the behavior of Algorithm 3, we run it on 100 different
instances of random graphs, with the condition that they be connected i.e., there are no
secluded clusters of nodes in the simulated networks. For each run, we count the num-
ber of messages sent by all nodes and derive an average number of messages per node
as well as determine minimal and maximal numbers of messages sent.

The results are shown in upper part of Fig. 2. As we see, for 100 nodes the maximal
number of messages varies from 4 to 8, and the average number of messages varies
from 1.5 to 3.5. There is a slight increase in the number of transmissions for 256 nodes
(right): the average number of messages lies in the interval [1.6, 4]. Moreover, the max-
imal number of transmissions for a single node is less or equal to 8. For comparison,
we provide simulation results for Algorithm 1 run for the same settings in the bottom
of Fig. 2. Our proposition shows improvement in performance seen as smaller average
number of messages sent.

Conclusions and Further Research
We have shown some analytic arguments and experimental data showing that Algo-
rithm 3 provides a substantial improvement over the straightforward implementation of
Algorithm 1. Nevertheless, the stochastic process triggered by Algorithm 3 is highly
complex and deserves further investigations. One of challenging questions is to deter-
mine precisely execution time even for such simple graphs as trees or graphs of small
bandwidth.
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Abstract. In optical burst switching networks, techniques like wavelength con-
version, optical buffer or deflection routing are often applied to resolve a con-
tention problem that may cause data loss. Instead of the planned output port, the 
contended burst is sent to a new output port,  on a new path to its destination by 
the deflection routing. In the case of wavelength conversion, the arriving burst 
is conveyed on a new available wavelength, but only partial wavelength con-
version is available due to the technology constraint. This article considers a 
model for the performance evaluation of OBS core nodes with the Share-Per-
Link(SPL) architecture where partial wavelength converters are distributed at 
each output port. A continuous-time Markov chain model is proposed to ana-
lyze the performance of OBS core nodes operated with the deflection routing 
rule. 

Keywords: OBS node, Blocking Probability, Deflection Probability, conti-
nuous-time Markov chain, state transition rate matrix. 

1 Introduction 

Optical Burst Switching (OBS) in Wavelength Division Multiplexing (WDM) net-
works has been seen as a promising solution for the next generation of Internet  
because of huge potential bandwidth [1]. An important issue in OBS networks is to 
reduce the loss of bursts [2]. A contention will occur when two arriving bursts in an 
OBS core node simultaneously require the same wavelength on the same output port. 
The burst contention can be solved by wavelength conversion, optical buffer (i.e. 
Fiber Delay Lines) or routing deflection. 

The wavelength conversion, which allows the change of wavelength of an arriving 
burst on after OBS nodes, can significantly improve the performance of OBS net-
works. However, the commercial production cost of wavelength converters is still 
very expensive due to the technology reason. As a consequence, the partial wave-
length conversion or limited-range wavelength conversion are considered as a realiz-
able contention resolution. 

This article  considers a model of OBS core nodes with the Share-Per-Link (SPL) 
architecture where which wavelength converters are partially (instead of completely) 
distributed at each output port, and supporting deflection routing that send the  
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contended burst to a new output port,  on a new path to its destination.  We proposed 
the application of a continuous-time Markov chain to evaluate the performance of 
OBS core nodes. We use our model to study the dependency of the blocking probabil-
ity on the traffic load density, the amount of used wavelengths and wavelength con-
verters; and the variant abilities of deflection. 

The rest of this paper is organized as follows: Section 2 gives an overview con-
cerning the SPL architecture of OBS core nodes that support deflection routing;  
Section Part 3, a model of performance analysis of OBS core nodes with the SPL 
architecture (in which wavelength converters are partially distributed at each output 
port) and supporting deflection routing will be considered; The method of calculating 
the steady-state probability, the factor that determines the contention probability, 
based on state transition rate matrix will be presented in part 4; the results and analy-
sis will be mentioned in Section 5; Finally, the paper is concluded in Section 6. 

2 The SPL Architecture of OBS Cores Nodes Supporting 
Deflection Routing 

There are two principal ways to arrange wavelength converters in an OBS core node 
as follows. 

• The architecture of Share-Per-Node (SPN): wavelength converters are shared 
among all input/output ports;  

• The architecture of Share-Per-Link (SPL): an output port is equipped with 
some wavelength converters.  

 

Fig. 1. An SPL-OBS core node supporting deflection routing 

In a partial wavelength conversion applied in the SPL architecture only a limited 
amount of wavelength converters share among the channels on an output port [3]. 
Although it is not as effective as fully equipped, the partial wavelength conversion 
reduces the contention significantly [3] and also decreases the cost of equipping wa-
velength converters. An analysis for a blocking probability in an OBS core node with 
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partial wavelength conversion based on continuous-time Markov chain has been  performed in [2]. In this article, we consider the case of partial wavelength conver-
sion in the SPL architecture with deflection routing (i.e. considering the case of multi-
output ports).  

The SPL architecture of an OBS core node with multi-output ports is described in 
Figure 1. When a contention happens at the planned port, an arriving burst is def-
lected to a new output port. 

3 A Model of Performance Analysis of SPL-OBS Core Nodes 
Supporting Deflection Routing 

Notations are introduced as follows. 

i. An OBS node has multi-input/output ports; each corresponds to an optical fiber 
carrying  wavelengths; 

ii. There are ( ) full wavelength converters equipped at an output port. 
iii. Inter-arrival time of bursts is exponentially distribution with the parameter  

and the process of  burst service is exponentially distributed with the average rate of 1/  (  is the average length of burst); the traffic load is = / . 
iv.  The wavelength of an arriving burst can or cannot be converted depending on 

the availability of the expected wavelength and/or of wavelength converters. A burst 
will be dropped only if  all wavelengths are busy or no wavelength converter is availa-
ble. 

v. The bursts which arrive at an OBS core node are deflected to all its output ports 
with the same probability ( ). Therefore, as described in Figure1, we need consider 
the deflection probability of one of 1 remaining output ports, because  =. . . ==  and ∑ { | } = , where  is the number of output ports and  is 
the total of deflection probabilities. 

In [3][6], a model for computing the blocking probability at an OBS core node of 
the SPL architecture with only one output port (which does not support deflection 
routing) was considered. Each state of this model corresponds to the pair ( , ), 
where 0  and  are the number of used wavelengths and wa-
velength converters, respectively. The number of states of this model is: = (2 2)( 1)2  (1) 

This article will analyze the performance of SPL-OBS core nodes that support deflec-
tion routing. We consider SPL-OBS core nodes with two output ports (called port1 
and port 2), each has  wavelengths and ( ) wavelength converters. 

In this case, the state transition diagram does not only depend on the number of 
wavelengths, the number of wavelength converters at each output port, but also the 
number of output ports that the bursts can deflect to. The state transition diagram of a 
4-dimentional Markov chain [7] ( , ; , ) is illustrated in Figure 2. 

Considering the system in state( , ; , ) at time  and an arriving burst in in-
terval ( ,   ), a state transition may be as follows: 
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Fig. 2. State transition diagram of quart (w1,c1;w2,c2) 

(1). The wavelength required by the arriving burst is available on the output port 
(port 1 or port 2), the arriving burst does not need to use any wavelength converter; 
the new state will be ( 1, ; , ) where 1 , or ( , ; 1, ), 
where 1  and the state transition rate will be = ( ) · ⁄  for port 
1 or = ( ) · ⁄  for port 2. 

(2). The required wavelength was used at the output port (port 1 or port 2), a wave-
length converter is used to schedule the arriving burst on a new available wavelength 
(chosen randomly); the new state will be ( 1, 1; , ) where 1  
and 1 , or ( , ; 1, 1) where 1  and 1  and 
state transition rate will be = · ⁄  for port 1 or = · ⁄  for port 2. 

(3). The arriving burst is deflected to a new output port (with the probability ) in 
the following cases: 

- All of the wavelengths at the output port (port 1 or port 2) are busy (i.e. =   or =  ), at this time the burst will be deflected from port 1 to port 2 with 
the state transition rate of ( · ) or from port 2 to port 1 with the state tran-
sition rate of · . 

- All of the wavelengths at the output port (port 1 or port 2) are busy and the 
required wavelength at the deflected port is busy, a wavelength converter at the def-
lected port is used to schedule the arriving burst on a new available wavelength (cho-
sen randomly); the state transition rate will be ·  with the deflection 

from port 1 to port 2, or ·  with the deflection from port 2 to port 1. 
(4). State transition diagram will not change if: 

- all wavelengths are busy at 2 ports, i.e. in state ( , ; , ), where  
and ; or 
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- the required wavelength is busy at 2 ports and no wavelength converter is 
available, i.e. = = . This means the current state is ( , ; , ). 

Similarly, if the system is in the state ( , ; , ) and a burst is served in inter-
val ( ,   ), state transition may be as follows: 

(5).  ( 1, ; , ) where – 1 0 and – 1  ; or ( , ; 1, ), 
where – 1 0 and – 1   if no wavelength converter is used for this burst 
before. The state transition rate will be = ( )  or = ( ) . 

(6). ( 1, 1; , ) where – 1 0, – 1 0 and , or ( , ; 1, 1) where – 1 0, – 1 0 and , if a wavelength 
converter is used for this burst before. The state transition rate will be =  or = . 

 

Fig. 3. The diagram of all state transitions 

Figure 3 plots the overall of state transition diagram, where states are grouped. 
Note that the diagram of a group of states ( , ) in Figure 3 is equivalent to a 2-
dimensional diagram in [3]. 

In addition to the transitions inside of each group, there are the transitions between 
groups. For example, there are  transitions from group (0,0) to group (1,0): (0,0; 0,0)(0,0; 1,0); (1,0; 0,0)(1,0; 1,0); …; ( , ; 0,0)( , ; 1,0) and ( , ; 0,0)( , ; 1,0). Similarly, there are  transitions from group (0,0) to group (1,1): (0,0; 0,0)(0,0; 1,1); (1,0; 1,1)(1,0; 1,1);…; ( , ; 0,0)( , ; 1,1) 
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and ( , ; 0,0)( , ; 1,1). Thus, for each group ( , ), we will have  states and 
 state transitions between groups, so we have ( ) states on the diagram of 

Figure 3. 

The balance equation can be written as 

, ; ,= , ; , , ; ,, ; , , ; ,, ; , , ; ,, ; , , ; ,  
(2) 

where ∑ , ; ,, ; , = 1  
Based on the transition rules in Figure 2 and the state transition diagram in Figure 

3, the burst contention will occur in the following cases: 
- Contention due to the lack of available wavelengths: when all wavelengths 

are busy at 2 output ports (corresponding with state ( , ;  , ), where  and 
. 

- Contention due to the lack of available wavelength converters: when the re-
quired wavelength for an arriving burst is busy and no wavelength converter is avail-
able at 2 output ports (corresponding with state ( , ; , ) where  and 

. 
- Contention caused by the deflection probability : the possibility of deflec-

tion from port 1 to port 2 or from port 2 to port 1. This case corresponds with state ( , ; , ), where 0 , or ( , ; , ), where , 
or ( , ; , ), where 0 , or ( , ; , ), where , without 
deflection (with the probability (1  )). 

Because of the contention of  each above mentioned case are independent, the 
blocking probability (denoted as ) of all OBS core node is as follows: 

= , ; , , ; ,
(1 ) , ; ,
(1 ) , ; ,  

(3) 

To determine the values  in equation (3), we must calculate the steady-state proba-
bility , ; ,  by solving equation (2).  
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4 The Computation of the Steady State Probabilities 

State transition rate matrix  is built as follows: 

Input: The space of states (diagram in Figure 3). 
Step 1. Building state transition rate matrix  (Table 1): 

Table 1. General matrix  QQJ  B     C  QQJ  B    

 C  QQJ  …  

  … … B  

   C  QQJC 
 

Table 2. Matrices QQJ ( = 0. . . ) 

QQ A     A  QQ A    

 A  QQ …  

  .. … A  

   A  QQ 

Step 1.1. Building matrices QQJ  ( 1 )  X (( 1 ) ), 0  
(Table 2). 

Step 1.1.1. Given , ,…,  are state transition matrices of  x  at port 
2, which has the state transition from ( , ; , ) to ( , ; 1, ); (0, 0 ; 0 , 1) and the state transition rate = ( ) ⁄  or ·  (when = ). 

Step 1.1.2. Given , ,…,  are the state transition matrices of  x  at 
port 2, which has the state transition from ( , ; , ) to ( , ; 1, ), (0 , 0 ; 0 , 1 ), and the state transition rate = ( ) . 

Step 1.1.3. The matrix  (  x ) is formed from the matrices , ,  corres-
ponding with the transitions at port 1 corresponding with each state of port 2  
(Table 3): ( , ): determine the state transition rate from ( , ; , ) to ( , ; , ) 
where , ;  0 . The size of matrix ( , ) is ( 1– ) x (1– ). The non-zero elements of matrix ( , ) are calculated as follows: 

Table 3. Matrices  (0 ) of  

     

     

   …  

  … …  

     
 

Table 4. Matrices (0 1) 

BB      

 BB     

  BB    

   …  

    BB  
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( , 1) = ·  where 1 ( – ) and ( , 1) = · (1( )⁄ ) where 0 ( – 1– ). ( , ): determine the state transition rate from ( , ; , ) to ( ,1; , ) where ;  1 ;  0 1. The size of matrix ( , ) is ( 1– ) x ( – ). The non-zero elements of matrix ( , ) are 
calculated as follows: ( , ) = ( ) · ⁄  where 0 ( – 1– ). ( , ): determine the state transition rate from ( , ; , ) to ( ,1; , ) where ;  ( 1) ;  1 . The size of matrix ( , ) is ( 1– ) x ( 2– ). The non-zero elements of matrix ( , ) are 
calculated as follows: ( , ) = ·  where 0 ( – ). 

Step 1.2. Matrices  (0 1) determine the state transition from ( , ; , ) to ( , ; 1, 1) for each state ( , ), where 0( 1), 0  (Table 4). The size of matrices  is (( 1– )  x ( – )) and their state transition rate is = ⁄  or ·  (when = ). 
Matrices  (0 1) of  x  are determined as follows: ( , ) = · ⁄  where 0 ( – 1); The remaining elements are 0. 

Step 1.3. Matrices  (1 ) determine the state transition rate from ( , ; , ) to ( , ; 1, 1) for each state ( , ), where 1, 1 . The size of matrices (1 ) is 1–  x ( 2– )
 and  the state transition rate is = . 

Matrices  are determined as follows: ( , ) = ·  where 0 (1– ) ; The remaining elements are 0. 

Step 2: Calculate the values on diagonal of the matrix : ( , ) = ∑ ,, ,  where ∑ , = 0,  

Output: Matrix  with size ( ) x ( ). 
 
Because the structure of , a method [4][8][9] can be used to compute the steady state 
probabilities. 

5 Results and Analysis 

In what follows, we will investigate the dependency of the blocking probability of 
OBS core node on traffic load ( ), the number of wavelengths ( ) and the number of 
wavelength converters ( ). 

Figure 4 describes the variation of blocking probabilities when increasing traffic 
load: obviously the more traffic load the more blocking probability. In case of allow-
ing deflection with the variant levels, corresponding to the deflection probabilities: = 0 (no deflection), = 0.5 and 0.7 (allowing the deflection with probabilities 0.5 
and 0.7) and = 1 (full deflection), Figure 4 shows that the blocking probability 
decreases significantly when increasing the deflection probability. When = 0, the  
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Fig. 4. The blocking probabilities with ω = 3, C = 2, p = [0,0.5,0.7,1] vs. β 

results in Figure 4 is completely coincide with the results in [3], in which only one 
output port is considered (no deflection occurs). 

If we increase the amount of used wavelength converters, the blocking at each port 
reduces significantly. Figure 5 illustrates the dependency of the blocking probability 
on the number of converters. Furthermore, the increase of the deflection probability 
decreases the blocking probability. 

 

Fig. 5. Blocking probabilities with ω=3, C=1,2,3 vs β=0.8 

 

Fig. 6. Blocking probabilities in the analytical case and simulation 
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We also implement a special case of simulation on NS-2, with full wavelength 
conversion ( = ) and high traffic load = 0.8, in order to compare analytical 
results with simulation. Figure 6 shows that there is a good match between the analy-
sis results and simulation.  

6 Conclusion 

This article considers a model of OBS core nodes with the SPL architecture, multi-
output ports, and supporting deflection routing. We proposed a Markov queuing mod-
el to evaluate the performance of an OBS core node with multiple constraints such as 
multi-output ports, the amount of used wavelengths and wavelength converters, and 
the variant abilities of deflection. Numerical results show that the proposed conti-
nuous-time Markov chain can be efficiently used to compute the blocking probabili-
ties. The numerical results illustrate that the blocking probability strongly depends on 
the traffic load density, the amount of used wavelengths and wavelength converters; 
and the variant abilities of deflection. However, the case in which an arriving burst 
has its own deflection probability is not considered yet. This issue will be handled in 
our future research plan. 
 
Acknowledgments. We deeply thank to Dr. Do Van Tien, Professor of Budapest 
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Abstract. This work focuses on investigating the importance of eval-
uating the likelihood that a particular collaboration option is going to
be profitable for a firm. Some collaboration options for a firm are first
evaluated by experts on previously agreed upon criteria. Methods from
rough set theory are afterwords employed for ordering of the agreed upon
criteria with respect to their significance in predicting collaboration out-
comes.

Keywords: Collaboration, assessment, rough sets.

1 Introduction

Most firms have to consider new business strategies due to rapidly changing
international markets. Strategic alliances can join resources and thus improve
on products qualities and at the same time shorten delivery time. Preliminary
assessment of collaboration options is often required in order to avoid significant
loses. Market considerations imply that early entry into large, growing markets
is more likely to lead to success [19].

This work focuses on investigating the importance of evaluating the likelihood
that a collaboration option is going to be profitable. Collaboration options for
a particular firm are evaluated by experts on previously agreed upon criteria.
Methods from rough set theory are employed for ordering of chosen criteria.
Collaboration is understood as a generic, cooperative interaction between firms
to achieve some agreed upon objectives. Theory and application of collaboration
cost-benefit analysis are presented in [16] and [17]. Business decisions on projects
with potential positive rate of return are discussed in [14] and the human side
of a decision making process is considered in [15].

The rest of the paper is organized as follows. Related work and supporting
theory may be found in Section 2. The evaluation model in Section 3. The paper
ends with a conclusion in Section 4.

2 Related Work

Inspired by the Aristotle writing on propositions about the future - namely
those about events that are not already predetermined, Lukasiewicz has devised
a three-valued calculus whose third value, 1

2 , is attached to propositions referring

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 162–171, 2012.
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to future contingencies [10]. The third truth value can be construed as ’interme-
diate’ or ’neutral’ or ’indeterminate’ [18].

Another three-valued logic, known as Kleene’s logic is developed in [9] and
has three truth values, truth, unknown and false, where unknown indicates a
state of partial vagueness. These truth values represent the states of a world
that does not change.

A brief overview of a six-valued logic, which is a generalized Kleene’s logic,
has been first presented in [11]. The six-valued logic was described in more detail
in [7]. In [4] this logic is further developed by assigning probability estimates to
formulas instead of non-classical truth values.

Extensions of Belnap’s logic [1] are discussed in [5] and [8].
Two kinds of negation, weak and strong negation are discussed in [20]. Weak

negation or negation-as-failure refers to cases when it cannot be proved that a
sentence is true. Strong negation or constructable falsity is used when the falsity
of a sentence is directly established.

The six-valued logic distinguishes two types of unknown knowledge values -
permanently or eternally unknown value and a value representing current lack
of knowledge about a state [6].

Let P be a non-empty ordered set. If sup{x, y} and inf{x, y} exist for all
x, y ∈ P , then P is called a lattice [2]. In a lattice illustrating partial ordering of
knowledge values, the logical conjunction is identified with the meet operation
and the logical disjunction with the join operation.

Fig. 1. Knowledge lattice

A lattice [2] showing a partial ordering of the elements f, ⊥f ,  , ⊥t,  , t by
degree of knowledge is presented in Fig. 1. The knowledge lattice illustrates how
the truth value of a formula that has a temporary truth value can be changed
as more knowledge becomes available. Suppose a sentence has a truth value ⊥f

at one point of time and f at another. Its truth value is then determined as f,
i.e. the system allows belief revision as long as the revision takes place in an
incremental knowledge fashion.

Below is a truth table for the six-valued logic as shown in [6].
Rough Sets were originally introduced in [12]. The presented approach pro-

vides exact mathematical formulation of the concept of approximative (rough)
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Table 1. Truth table for the six-valued logic

∧ t f � ⊥t ⊥f ⊥
t t f � ⊥t ⊥f ⊥
f f f f f f f
� � f � � ⊥f ⊥f

⊥t ⊥t f � ⊥t ⊥f ⊥
⊥f ⊥f f ⊥f ⊥f ⊥f ⊥f

⊥ ⊥ f ⊥f ⊥ ⊥f ⊥

equality of sets in a given approximation space. An approximation space is a pair
A = (U, θ), where U is a set called universe, and θ ⊂ U ×U is an indiscernibility
relation.

Equivalence classes of θ are called elementary sets (atoms) in A. The equiva-
lence class of θ determined by an element x ∈ U is denoted by θ(x). Equivalence
classes of θ are called granules generated by θ. The following definitions are often
used while describing a rough set X,X ⊂ U :

– the θ-upper approximation of X , θ�(x) :=
⋃

x∈U{θ(x) : θ(x) ∩X �= ∅}
– the θ-lower approximation of X , θ�(x) :=

⋃
x∈U{θ(x) : θ(x) ⊆ X}

– the θ-boundary region of X , RNθ(X) := θ�(X)− θ�(X)

In the rough set theory [13], objects are described by either physical observations
or measurements. Consider an information system A = (U,A) where information
about an object x ∈ U is given by means of some attributes from A, i.e., an object
x can be identified with the so-called signature of x : Inf(x) = a(x) : a ∈ A.

The θ-positive region of X with respect to the relation θ is POSθ(X) = θX
The θ-negative region of X with respect to the relation θ is the set NEGθ(X) =
U − θX The θ-boundary region of X with respect to the relation θ is the set
BNθ(X) = θX − θX .

The approximation quality function γ : 2U → [0, 1] in the approximation
space (U, θ) is defined as

γ(X) =
|X |+ |U\X |

|U |

where X ⊆ U .
The approximation quality of Q with respect to d, is defined as

γ(Q→ d) =
| ∪ {X ∈ P(Q) : X is d− deterministic}|

|U |

where the partition induced by θ is denoted by P(Q).
Significance testing [3]
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Suppose that we want to test the statistical significance of the rule Q → d.
Let Σ be the set of all permutations of U . For each σ ∈ Σ, we define a new set
of feature vectors xΩ

σ by

xr
σ
def
=

{
σ(x)d, if r = d,
xr , otherwise.

In this way, we permute the xd values according to σ, while leaving everything
else constant. The resulting rule system is denoted by Q → σ(d). We now use
the permutation distribution {γ(Q→ σ(d)) : σ ∈ Σ} to evaluate the strength of
the prediction Q → d. The value p(γ(Q → d)|H0) measures the extremeness of
the observed approximation quality and it is defined by

p(γ(Q→ d)|H0) :=
|{σ ∈ Σ : γ(Q→ σ(d)) ≥ γ(Q→ d)}|

|U |!
If α = p(γ(Q → d)|H0) is low, traditionally below 5%, we reject the null hy-
pothesis, and call the rule significant, otherwise, we call it casual.

3 Collaboration Options

We propose employment of a decision support system for selecting the most
desirable collaboration options. In our scenario all collaboration options for a
particular firm are evaluated by three experts with respect to two criteria, impor-
tance and relevance. Importance refers to the degree of interest a collaboration
option has regarding the firm’s current goals and relevance refers to evaluation
of the amount of resources a collaboration option requires considering results
and organizational constrains.

In Subsection 3.1 we group experts’ recommendations with respects to a sin-
gle criterion based on rough set approximations. This can be further used for
automated selection of desired outcomes. In Subsection 3.2 approximation qual-
ities and significance of a single criterion along with combination of criteria for
predicting of respective outcome are presented.

3.1 Triplets Related to a Single Criterion

To each criterion an expert can assign exactly one of the following recommen-
dations -

– recommended (r)
– adequate (a)
– inadequate (i)

The experts’ recommendations are not graded, i.e. they carry equal weight and
their order does not effect the decision process. The response combination triplets
per criterion where all experts have delivered their recommendations are
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– recommended, recommended, recommended, abbreviated (rrr)

– recommended, recommended, adequate, abbreviated (rra)

– recommended, recommended, inadequate, abbreviated (rri)

– recommended, adequate, adequate, abbreviated (raa)

– recommended, adequate, inadequate, abbreviated (rai)

– recommended, inadequate, inadequate, abbreviated (rii)

– adequate, adequate, adequate, abbreviated (aaa)

– adequate, adequate, inadequate, abbreviated (aai)

– adequate, inadequate, inadequate, abbreviated (aii)

– inadequate, inadequate, inadequate, abbreviated (iii)

In real life situations it is always possible to have a case with a missing response.
Such an occurrence is denoted by n. However it is important to keep in mind that
including a missing response in the possible response combinations considerably
increases the amount of triplets to work with.

We first group all response triples in four rough sets approximations as in
Fig. 2, Fig. 4, Fig. 3, and Fig. 5 with respect to the number of recommenda-
tions and the level of consistency of each answer combination. The four granules
in lower approximations are ’homogeneous’ (three responses of the same type,
f. ex. rrr) and have no common elements. The rest of the granules in lower
approximations have two responses of the same type.

Fig. 2. Local rough set approximations including rrr

Response triples placed in two ’homogeneous’ granules in lower approxima-
tion sets should be given serious consideration. Response triples placed in two
’inhomogeneous’ granules smaller differences.
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Fig. 3. Local rough set approximations including aaa

Fig. 4. Local rough set approximations including iii
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Fig. 5. Local rough set approximations including missing responses

3.2 Triplets Related to a Collaboration Option

Every collaboration option is assigned an ordered pair of response combination
triplets where the first one is related to the importance criteria and the second
one to the relevance criteria.

We assume projects are considered as being profitable if they are assigned an
ordered pair of triplets where both triplets belong to the set {rrr, rra, rri}.

Two collaboration options assigned symmetrical pair of triplets like f. ex. {rrr,
rra} and {rra, rrr} are considered equally profitable and are therefore placed in
one node.

Collaboration options, criterion C1 and criterion C2, and previous collabora-
tion outcomes are presented in Table 2.

Objects within equivalence classes of θ in Table 3 are indiscernible with respect
to listed attributes.

The equivalence classes of θ with respect to criteria C1 and C2 are arranged
in a knowledge lattice, Fig 6. This can be interpreted as follows: options A, C, D
are considered to be equally profitable, option G comes afterwords while option
I is note recommended.

The approximation qualities and the significance of a single criterion along
with combination of criteria for predicting of respective outcome are presented
in Table 4.

The performed calculations indicate that either of the chosen criteria can be
used for predicting collaboration outcomes, provided working with the set of
triplets {rrr, rra, rri}.
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Table 2. Evaluation criteria

C1 C2 Outcome

A rrr rrr successful

B rra rra not successful

C rra rrr successful

D rrr rra successful

E rra rri not successful

F rri rra successful

G rrr rri successful

H rri rrr successful

I rri rri not successful

Table 3. Equivalence classes

Q θ

C1 {A, B, C, D, F, G}, { E, H, I }

C2 {A, B, C, D, E, H}, { F, G, I }

C1 and C2 {A, C, D }, {B}, {E}, {F, H}, {G}, {I}

Outcome {A, C, D, E, G, H}, {B, E, I}

Fig. 6. A lattice for equivalence classes of θ with respect to criteria C1 and C2
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Table 4. Significance of criteria C1 and C2

Criteria γ α Elusidation

{C1} 0.66 0.05 Not casual
{C2} 0.66 0.05 Not casual

{C1, C2} 0.56 0.03 Casual

4 Conclusion

Both many valued logic and rough sets theory can be applied for evaluating
collaboration criteria. In our study six valued logic show clear indications with
respect to which collaboration options should be further considered in more
details. On the other hand prediction methods originating from rough set theory
can be used for ordinal ranking of both evaluation criteria and collaboration
options.
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Interface Design for Decision Systems 
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Abstract. A key aspect of well-designed decision systems is the recognition of 
important decision functions implemented as explicit facets of the system. The 
literature is replete with discussion about what these facets ought to be. The 
essential ones involve the decision model, agents to handle task distribution and 
completion, data, solvers that execute model instances, visualization, and 
scenario development to explore problem instances. The interaction among 
these facets in conjunction with the user is what makes for effective problem 
solving. The additional dimension that must be recognized in design is the fact 
that users typically possess a wide range of abilities but are all vested with 
decision making authority. This makes it necessary for the interface design to 
provide the functionality described above while allowing for effective 
interaction by a range of users. We use a classification scheme for users by 
labeling them as system builders, professionals, and naïve users. We develop a 
framework that juxtaposes system facets with user abilities to derive some 
interface design principles. We present the results of our work with examples in 
the supply chain domain. 

Keywords: decision systems, decision support systems, decision makers, user 
interface. 

1 Introduction 

Systems that support problem solving in unstructured decision environments have 
been studied by numerous scholars. Among the earliest references to this class of 
systems, referred to as Decision Support Systems (DSS), mention the importance of 
supporting users with a diverse skill set interacting with sophisticated problem solving 
assistance provided by a system [16], [5]. Many of the fundamental issues raised by 
them still remain as important considerations for the design of such systems today. 
The development of technology has provided a continuing impetus for the 
improvement in design methods for the implementation of such systems. Following 
the classic treatise on the subject by [2], improvements in design have focused on the 
effective integration of datasets, models and algorithms that operate on these datasets, 
and interfaces to allow users to interact with such sophisticated systems. Two 
fundamentally different approaches to developing such applications have been general 
purpose versus application specific development strategies. In this paper, we argue for 
the consideration of approaching the design of decision systems by acknowledging 
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that users come with a variety of skill sets and yet have a sufficiently high degree of 
decision making authority and therefore need to be supported appropriately. We 
approach the design problem by focusing on effective interface design to provide such 
support. By developing a prototype in the supply chain domain [9], we show how 
proper design of the interface coupled with solid first principles can be effective in 
implementing decision systems in modern organizations. The paper is organized as 
follows. In Section 2 we provide a review of underlying theories of decision making 
that are important considerations for decision system design. Section 3 discusses the 
motivation for accommodating a diverse set of users. Section 4 describes the 
implementation of a prototype with a few examples of interaction scenarios. We 
conclude the paper with some implications for future work in this area. 

2 Decision Making Processes 

Decision making is the structuring and executing of decision making processes. 
Structuring and executing the process may be interwoven [14]. An organisational 
decision making process can be either rational or anarchical or in-between these two 
extremes in the continuum. Researchers have proposed several decision making 
models and six representative models, and implications for their support, are reviewed 
in this section. 

In the bounded rationality model, the decision making process is a sequence of 
finite steps of intelligence, design and choice [15]. This model implies that the DSS 
user interface should help decision makers to specific programming routines and/or 
DSS components such as data, models and solvers (i.e. resources) to help decision 
makers process information efficiently.  

In the garbage can model [4], problems are semi-structured and/or unstructured. 
The decision making processes are anarchical, with problems, issues, solutions and 
participants of decision making mixed up in the organisation. This model implies that 
the DSS user interface should help decision makers to utilise the richer concepts of its 
decision environment such as resources, processes (or lifecycle), locations, time and 
the participants involved.  

The bounded rationality model is unrealistically ideal and the garbage can model is 
anarchical. The iterative sequence model [10] is something in-between these two 
extremes. The focus of this model is on the iterative decision making process between 
design and choice activities. This model implies that the DSS user interface should 
help decision makers to perform loop learning or what-if analysis 

In this model, problem and solution spaces are gradually reduced during the 
decision making process [8]. Continuous user inputs are critical in this decision 
making process model. Decision making does not occur at distinct times and locations 
but is made gradually at different times and locations. This model implies that the 
DSS user interface should help decision makers to efficiently access data, model and 
solver resource, and to refine these resources for their decision making without time 
(i.e. time) and location restrictions (locations).  
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Insights from decision makers play an important role in the decision making 
process [8]. The DSS provides an inspirational environment for decision makers. This 
model implies that the DSS user interface should help decision makers to dramatically 
narrow the problem space, such as providing a process for extracting high density 
information from large volumes of data; and/or narrow the solution space, perhaps by 
providing a process to modify models at run time or adding new solvers from external 
systems and providing full model lifecycle support. 

The interwoven model suggests that decisions interact within organizations. In 
other words [8], decision making processes are linked and affected by other decision 
making processes across time, locations and people. The decision process can not be 
isolated and it will affect or be affected by other decision processes for the same or 
different issues.  

From reviewing decision making process models, the support required by decision 
making processes is summarised in Table 1. From Table 1, we can conclude that DSS 
user interface should be designed to help decision makers to address the issues of 
Resource, Lifecycle, Location and Time. The skill levels of decision makers affect the 
decision making process. We explore the DSS users in next section. 

Table 1. Decision making models and problem dimensions 

Decision making process Issues should be addressed  Issues categories 

Bounded Rationality 
Model 

Specific programming routines 
or DSS components 

Resource and lifecycle 

Iterative Sequence Model Loop learning or what-if Resource and lifecycle 
Garbage Can Model Resources, processes, locations, 

time and the participants 
Resource, lifecycle, 
location and time 

Convergence  Model Time Time 
Insightful Model Extensibility Time, lifecycle, resource 

and location 
Interwoven model Time, integration, resource, 

multiple participants and 
locations 

Time, lifecycle, resource 
and location 

 

3 Decision Support Systems and Skill Levels of Decision 
Makers 

[16]’s DSS component framework has been widely cited for the design and 
development of DSSs. In the framework, he divides a DSS into five components: 
Database, i.e. data used in DSSs; Model base, i.e. models used to represent problems 
to be solved in DSSs; Database Management Software or Database Management 
System (DBMS); Model Base Management Software or Model Base Management 
System (MBMS); and Dialogue Generation and Management Software (DGMS) or 
user interface.  

[16] builds a framework in which three levels of Decision Support Systems are 
defined. These three levels of technologies are DSS tools, Specific DSSs (SDSSs) and 
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DSS Generators (DSSGs) and are used in the development and operation of a DSS by 
its users such as manager, intermediary, DSS Builder, technical supporter, and 
toolsmith.  

Most decision support systems are designed for specific users, varying from end-
users to model builders or system builders. Their skill levels also vary, from naïve, 
advanced beginner, competent and proficient to expert, and their support needs are 
different. Support for decision makers/stakeholders is very restricted and that for 
collaboration between stakeholders is lacking.  In the Dreyfus decision style model, 
the skill levels of decision makers can be categorized into novice, advanced beginner, 
competent, proficient, expert and master [12]. Decision makers at different skill levels 
use different approaches. Novices tend to decompose problems into small parts and 
they use analytical approaches to make decisions. Masters treat problems in a holistic 
fashion and they use intuitive judgment. A novice decision maker may become a 
master decision maker over time. This model implies that requirements for decision 
makers vary with different skill levels. DSSs need to cater for the needs of different 
decision makers. 

To simplify the categories of DSS users at different skill levels, we can classify 
them into Naïve User, Professional and System Builder. A knowledge worker can be 
a naïve user, professional or system builder. A business worker can be classified at 
different skill levels at different stages of her/his business career. The DSS user 
interface needs to be designed to fit different user needs. It does not mean that one 
category of users is more important than the others. We discuss these three levels of 
Decision Support Systems in the following section. 

4 DSS Implementation to Support Key DSS Stakeholders – 
System Builder, Professional and Naïve User 

4.1 DSS Component-DSSG-SDSS-Scenario Lifecycle  

The motivation for our design lies in charting out some lifecycle ideas involved in 
DSS design and use. Using the concepts of the single and double loop learning of 
[1]’s organizational decision making we describe the DSS Component-DSSG-SDSS-
Scenario lifecycle (Fig. 1). DSS components are assembled to build a DSSG which is 
used to generate SDSSs for solving specific problems. Decision makers take a 
snapshot of their decision making processes in the SDSS to save as a scenario – a 
specific problem instance - which can be used in the future as a DSS for the same or 
similar decision problems.  If the results of scenarios can no longer produce expected 
solutions, based on the feedback of end users, new scenarios can be produced by 
changing some of the actions of the SDSSs. This is referred to as “single loop 
learning”. If the SDSS can not meet the decision maker needs, using feedback from 
end user developers, DSS builders can generate new SDSSs with new settings of the 
DSS components; for example, modifying the DSSG by adding different DSS 
components. This is referred to as “double loop learning”. Due to changes in business 
needs and user requirements, current decision making paradigms (and related DSS 
components) may no longer be able to support decision making. The feedback from 
DSS builders or end user developers are used by toolsmiths to modify existing DSS 
components or design new DSS components to support the new paradigm; we term 
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this as “triple loop learning”. The DSS Component-DSSG-SDSS-Scenario lifecycle 
involves different skill levels of users at each phase. Typically, toolsmiths have more 
system knowledge and end user developers possess more domain knowledge. We 
apply these principles to our implementation described in the next section. 

 
 

 
 
 
 
 
 
 
 

 

 

 

 

 
 
 
 

Fig. 1. The role of DSS users in the implementation 

4.2 Implementation Domain   

We implement an Agent-enabled Distributed Decision Support System Generator 
(ADDSSG) in the Collaborative Planning, Forecasting and Replenishment (CPFR) 
aspect in the Supply Chain domain. The implementation of the CPFR process consists 
of retailer-manufacturer (two-tier) deployment. The purpose is to highlight the 
potential of the agent-enabled distributed decision support system generator for 
solving SCM problems in the real world for different skill levels of users. The 
prototype uses the concepts of the independence of DSS components, the decision 
support system generator, specific decision support system and scenario, to address 
the collaboration problem of supply chain partners (retailer and manufacturer) to 
implement information exchange, sharing and discovering.   

To address the resource, location, lifecycle and time issues and support different 
levels of DSS users, such as DSS builders, intermediary and DSS end-users, this 
prototype system provides configurations for system builders, professional and naïve 
users (Fig. 2). Assigning functions to different skill levels of users should be based on 
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requisite system knowledge and domain knowledge that are briefly discussed in 
section 4.1. For example, the system builder mode is set for DSS builders who have 
the system knowledge and domain knowledge and toolsmiths who have system 
knowledge; the professional mode is for knowledge workers who have both system 
knowledge and domain knowledge; and the naïve user mode is for DSS end-users 
who may only have limited domain knowledge. Based on the requirements of system 
and domain knowledge, the different functions allocated to various DSS users in our 
prototype are listed in Table 2.  

Table 2. Functions assigned for different user levels in the prototype 

Functions System Builder Professional Naïve User 

Model Loading v v v 

Parameter v v v 

Operation v v v 

Creation v   

Modification v   

Persistence v v  

Pool v v  

Agent Get Object v v  

Send Agent & Object v v  

Get Remote Agent & 
Object 

v v  

Data View Local Data v v v 

Loaded Data v v v 

Pool v v  

Solver Loading v v  

Parameter v v v 

Operation v v v 

Pool v v  

Visual Loading v v  

Display v v v 

Parameter v v v 

Operation v v v 

Pool v v  

Scenario States v v v 

Processes v v  

Objects in Mapping v v  
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Fig. 2. Configuration of user types 

4.3 System Builder   

A system builder uses software agents (services), data, models, solvers and 
visualization components to build SDSS in the DSSG. The system builder is 
authorized to create and modify models that are in solving specific problems for 
decision makers. The decision support systems built by the system builder is called 
SDSS. In some cases, DSSGs can also be used directly by decision makers. The 
system gives the system builder the ability to address resource, location, lifecycle and 
time issues with all the basic functions through the upper tabs (Model, Agent, Data, 
Solver, Mapping, Visualization, Scenario, Configuration and Document) and 
advanced functions at bottom tabs. The screen shots in Fig. 3 & 4 show that the 
system builder loads the forecasting models from either a model library or gets the 
model instance from software mobile agents [6], [7].  Under the Model tab, the 
system builder performs more advance functions such as, loads models (Loading tab), 
adds more model parameters (Parameter tab), adds more new methods to the model 
(Operation tab),  creates complete a new model at runtime (Creation tab), changes the 
model parameters and methods for the loaded model (Modification tab), saves the 
model in the system to storage (Persistence tab) for future use and/or adds the model 
to a DSS component pool shared by other decision makers (Pool tab). 

 

Fig. 3. The user interface used for loading a model by system builders 
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Fig. 4. The user interface used for modifying models by system builders 

 

4.4 Professional User  

A SDSS is built with specific model or models for decision makers. A professional 
user loads the data and applies solvers to solve problems in their business domain. 
The professional user can use what-if analysis to identify the most appropriate data 
and solvers to achieve solutions. Various combinations of loaded data and solvers 
with the models in a SDSS can be saved at different points in time as different 
scenarios for solving specific problems. The system gives the professional user the 
power to address resource, location, lifecycle and time issues with all the basic 
functions through the upper tabs (Model, Agent, Data, Solver, Mapping, 
Visualization, Scenario, Configuration and Document)  and selected functions at 
bottom tabs (e.g. Loading, Parameter, Operation,  Persistence and Pool for modeling) 
in Fig. 5. It should be noted that the bottom tabs for the Professional User are 
composed of a subset of the bottom tabs for the System Builder (see highlighted 
portions of Fig. 4, 5, and 6). 

 

 

Fig. 5. Functions under the Model tab for professional users 
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4.5 Naïve User 

A naïve user may not have enough working knowledge or decision skill to solve 
complicated problems. Scenarios can be used for problem analogs in a business 
domain. In organizations, a naïve user is typically given the scenarios for solving 
specific problems. The system gives the naïve user the power to address resource, 
location, lifecycle and time issues in a simple format.  The naïve user is given all the 
basic functions through the upper tabs (Model, Agent, Data, Solver, Mapping, 
Visualization, Scenario, Configuration and Document)  and only minimum advanced 
functions at bottom tabs (e.g. Loading, Parameter and Operation for modeling)  in 
Fig. 6. Again note that the bottom tabs for the Naive User is composed of a subset of 
the bottom tabs for the Professional User. 
 

 

 
Fig. 6. Functions under the Model tab for naïve users 

5 Conclusion 

The proposed frameworks, architectures and implementations in this research are 
evaluated by peer review using the iterative approach of evaluation, theory building, 
systems development. Further evaluation cycles fine-tune our frameworks, 
architectures and prototype. This process of fine-tuning driven evaluation is followed 
by a review process carried out by professional experts to seek further improvement. 
We view this step as constituting an expertise-based validation of the research. The 
experts involved in this phase were drawn from the areas of decision support systems, 
system design, operations management and supply chain management. An evaluation 
framework was presented to the experts along with a prototype of the system and they 
were asked to rate the prototype according to the framework. This exercise yielded 
good results as viewed by the experts. While this is a preliminary attempt at 
evaluation, a more systematic evaluation exercise is warranted. 
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In this paper we make a case for the design of decision systems that support 
organizational decision making by focusing on interface aspects of the design to 
enable support of users with varying degrees of system and domain knowledge. Such 
a design approach allows for these systems to be more widely used and appreciated in 
organisations. It also overcomes the generally reported problem of application 
specific designs which get used by a small number of analysts thereby bringing the 
issue of cost effectiveness of such implementation into focus. 
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Abstract. In this paper a new algorithm for prediction opponent move in Texas 
Hold’em Poker game is presented. The algorithm is based on artificial intelli-
gence approach – it uses several neural networks, each trained on a specific da-
taset. The results given by algorithm may be applied to improve players’ game. 
Moreover, the algorithm may be used as a part of more complex algorithm 
created for supporting decision making in Texas Hold’em Poker. 

Keywords: Poker game, algorithm, artificial intelligence, neural network. 

1 Introduction 

Texas Hold’em Poker is currently the world’s most played card game. Hundreds of 
thousands of people play this game every day and can play in online Poker rooms as 
well as in real life. One of the main reasons for Poker’s recent success is its funda-
mental dynamics. The ‘hidden’ elements of the game mean players must observe their 
opponent’s characteristics to be able to make a good move, i.e., to choose a good 
decision. 

In order to play Poker well, a Poker player needs to constantly think about next 
move to be made by his opponents. For example, when the Poker player hand is very 
likely to win in certain spot, he should figure out how to win the most money from his 
opponents. Good  player also has to recognize spots when the opponents may fold 
and try to somehow estimate how often will this happen in certain spot and when 
bluffing may be a profitable option. To do this, the player must take several factors 
into account, including such as: what kind of opponents is he facing, what kind of 
board is on the table, what was his and the opponents’ previous action, does he have 
position over the opponent, and many more. 

In literature, it can be found some ideas of opponent modeling in Texas Hold’em 
Poker.  Van der Klein [1] described algorithm based on decision tree but Mccurley 
[2] proposed using artificial intelligence agent approach.  

In this paper, we propose a machine learning algorithm that predicts opponent’s ac-
tion when certain information about the opponent and the current state of the game is 
given. The algorithm is based on several neural networks trained in predicting Poker 
player moves.  

The rest of the paper is organized as follows. In Section 2, Texas Hold’em Poker 
rules have been explained. In Section 3, two algorithms for prediction Poker moves 
have been described, including the proposed one. Section 4 focuses on the designed 
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and implemented experimentation system. Section 5 is devoted investigations – it 
contains brief analysis of the results of experiments and their discussion. Conclusion 
and perspectives appear in Section 6.  

2 Texas Hold’em Poker 

2.1 Game Description 

Texas Hold’em Poker is played with a standard deck of 52 cards. Typically the num-
ber of player in cash games varies from 2 to 9. Each player is dealt 2 card faces down. 
These cards are called hole cards or pocket cards. There are used to compose the five 
cards hand – each of this hands belongs to one of categories listed in Table 1. This 
category determines the strength of player’s hand.  

Table 1. Poker hands ranks 

Hand Example Description 

Royal flush 
 

A straight flush T to A 

Straight flush 
 

A straight of a single suit 

Four of a kind 
 

Four cards of the same rank 

Full house 
 

Three of a kind + one pair 

Flush 
 

Five cards of the same suit 

Straight 
 

Five cards of sequential rank 

Three of a kind 
 

Three cards of the same rank 

Two pairs 
 

Two pairs 

One pair 
 

Two cards of the same rank 

High card 
 

None of the above 

 
Game starts when two players next to the dealer pays small blind and big blind. 

Dealer is one of the players and that designation moves clockwise around the table 
after each hand is finished. Small blind and big blind are small amounts of money that 
has to be paid by two players to the left of the dealer before they can see their hole 
cards. Those forced bets are costs of the game – their forces all players to play more 
hands  - without the blinds players could just sit at the table and wait for the best 
starting hand and fold any other hand.  

When the blinds are on the table players may look at their hole cards and the pref-
lop betting round begins. Each betting round is also called street or barrel. In pre-flop 
betting round players takes action clockwise starting from a player left to big blind 
player. There are five possible player actions. When player is not facing a bet he can 
bet or check and when he is facing a bet he can raise, call or fold. Of course player 
can also fold when he is not facing a bet but this move does not make any logical 
sense and it will not be counted as a possibility for player in this work. Each move 
represents one of the following actions: 
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• Fold: the player does not put in any more money, discards his cards and surrend-
ers his chance at winning the pot. If he was one of two players left in the game, 
the remaining player wins the pot and does not have to show his pocket cards. 

• Call: the player matches the current maximum amount wagered and stays in the 
game and if he is last to act in a betting round game continuous with next betting 
round or showdown. 

• Raise: the player matches the current maximum amount wagered and additionally 
puts in extra money that the other players now have to call in order to stay in the 
game. 

• Bet: this is similar to a raise. When a player was not facing a bet by an opponent 
(and the amount to call consequently was 0) and puts in the first money, he bets. 

• Check: this is similar to a call, except the amount to call must be 0: if no one has 
bet (or the player has already put in the current highest bet, which could be the 
case if he paid the big blind) and the player to act does not want to put in any 
money, he can check. 

Betting round is over when either all players but one folded or all players that did not 
fold matched the current highest bet by calling it or going all-in (putting all their 
money into the pot). After preflop is over three cards are being dealt face up on the 
table. These three cards are called flop cards and the next betting round called flop 
occurs. First player left to the button is first to act. Actions that can be performed by 
players are the same as in preflop round. After this betting round is over one more 
card is being dealt face up and it is added to community cards. This card is called turn 
card and next betting round is begun. After it is over and there are still two or more 
players in a game that did not fold fourth and last card is dealt on the table. This card 
is called river - it starts the last betting round. When the river betting round has com-
pleted and two or more players are still in the game, the showdown follows. 

On showdown each remaining players reveal their pocket cards and the player with 
a strongest five cards poker hand wins the pot, if two or more players have the same 
hands they split the pot. Poker hand must be composed from five cards. Player can 
use both of his hole cards, one of them or non – in this case his hand is composed 
only from community cards.   

2.2 States of Poker Game 

As described above Poker game consists of 4 betting rounds (also named streets or 
barrels): preflop, flop, turn and river. In each of those rounds player can be facing a 
bet and may have an option to raise, call or fold or not facing a bet and be able to 
check, bet or fold. Of course, folding while not facing a bet is possible but does not 
make any logical sense, so this move will not be considered as it almost never appears 
in a real Poker game.  
 

That kind of representation gives up 8 states of a Poker game:  

(i) preflop facing a bet,  
(ii) preflop not facing a bet, 
(iii) flop facing a bet,  
(iv) flop not facing a bet, 
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(v) turn facing a bet,  
(vi) turn not facing a bet, 
(vii) river facing a bet, 
(viii) river not facing a bet. 

3 Algorithms 

3.1 Opponent Modeling Using Decision Trees 

The algorithm, presented in [1], applied a machine learning to predict opponent 
moves. Authors decided to use decision trees as they give results very fast when 
trained and have many advantages needed in this particular case. In the implementa-
tion the input data set is composed by over 40 different features taken into account for 
different states and aspects of game. Authors of this algorithm have also proposed a 
method called group specific opponent modeling. In this method the different trees 
are created not only for different states of the game but also for different kind of op-
ponents whose moves they are trying to predict. In the algorithm they created 9 dif-
ferent opponent models using K-model clustering. Finally, the number of 72 different 
decision trees - each for different opponent model and different state of the game – 
are considered. More detailed description of the algorithm can be found in [1]. 

3.2 Opponent Modeling Using Neural Networks 

In this sub-section the newly created algorithm for prediction opponent moves is pre-
sented. The algorithm is a modification of method presented in 3.1. The most impor-
tant difference is that instead of decision trees - neural networks has been used. 

This modification may significantly improve quality of classification of moves as 
the neural networks are known to perform well in a noisy domain [4]. 

Inputs and Outputs. For each state of Poker game, one multi-layer neural network is 
created. Each network differs in number of inputs as on each street more information 
can be used to predict opponent’s move. For pre-flop it is 20 inputs, on a flop it is 31, 
on a turn 37 and 43 on a river. Chosen inputs are describing state of the game using 
information about the current board, opponents that the player is facing, his position 
on a table, stack sized etc. Chosen inputs are representing aspects of a game that the 
good poker players are usually taking into account when trying to predict opponent 
move. Each network has 2 or 3 outputs: 2 for not facing a bet (check or bet) and 3 for 
facing a bet (fold, call, and raise). 

K-model Clustering. In Poker game, the player uses different strategies when play-
ing. For one player some factors may be more important than for other. Some players 
tend to call more when others wait for a very strong hand and fold all other hands. 
Good poker players usually label each of their opponents to remember how to play 
against them. Because of such clusterization of players, one should improve quality of 
opponent modeling. The idea of K-model clustering, which is used in this work, does 
not require any expert knowledge or distance measure like in k- mean clustering. 

In K-model approach, clustering one set of neural networks is created for each 
cluster of players. At first, each player is randomly assigned to one cluster. Then, a set 
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of neural networks corresponding to each cluster is being trained on hands of players 
in cluster (Fig. 1). Next step is to forget of the current cluster assignment for players 
and to find a new one. Repeating, we have models trained on random players (Fig. 2). 

 

 

Fig. 1. Training models 

 

Fig. 2. After training 

 

Fig. 3. Choosing a new cluster 

 

Fig. 4. Moving player to a new cluster 

Then, we are trying to find a new cluster for each of the players by calculating the 
accuracy of the reached model for each of the players hands (Fig. 3). We assign each 
player to model that gives the highest correct classification rate for this player’s hands 
(Fig. 4).  

After we do it for all of the players we should get results like in Fig. 5 where each 
cluster contains mostly players of the same type.  

Next, we repeat this procedure and we stop it after none of the players changes his 
cluster assignment (Fig. 6). 
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Fig. 5. Example results after first iteration 

 

Fig. 6. Example results after convergence 

4 Experimentation System 

To perform tests and check how the proposed algorithm works an experimentation 
system was created. The idea of the system is presented in Fig. 7. There are distinct 
two inputs: (i) problem parameters - data set, and (ii) algorithm parameters - neural 
networks parameters.  As outputs we consider trained neural networks, and the ob-
tained results of classification process. 

 

Fig. 7. Experimentation system 

Input Dataset. Used dataset was created by observing an online Poker games and 
saving hand histories in a text files. For experiments, 100.000 hands played on No 
Limit $2, No Limit $5 and No Limit $10 with 5 and 6 players on a table were used. 
That dataset gave 753.595 moves (network input objects) performed by players. Such 
a big number of input objects were used due to noise and variance of the domain 
which in this case is very high. Dataset statistics can be found in Table 2. As shown in 
this table, the most common move on flop is fold (70% of moves), on flop 39% of 
moves are checked, on turn 43% of moves are checked, and on river it is 44%. That 
means that dummy classificatory that would always choose most common move on 
each street as an answer would get 61% of overall correct classification accuracy.  

Neural Network Parameters. All networks were trained using back propagation 
learning algorithm with learning rate set to 0.3. Each network was trained over the 
same dataset 500 times as this number of iteration was found to be sufficient to mi-
nimize the error as much as it was possible. K-model clustering was set to divide 
players into 8 clusters (K=8). Each network is a 2 layer network where number of 
neurons in a middle layer is a half of a number of inputs. Activation function in all 
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neurons was bipolar sigmoid function with alpha parameter set to 1. Momentum of 
each network was set to 0.1. 

Table 2. Dataset statistics 

  Preflop Flop Turn River Total 

Fold 3383038 
(71.71%) 

149375 
(17.62%) 

54951 
(13.32%) 

31097 
(13.68%) 

3618461 
(58.31%) 

Check 80197 
(1.70%) 

338292 
(39.91%) 

183084 
(44.39%) 

107659 
(47.36%) 

709232 
(11.43%) 

Call 556992 
(11.81%) 

100507 
(11.86%) 

49470 
(11.99%) 

19437 
(8.55%) 

726406 
(11.71%) 

Bet 
18833 

(0.40%) 
226735 

(26.75%) 
111137 

(26.94%) 
62217 

(27.37%) 
418922 
( 6.75%) 

Raise 678843 
(14.39%) 

32747 
( 3.86%) 

13830 
(3.35%) 

6920 
( 3.04%) 

732340 
(11.80%) 

Total 4717903 
(76.03%) 

847656 
(13.66%) 

412472 
(6.65%) 

227330 
( 3.66%) 

6205361 
(100.00%) 

 
System Outputs. As the training process takes a lot of time, after training, each net-
work is saved as an XML file and can be used later for performing more tests. More-
over, the results of experiments are automatically gathered and saved – the confusion 
matrices and the correct classification rates for each network are created. 

5 Investigation 

All eight networks where trained on given dataset 500 times using 90% of input data-
set. Remaining 10% was used for testing. Results of experiments are shown in the 
confusion matrices (Table 3 and Table 4), where AC means the assigned class and TC 
means the true class. The confusion matrices are corresponded to the states of a game. 

Table 3. Facing a bet results 

    TC - Fold   TC - Call TC - Raise Total 

AC - Fold 75.52 % 12.42 % 11.94 % 85.47 % 

AC - Call 29.16 % 59.11 % 11.47 % 11.88 % 

AC - Raise 31.00 %  9.86 % 54.98 %  2.65 % 

Total 69.11 % 17.87 % 13.02 % 73.16 % 
 
Each row in tables contains percentage value of correct or incorrect (confused) 

classification for each class. The last column denoted as ‘Total’ contains percentage 
values of how many objects there were in a testing set while ‘Total’ row informs of 
how many objects were classified as objects of a given class. The cell, where ‘Total’ 
row and ‘Total’ column are crossed, contains percentage of correct classifications. 
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Table 4. Not facing a bet results 

 TC - Check TC - Bet Total 

AC - Check 75.27 % 24.73 % 71.12 % 

AC - Bet 33.41 % 66.59 % 28.88 % 

Total 63.18 % 36.82 % 72.77 % 
 

In order to measure the performance of clustering we used three quality measures:  

VPIP - Voluntary Put money Into Pot which tells us how often player plays a 
game preflop (does not fold preflop). 

 PFR -   PreFlop Raise which informs how often player raises pre-flop. 
 AF  -     Aggression Factor which informs how aggressive player is.  

The obtained results are shown in Fig. 8 and in Fig. 9. 

 

Fig. 8. Performance of VPIP, PFR, and AF indicators 

The confusion matrices are corresponded to the two states of a game. Each row in 
tables contains percentage value of correct or incorrect (confused) classification for 
each class. The last column denoted as ‘Total’ contains percentage values of how 
many objects there were in a testing set while ‘Total’ row contains percentage values 
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of how many objects were classified as objects of a given class. The cell, where ‘To-
tal’ row and ‘Total’ column are crossed, contains percentage of correct classifications. 
 
 
 
 
 
 

 
 
 
 
 

 
 
 

Fig. 9. Performance – overall accuracy. 

K-model clustering algorithm divided the player pool into 8 clusters. It may be ob-
served on the presented graphs (Fig. 8) that after 41 iterations of the algorithm each 
cluster represented different kind of player. Average VPIP in each cluster varies from 
20% to about 60%, average PFR from 12% to 22%, and AF from 1.8 to 3.5. Also on 
“Number of players” graph we can see that the number of players in each cluster 
changed during the clustering process. Unfortunately, the proposed algorithm was 
stopped before the stop condition was met – none of the players changes cluster – 
because it was working for a long time and the improvement in accuracy on any itera-
tion was very small. 

Overall correct classification accuracy achieved on whole testing set was 72.8%. 
(Fig. 9). Surprisingly, algorithm did better for facing a bet state than for not facing. 
Accuracy also increased during iterations and a gain was biggest for several first itera-
tions but on later phase it was also continuously improving. 

Comparing those results to the results from [1] we observed that there are about 
4% better for 6 players’ game. Unfortunately the authors of [1] tested their algorithm 
over different datasets composed of hands that did not include real money but only 
“play” money. They obtained 71% accuracy of predicting opponent moves for 6 play-
ers’ dataset. We were not able to access the dataset considered in [1], so the compari-
son may not be accurate. 

6 Conclusion 

In this paper, the method for predicting opponent’s moves has been presented. This 
method uses 64 neural networks that are trained to predict different opponent’s ac-
tions in various stages of a game. As a result, we obtained a universal tool for predict-
ing opponent’s moves that do not depend on opponent’s playing style and strategy. 

60%
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70%

75%

1 4 7 10 13 16 19 22 25 28 31 34 37 40
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The overall correct classification percentage obtained when using the created algo-
rithm was about 18%. It is better than a simplest classifier that would choose most 
common move on each betting round. It is also about 4% better than the result pre-
sented in [1] while method based on decision trees was used. Neural networks seem to 
operate better in very noisy environment which game of Poker surely is. 

By looking at the obtained confusion matrices, it is easy to notice that a lot of 
moves were confused with folds and that the fold was the most correctly recognized 
move. That stems from the fact that the players usually fold to a bet. We can observe 
this phenomenon in Table 2, where only 3% of all moves occurred at river – the last 
betting round. Having that in mind, we might come up with an improvement to com-
pose the dataset mostly of hands that gave more action and hands in which the pot 
was bigger than usual. That would also require us to somehow predict where the hand 
is going before actual prediction of a move. 

K-model clustering algorithm seems to be an effective way to divide poker players 
into categories basing only on hand that they played in the past. It divided the player 
pool into clusters that differ in average statistics, thus, we may suppose that these 
players also use different poker strategy or game style. Taking it in to consideration 
should improve the quality of overall classification.  
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Abstract. Relations between all constitutional and government organs must be 
moderated and evaluated depending on their way of decision making. Among 
their attributes one may find the right to veto. It is known already that a priori 
veto is rather strengthening the position of beholder. The evaluation of a power 
to make a decision is directly connected with a way of power measuring, i.e. 
with power index choice. In the paper we consider axiomatic base for such 
choice of an index of power evaluation. 

Keywords: veto, power index, axioms. 

1 Introduction  

Relations between all constitutional and government organs must be moderated and 
evaluated depending on their way of decision making. Among different attributes of 
collective decision making one may find the right to veto. We think that veto a priori 
is rather strengthening the position of beholder. So, any considerations about consen-
sus process must include evaluation of veto attribute as well, for to preserve the bal-
ance between sides. 

The main goal of the paper is the analysis of axioms of power measure connected 
with veto attribute of a decision maker. In certain cases, it is possible to calculate a 
value of power of veto attributed to the decision maker and to give the exact value of 
the power index as well. In other cases, it is only possible to compare the situation 
with and without veto attribute. However, significant numbers of power indices are in 
use for evaluation of power of player with special emphasizing done for power of 
veto (for example: Bertini et al. 2012, Chessa, Fragnelli 2012, Mercik 2009, 2011), 
but there is no convincing arguments for choice of one or another power index. The 
main differences between these indices are the ways in which coalition members 
share the final outcome of their cooperation and the kind of coalition players choose 
to form. In this paper we would like to examine the base of such choice in  
axiomatic way. 

2 Example of Veto Game 

In Poland all bills are resolved if: 
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- An absolute majority of representatives and the president are for1, or 
- In the case of a veto by the president, at least 3/5 of the representatives are 

for2. 

In the case of Polish parliamentary bills acceptation process we may see that generally 
there is cooperative game schema where the president, the Sejm and the Senate must 
form a coalition for to accept a bill. Therefore a given power index may be in use 
directly to evaluate their influence on the legislation process with an idea that greater 
value of the index represents greater influence on the process. The overview of possi-
ble indices one may find for example in Hołubiec and Mercik (1994).  

3 Basic Notions 

Let N = {1,2,…,n} be the set of players. A game on N is given by a map 

: 2Nv R→  with ( ) 0v ∅ = . The space of all games on N is denoted by G. A coali-

tion 2NT ∈  is called a carrier of v if ( ) ( )v S v S T= ∩  for any 2NS ∈ .  
The domain SG G⊂ of simple games on N consists of all v G∈ such that 

(i) ( ) {0,1}v S ∈  for all 2NS ∈  ; 

(ii) ( ) 1v N =  ; 

(iii) v is monotonic, i.e. if ( ) ( ) then S T v S v T⊂ ≤ . 

A coalition S is said to be winning in v SG∈  if ( ) 1v S = , and losing otherwise. 

Therefore, the voting upon a bill is equivalent to formation of a winning coalition 
consists of voters. 

A simple game (N, v) is said to be proper, if and only if it is satisfied that for all 
, if v(T)=1 then v(N\T)=0. 

Consider a simple game (N, v) and a coalition . (N, v) is said to be S-
unanimous, if and only if it is satisfied that v(T)=1 if and only if . 

4 The Sense of Veto 

The meaning of veto can be explained by the following artificial example: {2; 1a, 1b, 
1c} where the voting is a majority voting (voting quota equals 2) and weights of all 
voters a, b, c (N=3) are equal and fixed at 1. As it can be seen, there are four winning 

                                                           
1  One may notice that the Polish Senate has no effective influence during the legislative 

process. The Sejm may reject the objections of the Senate at any moment by a simple majori-
ty, i.e. 231 deputies when all of them are present (460). Usually in the a priori analysis we 
only consider simple majority winning coalitions. 

2  This is a slightly simplified model, because the Supreme Court may also by simple majority 
recognize the bill as contradicting the Constitutional Act (or both chambers may change the 
Constitutional Act itself). 
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coalitions: {a,b}, {a,c}, {b,c}, {a,b,c}. The first three coalitions are vulnerable and the 
veto (called the veto of the first degree (Mercik, 2011)) of any coalition’s members 
transforms it from winning into non-winning one. The classical example of such a 
veto is a possible veto of permanent members of the Security Council of the United 
Nations. 

The last coalition, {a,b,c}, is different: a single member’s veto can be overruled by 
two other members. This type of veto is called the second degree veto. A very typical 
example of such a veto is a presidential veto (at least in Poland or USA, for example), 
which under certain circumstances can be overruled.  

A coalition structure = { , , … , }  over N is a partition of N, that is =  and =  when . A coalition structure with veto ={ , … , { }, … , } over N for j=1, m is a coalition structure P where at least one un-
ion is a singleton and at least one of the singletons is attributed with veto. The veto 
can be of the first or the second degree type. 

The Example 
One possible partition of Security Council of the UN’s members: 

 = {{ }, { }, { }, { }, { }, { , … , }}, 

where each permanent member  has veto attribute and the rest of SC’s members 
create a coalition. Of course, different combinations of partitions are also possible. 

A power index is a mapping : nSG Rϕ → . For each i N∈  and v SG∈ , the 
thi  coordinate of ( ) nv Rϕ ∈ , ( )( )v iϕ , is interpreted as the voting power of player 

i in the game v. In the literature there are two dominating power indices: the Shapley-
Shubik power index and the Banzhaf power index. Both base on the Shapley value 

concept 3 . The Shapley (1953) value is the value : nG Rϕ → , (φ1 

(v),φ2(v),…,φn(v)) where for all  ( ) = ∑ !( )!!, ∉ ( { }) ( )     (1)

The Shapley-Shubik power index for simple game (Shapley, Shubik 1954) is the 

value : nSG Rϕ → ,  (φ1 (v),φ2(v),…,φn(v)), where for all  ( ) = ! ( 1)!!, ∉  (2)

The Banzhaf power index (Banzhaf, 1965) for simple game 4  is the value 

: nSG Rϕ → , (φ1 (v),φ2(v),…,φn(v)) where for all  

                                                           
3  The overview of the discussion about both power indices one may find in Laruelle, Valen-

ciano (2000), Turnovec et al. (2004, 2008). 
4  This power index is called also as Banzhaf-Penrose power index. The Penrose’s work from 

1946 presented an analogue attempt to the concept of power for simple games. 
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( ) = ∑ ( { }) ( ){ }   (3)

If one applies a partition structure P then Shapley-Shubik power index may be defined 
as following (Alonso-Meijide et al. 2007): ( , ) = ∑ ∑ ( )!( )!( )! (\{ }\{ } { }) ( )    (4)  

for all ∈  and all ( , , ) being a game with partition structure, where ∈  is 
the union such that ∈ , = ∈ .  

An analogue definition of the Banzhaf power index for a game with partition struc-
ture can be formulated as following (Owen, 1982): ( , ) = ∑ ∑ (\{ }\{ } { }) ( )   (5)

for all ∈  and all ( , , ) being a game with partition structure, where ∈  is 
the union such that ∈ , = , =  and = ∈ . 

Both power indices formulated for games with partition structure give us the op-
portunity to represent such decisive bodies as parliaments, parliament-president or so. 
Especially in a parliament the partition structure is evident when party system and 
block voting are observed. 

As we may conclude at this stage of the proceeding the available solutions for the 
power of veto measuring maybe formulated as the following algorithm: 

- Re-arrange partition structure including the logic of veto, and 
- Apply any power index. 

The main problem: what power index is “the best one” is still open. There is a huge of 
papers in literature on domination of a given index over all or some others, but in no 
one paper there is a reference to veto itself.  Moreover, we think that veto changes 
axioms being in the background of power indices and we face the problem of how to 
define power of veto and how to measure this power. 

5 Axiomatizing Veto 

The idea of power index for partition structure with veto strongly depends on kind of 
veto (Mercik, 2011): the veto of the first degree as the one which cannot be overruled 
(Security Council of the UN is a good example of such type of veto) and the veto of 
the second degree as the one which can be overruled, as for the President of the 
United States or the President of Poland. 

In the literature (for example in Kitamura, Inohara, 2009) there is a concept of 
blockability as ability to block the final result in voting. Let’s first check whether veto 
is equivalent to blocking. 

Blockability Principle (Kitamura, Inohara (2009)) 
Consider a simple game (N, v). For coalitions S and S’  is defined as: for all ( ), if T\S’∉ ( ) then T\S∉W(v).  is called the blockability relation on 
(N, v). 
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As we may see the blockability principle is fulfilled only for veto of the first de-
gree. A veto of the second degree may not fulfil this principle. So, blockability princi-
ple is stronger than veto: ( , , ) ( , , ) , and, blockability may be not 
equivalent to veto. 

In trying to axiomatise an index one looks for “natural” principles that an index 
should satisfy and then obtain the particular index as the unique solution satisfying 
these principles if such index exists.  

The following axioms are widely accepted: 

Axiom 1. (Value-added) 

( )( ) ( )( )vetov i v iϕ ϕ≥
 

(6)

For veto of the first degree one gets strong inequality ( )( ) ( )( )vetov i v iϕ ϕ>  (some 

of possible winning coalitions of the others may-be prohibited). What more, 

( )( ) ( )( )vetov i v iϕ ϕ−  one may call a net value of veto.
 

For veto of the second degree, ( )( ) ( )( )vetov i v iϕ ϕ≥
 
holds. For example, veto of 

Polish Senate (if it is a case) can be overruled in all circumstances. 

Axiom 2. (Gain-loss: GL axiom) 

( )( ) ( )( )v i w jϕ ϕ>  (7)

for some ,v w SG∈  and i N∈ , then there exists j N∈  such that 

( )( ) ( )( )v j w jϕ ϕ< . 

If we introduce veto, the “gain-loss” axiom looks like ( )( ) ( )( )vetov i w jϕ ϕ> for 

some ,v w SG∈  and vetoi N∈ , then there exists j N∈  such that 

( )( ) ( )( )v j w jϕ ϕ< . We simply assume that right to veto may potentially increase 

value of power index for a given player. In that case someone else must lose some of 
its power. Axiom GL is weaker than efficiency and quantitatively less demanding. It 
specifies neither the identity of j that loses power on account of i’s gain, nor the ex-
tend of  j’s loss. 

Axiom 3 (Efficiency) 

( )( ) 1
i N

v iϕ
∈

=
 

(8)

for every v SG∈  with coalition structure with veto. 

For coalition structure with veto , , define v w SG v w v w SG∈ ∧ ∨ ∈  by: 

( )( ) max{ ( ), ( )},

( )( ) min{ ( ), ( )}

v w S v S w S

v w S v S w S

∨ =
∧ =
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for all 2NS ∈ . It is evident that SG is closed under operations ,∧ ∨ . Thus a coali-
tion is winning in v w∨  if, and only if, it is winning in at least one of v or w, and it 
is winning in v w∨  if, and only if, it is winning in both v and w. 

Axiom 4 (Transfer) 

( ) ( ) ( ) ( )v w v w v wϕ ϕ ϕ ϕ∨ + ∧ = +      (9)

for ,v w SG∈ . This axiom stays same for SG with or without veto. 

Axiom 4’. (Transfer – Dubey et al. 1981). 
Consider two pairs of games v, v’  and  w, w’ in SG with coalition structure with 
veto and suppose that the transitions from v’ to v  and w’ to w entail adding the same 
set of winning coalitions, i.e. ', ', ' ' and v v w w v v w w≥ ≥ − = − . Equivalent 

transfer axiom: ( ) ( ') ( ) ( ')v v w wϕ ϕ ϕ ϕ− = − , i.e. that the change in power de-

pends only on the change in the voting game. 
Denote by ( )NΠ  the set of all permutations of N  (i.e., bijections  

: N Nπ → ). For ( )Nπ ∈Π  and a game v SG∈ , define v SGπ ∈  by 

( )( ) ( ( ))v S v Sπ π= for all 2NS ∈ . The game vπ  is the same as v except that 

players are relabelled according to π . 

Axiom 5 (Symmetry) 

( )( ) ( )( ( ))v i v iϕ π ϕ π=  (10)

for every v SG∈  with coalition structure with veto, every i N∈  (including ) 

and every ( )Nπ ∈Π . 

According to symmetry, if players are relabelled in a game, their power indices 
will be relabelled accordingly. Thus, irrelevant characteristics of the players, outside 
of their role in the game v, have no influence on the power index. 

It seems obvious that introduction of a coalition structure with veto will not demol-
ish this axiom. 

Axiom 5’ (Equal Treatment) 
If ,i j N∈  are substitute players in the game v SG∈ with veto, i.e. for every 

\ { , } ( { }) ( { })  S N i j v S i v S j⊂ ∪ = ∪ , then ( )( ) ( )( )v i v jϕ ϕ= . 

Axiom 6 (Null player) 
If i N∈ , and i is null player in v, i.e. ( { }) ( )v S i v S∪ =  for every \ { }S N i⊂ , 

then ( )( ) 0v iϕ = . 

The null player cannot be attributed with veto. Otherwise, from “Added value 

axiom” we get ( )( ) 0vetov iϕ ≥ what may violate “Null player axiom”. To some ex-

tend the Supreme Court is the null player with veto attribute. In the example of legis-
lative way in Poland, the Supreme Court doesn’t form a coalition with other sides of 
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legislative process (it is independent by definition) but may stop the process if legal 
contradictories are found. 

 
Axiom 7 (Dummy) 
If v SG∈  , and i is a dummy player in v, i.e. ( { }) ( ) ({ })v S i v S v i∪ = +  for 

every \ { }S N i⊂ , then ( )( ) ({ })v i v iϕ = . 

Dummy axiom implies that ( )( ) 1
i N

v iϕ
∈

=  in every game v SG∈  where all 

players are dummies. The dummy player cannot be attributed with veto. Otherwise, 

from “Added value axiom” we get ( )( ) 0vetov iϕ ≥ what may violate “Null Player 

Axiom” and “Dummy Axiom”. 

Axiom 8 (Local monotonicity) 
LM requires that a voter i who controls a larger share of vote cannot have a smaller 
share of power than a voter j with a smaller voting weight. This axiom may not be 
applied for simple games with veto structure. 

 A voter i is called “at least as desirable as” voter j if for any coalition S such 
that the union of S and { } is winning coalition, the union of S and { } is also win-
ning (LM is an implication of desirability). 

Axiom 9 (Desirability with veto) 
A voter i is called “at least as desirable as” voter j if for any coalition S such that the 
union of S and { } is winning coalition with at least one member with veto power, the 
union of S and { } is also winning and at least one member has veto power too. 

Summing the conclusions from the above analysis of axioms we may say that at 
least three axioms may not be applied to simple games with coalitional structure with 
veto, namely: null player axiom, dummy player axiom and local monotonicity axiom. 
However, the last one can be replaced by the axiom temporarily called “desirability 
with veto”.  

In the paper (Einy, Haimanko, 2010) one can find the following two theorems:   

Theorem 1: There exists one, and only one, power index satisfying Gain-Loss, Trans-
fer, Symmetry and Dummy, and it is Shapley-Shubik power index. 

Theorem 2: There exists one, and only one, power index satisfying Gain-Loss, Trans-
fer, Equal Treatment and Dummy, and it is Shapley-Shubik power index. 

It is obvious that both above theorems are not valid for simple games with coali-
tional structure with veto. In consequence, it may exclude Shapley-Shubik power 
index from the list of potential power indices for such cases, i.e. simple (voting) 
games where veto is applied. Probably, the same conclusion maybe formulated for 
Banzhaf power index too. It makes the problem of measuring power for decision 
making via voting where veto maybe applied still unsolved and using of Johnston 
power index is on intuitive base only. 
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6 Conclusions 

The analysis of axioms connected with power indices for simple games with coali-
tional structure with veto leads to the following results: (1) Not all classical axioms 
maybe assumed for simple games with coalitional structure with veto, (2) Intuitive 
choice of Johnston power index for simple (voting) games with coalitional structure 
with veto is still valid, (3) The problem of finding the one and only one power index 
for simple (voting) games with coalitional structure with veto is still an open case. 
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Abstract. The development of geography-based services and systems
has created the demands in which access control is the primary concern
for geospatial data security. Although there are a variety of models to
manage geospatial data access, none of them can fulfil the access control
requirements. The objective of this paper is to propose a model that can
support both spatio-temporal aspects and other contextual conditions as
well as access control based on the role of subject. We call this model
Spatial Temporal Role Based Access Control (STRoBAC). In addition,
we propose an extension of GeoXACML framework, which is highly scal-
able and can help in declaring and enforcing various types of rules, to
support the proposed model. This is the crucial contribution of our re-
search compared to the existing approaches and models.

Keywords: Access Control Model, GeoXACML, GIS Database, Or-
BAC, Spatio-temporal Data, STRBAC, STRoBAC.

1 Introduction

Geographic Information System (GIS) is the technology integration of hardware,
software, and data for capturing, managing, analyzing, and displaying geograph-
ical information (e.g. buildings, streets, cities) [23]. Its applications have been
widely developed and used in many fields (e.g. land and resource management,
market analysis, geographic data browsing) [19]. However, the rapid growth of
geography-based services and systems may pose serious threats to national se-
curity and personal privacy. Furthermore, geospatial data is very sensitive, espe-
cially locations of government buildings, military camps, etc. [1]. Therefore, the
need to build an access control model to protect geographical data and prevent
unauthorized dissemination is really necessary and urgent.

The current models for geospatial data are often based on the characteristics
of geospatial objects or subjects (e.g. feature type, specific area of object, loca-
tion of requester, his/her roles within the valid area, etc.). Nevertheless, they
do not provide the specification and enforcement of security policies supporting
fully the kinds of restrictions. For instance, GeoXACML [10], SDE [9] or View

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 201–211, 2012.
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based [9] access control do not mention about role or spatial characteristics of
subjects. Meanwhile, GeoRBAC [3] proposes the access control based on the as-
signed relations between spatial roles, privileges and users. Notable are STRBAC
[7] provides the concept of spatio-temporal aspects, and Or-BAC [2] proposes
the way of expressing contextual conditions (including spatial and temporal con-
ditions). However, they are just ideas and do not propose specific solutions for
implementing. The remainder of this paper represents related concepts, details
about STRoBAC model and an extension of GeoXACML to support this model.

2 Related Works

2.1 Spatial Temporal Role Based Access Control (STRBAC)

STRBAC is an extension of RBAC (Role Based Access Control) model that
supports temporal and location constraints [7]. For the spatial aspect, STRBAC
uses the definition of raw location (or physical location which can be the sig-
nal from the user’s mobile, infra-red sensor or GPS device) and logical location.
STRBAC limits the access of resources from a particular set of pre-defined lo-
cations: Location-by-Address (according to physical location), Location-by-Use
(associate location with its usage), Location-by-Organization (distinguish loca-
tion based on the organization level), and User-Defined Location (for other pur-
poses). For the temporal aspect, STRBAC proposes particular time intervals.
Time is described by particular date is called non-recurring interval (e.g. each
date has the start date and end date). On the other hand, recurring interval is
represented by particular interval (e.g. daily, weekly, monthly and yearly).

In summary, STRBAC combines both spatio-temporal factors into access con-
trol data; however, it is just an idea and not provides the restrictions on user-role
binding. Another issue is deactivating user role automatically as soon as he/she
moves to the place where his/her role does not satisfy the constraints.

2.2 Organization Based Access Control (Or-BAC)

OrBAC defines permissions (or obligations, prohibitions) that apply within or-
ganization to control the activities performed by roles on views [2]. And hence, to
activate a given access control, the subject must be assigned to a given role, the
object must be used in a given view and the action must partake in some activ-
ities. Beside these conditions, there are extra conditions that are called context,
such as spatial or temporal requirements and other contextual conditions.

There are eight basic sets of entities in Or-BAC: Org (a set of organization),
S (a set of subjects), A (a set of actions), O (a set of objects), R (a set of roles),
A (a set of activities), V (a set of views) and C (a set of contexts). An access
control policy can be represented by a set of rules having the following forms:

∀s, ∀α, ∀o, (Condition→ Is permitted(s, α, o))
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which means every subject s ∈ S is permitted to perform action α ∈ A on object
o ∈ O, if a given condition is satisfied (similarly for Is prohibited, Is obliged
and Is dispensed). The determinant in the form is Condition which is defined
by the conjunction of variety kinds of condition and constraints:

cond subject(s) ∧ cond action(α) ∧ cond object(o) ∧ constraint(s, α, o)
where:

cond subject(s) is condition of subject s (s is empowered in a role or not). Or-
BAC provides the built-in predicate Empower to represent this condition
over domains Org × S ×R. If org is organization, s is subject and r is role,
Empower(org, s, r) means that org empowers s in r.

cond action(α) is condition of action α. Similar to Empower predicate, over
domains Org×A×A, predicate Consider(org, α, a) means that org considers
action α implements activity a.

cond object(o) is condition of object o. Over domains Org × O × V , predicate
Use(org, o, v) means that org uses object o in view v.

constraint(s, α, o) is extra condition (or context) that joins subject s, action α
and object o. Satisfying the constraint is necessary to active the rule. Over
domains Org × S × A × O × C, predicate Hold(org, s, α, o, c) means that
within organization org, context c holds between s, α and o.

Let us consider the rule “a person who works in the Department of Defence is
permitted to access the important defensive position on specific map layer if he is
standing in his office”, which cond subject(s), cond action(α) and cond object(o)
respectively is: s is a person who works in the Department of Defence, α is an
action of accessing and o is a specific map layer. Meanwhile, constraint(s, α, o)
is position of s must be within the area of s’s office. Now, the policy can be
modelled by the general rule Concrete Permission Derivation:

∀org ∈ Org, ∀s ∈ S, ∀α ∈ A, ∀o ∈ O, ∀r ∈ R, ∀a ∈ A, ∀v ∈ V , ∀c ∈ C
Permission(org, r, α, v, c) ∧Empower(org, s, r) ∧ Use(org, o, v) ∧
Consider(org, α, a) ∧Hold(org, s, α, o, c)→ Is permitted(s, α, o)

that is in the organization org, if (1) role r has permission to perform activity
a on view v within context c, and (2) org empowers subject s in role r, and
(3) org uses object o in view v, and (4) org considers that action α implements
activity a, and (5) context c holds between s, α, and o, then s is permitted
to perform action α on object o. Three similar general rules respectively called
Concrete Prohibition, Obligation and Dispensation Derivation are used to derive
instances of Is prohibited, Is obliged and Is dispensed.

In addition, Or-BAC defines context algebra to build conjunctive (c1&c2),
disjunctive (c1 ⊕ c2) and negative (c) contexts from elementary contexts.

∀org ∈ Org, ∀s ∈ S, ∀α ∈ A, ∀o ∈ O, ∀c ∈ C, ∀c1 ∈ C, ∀c2 ∈ C,
Hold(org, s, α, o, c1&c2)← (Hold(org, s, α, o, c1) ∧Hold(org, s, α, o, c2))
Hold(org, s, α, o, c1 ⊕ c2)← (Hold(org, s, α, o, c1) ∨Hold(org, s, α, o, c2))
Hold(org, s, α, o, c)← ¬(Hold(org, s, α, o, c)
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In summary, although Or-BAC supports many different types of condition (more
details are presented in [2]), beside the weakness that not propose a specific so-
lution to implement the model, Or-BAC is sometimes not possible to express all
the possible conditions. For instance, the medical context of urgency, there are
many different possibilities so that it is actually impossible to provide an exhaus-
tive definition of such a context. Next section will present a brief introduction
about XACML and GeoXACML, the most suitable declaration and enforcement
language for implementing access control model.

2.3 eXtensible Access Control Markup Language (XACML)

XACML is an standard of Organization for the Advancement of Structured
Information Standards (OASIS), that describes both policy and access control
decision request/response language [12]. The policy language is used to describes
general access control requirements with standard extension points (functions,
data types, combining logic, etc.). Meanwhile, the request/response language
allows user to form a query asking a given action should be allowed or not. There
are some basic elements of XACML can be mentioned: PolicySet contains other
Policies or PoliciySets; Policy expresses a single access control policy through a
set of Rules; Target element is used to find a policy that can apply to a given
request; Attribute is named value of know type and represents the characteristics
of the objects; and Attribute Values is the specific value of Attribute (name of
user, the file which user want to access, the time of day, etc.).

Differences between XACML Version 2.0 and 3.0. Compared with ver-
sion 2.0, XACML 3.0 has several advantages [13]. Firstly, version 3.0 supports
to express more flexible for Target element. The whole schema of core XACML
2.0 and 3.0 [15][16] and an example about Target element [13] will provide a
clearer view. Secondly, user can customize the categories to extend some other
contextual conditions instead of using the final set of categories (e.g. emergency
category). In addition, version 3.0 defines Advice element which is analogous
to Obligation. The obligation and the value of obligation id and arguments are
forced to interpret; meanwhile it is optional for advice. In other words, obliga-
tions were static in the sense that we could not convey the value of an attribute
that may change at runtime. The next advantage is the ability to delegate ad-
ministrative rights. Namely, a global administrator can delegate constrained ad-
ministrative rights to local administrators. And finally, multiple aspects on any
category can be allowed (version 3.0), instead of only multiple resources (version
2.0). For instance, it is possible to ask “Can I view resource 1 and can I view
resource 2?” in version 2.0 and “Can I view and edit resource 1?” in version 3.0,
which the reply can be “Permit to view and Deny to edit”. However, XACML 2.0
and all the associated profiles were approved as OASIS Standards on February
1, 2005 [14]; meanwhile version 3.0 still in progress. But with mentioned ad-
vantages, version 3.0 can support to describe policy and request/response more
flexible and suitable to express the contextual conditions of the proposed model.
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An Extended RBAC Profile of XACML. To support role based access
control, XACML uses four specific types of policy as follow: Role < PolicySet >,
Permission < PolicySet >,HasPrivilegesOfRole < Policy >, and RoleAssi-
gnment < Policy >. More details about these types of policy are represented
in [17]. Notable is RoleAssignment < Policy > is used by Role Enablement
Authority (REA) that assigns various role attributes to users and enable them
within a session. Based on this concept, the authors of [5] define additional
four Enablement Authorities (EA). Namely, ViewEA (VEA, assigning objects to
views), ActivityEA (AEA, deciding to use actions in activities), and ContextEA
(CEA, evaluating contextual conditions). With this extension, the authors can
use XACML to express the Or-BAC model as well as other models that based on
RBAC. However, XACML does not support spatial data. Therefore, GeoXACML
of Andreas Matheus [10] will be considered in the next section.

2.4 Geospatial eXtensible Access Control Markup Language

The first version of GeoXACML [10] provides a possible recommendation on
how to declare and enforce access rights effectively and flexibly. According to the
extension points of XACML, < AttributeV alue > is used to add new data types
for GeoXACML by assigning the appropriate value to the DataType attribute,
and ensuring the syntax corresponds with Geography Markup Language (GML)
2.1.2 definition (language is used for expressing geographical features) [11].

Beside, the declaration of spatial restrictions also requires spatial functions for
testing the specific topological constellation between two geometries (e.g. within,
touches, etc.). Furthermore, GeoXACML can support the basic spatial access re-
strictions based on rules (e.g. class-based, object-based and spatial restrictions).
All examples for these kinds of restriction are represented in [10].

In addition, a prototype of GeoXACML has been implemented. However, it
only has the component evaluates the access request with some basic functions
for integrating spatial data and functions into XACML, and does not consider
the restrictions about temporal characteristics, contextual information and user
roles. Nevertheless, because GeoXACML uses XML encoding to express access
rights, it can be flexible to add new tags or re-define the structure of files, as
well as can be extended by adding new data types, functions, the components
for processing temporal conditions, etc. The evidence is the current version of
GeoXACML, version 1.0 [18] which supports many kinds of spatial functions. A
general view about the mentioned concepts is presented in Table 11; note that
all the conditions are considered as contextual conditions and divided into three
kinds of concerning objects: user, data, and other (for role and rule based).

In summary, the proposed model will support the following contextual condi-
tions: (1) location of user (user spatial aspect), (2) the time when user send his
request (user temporal aspect), (3) the spatial boundary of the resource (data
spatial aspect), (4) role and rule based access control (other kind of objects),

1 Spa. is Spatial; Temp. is Temporal;
√

means has; means do not have; ? means
unclear; UD is User Define; Ru is Rule and Ro is Role.
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Table 1. A general view about the proposed model with contextual restrictions

User Data Other
Spa. Temp. Spa. Temp. Spa. Temp.

STRBAC
√ √ √ √ √

Or-BAC
√ √ √ √

+ (UD)
√

+ (UD)

XACML 3.0
√

?
√

+ (Ru)

XACML 3.0 + RBAC
√

?
√

+ (Ro + Ru)

GeoXACML 1.0
√ √ √

+ (Ru)

STRoBAC
√ √ √ √

+ (Ro + Ru)
√

+ (Ro + Ru)

and finally (5) content of data (e.g. when and where data is stored) is optional.
Next section will represent in detail about the proposed model, STRoBAC.

3 The Proposed Model: STRoBAC

STRoBAC model is developed from the work of [8], it based on STRBAC model
to describe location and time information; express the contextual conditions
based on Or-BAC and use GeoXACML extension based on XACML 3.0 associ-
ated with RBAC to implement the model.

Similar to Or-BAC model , STRoBAC has basic sets of entities: S ( sub-
jects), A (actions), O (objects), R (roles), A (activities), V (views) and C (con-
texts), (Org set will not be considered). Any entities in STRoBAC model may
have some attributes. This is represented by predicates that associate the en-
tities with the value of these attributes. For instance, if s is a subject, then
Work in(s,Department) will return true if s work in Department.

Let us back to the section 2.2 and 2.3 about the general rule of Or-BAC
and extended RBAC profile of XACML. Mapping between two sections, the
built-in predicates of Or-BAC (Empower(org, s, r), Use(org, o, v), Consider,
and Hold(org, s, α, o, c)) can be replaced by REA(s, r), V EA(o, v), AEA(α, a),
and CEA(s, α, o, c), respectively. Furthermore, based on the core RBAC [7], per-
mission includes which action is performed on which object. Therefore, predicate
Permission(org, r, α, v, c) is replaced by a conjunctive of Permission(p, a, v)
and PEA(p, r, c); where Permission(p, a, v) defines permission p that perform
activity a on view v and PEA(p, r, c) assign permission p to role r within context
c. Beside, unlike other models, STRoBAC model considers not only context holds
between subject, action and object, but also the context of assigning subject in
role, using object in view and considering action in activity. Therefore, context
element c is added into each predicate. Namely, within context c: REA(s, r, c)
is true if subject s is assigned in role r, V EA(o, v, c) is true if object o is used
in view v and AEA(α, a, c) is true if action α is considered in activity a. The
definitions of role, activity, view, context and policy are based on these predi-
cates. A role definition corresponds to a logical rule that has REA predicate in
the conclusion. Let us consider again the example in section 2.2 with condition
when assign role to subject: “a staff holds the Observer role in the Department of
Defence is permitted to access the important defensive position on specific map
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layer, if he is standing in his office; senior staffs (staff works more than 5 years)
have the working time between 7 – 11 AM can be assigned to Observer role”.

∀s ∈ S, ∀d ∈ O,REA(s,Observer,Working time)←
Work in(s,DD) ∧Working years(s, d) ∧ (d > 5) ∧Working time(s, 7, 11)

where Working years(s, d) and Working time(s, 7, 11) respectively is true if d
is the working year of subject s and working time of s is between 7 – 11 AM.
Activity and view definition can be expressed in the similar way. Meanwhile,
reuse the example above with additional temporal condition “subject’s request
time must be between 7 – 11 AM”, the context definition (contextual conditions
hold between subject, action and object) can be expressed as follow:

∀s ∈ S, ∀α ∈ A, ∀o, po ∈ O,
CEA(s, α, o, Personal Office&Request time)←
(Personal office(s, po) ∧ Is located(s, po)) ∧Request time(s, 7, 11)

where Personal office(s, po) returns true if po is the personal office of sub-
ject s; Is located(s, po) returns true if subject s is standing in his office and
Request time(s, 7, 11) is true if his request time is between 7 AM – 11 AM.

Now, the policy can be expressed by the components of STRoBAC as follow:

∀s ∈S, ∀α ∈A, ∀o ∈O, ∀r ∈ R, ∀a ∈ A, ∀v ∈ V , ∀c, c1, c2, c3, c4 ∈ C,
REA(s, r, c1) ∧ V EA(o, v, c2) ∧ AEA(α, a, c3) ∧ PEA(p, r, c4) ∧
CEA(s, α, o, c) ∧ Permission(p, a, v)→ Is permitted(s, α, o)

where c can be one of c1, c2, c3, c4 or combination of them. The policy of above-
mentioned example can be expressed as follow:

∀s ∈ S, ∀α ∈ S, ∀o ∈ O,
REA(s,Observer,Working time) ∧ V EA(o, Specific Map Layer) ∧
AEA(α,Access) ∧ PEA(Access Specific Layer,Observer) ∧
CEA(s, α, o, Personal Office&Request time) ∧
Permission(Access Specific Layer, Access, Specific Map Layer)
→ Is permitted(s, α, o)

where, Permission predicate defines permission Access Specific Layer that
performs activity Access on view Specific Map Layer. The context of VEA,
AEA and PEA are absent in this policy. The similar way is used to express the
definition of Is prohibited, Is obliged and Is dispensed.

Beside, the concept of spatial and temporal in STRBAC model (section 2.1)
can be expressed by the predicates in STRoBAC model. Some basic predicates
are used (similar to Or-BAC model): Before T ime, After T ime, Before Date,
After date, On Day, Is Located, Location, etc. For instance:

– Logical location: Location and Is Located predicate are used to determine
location of subject and whether subject is located in a specific area or not.

– Non recurring interval: example “between February 22, 2012 to February 28,
2012” can be expressed in STRBAC is (2012/02/22 . . .2012/02/28) and in
STRoBAC is After Date(2012/02/22)&Before Date(2012/02/28)
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– Recurring Interval: example “between 9 AM to 5 PM everyday” can be ex-
pressed in STRBAC is (09 : 00 : 00 . . . 17 : 00 : 00) and in STRoBAC is
(After T ime(09 : 00 : 00)&Before T ime(17 : 00 : 00))

Because the logical location is always used to define location constraints [7],
therefore the way to express physical location will not be considered. These
examples also show that STRoBAC can support to express the mentioned con-
textual conditions in Table 1. Another model can be mentioned is X-STROWL2

[21], which focus on integrates XACML with the OWL ontology for semantic
reasoning on hierarchical roles and describes the general contextual constrains,
instead of proposing the general rule for expressing policy with specific spatio-
temporal constrains like the model in this paper. Next section will represent how
to extend GeoXACML to support STRoBAC model.

4 Extend GeoXACML to Support STRoBAC

Both of GeoXACML and XACML use the same process of evaluating user’s
requests. Therefore, to support STRoBAC, some additional components will
be added in the process, (e.g. REA, VEA, AEA, CEA and PEA). However,
permission includes which action is performed on which object, hence, PEA will
also includes VEA and AEA. Data-flow in Fig. 1 represents this extension. More
details about this process is represented in the core specification [15][16].

The process begins with the basic steps are performed similar to the first
steps in XACML (1–5). The Context Handler will does the major part of work
is collecting all of the necessary information and then return to PDP (23). For
instance, Context Handler requests (6) and receives (19) a list of selected role
from RoleEA. However, to evaluate which role is selected, RoleEA needs to know
about the attributes of these roles (7). These requests are sent again from Con-
text Handler to PIP (8). Then PIP obtains the attributes from the Repository (9)
and returns them to the Context Handler (10). Beside, because REA predicate
have context element c in the definition, hence Context Handler has to vali-
date the context before returning attributes to RoleEA (11). Similar to RoleEA,
ContextEA needs to know the context attributes, then step 12–15 are performed
similar to step 7–10. After receives the necessary attributes (16), ContextEA val-
idates the context and returns the result to Context Handler (17). Then, RoleEA
receives the role attributes(18) and returns the list of selected roles to Context
Handler (19). Note that the steps according to PermissionEA are performed
in parallel (or the order does not matter) and totally similar to the steps of
RoleEA. Beside, there are some other kinds of attributes can be requested (e.g.
number of access requests from the log file). Therefore, Context Handler obtains
them from PIP (20, 21, 22) and returns all of necessary attributes to the PDP
(23). Furthermore, to evaluate the final context element in the general rule of
STRoBAC (context holds between subject, action and object), the context has

2 Similar idea with STRoBAC, but they are developed independently at the same
time.
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Fig. 1. Data-flow diagram of extended GeoXACML to support STRoBAC

to be evaluated again and returns the context validation result to PDP (24–32).
The last steps (34, 35) are performed similar to steps in XACML.

In addition, to support STRoBAC model, spatial functions, data types and
new identifiers/attributes have to be added in GeoXACML. However, beside
the implementation of GeoXACML (based on Sun’s XACML 1.1), [14] provides
many open sources implement XACML. Notable is the implementation of Sun’s
XACML [20], HERAS-AF [6], XACMLight [22] and Enterprise Java XACML
[4]. Nevertheless, Sun’s XACML just supports XACML version 1.1, meanwhile
the implementation of Enterprise Java XACML has not been updated for a long
time and it does not have a clear manual. Compare with XACMLight, HERAS-
AF supports more components and has the fuller manual. For these reasons,
HERAS-AF will be chosen for the implementation of this research. More details
about HERAS-AF as well as the way to extend it will be considered in the future.

5 Conclusion

In this paper, we proposed STRoBAC model that can support spatio-temporal
aspects and other contextual conditions for GIS data. STRoBAC is the combi-
nation of using spatio-temporal concepts of STRBAC with the way of expressing
contextual conditions in Or-BAC and the process of role, activity, view and con-
text assignment, proposed in the extended RBAC profile of XACML. Further-
more, unlike other models, beside the context holds between subject, action and
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object, we proposed other additional contexts (e.g. contexts of assigning subject
in role, using object in view, and assigning action in activity). The paper also
represents a way of extending GeoXACML to support STRoBAC model. More
details about new functions, data types, identifiers/attributes and the imple-
mentation of GeoXACML that supports STRoBAC based on XACML 3.0 and
HERAS-AF will be discussed in the future.
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Abstract. The paper presents a declarative modeling framework enabling to eva-
luate the cyclic steady state of a given system of concurrently flowing cyclic 
processes (SCCP) on the base of the assumed topology of transportation routes, 
dispatching rules employed, resources and operation times as well as an initial 
processes allocation. The objective is to provide sufficient conditions guaranteeing 
rescheduling among cyclic schedules reachable in a given SCCP. The properties 
providing such conditions as well as illustrative examples are presented. 

Keywords: cyclic processes, rescheduling, state space, declarative modeling. 

1 Introduction 

A cyclic schedule [1], [3] is one in which the same sequence of states is repeated over 
and over again. In everyday practice cyclic scheduling arise in different application 
domains (such as manufacturing, time-sharing of processors in embedded systems, 
and in compilers for scheduling loop operations for parallel or pipelined architectures) 
as well as service domains (covering such areas as workforce scheduling (e.g., shift 
scheduling, crew scheduling), timetabling (e.g., train timetabling, aircraft routing and 
scheduling), and reservations (e.g., reservations with or without slack) [2], [3], [5], 
[6]. Such cyclic scheduling problems belong to decision problems, and because of 
their integer domains belong to a class of Diophantine problems [4].  

Consequently, not all the behaviors (including cyclic ones) are reachable under 
constraints imposed by system’s structure. The similar observation concerns the sys-
tem’s behavior that can be achieved in systems possessing specific structural con-
straints. So, the system structure configuration must be determined for the purpose of 
processes scheduling, yet scheduling must be done to devise the system configuration.  

Many models and methods have been proposed to solve the cyclic scheduling 
problem [4]. Among them, the mathematical programming approach (usually IP and 
MIP), max-plus algebra [6], constraint logic programming [2], [7] evolutionary algo-
rithms and Petri nets [1] frameworks belong to the most frequently used. Majority of 
them are oriented at finding of a minimal cycle or maximal throughput while assum-
ing deadlock-free processes flow.  

In that context our main contribution is to propose a declarative framework enabl-
ing modeling and performance evaluation of a system of concurrent cyclic processes 
(SCCP). The cyclic steady states space of a given system provides a formal  
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framework enabling one to develop conditions sufficient for rescheduling of concur-
rently flowing cyclic processes. The following questions are of main interest: Does 
the assumed system behavior (e.g. a cyclic steady state) can be achieved under the 
given system’s structure constraints? Does the assumed local processes cyclic steady 
state is reachable from another one?  

2 Systems of Concurrent Cyclic Processes  

2.1 Model 

The example of Systems of Concurrent Cyclic Processes (SCCP) is shown on Fig. 1. 
In this kind of system the cyclic local processes are executed on the resources along 
the given processes routes. 

In considered case six local cyclic processes are considered  , …,   . The 
processes follow the routes composed of resources = { , … , , … , }, (  - the 
-th resource). In general case processes may contain many sub-processes (streams 

): = , , … , ( ) ,  i.e. processes moving along the same route. The local 

processes of Fig. 1 contain only unique streams: = { } ,  = { }  ,… , ={ }. Processes can interact each other through common shared resources, i.e. trans-
portation sectors. Routes of local processes streams considered are as follows:  = ( , , , ), = ( , , , ), = ( , , , ), 

 = ( , , , ), = ( , , , ), = ( , , , ), 

where: ,…,  are shared resources, since each one is used by at exactly two 
streams (i.e.  is used by , ). 
 

 

Fig. 1. The SCCP model  

In that context, a SCCP can be stated as a set of processes = = , , … , ( ) | = 1 … , containing streams  where each stream 

is characterized by a set of operations executed on the resources  along a given 
route .   

Legend: 

- the resource   

- the part of process’s route   

- the local process    

 
 

 

  

 
 

 

 

 

= ( , )= ( , )=  ( , )=  ( , )= ( , )= ( , )
= ( , )  = ( , )  =  ( , )  =  ( , )  = ( , )  = ( , )  
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The class of the SCCP considered follows the constraints stated below [2]: 

• the new operation of local processes streams may start on a resource only if the 
current operation has been completed and the resource has been released,  

• the local processes streams share the common resources in the mutual exclusion 
mode, the local process operation can be suspended only if designed resource is 
occupied, the suspended local processes cannot be released, local processes are 
non-preempted, i.e. the resource may not be taken of a process till it is using it, 

• the local processes are executed cyclically with periods ; resources occur uni-
quely in each transportation route, 

• in a cyclic steady state, each the -th stream has to pass its local route the same 
number of times   · ,  the factors ,   are defined below. 

A resource conflict (caused by mutual exclusion protocol usage) is resolved with help 
of a priority dispatching rule [1] determining an order in which streams make their 
access to common shared resources (for instance, in case of the resource , = ( , ) – the priority dispatching rule determines the order in which streams can 
access to the shared resource , i.e. at first to the stream , and next to the stream 

, and so on). Each stream  has to occur the same number of times in each dis-
patching rule associated to resources appearing in its route.  So, the SCCP shown in 
Fig. 1 is specified by the following set of dispatching rules = { , … , }, as well 
as ( ) =  ( ) = ( ) = ( ) = 1 , ( ) = ( ) =  ( ) = ( ) = 1 etc.,  where ( ) – a number of  occurrences in the -th priority 
dispatching rule. That means the each stream ( , , , , , ) repeats only 
ones during the same period. It means the priority rules determine frequencies of mu-
tual appearance of local processes sharing the same resource.  

In general case, the set of dispatching rules  implies the sequence of relative fre-
quencies of local processes mutual executions, and denoted by = ( , , . . . , ), 
where:  ∈ , =  { |  =   ;  {1, . . . , ( )}} ,    {1, . . . , },  , (1)

where:  – the set of dispatching rules associated to resources occurring in the route 
followed by ,   - the -th entry of the sequence ,  – a number of 
processes, ( ) – the length of . 

So, the SCCP shown in Fig. 1 is specified by the sequence: = (1,1,1,1,1,1). 
That means one execution of local processes  falls on one executions of rest 
processes ( , , , , ), and one execution of local processes  falls on one 
executions of rest processes ( , , , , ),  etc. 

Since the sequence  of relative frequencies of local processes mutual executions 
does not necessary encompass cyclic steady state of a SCCP, hence a new parameter 
describing the number of  occurrences within a cyclic steady state, denoted by 
 ∈ , is introduced. For the considered SCCP, the value  = 2, means that two 
executions of the sequence = (1,1,1,1,1,1), i.e., two executions of local process 

,  fall on two executions of the process , , , , , etc.  
In general case, the following notations are used: 
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• =  ( , , , , . . . , , ( ))  the route of the local process’s stream  ( -th 
stream of the -th local process ), and its components define the resources used 
in course of operations execution, where: , ∈  (the set of resources: ={ , , . . . , , . . . , }) denotes the resource used by the -th stream of the -th 
local process in the -th operation; in the rest of the paper the -th operation ex-
ecuted on resource ,  in the stream  is denoted by , ; ( ) - denotes the 

length of cyclic process route (each stream’s route  of  has the same length).  
• , , ( ) ∈   the moment the operation ,  starts its -th execution in the  

-th cycle of the stream .    
• =  ( , , , , . . . , , ( ))  the local process operation times, where ,  de-

notes the time of execution of operation ,  ( , = 1  are used in SCCP from Fig. 
1 ).  

• = { , , . . . , }  the set of the priority dispatching rules, where  = ( , , . . . , , ( )) is the sequence components of which determine an order in 
which the processes can be executed on the resource , , ∈  (the set of local 
process streams). 

Using the above notation a SCCP with local processes can be defined as a pair:  = ( , ), (2)

where: = { , , . . . , } – the set of resources,  – the number of resources, = ( , ) – the local processes structure, i.e. = ( , ) – the variables describing layout of local processes, = , … , ( ), . . . , , … , ( )  – the set of local process routes, ( ) – 

the number of streams belonging to the process ,  – a number of lo-
cal processes, = , … , ( ), . . . , , … , ( )  – the set of sequences of operation times 

in local processes. = ( , ,) – the variables describing the local processes behavior, = { , , . . . , } – the set of dispatching priority rules,  = ( , , . . . , )  – the sequence of relative frequencies of local 
processes mutual executions, 

  – the number of  occurrences within a cyclic steady state. 

The considered model (2) can be seen as a basic (i.e., a lowest) level in the multilevel 
(taking into account multimodal processes [2])  model of the SCCP [2].   

Problem Statement  
Consider the SCCP (2) specified by the given set  of resources, dispatching rules 

, processes routes , and initial processes allocation. The main question concerns of 
SCCP periodicity, i.e. does the cyclic execution of local processes exist? In case when 
they are periodic the another question can be stated: What is the period ? The other 
questions regard of multimodal processes cyclic execution.  
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The problems stated above have been studied in [2], [7], where for solution the 
constraints programming techniques have been successfully employed. For instance 
using the method submitted in [2],the 25 cyclic behaviors of the SCCP from Fig. 1 
can be determined.  

 

 

Fig. 2. The example of two available behaviors of SCCP form Fig. 1: with a  period = 7  
a) and a period = 10 

= ( , , )  = (∆, , ∆, , ∆, , , , ∆, ∆, ∆, )    (the allocations) = ( , , , , , , , , , , , ) (the semaphores) = ( 1, 1, 1,   2,   2,   2,   2,   2,   1, 1, 1, 2) (the semaphore indices) 

Legend: 
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For instance, two cyclic behaviors specified by cycles  = 7 and  = 10,  re-
spectively are shown in Fig. 2. 

A new problem regarding possible switching among cyclic steady states can be 
seen as their obvious consequence. In that context, the newly arising questions are: Is 
it possible to reschedule cyclic schedules as to “jump” from one cyclic steady state to 
another one? For example: is it possible to “jump” from the cyclic steady state beha-
vior described by the Gantt’s chart shown in Fig. 2a) to the second one specified by 
the Gantt’s chart shown in Fig. 2b)? Is it possible to “jump” directly or indirectly? 
What are the control rules allowing one to do it? These kind of questions are of cru-
cial importance for manufacturing and transportation systems aimed at short run pro-
duction and/or passengers itinerary (e.g. in a sub-way network) planning. 

3 States Space 

The Gantt’s charts from Fig. 2 provide the graphical illustration of modeled SCCP 
cyclic behaviors. However, associating to each column of the Gantt’s chart the state 
distinguished by ” ” (see Fig. 2) the cyclic behavior can be treated in terms of period-
ically executed set of such distinguished states.  
Let us consider the following SCCPs state definition describing processes allocation: = ( , , ), (3)

where:  – is the state of local processes,   = ( , , … , ) – the processes allocation in the -th state, ∈{∆}, =  – the -th resource  is occupied by the local stream , and = ∆ – the -th resource  is unoccupied. = ( , , … , ) – the sequence of semaphores corresponding to the -th 
state, ∈  – means the name of the stream (specified in the -th dispatching 
rule , allocated to the -th resource) allowed to occupy the -th resource; for 
instance =  means that at the moment stream  is allowed to occupy the 
-th resource. = ( , , … , ) – the sequence of semaphore indices, corresponding to 

the -th state,  determines the position of the semaphore  in the priority 
dispatching rule , = ( ) , ∈  . For instance  = 2 and = , that means the semaphore =  takes the 2nd position in the priori-
ty dispatching rule .  

The State  is Feasible [2] when:  

• semaphores of occupied resources indicate the streams allocated to them, 
• each local stream is allotted to a unique resource due to a relevant process route.  

The introduced concept of the -th state  enables to create the states space  of 
reachable states (feasible states). For the purpose of illustration let us consider the 
state space of the SCCP from Fig. 1. The states  are noted by ” ” (like in Fig. 2).  
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Transitions linking feasible states , ∈  while following non-preemption and 
mutual exclusion constraints are denoted by 

   , and encompass the next state 
function : = ( ), definition of which [2] leads to the following property:  

Property 1  
Each ∈  can have many predecessors  seen as the states ,  (also = ), i.e. ∈ , = ( ) however only one descendent seen as the 
unique state ∈ , i.e., there exists at most one  ∈ ,  = ( ). 

Proof follows directly from definition of the next state function δ:  , i.e., the 
mapping from  into  [2]. That means the ∈  can result in a the  unique .    
 

 

Fig. 3. The space of  feasible states encompassing the SCCP’s behavior (see SCCP from Fig. 
1) a), the string-like digraph ending with a deadlock state b), and the string-like digraph ending 
with a state belonging to a cyclic steady state c)  

In that context states ∈  without the descendants are called the deadlock states. 
In general case two kinds of steady state behaviors can be considered: a cyclic steady 
state and a deadlock state. 

The set = { , ,  , … ,  },  is called a reachability state 
space of local processes generated by the set of initial states   (see Fig. 3c)), 
if the following condition holds:  

 ∈    …             (4) 

where:
   – the next state transition defined in [2], 

       …   
   

The set  = { ,  , … ,  },  is called a cyclic steady state of 
local processes (i.e., a cyclic steady state of the ) with the period = , 1.  

Legend: 

the initial state 
leading to a deadlock

the initial state leading to a 
cyclic steady state 

- the feasible state 

- the deadlock state  

 - the transition  
    

b)

…  

c)
…

a) 
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=   and  =   (5)

In other words a cyclic steady state contains such a set of states in which starting from 
any initial state it is possible to reach the rest of states and finally reach this distin-
guished state again: 

∈   (6)

Moreover, since an initial state   either lead to  or to a deadlock state , 

i.e. 
       , hence local processes can reach a deadlock 

state, (denoted by ” ” in Fig. 3b) also. 

Property 2 
Consider two sets of states  and  leading to the two different cyclic steady 
states  and  , respectively. =    holds. 

Proof (by contradiction): Assume there exists Sl   Sc Sc . That means at least 

two of its predecessorsSl ,  Sl  there exist (i.e., Sl   …   Sl  T  Sl  , and Sl   …   Sl  T  Sl ). Consequently, the contradiction follows from the  
Property 1.  

Due to presented definitions the reachability problem of local processes cyclic steady 
states space can be defined following:    

Given is the  specified by (2). Two cyclic steady states  and  of the  
(encompassing cyclic steady states of local processes) are known. Is the cyclic 
steady state  reachable from the ? 
So, the question we are facing with is: Is it possible to switch directly or indirectly 
from one cyclic steady state of local processes to an assumed another one? For in-
stance, let us consider cyclic steady states  and  from Fig. 3a).  

Searching for direct switching between  and  assumes the state    
belonging to both cyclic steady states has to exist. That is impossible because proper-
ty 2. What is impossible at the  level can be possible, however, at the  level (i.e., 

 evaluation from “allocations space” perspective), see Fig. 4. At the level  there 
are allocations  possessing more than one descendent. Such situation corresponds 
to an allocation belonging to the several states . For instance,  belongs to = ( , , )  and = ( , , ) , simultaneously. The states of local 
processes specified by the common allocation are different because the semaphores 
and indices are different ( ,  and , ). 

Such rules of semaphores and indices changes can be treated as relevant control 
rules. In this case changes do not require any allocations change, and then do not lead 
to the system stoppage.  Consequently, the following properties can be stated:  

Property 3 
Consider the  model. The cyclic steady state  is reachable from the 
cyclic steady state , (i.e., ), only if states ∈ ,  
posses the same allocation . 
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Proof: Consider two states = ( , , ) ∈ , = ( , , ) ∈  pos-
sessing the same allocation . Assume ,  in   (from Sc ) have been con-
verted into ,  belonging to  (from ). Due to (5) such change results in 
switching from  to .  

 

 

Fig. 4. Projection of  onto  (see the behaviors from Fig. 2)  

Property 4 
Two cyclic steady states  and  from the  are mutually reach-
able, (i.e., ) if and only if,  and  hold. 

Proof:  Assume  and .  From the Property 3 it follows that 
 reachable from Sc  and Sc  is reachable from .That means both states  

and  are mutually reachable from each other.  

So, the reachability problem of the cyclic steady states space, e.g. regarding of switch-
ing between two states  and , concludes in the question: Does 
there exist two states ∈  and  ( ∈  and ) sharing 
the same allocation  of local cyclic processes? 

4 Illustrative Example 

Given the SCCP see Fig. 1. The available cyclic steady states spaces  and  are 
shown in Fig 2. Consider illustration of the property 3, where switching between  
and  occurs on = ( , , )  from    (see Fig. 4) possessing the same 
allocation  = ( , , , , ∆, , ∆, , ∆, ∆, ∆, ∆) as  from . At this state 
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the semaphore  = ( , , , , , , , , , , , )  associated to  
has been changed by  = ( , , , , , , , , , , , ) as well as  
the index  = (2,2,1,1,2,2,1,1,2,2,2,1)  has been converted by   =(2,2,1,1,2,2,2,1,2,2,2,1). That indirect (i.e., in cost of introduction of one extra state) 
rescheduling between two cyclic steady states is shown Fig. 5.  
 

 

Fig. 5. Gantt’s chart illustrating the way the cyclic steady state 2 can be reachable from 1 

5 Concluding Remarks  

The approach proposed is based on concurrently flowing cyclic processes concept 
assuming their cyclic steady state behavior guaranteed by a given set of dispatching 
rules and assumed set of initial processes allocations.  The objective is to provide the 
rules useful in the course of scheduling and rescheduling of SCCPs. In that context 
the sufficient conditions enabling direct and indirect rescheduling of SCCP cyclic 
steady state behaviors are provided.   
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Abstract. The paper concerns task allocation problem in mesh structured sys-
tem. The dynamic case is considered. Four allocation algorithms have been  
evaluated. The research was focused on the impact of task scheduling technique 
co-operated with allocation algorithms. Two queuing schemes were compared: 
well-known First Come First Served and newly created, by the authors of this 
paper, heuristic scheduling technique called First Few Random.  The compari-
son of efficiencies of different allocation algorithms combined with different 
queuing schemes has been done on the basis of simulation experiments made 
with a designed experimentation system. The discussion of the obtained results 
confirms that the proposed approach and created queuing scheme seem to be 
promising. 

Keywords: Mesh structure, task allocation, algorithm, scheduling, experimen-
tation system. 

1 Introduction 

In order to solve today’s complex problem such as weather forecasting or molecular 
modelling high computational power is required. One of the most powerful super-
computers called K computer consists of 548,352 cores (in a 6D mesh/torus intercon-
nects), and it totally consumes 9.89 MW [1]. An efficient resource management is 
necessary to decrease maintenance cost, especially for services which are based on 
computational power renting for a private sector.  If we simplify available resources 
to CPUs, then task allocation algorithm can be considered as a resource manager, 
since each task requires a fixed number of processing units.  

The mesh network structures due to its simplicity, modularity, scalability, structur-
al regularity are relatively common in multicomputer systems [2-5]. For instance, 
IBM's Blue Gene/L, Blue Gene/P, Cray's XT3 and XT4 have a 3D torus interconnect 
[6]. In such representation each processing unit can be described as a node. If the 
nodes within the task are required to be adjacent then the contiguous allocation  
algorithms are desired such as: 2D Buddy, Frame Sliding or First Fit. The major dis-
advantage of contiguous allocation algorithms is a fragmentation, i.e., unused nodes. 
Fragmentation can be divided into internal and external [7]. Internal fragmentation 
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occurs when the allocation algorithm requires more nodes than task requires. External 
fragmentation occurs when the mesh has sufficient number of available nodes, but 
they are not physically adjacent. In contrary, non-contiguous allocation algorithms 
such as random allocation suffers from possible lack of communication, although they 
are free from fragmentation. Contiguous allocation algorithms can be further divided 
to structure preserving and non-preserving. Non-preserving methods modify the 
tasks’ shape in order to increase their allocation possibility. One of the drawbacks of 
the shape modification is the increase of the execution time – due to prolongation of a 
communication time (see [8], and [9]). 

The allocation procedure can be mainly divided into static and dynamic [2]. In stat-
ic mode, in contrary to dynamic mode, execution time of each task is treated as infi-
nite. Additionally, in static mode we know the exact number of tasks and their sizes, 
so additional pre-processing can be done – such as queue sorting. 

To measure algorithms performance, the indices such as execution time, turna-
round time and fragmentation are used. Execution time is a time from algorithm start 
to de-allocation of the last task in mesh. Turnaround time is time interval between 
task addition to the queue and its de-allocation. Fragmentation is a ratio of free 
processing units to all units. 

This paper focuses on dynamic contiguous allocation algorithms in 2D rectangular 
mesh structures.  

The rest of the paper is organized as follows: In Section 2, a very brief introduction 
to mesh structures is made. Section 3 concentrates on review of different types of 
contiguous allocation algorithms. The heuristic scheduling technique applied to allo-
cation process, created by the authors of this paper, is presented in Section 4. It is 
followed by description of experimentation system and presentation of some results of 
simulation experiments in Section 5. Section 6 contains discussion of the obtained 
results. Finally, conclusion with perspectives for further research in the considered 
area appears in Section 7. 

2 Mesh Oriented Structure 

An example of the two dimensional rectangular mesh M(W,H) with width W and 
height H, which consists W x H nodes, is shown in Fig. 1. Each node Ni,j (besides 
boundary nodes) is connected to Ni-1,j, Ni,j-1, Ni,j+1, Ni+1,j nodes. A base node BN 
is considered as upper-left node (i.e., 0,0). Allocated tasks cannot overlap and are 
represented by following tuples: 

• A rectangular busy sub-mesh Si(ai,bi) and position Pi(x,y).  
• An L-shape rectangular busy sub-mesh LSi (ci,di,ei,fi) and position Pi(x,y). 
 
L-shape sub mesh LSi (ci,di,ei,fi) can be described as pair of rectangular busy sub-
meshes:  

Sia(ci,di)  and  Sib(ei,fi), where  ai x bi = ci x di + ei x fi.. 
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As mentioned before, each task after allocation is executed for a fixed period of time, 
then it gets to be de-allocated and the nodes can be used once again. The 3D rectangu-
lar mesh is presented in Fig. 2 and 2D torus in Fig. 3. 
 

 

Fig. 1. Mesh M(5,7) with two allocated tasks 

 

 

Fig. 2. Example of 3D rectangular mesh 

 

Fig. 3. Example of  2D torus mesh 

3 Allocation Algorithms 

3.1 2D Buddy 

A two dimensional buddy scheme introduced in [10] is one of the simplest methods of 
allocation; however it suffers from both the internal and the external fragmentation 
[8]. The idea of the algorithm is as follows. Firstly, an initial block (sub-mesh) is 
created S(A,A), A = min(W,H) where M(W,H). If the incoming task is smaller than 
square sub-mesh of a side A/2, then four buddies are created Sa,b,c,d(A/2,A/2), 
Pa(0,0), Pb(0,A/2), Pc(A/2,0), Pd(A/2,A/2). The procedure repeats until task size is 
smaller than buddy sub-mesh. The task is allocated in first smallest free sub-mesh. 

3.2 First Fit 

Although a first fit (FF) algorithm, introduced in [11], is more complex and slower 
than the 2DB, it is free from internal fragmentation. Algorithm maintains a busy array 
which is a simple bitmap representation of a mesh where busy nodes are denoted as 1 
and free as 0.  The algorithm is scanning the busy array from left to right and from 
top to bottom looking for task size array which contains all zeroes. If such an array is 
found algorithms stops. 
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3.3 Stack Based Algorithm. Best Fit Stack Based Algorithm 

A stack based algorithms (SBA) uses a candidate blocks CB as possible blocks in 
which task can be allocated. The algorithm works as follows: Initially, the CB is 
whole mesh and it is put on the stack. Also, all busy sub-meshes BSs are put on 
another stack.  

Then one BS is taken from the stack. Each CB is checked whether it has common 
nodes with current BS. If such condition is satisfied, up to four new CBs are created 
by subtraction from the original CB a BS. Subsequently, CBs are put on stack. The 
procedure continues until there are no more BSs on the stack. 
Best fit stack based algorithm (BFSBA) [12] is SBA modification which chooses the 
CB with minimal height and minimal horizontal position [13]. 

3.4 FlexFold 

A FlexFold [8] is shape transformation, which tries to allocate (using e.g., FF) trans-
formed task. Search order of feasible transformations task S(a,b) is: 

• S(a,b), S(b,a) 
• if a is even then S(a/2, 2b), S(2b, a/2) 
• if b is even then S(2a, b/2), S(b/2, 2a) 

To analyse impact of task’s shape transformation to its execution time let consider 
task S as a graph G(V,E) and task after embedding ε as graph a G’(V’,E’). A dilation 
of embedding is maximal distance between two nodes in the G’ (the nodes which are 
adjacent to the G). A congestion is maximum number of edges in the G whose 
equivalent paths share a common edge in the G' [8]. The S(a,b) → S(b,a) dilation and 
congestion equals to 1. In contrary, widening and narrowing has at most dilation and 
congestion equalled to 2. Shape manipulation affects only a communication time 
which is a fraction f of task’s execution time TET. Finally, folded task TET can in-
crease at most 4 x  f x t – t is TET of the unfolded task [8]. An example of shape 
transformation is presented in Fig. 4.  

 

Fig. 4. Example of task transformation with FlexFold  (before – A,  after - B) 

Allocation depends on the conservative check procedure CC which compares the 
increase of the execution time to time that left to the earliest finish task. Therefore, if 
the first one is smaller, then allocation is made. Communication time can be divided 
into network propagation and end-node time. Propagation is simply the time the mes-
sage spends in a network including routers delays; whereas end-node time denotes 
time spend in source and destination nodes [8]. In most cases end-node time is  
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significantly larger than propagation time (e.g., Intel’s Delta message transfers – 
67μs, less than 1μs time spent in network) [14]. Making the algorithm independent 
from architecture no division will be made for propagation and end-node time, al-
though obtained results will represent the upper boundary. 

3.5 L-Shaping Algorithm 

An L-shaping algorithm (LSA) [9] is the shape transformation algorithm based on the 
FlexFold introducing additional feasible embedding. The LSA uses cutting side ct of 
S(a,b) which is a maximal value of a or b if their product is even and minimal value 
otherwise [9]. Transformations in order of search are as follows [9]: 

• S(a,b), S(b,a)  
• if a is even then S(a/2, 2b), S(2b, a/2)  
• if b is even then S(2a, b/2), S(b/2, 2a) 
• L-shaping(ct) 

An example of such transformation is depicted in Fig. 5. The dilation of task S(a,b) is 
equal to (a/2+1) for the even cutting side a, and is equal to (3+2k) for the odd cutting 
side. Both embedding has the congestion of 2. Therefore the maximal communication 
time increase is 2a [9]. To justify the transformation algorithm also incorporates the 
CC.  

 

 

Fig. 5. One of feasible task transformation with LSA (before - A, after - B) 

4 Queuing Schemes 

4.1 First in First Out 

A classic first in first out (FIFO) queue scheme (called also as a first come first 
served) is a simple scheme which returns task in the same order of putting them; 
hence it is considered as a fair strategy. The order of obtaining items from the queue 
is fully deterministic. 

4.2 First Few Random 

A first few random (FFR) is a queuing scheme created by the authors of this paper. It 
is based on observations that smaller tasks could be allocated instead of being kept in 
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the queue when first task in the queue cannot be allocated. The FFR divides queue 
into two parts.  

The first part has predefined fixed size n. additionally each task in n-sized queue 
has assigned probability of being chosen pi, which is inversely proportional to its size. 
Using a uniformly distributed random generator j task is chosen. If j-th is not the first 
task, the probability of p1 is increased by ξ-times to prevent starvation. At any point in 
time a constraint (1) must be hold, i.e., increase of probability of p1 effectively leads 
to decrease of other p. 

1=
n

i
ip  (1)

The second part is a simple FIFO queue. A scheduling example with one step (task j 
= 3 is chosen) is shown in Table 1.  

The tuning ξ - parameter allows to decrease the time for which the currently first 
task stays in the queue. The greater value of this parameter is then the FFR becomes 
more similar to FIFO, which may be important for systems demanding more determi-
nistic behavior. 

Although the n value increases the performance of the system, it is not always a 
case when one knows what the next n tasks are going to be. Moreover, an increment 
of n value may lead to longer queue occupation by the first task. 

Table 1. Example of the FFR for n = 5, ξ = 20%. Right part represents queue after j = 3 task 
being chosen. 

Tas
k 

Size a x 
b 

1/Size pi 

… … 0.000 0.000

7 4 0.000 0.000

6 2 0.000 0.000

5 1 1.000 0.410

4 4 0.250 0,118

3 2 0.500 0.235

2 4 0.250 0.118

1 8 0.125 0.059

Sum 2.125 1.000
 

Tas
k 

Size a x 
b 

1/Size pi 

… … 0.000 0.000 

… … 0.000 0.000 

6 4 0.000 0.000 

5 2 0.500 0.233 

4 1 1.000 0.465 

3 4 0.250 0.116 

2 4 0.250 0.116 

1 8 0.150 0.070 

Sum 2.150 1.000 

5 Experimentation System 

All studies were performed using a Monte-Carlo algorithm with 50 repetitions on the 
100x100 mesh grid. Probability of incoming task at any iteration was fixed to the 
80%. In any iteration there were simulated 1000 incoming tasks. A single task size 
was generated using normally distributed random number generator with additional 
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constraint that task size cannot exceed the mesh size. All experiments were performed 
on the PC class computer with Intel® Core™ i5-2520 processor and 4GB of RAM 
using program written in the Java™. The four algorithms presented in Section 3 were 
implemented by the authors of this paper. 

The two different studies were made. A first one (Experiment 1) compares the sys-
tem load against the average turnaround time, whereas a second one (Experiment 2) 
focus on correlation between tasks’ size standard deviation against the average turna-
round time. The turnaround time was used as performance indicator, since for end 
user perspective it is the most important one [8]. 

Experiment 1. The objective was to compare the system load against the average 
turnaround time corresponded to the considered allocation algorithms in two cases: 
with FIFO scheme and with FFR scheme. The system load (2) describes the average 
occupation of processor [15] and is defined as follows: 

 timearivalinterAvg.sizereArchitectu

sizerequestAvg.residencyAvg.
loadSystem

−
=

x

x  (2)

 

 

Fig. 6. Average turnaround time as function of queue type and system load 

For presented simulation study: architecture size, avg. residency and avg. inter-arrival 
time [8] were fixed. The residency size was generated with normal distribution 
N(10,4). The FF, the LSA, the FlexFold and the BFSBA allocation algorithms were 
taken into consideration. The communication fraction was set to 10%, and parameters 
of the FFR were set accordingly to n=10 and  ξ = 20%.  

The results are presented in Fig. 6, where the dash lines describe allocation algo-
rithms with FIFO queue and the continuous lines with the proposed FFR queue.  



230 B. Bodzon et al. 
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duration time. The simulation studies were made for both shape preserving (FF) and 
non-preserving allocation (FlexFold) algorithm using FIFO and FFR queue. The ob-
tained results are shown in Fig. 7 and Fig. 8. 

6 Discussion of Results of Experiments 

The results of Experiment 1 show that indeed, the shape manipulation technique al-
lows increasing system performance. Moreover, the FFR queue scheme seems to 
decrease average turnaround time for same system load.  

As long the system load is low, there is no noticeable difference between the FIFO 
and the FFR, since most of tasks are instantly allocated. Moreover, the percentage of 
improvement also decreases when system approaches unstable state – the queue 
length does not converge. The average improvement which can be achieved for the 
stable state is approximately 5%. Although, it may seem that the improvement is ra-
ther insignificant, it can be obtained almost without any additional computational 
cost, since its complexity is constant (in terms of mesh size).  

Furthermore, because it is queuing scheme it can be easily applied to almost any 
mesh architecture without any modifications, which is no longer true for allocation algo-
rithms, where additionally algorithm time complexity increases with mesh dimension. 
Moreover, the improvement seems to be independent from used algorithm, hence 
queuing scheme can probably successfully be applied to any allocation algorithm. 

The simulation shows that L-shaping Algorithm performed comparable to the 
FlexFold. Diversity between obtained results and those in [9] are probably caused by 
the different incoming task generation scheme. 

The results of Experiment 2 show that joining task in similar size groups might be 
advantageous, despite the fact that the higher tasks’ size variation (for stable system), 
results in higher FFR performance. For that system, in which for various reasons it is 
impossible to group tasks, the FFR performance would be approximately up to 30% 
higher.  

Using the FFR scheme can ensure smaller standard deviation for both mean queue 
size and mean turnaround time; hence system’s behavior becomes more independent 
from the task size distribution, which might be unknown. 

7 Conclusion 

The created FFR queuing scheme is based on a simple idea, nevertheless, it allows to 
further increase of utilization regardless of network structure or used allocation algo-
rithm, without additional computational overhead, making proposed strategy very 
promising.  

The possible area for further studies is in determining the performance of the FFR 
into the multidimensional mesh structures. Moreover, the presented FFR assumed that 
all task has initially same priority, which might not always be a case, hence suitable 
modification would be needed to handle tasks with priorities or systems with the 
preemption. 

Recently, the experimentation system (with the four implemented allocation algo-
rithms) is serving as a tool to aid teaching graduate students and preparing projects in 
computer science and telecommunications areas in Faculty of Electronics, Wroclaw 
University of Technology. 
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Abstract. The paper presents a new modeling framework enabling to evaluate 
the cyclic steady state of a given system of concurrently flowing cyclic 
processes (SCCP) sharing common system resources while interacting on the 
base of a mutual exclusion protocol. Assuming a given topology of cyclic 
routes passing on by subsets of system resources, a set of dispatching rules 
aimed at recourses’ conflicts resolution, operation times as well as the given 
frequencies of mutual appearance of local processes the main objective is to 
provide the declarative modeling framework enabling to refine conditions  gua-
ranteeing the cyclic steady state space reachability. 

Keywords: cyclic processes, declarative modeling, constraints programming, 
state space, dispatching rules. 

1 Introduction 

Operations in cyclic processes are executed along sequences that repeat an indefinite 
number of times. In everyday practice they arise in different application domains 
(such as manufacturing, time-sharing of processors in embedded systems, digital sig-
nal processing, and in compilers for scheduling loop operations for parallel or pipe-
lined architectures) as well as service domains (covering such areas as workforce 
scheduling (e.g., shift scheduling, crew scheduling), timetabling (e.g., train timetabl-
ing, aircraft routing and scheduling), and reservations (e.g., reservations with or with-
out slack, assigning classes to rooms) [5], [8], [10], [11], [12]. Such cyclic scheduling 
problems belong to decision ones, i.e. aimed at searching for answering whether a 
solution possessing the assumed features exists or not [12]. Moreover because of their 
integer domains the problems considered belong to a class of Diophantine problems 
as well; that means that some classes of cyclic scheduling problems can be seen as 
non-decidable (undecidable) ones [1]. 

Therefore, taking into account non decidability of Diophantine problems one can 
easily realize that not all the behaviors (including cyclic ones, i.e. encompassing cyc-
lic steady states space) are reachable under constraints imposed by system’s structure. 
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The similar observation concerns the system’s behavior that can be achieved in sys-
tems possessing specific structural constraints. That means, since system constraints 
determine its behavior, hence both system structure configuration and desired cyclic 
schedule have to be considered simultaneously. So, the problem solution requires that 
the system structure configuration must be determined for the purpose of processes 
scheduling, yet scheduling must be done to devise the system configuration. In that 
context, our contribution provides discussion of some solubility issues concerning 
cyclic processes dispatching problems, especially the conditions guaranteeing solva-
bility of the cyclic processes scheduling. Their examination may replace exhaustive 
searching for solution satisfying required system functioning.   

Many models and methods have been proposed to solve the cyclic scheduling 
problem [6]. Among them, the mathematical programming approach [12], max-plus 
algebra [7], constraint logic programming [1], [4] evolutionary algorithms and Petri 
nets [8] frameworks belong to the more frequently used. Most of them are oriented at 
finding of a minimal cycle or maximal throughput while assuming deadlock-free 
processes flow. The approaches trying to estimate the cycle time from cyclic 
processes structure and the synchronization mechanism employed (i.e. mutual exclu-
sion instances) are quite unique. In that context our main contribution is to propose a 
new modeling framework enabling to evaluate the cyclic steady state of a given sys-
tem of concurrent cyclic processes (SCCP). The following questions are of main in-
terest: Does the assumed system behavior can be achieved under the given system’s 
structure constraints? Does there exist the system’s structure such that an assumed 
system behavior can be achieved? 

So, the paper’s objective is to provide the observations useful in the course of cyc-
lic steady states generation in a system composed of concurrently flowing cyclic 
processes interacting between oneself through mutual exclusion protocol. This objec-
tive regards of quite large class of digital and/or logistics networks that share common 
properties even though they have huge intrinsic differences. The most important 
property concerns of different sub networks infrastructure enabling to schedule mul-
timodal processes executed through connected parts of different local networks [2]. 
The passenger’s itinerary including different metro lines encompass a plan of multi-
modal process execution within a considered metro network.  

This study aims to present a declarative approach to reachability problem that can 
be used further to assist decision-makers in generation, analyzing and evaluating of 
cyclic steady states reachable in a given SCCP structure. 

The rest of the paper is organized as follows: Section 2 introduces to the systems of 
concurrently flowing cyclic processes and problem formulation. The cases of genera-
tion of cyclic steady states space are introduced in Section 3. Conclusions are pre-
sented in Section 4. 

2 Systems of Concurrent Cyclic Processes 

Consider the digraph shown in Fig. 1. The distinguished are three cycles specifying 
routes of cyclic processes , , , ,  and  respectively. Each process route 
specified by sequence of resources passed on among its execution can interact with 
other processes through so-called system common resources. Their routes are speci-
fied as follows:  
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= ( , , , , , ), = ( , , , , , ), = ( , , , , , ),  = ( , , , , , ), = = ( , , , , , ), 

where the resources - , - , are shared resources, since each one is used by 
at least two processes, and the resources - , are non-shared because each one is 
exclusively used by only one process. Note that streams of processes, e.g. , , 
following the same route (workpieces flow in a production line) are modeled as well. 

 

 

Fig. 1. Process routes structure of SCCP owning three processes  

Processes sharing common resources interact each other on the base of mutual ex-
clusion protocol. The possible resource conflicts are resolved with help of assumed 
priority dispatching rules determining the order in which processes make their access 
to common shared resources (for instance, in case of the resource , = ( , , ) – the priority dispatching rule determines the order in which processes 
can access to the shared resource , i.e. at first to the process , then to the process 

, next to  and once again to , and so on). The process  occurs the same 
number of times in each dispatching rule associated to resources appearing in its 
route.  So, the SCCP shown in Fig. 1 is specified by the following set of dispatching 
rules = {  , … , , , … , } , and ( )  =  ( ) , ( ) =  ( ) ,..., ( )  =  ( ), where ( ) – a number the -th process occurs in the -th priori-
ty dispatching rule. 

Besides of resource conflicts resolution the priority rules determine the given fre-
quencies of mutual appearance of local processes sharing the resource at hand. For 
instance, in case of = ( , , , , , ) it means that for each two executions 
of  fall three executions of . In general case, the set of dispatching rules    
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implies the sequence of relative frequencies of local processes mutual executions 
denoted by = ( , , . . . , ) , where:  ∈ .   =  | {  |  =   ;  {1, . . . , ( )}} |, {1, . . . , },  , (1)

where:  – the set of dispatching rules associated to resources occurring in the route 
followed by  ,               the -th entry of the sequence , ( ) – the length  . 

So, the SCCP shown in Fig. 1 is specified by the following sequence: =(1,1,1,1,1,1). That means one execution of each local process falls on one execution 
of other one. 

Since the sequence of relative frequencies of local processes mutual executions  
does not necessary encompass cyclic steady state of the SCCP considered, hence a 
new parameter describing the number of  occurrences within a cyclic steady state is 
introduced and denoted by Ξ ∈ . For example considered Ξ = 1, that correspond to 
the cyclic steady state cycle time of which is equal to 11, see Fig. 4.  
The introduced variables  and Ξ extend the model proposed in [4]. They allow to 
considering  multiple executions (determined by Ξ)  of processes in one cycle.  

In general case, each process  (where: ∈ = { , , . . . , , … ,  } ,  - a 
number of processes) executes periodically while following the route =( , , , , . . . , , ( )) , where: ( )  - a length of cyclic process route, , ∈ , = { , , . . . , } ,  - a number of resources.  

Let us assume that: ,  - denotes the -th operation executed by the process  
along the route , , and , , , ∈ , denotes the operation time of the operation ,  
execution. In case of SCCP from Fig. 1 the operation times are shown in the Tab. 1. 
Therefore, the sequence = ( , , , , . . . , , ( )) describes the operation times re-
quired by . Let us assume also, to each shared resource ∈  the priority dis-
patching rule =  ( , , … , ( )) , ∈ {1,2, … , } ,  ( ) - a number of 

processes dispatched by .  executes on the resource . Introduced notations let 
us specify a descriptive model of a  as the following triple:  = ( , , ) (2)

where:  = ( , , ) - the variables describing SCCP structure 
 = { , , . . . , } – the set of local process routes, 
 = { , , . . . , } – the set of resources,  
 = { , , . . . , } – the set of local process routes operations times, = ( , ,) - the variables describing SCCP behaviour = { , , . . . , }  – the set of dispatching priority rules, =( , , . . . , ) – the sequence of relative frequencies of local processes 

mutual executions,  - the number of  occurrences within a one  cycle,  =  , , ( , )  = 1, . . , ;   = 1, … , ( ); = 1, … ,}  - the set of con-
straints (equations) linking  and . Each , , ( , ) describes, the 
time relation between the moments , ,  of operations  ,  beginning for its 

-th execution.  
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Table 1. Operation times of  SCCP’s (Fig. 1) Table 2. Changed operation times of SCCP’s 
(Fig. 1) 

P  ,  ,  ,  ,  ,  ,  

 1 1 1 1 2 1 3 

 2 1 3 1 1 1 1 

 3 1 1 1 3 1 1 

 4 1 3 1 1 1 1 

 5 1 3 1 1 1 3 

 6 1 2 1 1 1 4 
 

P  ,  ,  ,  ,  ,  ,  

1 1 1 1 2 1 3 

 2 1 3 1 1 1 1 
3 1 1 1 3 1 1 
4 1 3 1 1 1 2 
5 1 3 1 1 1 3 
6 1 2 1 1 1 4 

 
In other words, the constraints , , ( , ) specify the relation linking ,  
while encompassing SCCP’s cyclic behavior, where: = { , , … , , … , } , =  ( , , , . . . , , ( ), , … , , ,, . . . , , ( ),), , ,  - the moment of operation ,  
beginning in the -th cycle: , , ( ) = , , · , ∈ , ( , , (l) ∈   – the mo-
ment the operation ,  starts its execution in the -th cycle).  denotes the SCCP 
periodicity: = , , ( 1) , , ( ).  

For illustration let us consider an example (see Fig. 2) describing the operation ,  
(executed by  on the resource ) which can be started (i.e., its first execution;  = 1) only if the preceding operation ,  (executed by  on ) has been com-
pleted , , ,  and the resource  has been released, i.e. if the process  
occupying the resource  starts its subsequent operation at , , 1. So, the 
relation considered , , ( , ) can be specified by the following formulae: 

, , = , , 1 ; , , ,  (3)

where:  , ,   the moment of  the operation ,  beginning in  the -th execution 

 

 

Fig. 2. Illustration of the , , = , , 1 ;  , , ,  calculation = ( , , , , . . . , , ( ))  describes the operation times required by . = ( , , … , ( )), ∈ {1,2, … , }, ( ) - a number of processes dispatched by   

the priority dispatching rule assigned to shared resource ∈  where  executes 
on the resource . Therefore a descriptive model of a  as the following triple:  = ( , , ) (4)
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where:  = ( , , ) - the variables describing SCCP structure 
 = { , , . . . , } – the set of local process routes,  = { , , . . . , } – the set of resources,  
 = { , , . . . , } – the set of local process routes operations times, = ( , ,) - the variables describing SCCP behaviour = { , , . . . , }  – the set of dispatching priority rules,  = ( , , . . . , )  – the sequence of relative frequencies of local 

processes mutual executions,   - the number of  occurrences within a 
cycle,  =  , , ( , )  = 1, . . , ;   = 1, … , ( ); = 1, … ,}  - the set of con-
straints (equations) linking  and . Each , , ( , ) describes, the 
time relation between the moments , ,  of operations  ,  beginning.  

In other words, the constraints , , ( , ) specify the relation linking ,  
while encompassing SCCP’s cyclic behavior, where: = { , , … , , … , } , =  ( , , , . . . , , ( ), , … , , ,, . . . , , ( ),), , ,  - the moment of operation ,  
beginning in the -th cycle: , , ( ) = , , · , ∈ , ( , , (l) ∈   – the mo-
ment the operation ,  starts its execution in the -th cycle).  denotes the SCCP 
periodicity: = , , ( 1) , , ( ). 

For illustration let us consider an example (see Fig. 2) describing the operation ,  
(executed by  on the resource ) which can be started (i.e., its first execution;  = 1) only if the preceding operation ,  (executed by  on ) has been com-
pleted , , ,  and the resource  has been released, i.e. if the process  
occupying the resource  starts its subsequent operation at , , 1. So, the 
relation considered , , ( , ) can be specified by the following formulae: 

, , = , , 1 ; , , ,  (5)

Besides of (5) the tab. 3 contains the rest of constraints SE describing the SCCP from 
Fig. 1. For all the constraints the following principle holds: the moment of the opera-
tion ,  beginning states for a maximum of the completion time of operation ,  
preceding ,  and the release time of the resource ,  awaiting for ,  execution. 

, , ( , ): , =   ,  ,    , , = 1, . . , ;   = 1, … , ( ); = 1, … , 

 (6)

The constraints (6) taking into account multiple executions of process in one cycle 
can be seen as extension of constraints presented in [4]. Moreover, they can be also 
illustrated in terms of operations precedence digraph [4], vertices of which (placed 
along the time axis) correspond to the moments , ,  of operation ,  beginning and 
the arcs determine their execution order. An example of the operations precedence 
digraph for the SCC from Fig. 1 is shown in Fig. 3. 

Problem Formulation: Given the model (2) describing the SCCP specified by the set 
of routes , the set of resources , the operation times , the set of priority  
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dispatching rules , the sequence of relative frequencies of local processes mutual 
executions , the number of  occurrences within a cyclic steady state  , and the 
set of constraints linking above mentioned variables. The main question regards of 
cyclic steady state reachability and can be stated as follows: Does there exist the set  
following the all constraints ? or What is the cycle  of the SCCP behavior?  

 

Fig. 3. The operations precedence digraph for SCCP from Fig. 1 

3 Cyclic Steady States Space 

Constraints satisfaction problem (SCP) can be used as a formal representation of the 
above stated problem. Consider  (7):  =  (({ , }, { , }, ))  (7)

where:  , ,   the moment of  the operation ,  beginning in  the -th execution 

where: ,  – decision variables, = { , , | , , = , = 1, . . , ;   =1, … , ( ); = {1, … , }, = ,  domains of decision variables  ,    - 
the set of constraints linking  and  (e.g. see Table. 3) 

In order to illustrate an approach proposed let us consider the SCCP from Fig. 1 
while assuming = (1,1,1,1,1,1), Ξ = 1 and  specified by Table 3. The solution 
obtained in the OzMozart environment consists of ( , ):  = { = (0, 1, 2, 3, 5, 8), = (0, 1, 7, 8, 9, 10), = (10, 0, 1, 2, 5, 9, ), = (1, 2, 8, 9, 10, 0), = (10, 0, 4, 5, 6, 7), = (1, 0, 3, 4, 5, 6)},  =  11. 
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Table 3. Constraints for the  SCCP (from Fig. 1)  : , , = max , , 1; , , , ,  , , = max , , 1;  , , , ,  

: , , = max , , 1; , , , ,  , , = max , , 1; , , , ,  : , , = max , , 1; , , , ,  , , = max , , 1; , , , ,  , , = max , , 1; , , , ,  

: , , = max , , 1; , , , ,  , , = max , , 1; , , , ,  

: 
 

, , = max , , 1; , , , ,  , , = max , , 1; , , , ,  

: 
 

, , = max , , 1; , , , ,  , , = max , , 1; , , , ,  : , , = max , , 1; , , , ,  , , = max , , 1; , , , ,  

: , , = max , , 1; , , , ,  , , = max , , 1; , , , ,  : , , = max , , 1; , , , ,  , , = max , , 1; , , , ,  

: , , = max , , 1; , , , ,  , , = max , , 1; , , , ,  : , , = max , , 1; , , , ,  , , = max , , 1; , , , ,  

: , , = max , , 1; , , , ,   , , = max , , 1; , , , ,  : , , = max ( , , 1; , , , , ) : , , = max , , 1; , , , ,  : , , = max ( , , 1; , , , , ) : , , = max ( , , 1; , , , , ) : , , = max ( , , 1; , , , , ) : , , = max ( , , 1; , , , , ) : , , = max ( , , 1; , , , , ) : , , = max ( , , 1; , , , , ) 

 

 

Fig. 4. Gantt’s diagram for SCCP from Fig. 1 ( = (1,1,1,1,1,1), Ξ = 1) 

Legend: 

 - the execution of process   - the process suspension 

= 11resources 

time [units] 

states 
    

- the -th state  



 Reachability of Cyclic Steady States Space: Declarative Modeling Approach 241 

 

The graphical illustration of solution obtained, i.e. encompassing cyclic behavior 
of the SCCP modeled, is shown in Fig. 4. Note that each case   {1,2,3} results in 
the same solution, see the Fig. 5a). 

However, in case of slight change of an operation time (e.g., see the Table 2), the 
results differ each other dramatically. In case   {1,3} does not exist any cyclic 
steady state. In turn, for  = 2  the newly obtained cyclic steady state , , , ( , , 2)  has the cycle  =  23, see the Fig. 5b). 

The solution obtained guarantees the same processes allocation, and execution of 
the same operations repeats with the cycle . That means the same states (e.g. en-
compassing processes allocation, resources usability, resources availability) repeat as 
well. An assumption imposing the operation times are multiples of a unit period time 
implies that number of states  creating the cyclic steady state has to follow:   .For the sake of illustration let us consider an admissible state  of the 
SCCP defined as the triple [3]: = ( , , ) (8)

where: =  ( , , … , )  the processes allocation,  = ( , , … , )  the sequence of semaphores determining the resources 
availability, = ( , , … , )  the sequence of semaphore indices. 

 and  encompassing the assumed  enable to define a next state function, which 
in turn allows one to generate a state space for assumed initial state .  

 

 

Fig. 5. Graphical illustration of cyclic steady states space for  (for operation times from Tab. 
1),  = (1,1,1,1,1,1), Ξ ∈ {1,2,3} a) and   (Tab. 2),  = (1,1,1,1,1,1), Ξ ∈ {1,2,3} b). 

In order to summarize the above comments, a solution to the problem (7) provides 
the state space  (determined by the pair ( , )) that can be reachable from any 
of its states ∈ . Of course, state spaces generated in this way are cyclic steady  
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states. That means, the possible cyclic steady states following different solutions of 
the problem (7) create the reachable cyclic steady states space { , ,..., } en-
compassing the all possible cyclic behaviors of the SCCP modeled. 

4 Concluding Remarks 

The main advantages to using a declarative framework are the availability of existing 
techniques and the expendability of constraint-based representations. In case consi-
dered such approach has been employed for modeling of SCCP systems and then for 
studying of their cyclic steady states space reachability. Searching for a set of possible 
cyclic steady states encompassing potential cyclic behaviors of the SCCP at hand can 
be useful in many tasks aimed at cyclic scheduling.  

Each cyclic steady state characterized by its cycle time specifies the local processes 
repeatability, i.e. their periodicity. In that context study of systems composed of local 
cyclic processes lead to two fundamental questions: Does there exist a control proce-
dure (i.e. a set of dispatching rules and an initial state) guaranteeing an assumed 
steady cyclic state subject to SCCP’s structure constraints? Does there exist the 
SCCP’s structure such that an assumed steady cyclic state can be achieved? Response 
to these questions determines our further works.  
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Abstract. In this paper, we present a framework for video retrieval
using caption text and keyframe similarity. To extract caption text, we
applied methods detecting and extracting image areas contain caption
text and we used Tesseract-OCR engine to convert into plain text, then
use Hunspell library for spell words. Next, we used Clucene search engine
index and query on this text. We applied shape descriptors APR and
ECM to descript keyframes of the video shots and use those descriptors
as a feature vector of video shots. From the feature vectors were obtained,
we used ANN library to index and search. The system which is built on
the web-based application using ASP.NET support keyword-based and
keyframe-based query. The results obtained from experiments produced
very promising.

Keywords: caption text, keyframe, shape descriptor, video retrieval.

1 Introduction

Recently, a tremendous increase of multimedia information has raised the need
for automatic information indexing and retrieval systems. To enable search and
retrieval of video, we need a good description of video content. There are many
approaches and technologies for automatically parsing video, audio, and text to
identify meaningful composition structure and to extract and represent content
attributes of any video sources [1–4]. [5] and [6] are good surveys about content-
based video retrieval.

In this work, we focus on caption text in video shots and its keyframes for
built a video retrieval system. There are some reasons to chose: first, caption text
is usually closely related to video content, it enables both keyword and free-text
based search, e.g., we can identify video frames on specific topics of discussion
from an educational video if the frames display corresponding text information;
second, keyframes is a good representation of all the frames in the video shot, it
can be used to distinguish videos from each other, and to provide access points
into them.

The contributions of this paper are:

– Propose video retrieval system using caption text and keyframe.

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 244–252, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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– We innovatively combined the Tesseract-OCR engine1 and Hunspell
SpellCheck2 into the process text extraction to improve performance and
accuracy.

Our system allows users to query in two ways: enter text for the query with their
choice of keywords or upload an external image in our system and then execute
the query. The system will return relevant video shots.

The paper is organized as follows. The next section reviews related works.
The third section describes our video retrieval system. In this section, we detail
the system architecture and caption text extraction. The results are presented
in section 4 and we conclude in the last section of the paper.

2 Related Work

Text in video is usually related to video content. Hence, text is often considered
to be a strong candidate for use as a feature in indexing and content-based
retrieval. Recently, many methods have been developed for extracting text from
still images and videos. In this section, we give an overview of some significant
related works:

Jawahar et al present an approach that enables search based on the textual
information present in the video [2]. The authors proposed an approach that
enables matching at the image-level and thereby avoiding an OCR. Results are
shown from video collections in English, Hindi and Telugu.

Lienhart and Jung et al surveyed large number of techniques to address prob-
lem of text information extraction, the purpose is to classify and review these
algorithms, discuss benchmark data and performance evaluation, and to point
out promising directions for future research [3, 7].

Anthimopoulos et al have presented a two-stage system for text detection in
video images [8]. The system consists of a very efficient, edge-based, first stage
with high recall and a second machine learning refinement stage which improves
performance by reducing the false alarms, is based on a sliding window, an SVM
classifier and a saliency map.

Langlois et al performed simultaneous analysis of video, subtitles and audio
streams is performed in order to index, visualize and retrieve excerpts of video
documents that share a certain emotional or semantic property [9].

In addition, there are many video shots in a video clip. A shot is considered
as the basic unit of video. Keyframe(s) can be used to describe an entire video
shot. In the following paragraph, we present a brief overview of some methods
based keyframe for video retrieval.

Peng et al presented a keyframe based video summary system. Their method
based on solely the visual saliency performs well on surveillance videos [4].

Pickering et al generated a large numbers of features for each of the key
frames. The retrieval performance of two learning methods: boosting and k-
nearest neighbors, is compared against a vector space model [10]. Browne et al

1 http://code.google.com/p/tesseract-ocr/
2 http://hunspell.sourceforge.net/
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introduced Fischlar-Simpsons system which provides retrieval from an archive
of video using any combination of text searching, keyframe matching, shot-level
browsing, as well as object-based retrieval [11].

Sze et al proposed an optimal keyframe representation scheme based on global
statistics for video shot retrieval [12].

3 Video Retrieval System

3.1 Overview of System Architecture

Our proposed system consists of two main stages: feature extracting and index-
ing, and video retrieval. The first stage is illustrated in figure 1.

Firstly, videos are collected in the video collections step then shots are detected
in shot detecting component. From here, a set of video shots are can be processed
in parallel: i) Text extraction: caption from video shots are extracted into text files
then indexed using Text Indexing; ii) Keyframe extraction: in this step, keyframes

Shot Detecting 

Video Shots 

Video Collections 

Text Extraction  Keyframe Extraction 

Text Files Keyframes 

Text Indexing Shape descriptor 

Shape features 

Indexing ANN 

Indexed File 

Indexed 

Fig. 1. The architecture of proposed system
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are extracted then put into shape descriptor to produce a set of shape features.
At this point, shape features are indexed using Indexing ANN.

The second stage, users can access video shots in system by keyword or image
query. The user enters text query or choose a photo that contains the query
information. System search and return expected results.

3.2 Extracting Caption Text

We know that text in video can be used to represent the content of video. Basi-
cally, text in video is divided into two kinds: scene text and caption text [7] ( e.g.
in figure 2). Scene text is the text that appears in a scene unintentionally, such
as street names, road signs, store names. Therefore, it is difficult to detect and
correct identification. In contrast, caption text (or overlay text, artificial text)
is inserted in the video processing stage in order to illustrate a specific purpose
or describe the content of the video or give additional information related to it.
So they contain important information, suitable for indexing and retrieval.

Fig. 2. Example of scene text and caption text

To detect caption text in frame, we use Sobel edge detector in order to find
the edge magnitude of the image intensity (Fig. 3(a)).and then uses smooth filter
to remove small edge and smooth the shape of the candidate text areas (Fig.
3(b)).

To detect line text, we used the horizontal and vertical projection. In hori-
zontal projection, lines with projection values below a threshold are discarded.
In this way boxes with more than one text line are divided and some lines with
noise are also discarded (Fig. 3(c)). Similar approach, the vertical projection
breaks every text line in parts only if the distance between them is greater than
a threshold which depends on the height of the candidate text line (Fig. 3(d)).
Then, initial bounding boxes contain (Fig. 3(e)) will be refined in order to the
final bounding boxes (Fig. 3(f)). The final bounding boxes contains text are
transformed into plain text using Tesseract-OCR engine. To improve the accu-
racy of words in plain text, we use the spell checker library Hunspell, which is
a state of the art spell checker for languages with complex word compounding
and rich morphology. Then, plain texts in same video shot will be stored in text
file. We use Clucene search engine to index and query on this text file.3

3 http://clucene.sourceforge.net/



248 D. Mai and K. Hoang

(a) Edge map (b) Smooth & Binomial Direction

(c) horizontal projection (d) Vertical projection

(e) Bounding boxes (f) Final Bounding box

Fig. 3. Example of caption text extraction

3.3 Extract Keyframe

Keyframes play an important role in video. It is used to distinguish videos from
each other, to summarize videos, and to provide access points into them. In
this work, we use the technique proposed by [13] can determine any number of
keyframes by clustering the frames in a video shot and by selecting a represen-
tative frame from each cluster. Temporal constraints determine which represen-
tative frame from each cluster is chosen as a keyframe of video.

In consequence, we apply shape descriptor to describe this keyframe and use
them as feature vector of video shot.

3.4 Shape Descriptor

Shape is one of the fundamental visual features in the multimedia applications.
The methods for shape description can be classified into two categories: contour-
based and region-based methods. Contour-based method needs extraction of
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boundary information which in some cases may not available. However, region-
based method does not necessarily rely on shape boundary information, but they
do not reflect local features of a shape.

In this section, we briefly describe two shape descriptors, ECM and ARP,
which have been common used in image retrieval applications by its performance,
and invariant to translation, rotation and scaling [14]. After the extracting, the
resulting descriptors can be employed to index for video shot using ANN library.4

Edge Co-occurrence Matrix (ECM). The edge co-occurrence matrix was
proposed by [15], contains second order statistics of edge directions in an image.
The ECM is an extension of the co-occurrence matrix of edge directions that
was proposed by [16]. The first step, we produce an edge image from the original
gray level image. Next, the edges are detected in 8 directions and the direction
of the strongest edge is selected for each pixel location.

Since the edges were detected in 8 directions, the size of the ECM is 8x8. The
ECM entries are then used as elements in a feature vector.

Angular Radial Partitioning (ARP). Chalechale et al [17] proposed an
approach for image representation based on geometrical distribution of edge
pixels, this method yields the best retrieval performance when are compared
with ART, HED, EHD and the Zernike moment invariants methods [14, 18]

The algorithm uses the surrounding circle of image I for partitioning it to
M ×N sectors, where M is the number of radial partitions and N is the number
of angular partitions.

The angle between adjacent angular partitions is θ = 2π/N and the radius of
successive concentric circles is ρ = R/M ; where R is the radius of the surround-
ing circle of the image. The number of edge points in each sector of I is chosen
to represent the sector feature.

4 Experimental Results

4.1 Data Set

For experimental purpose, we have created our own data set as there is no
standard data set available in the literature. In this data set, we have collected
a variety of videos, including data set used in [19] contains four video files, and
Youtube video files contain caption text in English and Vietnamese language.
We have divided them into two categories: news and movies. There are 17,230
out of 21,052 video shots contain caption text.

4.2 Evaluation Methods

In this section, we present quantitative results on the performance of the caption
text extraction system. In order to evaluate the performance of caption text
extraction, we have used measure in terms of words. Let TW is words identified

4 http://www.cs.umd.edu/~mount/ANN/
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Table 1. Shows recall and precision of caption text extraction

English Vietnamese

News Movies News Movies

TW 5729 6254 2761 3752

FW 552 1449 952 832

MW 821 1733 1179 950

Recall 0.87 0.78 0.70 0.80

Precision 0.91 0.81 0.74 0.82

correctly, FW is words identified incorrectly and MW is words missed in same
video shot. Precision and recall are defined as:

Precision = TW/(TW + FW ) and Recall = TW/(TW +MW )

In order to evaluate, we have chosen 100 video shots contain caption text in En-
glish language and 100 video shots contain caption text in Vietnamese language
for two categories: news and movies. We have implemented a tool to compare
the results of caption text extraction system with ground-truth data obtained
by a manual method. The results are shown in Table 1. The performance of the
proposed caption text extraction system is good enough to be used for indexing.

The results show the precision of caption text in English language is higher
Vietnamese language, because Hullspell library and Tesseract-OCR are better
performance in English. In addition, the data contains caption text in English
are collected from news program in Vietnam television and movies from different
sources. In contrast, Vietnamese data are selected from high quality movies,
while the news is collected from different sources. Therefore, the caption text
has different quality.

4.3 Results

We have built a web-based video retrieval system. Our system allows users to
query in two ways: i) The user enters text for the query with his choice of

(a) Normal query image (b) scaled, rotated query image

Fig. 4. The screenshot show results retrieval with given query image
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keywords. The system will return video shots contain text. Query results based
on the results of search engine Clucene; ii) The user uploads an external image
in our system and execute the query. The system will return video shots whose
keyframe approximate nearest neighbor basis with the query image (based on
shape descriptors). The results based on query results of the ANN library. The
results are shown in Figure 4.

5 Conclusion and Future Work

We proposed a video retrieval system using caption text and keyframe of video
shots with automatically extracting caption text from video shots and shape de-
scriptor of keyframe for indexing and retrieval. Our experimental work produced
very promising results. However, caption texts not always reflect the content of
the video, such as: highlight news, advertising or some caption texts appear in
last frames of shot i and first frames of shot i + 1. Those issues are difficult in
text extraction. For future research, we will evaluate performance of our system
to other similar systems and improve performance of caption text extraction and
focus on the visual features and localization of semantic concepts for indexing
and retrieving.

Acknowledgments. This research is partially supported by VNU-HCM R&D
project: B2009-29-04, C2011-04-07.
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Abstract. TV-commerce is a new form of shopping that allows con-
sumer to view, select and buy products from Smart TV. To do so,
sellers annotate videos and associate it with information from online
e-commerce systems in a semantic manner. In this work, we propose an e-
commerce information derivation mechanism for video annotation using
Linked Open Data (LOD) with faceted search. Annotation information
is derived from e-commerce LODs, which linked distributed data across
e-commerce web. We incorporated faceted search to allow consumer to
easily make a information derivation query defined by GoodRelations
ontology. The derived information is displayed as a faceted graph facili-
tating information choice.

Keywords: Linked open data, ontology, video annotation, e-commerce.

1 Introduction

With the blooming of TV-commerce, TV broadcasting companies will be the first
to reap its benefits. As TV-commerce prospectively promises many economical,
commercial and technical returns, it has gain the attention of a lot of companies
and researchers, especially from the semantic web community. The organization
and presentation of information to the buyers sitting in front of the TV will
be one of the key to stand out in the TV-commerce and win the buyers. There
had been many research activities with this focus. Silva et al. [2] in his research
have pointed out on his research about the needs of information integration
between buyer and seller. They have proposed a semantic information integra-
tion approach for agent-based electronic market based-on ontology by exploiting
mapping paradigm which aligning consumer needs and market capacities. One
of the main motivations is to build a rich, consistent and reusable semantics to
handle increasingly complex e-commerce application. There is another approach

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 253–263, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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by Chen et al. [3] through customer-oriented automatic cataloging construction
model. They have developed an application called E-catalog. The application
mainly to resolve the condition where e-catalog has to be constructed manually,
which is of course a tedious job, time consuming and error prone. With the
gradual increase of products information on TV-commerce, buyers will find it
harder to make up their mind to choose the best item. This is because there is no
direct interaction between the buyer and the seller on the products information,
and the buyers are left alone to filter all the information bombarded at him/her.
Therefore, Zhai et al. [4], incorporated fuzzy theory into ontology, where they
have proposed a Fuzzy Domain Ontology Model to handle this uncertainty of
information and knowledge. Mata et al. [5], have adopt a meshed-up technology
to integrate Amazon, e-Bay and Google API to assist the buyer to find the best
product according to different criteria such as product name, price, product eval-
uation and customer opinion. In order to infer the goods appear on the TV shows,
they are few method have been discovered by few researchers. Li et al. [7] pro-
posed a novel annotation framework based-on video object called Object-based
Video Annotation. They have refined the detection results using Context Based
Concept Fusion (CBCF) strategy that will allow online annotation from the
Internet. They key factor that motivate them to construct this framework is be-
cause of the limited annotation vocabulary due to small training scale. So, what
they do is divided the video into three types of annotations; 1) Human-based
annotation, 2) web-based annotation and 3) Video analysis-based annotation.
However, in previous year, Jeong et al. [8] proposed an automatic video annota-
tion and summarization system called OLYVIA. Since traditional video indexing
has a lot of problems, making it is difficult to search for a video content using
high-level concept. To solve this problem, they employed the ontologies and se-
mantic rules to facilitate video retrieval. High level concept of shot, group, scene
and video level are automatically extracted by applying semantic rules to video
annotation ontology and object ontology. There are various approaches in video
annotation research works. One of the approaches is to develop and expended
the multimedia ontology such as Large Scale Concept Ontology (LSCOM) with
1000 lexical concepts. It contains a list of concepts associated with multimedia,
including images and videos to describe semantic media content [10]. Another
approach was demonstrated in Video Event Representation Language (VERL),
by describing video event representation and annotation based on ontology suit-
able for video content [11]. In this work, they addressing semantic retrieval and
reasoning issues, where the description in the annotation does not define the
data stream content adequately. Similar work in [12–14], eliminates the seman-
tic gap in order to create associative value using semantic technologies. On the
other hand, Bai et al. [23] presented a video semantic content analysis frame-
work based on ontology. In this work, the key elements in video content analysis
and support the detection process of the corresponding domain specific seman-
tic content. The OWL language is used for knowledge representation for video
analysis ontology and domain ontology.
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Linked Data based video annotation is to enables users to mark up video with
annotations using Semantic Web and Linked Data approaches [12–14, 19–21]. In
the previous works, the annotator can creates the annotation by simply leaving
the appropriate Linked Data URI. Their system is a frame based video anno-
tation which only allows the annotation on the video frames. One of the major
problems in the video content is lack of annotation on the objects appearances.
Moreover, although the interface is provided for finding appropriate URIs to
annotate, but still it is not effective and efficient enough since the results are de-
rived from keyword search is huge and necessary to be filtered. In our proposed
work, we provide a user friendly interface based-faceted search technique to let
use filter and eliminate the amount of results while searching for appropriate
product to annotate the object in the e-commerce video content.

2 Methodology

Faceted search recently gained a lot of attention to creates efficient interfaces
[24].The user can interact with the facet interface by adding or removed the
filter for information search. There are several efforts in faceted search research
field [25, 26],but each have different focuses, assumptions, and limitations. A
common point among existing methods involves manual facets creation that
leads to the difficulty to generate information across LODs. The main focus for
in our research is to automatically generate facets from GoodRelations ontology
by matching concepts in LODs to concepts in GoodRelations in order to identify
object properties and their values for facets of the corresponding concepts. Facets
are mainly to filter the instances belonging to concepts to derive annotation
information.

2.1 Facet Search Using Ontology-Based LOD

We assume a real world (A,V) where A is a finite set of attributes and V is
the domain of A. Also, V can be expressed as a set of attribute values, and
V =

⋃
a∈AVa where Va is the domain of attribute a. In this chapter, we accept

the following assumptions [1, 28, 29, 27]:

Definition 1 (Ontology). An ontology is a triplet:

O = (C,
∑

, R) (1)

where,

– C:is a set of concepts (the classes).
– R: is a set of binary relations between the concepts from C.
– < C,

∑
>: is the taxonomic structure of the concepts from C where

∑
is

the collection of subsumption (#), equivalence (≡), and disjointness (
∐
)

relationships between two concepts from C.
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Definition 2 (Concept). A concept c of an (A, V)-based ontology is defined
as a pair:

c = (Ac, V c) (2)

where c is the unique identifier for instances of the concept. Ac ⊆ A is a set of
attributes describing the concept and V c ⊆ V is the attributes’ domain: V c =⋃

a∈Ac Va.

Pair (Ac, V c) is called the possible world or the structure of the concept c.
Notice that within an ontology there may be two or more concepts with the
same structure.

Definition 3 (Instance). An instance of a concept c is described by the at-
tributes from set Ac with values from set Vc. Thus, an instance of a concept c is
defined as a pair:

instance = (id, v) (3)

where id is a unique identifier of the instance in world (A, V ) and v is the value
of the instance, which is a tuple of type Ac and can be presented as a function:

v : Ac → V c (4)

such that v(a) ∈ V a for a ∈ Ac. All instances of the same concept in an ontology
are different with each other.

By Ins(O, c) we denote the set of instances belonging to concept c in ontology
O. We have

I =
⋃
c∈C

Ins(O, c) (5)

In LOD, a description of a statement is represented by triples. A triple (s, p, o)
where, s, p, and o stand for subject, predicate and object respectively. The sub-
ject of a triple is the URI identifying the described resource. The object can be
the URI of another resource that is somehow related to the subject. The predi-
cate indicates a specific relation exists between subject and object. A set of LOD
triples is defined as a LOD graph.

Definition 4 (LOD Graph). LOD graph is defined as a direct graph:

G = (N,E) (6)

where,

– N = {vi|vi ∈ I ∪ C ∪ V }: the set of vertices in G.

– E = {e(vi, vj)|vi ∈ I ∪ C, vj ∈ N, e ∈ A ∪ R ∪
∑
}: the set of directed

edges presented the predicates of all LOD triples. Each LOD triple (vi, e, vj),
where vi, e, and vj are the subject, predicate and object in the LOD triple,
respectively.
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To access to information organizing by an ontology - based LOD SPARQL-
endpoint, the ontology should be provided for agents to be understandable its
corresponding LOD. A SPARQL is created based on the ontology. A conjunctive
query denoted as Q(Nq, Eq) that is processed as a graph pattern [18]. Vertices of
Q are comprising a set of variable vertices Nv

q and constant vertices (N c
q ), Nq =

Nv
q ∪N c

q ⊆ N . Edges of Q are formulae e(vi, vj), with vi ∈ Nv
q , vj ∈ Nq. A result

of Q on the graph is a mapping from vertices of Q to vertices of G. The result
set for Q which is a subgraph of G is denoted by R(Nr, Er). Similar to [18], we
define Facets and Facet value as follows:

Definition 5 (Facets). Let R(Nr, Er) be the result set for the query Q(Nq, Eq)
and Nx

r ⊆ Nr be the particular set of vertices being obtained by bindings for
variable x ∈ Nv

q . We have:

– Facets for the variable x,

F (x) = {e(vi, vj)|e(vi, vj) ∈ E, vi ∈ Nx
r , vi �= vj , vj ∈ Nx

r ∪N} (7)

– The set of facets for Q,

F (Q) = {F (x)|x ∈ V v
q } (8)

Facets F (x) (for the variable x) are labels of edges, which capture direct con-
nections between elements in Nx

r and other elements of the LOD graph.

Definition 6 (Facet value). Let R(Vr , Er) be the result set for the query
Q(Nq, Eq) and V x

r ∈ Vr be the particular set of vertices being obtained by bind-
ings for variable x ∈ V v

q . A set of faceted values is defined:

− F (x) = {vj |vi ∈ Nx
r , e(vi, vj) ∈ E} (9)

2.2 Video Annotation Using GoodRelations-Based LODs with
Faceted Search

GoodRelations Ontology. There are two kinds of ontologies used to anno-
tate videos. The first one describes visual feature media objects such as color,
texture, shape, motion, and position (i.e. visual feature media ontology such
as MPEG-7 [15]). Another one provides a knowledge-base of a specific domain
for annotating video content (domain ontology). In this work, we employ the
GoodRelations [17] ontology as domain ontology. GoodRelations is the most
powerful vocabulary for publishing all of the details of the products and ser-
vices. It serves conceptual model for a consolidated view on commerce data on
the Web [16]. The ontology is flexible, moderate in size, and supports value in-
terval plus existential quantification while posing minimal requirement on the
reasoning support of the ontology management infrastructure. There are num-
bers of tools developed to exploit the GoodRelations ontology [17], such as; 1)
GoodRelations Annotator - a form based tool that can be used by any business
to create detailed description including products, payment and delivery option,
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store locations, opening hours, and eligible customer types and eligible regions;
2) osCommerce Shop and Extensionprovides the GoodRelations4osCommerce
extension that activates RDFa and RDF/XML export of the offer and item
details. It also helps avoiding duplicate output of data in Web pages. GoodRela-
tions have been used by more than 10,000 small and large shops world-wide in-
cluding Google, Yahoo!, BestBuy, sears.com, and kmart.com. Many linked open
commerce dataspaces (SPARQL endpoints) used GoodRelations as their schema
(i.e. http://uriburner.com/sparql and http://loc.openlinksw.com/sparql).

Information Derivation Algorithm for Video Annotation. The most ba-
sic way to create an annotation is simply to pause the video at the appropriate
frame, and select the media object in the frame. Each media object in a spe-
cific video can be considered as an instance of a domain concept belonging to
the GoodRelations ontology. The annotator would choose a relevant concept to
describe the media object. This concept is used to create a simple query in-
putting to selected SPARQL-endpoints. The relevant information of the concept
are derived from the SPARQL-endpoints and displayed as a faceted graph. The
properties and the values related to the concept are extracted from GoodRela-
tion ontology to make facets. User can use the facets to filter the annotation
information and choose a most relevant instance to add to the media object.

We apply faceted search to facilitate selecting the relevant instance. Facets
are generated for each variable or concept using Equation 7. We can use facet
functions to filter the result set to get the relevant results. According to Wagner
et al [18], there are three functions that user can use to construct queries, change
the faceted values and in order to modify the result set R:

– Focus selection: Using a focus selection operation, user can change the facets
in the current query Q to other facets, which generates more relevant re-
sult. For example, users changes the facets from x to y. It is to focus on
facets contained in F (y) instead of F (x): F (Q′) = F (Q′)�F (x)∪F (y) then
Rw(V

′
r , E

′
r)�(V x

r , Ex
r ) ∪ (V y

r , E
y
r ).

– Refinement: Assuming the current query Q is performing on a variable x,
users can add a facet belonging to F (x) with a corresponding variable or
faceted value to the query Q. This means user can add a predicate query
f(x, y) ∈ F (x) to current query Q where y is a variable or a constant.
However, user can also modify a existing predicate query f(x, y) by changing
current variable or constant y. This operation would limit the result set or
generate a more relevant result.

– Expansion: Users can expand a result set by expansion operation. This op-
eration removes a facet or a faceted value such as replacing a constant with
a variable.

To illustrate the aforementioned algorithm, we annotate a TV product in a video.
To annotate a TV as an object in the video, a list of concepts related to the
TV concept from GoodRelations ontology are generated as shown in part (2) of
Fig.1. We assume that the LCD TV is a most relevant concept and it is used
to make a query to input to the SPARQL-endpoints for instance generation.
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Fig. 1. An Annotation Process

All instances of the concept LCD TV are given as shown in part (3). The an-
notator will choose an instance belonging to LCD TV, add then this instance
to the selected media object of TV product as its annotation information. How-
ever, it is difficult to select a relevant instance in the case of huge instances
are returned. Therefore, the annotator can use above three functions to filter
most relevant instance. Facets are generate from GoodRelations ontology as the
concept’s properties with values (see part (4) of Fig.1).

3 Implementation and Discussion

3.1 Implementation

We used BestBuy1 and SPARQL-endpoints2 as linked open commerce datas-
paces. The GoodRelations ontology is used to access the commerce dataspaces
and to create facets. We also used jena framework3 and Tomcat server4 for our

1 http://www.bestbuy.com/
2 http://uriburner.com/sparql and http://loc.openlinksw.com/sparql
3 http://jena.apache.org/
4 http://tomcat.apache.org/
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implementation. In order to annotate the object in a video content, it is nec-
essary to select an appropriate instances. The instances are selected from LOD
through the GoodRelations ontology. The process on how to select the appro-
priate instance for annotation is described as follows. Our system let user first
search the concept of the product object that he or she wants to annotate. After
searching for the concept name of the product, our system shows the results as
the list of all concepts that related to the query. Each concept is shown with the
number of available instances within each concept as shown in Fig 2. By seeing
the list of concepts, user can easily choose the appropriate concept. After adding
select a specific concept, another list of individuals that belongs to that concept
will be shown for user to select as shown in Fig 2. Individuals appeared in the
list is shown using only the name property. User can click on each of them to
see all the detail information and properties of that individual. The numbers of
individuals that belong to each concept is huge. Therefore, in order to support
user to easily find the right individual, our system provides user an option to
filter and narrow down the number of individuals. This is done by using the
available data or object properties of the concept. All the concept properties
are retrieved based on GoodRelations ontology. The user can start to filter the
results by selecting one or more properties. For the object property, user may
simply select the existing value from the list. Meanwhile, for data property, they
need to insert the input in order to allow them to proceed with filtering process.
Hence,numbers of individual is reduced and user can easily select to right indi-
vidual for the annotation. User can finalize the annotation by click on the save
button and our system will save all the annotated information and other related
metadata to our local repository.

Fig. 2. Interface of Annotation System Using LOD
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3.2 Discussion

Lambert andYu [19] proposed a semantic video annotation system based on Linked
Data which, known as Annomation. The system is used for annotating and pub-
lishing video resources using Linked Data identifier. It is developed as a web based
application that enables users to watch a video and at the same time collabora-
tively participate to add annotations to the video content. The Annomation takes
advantages of Linked Data, where things can be inferred via their unique Uniform
Resource Identifier(URI)and more information can be acquired from them includ-
ing the links. This system provides the most basic way to create an annotation.
Users simply pause the video at the appropriate point, enter duration and add a
Semantic Web/Linked Data URI. However, annotations can be created only lim-
ited to frame and not to the specific objects that appeared in the video content.
Moreover, although the interface is provided for finding appropriate URIs to an-
notate, but still it is not effective and efficient enough since the results are derived
from keyword search is huge and necessary to be filtered. In our proposed work,
we provide a user friendly interface based-faceted search technique to let use filter
and eliminate the amount of results while searching for appropriate product to
annotate the object in the e-commerce video content.

Yuen and et al. [20] on the other hand, designed a video annotation system
called LabelMe to allow users to creates annotations on the objects appeared in
the video content. Furthermore, users are also able to annotate moving or static
objects by outlining their shape using a drawing tool presented in their previous
study [12]. However, LabelMe does not utilize a Semantic Web/Linked Data
technique for annotation information, instead only a plain text to be annotated
with the object in the video content. We address this problem by employing
Linked Open data and GoodRelations to annotate the object.

Our work is comparable with Waitelonis and Sack [21] proposed an integrated
database for the open academic video search platform known as Yovisto. They
have introduced the LOD cloud and augmentation Yovisto video collection. The
video data are also enrich with DBpedia dataset. Since Yovisto resources are
connected with LOD, all video resources are connected amongst each other. With
LOD, they are able to locate the interrelationships between authors or novelist
of the videos, such as influences and influenced (by). This means Linked Data is
used to complement Yovisto video data and to uncover implicit cross connections
within them in order to improve user experience by enabling a semantically
supported exploration search.

4 Conclusion

In this work, we proposed a methodology for annotation information derivation
from e-commerce Linked Open Data (LOD) which linked distributed data across
e-commerce web. Use of faceted search enables consumer to easily make query
for exploring annotation information. The derived information is displayed as a
faceted graph facilitating annotator to select most relevant information that is
used to annotate media objects.
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Abstract. A novel subspace learning algorithm based on nearest feature
line in time-frequency domain is proposed in this paper. The proposed
algorithm combines neighborhood discriminant nearest feature line anal-
ysis and fractional cosine transform to extract the local discriminant fea-
tures of the samples. A new discriminant power criterion based on nearest
feature line is also presented in this paper. Some experiments are imple-
mented to evaluate the proposed algorithm and the experimental results
demonstrate the efficiency of the proposed algorithm.

Keywords: Nearest Feature Line, Image Feature Extraction, Fractional
Cosine Transform.

1 Introduction

Image classification and related technology [1] have a variety of potential ap-
plications in information security, smart card, access control, etc. For instance,
in the face recognition task, the number of training images points per person
is smaller than that of the dimensionality of face images. High-dimensional face
images lead to high computational complexity and overfitting. Dimensionality
reduction is an effective way to alleviate it, and subspace learning algorithms
have been widely used.

Principal Component Analysis (PCA)[2, 3], linear discriminant analysis
(LDA)[4], and maximum margin criterion (MMC)[5] are among most popular
subspace learning algorithms. PCA projects the original data to a low dimen-
sional space, which is spanned by the eigenvectors associated with the largest
eigenvalues of the covariance matrix of all samples. PCA is the optimal rep-
resentation of the input samples in the sense of minimizing the mean squared
error. However, PCA is an unsupervised algorithm, which may impair the recog-
nition accuracy. LDA finds a transformation matrix U that linearly maps a
high-dimensional sample to a low-dimension data, where n < m. LDA can cal-
culate an optimal discriminant projection by maximizing the ratio of the trace
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of the between-class scatter matrix to the trace of the within-class scatter ma-
trix. LDA takes consideration of the labels of the input samples and improves
the classification ability. However, LDA suffers from the small sample size (SSS)
problem. Many effective approaches have been proposed to solve the problem.

Nearest feature line (NFL)[6] is a new classification tool, proposed by Li in
1998, firstly. In particular, it performs better when only limited samples are
available for training. The basic idea underlying the NFL approach is to use all
the possible lines consisting of any pair of feature vectors in the training set to
encode the feature space in terms of the ensemble characteristics and the geo-
metric relationship. As a simple yet effective algorithm, the NFL has shown its
good performance in face recognition, audio classification, image classification,
and retrieval. The NFL takes advantage of both the ensemble and the geometric
features of samples for pattern classification. In contrast to a nearest neigh-
bor (NN) classifier, the NFL makes better use of the ensemble information for
classification[7–9].

While NFL has achieved reasonable performance in data classification, most
existing NFL-based algorithms just use the NFL metric for classification and
not in the learning phase. While classification can be enhanced by NFL to a
certain extent, the learning ability of existing subspace learning methods re-
mains to be poor when the number of training samples is limited. To address
this issue, a number of enhanced subspace learning algorithms based on the
NFL metric have been proposed, recently. For example, Zheng et al. proposed
a nearest neighbour line nonparametric discriminant analysis (NNL-NDA)[10]
algorithm, Pang et al. presented a nearest feature line-based space (NFLS)[11]
method, and Lu et al. put forward an uncorrelated discriminant nearest fea-
ture line analysis (UDNFLA)[12]. Neighborhood discriminant nearest feature
line analysis (NDNFLA)[13] is proposed to extract the local discriminant fea-
tures of prototype samples. However, most of current algorithms runs in the time
domain or space domain. A novel feature extraction algorithm in time-frequency
domain is proposed in this paper.

The rest of the paper is organized as follows. In section 2, some preliminaries
are given. In section 3, we give an introduction of the proposed methods. In
section 4, a number of experiments are implemented to justify the superiority of
the proposed algorithms. Conclusions are made in section 5.

2 Outline of DFRST and NDNFLA

2.1 DFRST

DFRST is a generalized form of the DST. The definition of DST kernel matrices
is as follows.

SN−1 =

√
2

N
[sin(

mnπ

N
)] (1)

for m,n = 1, 2, · · · , N − 1.
km in the above four definition is defined as follows.
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km =

{ 1√
2
, m = 0andm = N

1, others
(2)

The DST kernel is symmytric and periodic with period 2. This means that
repeated application of DST-I will get the original signal. Because of its good
properties, DST-I was chosen to develop DFRST, as shown in formula (3).

SI
N =

√
2

N + 1

⎡⎢⎢⎢⎢⎢⎢⎢⎣

sin π
N+1 sin 2π

N+1 · · · sin (N−1)π
N+1 sin Nπ

N+1

sin 2π
N+1 sin 4π

N+1 · · · sin 2(N−1)π
N+1 sin 2Nπ

N+1
...

...
. . .

...
...

sin (N−1)π
N+1 sin 2(N−1)π

N+1 · · · sin (N−1)2π
N+1 sin N(N−1)π

N+1

sin Nπ
N+1 sin 2Nπ

N+1 · · · sin N(N−1)π
N+1 sin N2π

N+1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(3)

The N -point DFRST kernel is defined as

SN,α = VND
2α/π
N V T

N

= VN

⎡⎢⎢⎢⎢⎣
1 · · · · · · 0
... e−2jα · · ·

...
... · · · . . .

...
0 · · · · · · e−2j(N−1)α

⎤⎥⎥⎥⎥⎦V T
N

(4)

where VN = [v1, v3, · · · , v2N−1]. vk denotes the DST-I eigenvector.
Given an input signal x ∈ RN , let Dα

x be the DFRST of x with order α,
then

Dα
x = SN,αx = VND

2α/π
N V T

N x (5)

Discrete fractional cosine transform displays a signal varying from the time do-
main to the DST domain with order parameter changing from 0 to 1. It is a
powerful time-frequency analysis tool. The detail properties of DFRST can be
found in [14].

2.2 Nearest Feature Line

Nearest feature line is a classifier. It is first presented by Stan Z. Li and Juwei
Lu. Given a training samples set, X = {xn ∈ RM : n = 1, 2, · · · , N}, denote
the class label of xi by l(xi), the training samples sharing the same class label
with xi by P (i) , and the training samples with different label with xi by
R(i). NFL generalizes each pair of prototype feature points belonging to the
same class: {xm, xn} by a linear function Lm,n, which is called the feature line.
The line Lm,n is expressed by the span Lm,n = sp(xm, xn). The query xi is
projected onto Lm,n as a point xi

m.n. This projection can be computed as

xi
m,n = xm + t(xn − xm) (6)

where t = [(xi − xn)(xm − xn)]/[(xm − xn)
T (xm − xn)].
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Fig. 1. Feature Line Distance

The Euclidean distance of xi and xi
m,n is termed as FL distance. The less

the FL distance is, the bigger probability that xi belongs to the same class as
xm and xn is. Fig. 1 shows a sample of FL distance. In Fig. 1, the distance
between yp and the feature line Lm,n equals to the distance between yq and
yp, where yp is the projection point of yq to the feature line Lm,n.

2.3 NDNFLA

Let’s introduce two definitions firstly.

Definition 1. Homogeneous neighborhoods: For a sample xi, its k nearest
homogeneous neighborhood No

i is the set of k most similar data which are in
the same class with xi.

Definition 2. Heterogeneous neighborhoods: For a sample xi, its k nearest
Heterogeneous neighborhoods Ne

i is the set of k most similar data which are
not in the same class with xi.

In NDNFLA approach, the optimization problem is as follows:

max J(W ) = (
N∑
i=1

1
NC2

|Ne
i |

∑
xm,xn∈Ne

i

∥∥WTxi −WTxi
m,n

∥∥2
−

N∑
i=1

1
NC2

|No
i |

∑
xm,xn∈No

i

∥∥WTxi −WTxi
m,n

∥∥2) (7)

Using matrix computation,
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where tr denotes the trace of a matrix. Similar with the above,

N∑
i=1

1
NC2

|No
i |
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xm,xn∈No

i

∥∥WTxi −WTxi
m,n

∥∥2
= tr{WT
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1
NC2

|No
i |

∑
xm,xn∈No

i

[(xi − xi
m,n)(xi − xi

m,n)
T
]W}

(9)

Then the problem becomes

maxJ(W ) = tr[WT (A−B)W ] (10)

where

A =

N∑
i=1

1

NC2

|Ne
i |

∑
xm,xn∈Ne

i

[(xi − xi
m,n)(xi − xi

m,n)
T
] (11)

B =

N∑
i=1

1

NC2

|No
i |

∑
xm,xn∈No

i

[(xi − xi
m,n)(xi − xi

m,n)
T
] (12)

A length constraint wTw = 1 is imposed on the proposed NDNFLA. Then, the
optimal projection W of NDNFLA can be obtained by solving the following
eigenvalue problem.

(A−B)w = λw (13)

Let w1, w2, · · · , wq be the eigenvectors of formula(13) corresponding to the q
largest eigenvalues ordered according to λ1 ≥ λ2 ≥ · · · ≥ λq. An M × q
transformation matrix W = [w1, w2, · · · , wq] can be obtained to project each
sample M × 1 xi into a feature vector q × 1 yi as follows:

yi = WTxi, i = 1, 2, · · · , N (14)

3 Proposed Algorithm

Most of current existing NFL-based methods are performed to extract the fea-
tures of images in the time domain or space domain. As a two-dimensional
signal, the image also has some specific properties, for example, the directional-
ity, frequency etc. In this paper, a feature extraction method in frequency do-
main is proposed. This method is based on Discrete Fractional Cosine Transform
(DFRCT). DFRCT is a powerful time-frequency tool in the signal processing. It
can show how an image is transformed from space domain to frequency domain
continuously. In this section, a novel image feature extraction algorithm based
on DFRCT is proposed.

Suppose there are c pattern classes.N is the total number of training samples,
and Ni is the number of the samples in the ith class. Xj

i denotes the jth
sample in the ith class. X̄i is the mean matrix of training samples in the ith
class. X̄ is the mean matrix of all training samples.
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Firstly, discriminant power criterion based on NFL is proposed in this section.
Let lji denote the number of FLs in the same class with xj

i among its k nearest

feature lines. Then, let L =
∑c

i=1

∑ni

j=1 l
j
i . At last, let

JDP =
L

k ∗N (15)

According to the formula(15), it is clear that the bigger JDP is, the more
discriminant features are. So using the discriminant power criterion based on
NFL, which order of DFRCT can be found.

Fig. 2. The procedure of proposed method

The main idea of the proposed feature extraction algorithm, is to extract the
local discriminant features from the most discriminant DFRCT. The procedure
of the proposed algorithm is given by Fig. 2. The detailed procedure of proposed
method is as follows:

Training stage:

Step 1, using the discriminant power criterion based on NFL, find the most
discriminant DFRCT;

Step 2, transforming all the prototype samples to the most discriminant
DFRCT domain;

Step 3, applying NDNFLA to find the optimal transformation matrix W0;
Step 4, Extracting the feature of prototype samples following formula(14).
Classification stage:
Step 1, transforming the query to the most discriminant DFRCT domain;
Step 2, Extracting the feature of query following formula(14);
Step 3, Classification with NFL.

4 Experimental Results

4.1 Experiments on ORL Face Database

In this section, a number of experiments on ORL face database[15] and AR
face database[16] are implemented to evaluate the effectiveness of the proposed



270 L. Yan, C. Wang, and J.-S. Pan

Fig. 3. Some samples of ORL face database

algorithm, which is also compared with some conventional subspace learning
methods, including PCA, as well as the latest NFL-based subspace learning
algorithms, such as NFLS, UDNFLA and NDNFLA. The experiments are im-
plemented on a PC with 1.6-GHz CPU and 1G RAM. NFL classifier is used for
classification on the features extracted by the NFL-based learning algorithms. To
reduce the computation complexity, PCA is used before the NFL-based learning
algorithms. All the energy is retained in the PCA phase.

In ORL face database, there are 10 images for each of the 40 human sub-
jects, which were taken at different times, varying the lighting, facial expressions
(open/closed eyes, smiling/not smiling) and facial details (glasses/no glasses).
The images were taken with a tolerance for some tilting and rotation of the
face up to 20◦. These images have size of 112 × 92. In this experiment, 5 im-
ages per person from the ORL database are selected randomly for training and
the rest are used for testing. The system runs 20 times. Fig.3 shows some sam-
ples of ORL face database. Table 1 tabulates the maximum average recognition
rate (MARR) of these algorithms on ORL face database. Clearly, MARR of the
proposed algorithm is higher than other popular approaches.

Table 1. MARR of different algorithms on ORL face database

Algorithms MARR Feature dimension

fisherface 0.9154 39
PCA+NN 0.9271 40
PCA+NFL 0.9449 80
UDNFLA 0.8870 180
NFLS 0.9284 190

NDNFLA 0.9690 150
Proposed algorithm 0.9797 150
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4.2 Experiments on AR Face Database

AR face database was created by Aleix Martinez and Robert Benavente in the
Computer Vision Center (CVC) at the U.A.B. It contains over 4,000 color images
corresponding to 126 people’s faces (70 men and 56 women). Images feature
frontal view faces with different illumination conditions, facial expressions, and
occlusions (sun glasses and scarf). The pictures were taken at the CVC under
strictly controlled conditions. Each person participated in two sessions, separated
by two weeks (14 days) time. The same pictures were taken in both sessions.
In the following experiments, only nonoccluded images of AR face database are
selected. Five images per person are randomly selected for training and the other
images are for testing. This system also runs 20 times. Some samples of AR face
database are shown in Fig. 4. Table 2 tabulates the maximum average recognition
rate (MARR) of these algorithms on AR face database. Clearly, MARR of the
proposed algorithm is higher than other popular approaches.

Fig. 4. Some samples of AR face database

Table 2. MARR of different algorithms on AR face database

Algorithms MARR Feature dimension

fisherface 0.9481 120
PCA+NN 0.7604 120
PCA+NFL 0.8521 190
UDNFLA 0.9353 120
NFLS 0.9126 190

NDNFLA 0.9690 150
Proposed algorithm 0.9793 140

5 Conclusion

A novel feature extraction scheme based on NDNFLA and DFRCT is proposed
in this paper. NDNFLA can extract the local discriminant feature of the sam-
ples. Combining DFRCT, the proposed algorithm can extract the discriminant
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information in frequency domain and preserve the neighborhood of samples.
Compared with UDNFLA, NDNFLA and so on, the proposed algorithm has the
higher recognition accuracy. Experimental results confirm the efficiency of the
proposed NDNFLA.
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Abstract. The problem of guaranteeing Quality of Web Services (QoWS) is 
now crucial for farther development and application in new areas of internet 
services. In this paper we present WEDF (Web Earliest Deadline First) 
adaptive, an intelligent Web system which guarantees the quality of service in 
Web systems with one Web server. The proposed system keeps the page 
response time within established boundaries, in such a way that at a heavy 
workload, the page response time both for small and complex pages, would not 
exceed the imposed time limit. We show in experiments conducted with the use 
of a real modern Web server that the system can be used to guarantee a higher 
quality of service than other referenced and widely used in practice scheduling 
systems. 

Keywords: Quality of Web services, guaranteeing Web page response time, 
HTTP request scheduling. 

1 Introduction 

For a long time the problem of developing Web-based systems guaranteeing and 
ensuring the quality of service was not in the mainstream of issues connected with the 
problem of designing web systems, especially when it comes to ensuring the response 
times for services on the Internet. The problem of designing Web systems 
guaranteeing QoWS is connected with the fact that most of the services operating 
nowadays on the Internet offer a quality of service on the best-effort level [9]. 
Additionally the Internet is managed by a group of independent operators whose 
strategic goals are different and only few of them provide guaranteed services. 

Due to the fact that the Internet becomes progressively one of the main 
communication channels and many areas of life are transferred to the Web platform or 
exist only in this platform it is very important to provide not only best-effort services 
but also to guarantee the quality of service. It can be even said that the problem of 
guaranteeing quality of service is now crucial for the farther development and 
application in new areas of internet services.  Therefore, at the present time, there is a 
significant increase in interest, not only in the problem of improving but also of 
guaranteeing the quality of service. 
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In our previous works we have already presented proposition of systems improving 
quality of service in a locally distributed Web cluster system [3], globally distributed 
Web cluster system with broker [4] and globally distributed Web cluster system 
without broker [13]. In our later works we deal with the problem of guaranteeing 
quality of service in Web systems with one Web server [14], locally distributed 
cluster of servers [12], and globally distributed Web cluster system with broker [15].  

In this paper we present new a version of WEDF adaptive, an intelligent Web 
system which guarantees the quality of service in Web systems with one Web server. 
Our system guarantee that the page response time does not exceed a demanded time 
under the assumptions that the number of requests simultaneously serviced by the 
system is lower then the maximal capacity of the system. We show the quality of 
operation of the system in experiments conducted which use of real modern Web 
server. In the experiments we used a prototype of WEDF scheduling server, and a 
request generator simulating the behavior of real modern Web browsers. In the paper 
we describe in detail how the scheduling server and a request generator are 
constructed and implemented.  

There are many works on how to guarantee Web service quality. Most of them 
concern maintaining the quality of the service for individual HTTP requests [1], [2], 
[6], [7]. Very few papers were dedicated to the problem of designing Web service, 
which would guarantee servicing all WWW pages within a limited time. In one of 
these papers [11] the proposed solution is, however, similar to others, keeping the 
quality of the Web service at a given level only for a limited group of users. Among 
many papers devoted to scheduling requests in the Web systems with no admission 
control, most of them are concentrated on improving the quality e.g. [10]. 
Guarantying quality of service is almost always connected with rejecting requests of 
users not belonging to a privileged group. In the system proposed we use an adaptive, 
intelligent method enabling the service of all of the users with guaranteed quality. 

The paper is divided into five sections. Section 2 presents the problem formulation. 
Section 3 contains a design of a scheduling server controlling the WEDF system. 
Section 4 describes the testbed used in the experiments and the research results. The 
final Section 5 contains concluding remarks. 

2 Problem Formulation 

The WEDF system is composed of clients, a scheduling server and an executor. Fig. 
1a presents the overall view of the system. The scheduling server receives HTTP 
requests sent by clients, schedules them and transfers them to the service responsible 
for executing the request. The HTTP response is transferred back from the executor to 
the client through the scheduling server.  

The scheduling server should operate in this way to not let the page response time 

ipt  exceed the demanded time maxt  under the assumptions that the number of 

requests simultaneously serviced by the system is lower then the maximal capacity of 
the system, and it is possible to achieve time maxt  for every Web page serviced in the 

Web system. 
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The response time 
ipt  of the Web page ip  is measured from the moment of 

receiving by the scheduling server the first HTTP request, concerning the given web 
page, up to receiving an HTTP response concerning the last object belonging to the 
page, sent by the same client. The response time is reduced by the value of the time, 
when no other request from the same client, concerning the Web page, was processed 
within the aforementioned time interval. 

The executor consists of the Web server and other backend servers like application 
and database servers involved in servicing HTTP requests. The executor can service 
many HTTP requests concurrently. 
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Fig. 1. WEDF system: a) overall view, b) decision process 

The scheduling server should operate in this way to not decrease the efficiency and 
capacity of the Web system. It is also assumed that the scheduling server should allow 
to service concurrently only an adopted number maxar  of HTTP requests by the 

executor. The value maxar  should be the smallest number of concurrently serviced 

requests for which the throughput ( )arX  (number of request serviced in the time 

unit) is roughly maximal. 
In order to describe the way the scheduling server operates, the request service 

time definition should be presented. The request service time it
~  is a time measured 

from the moment the scheduling server starts sending the HTTP request to the 
executor, to the moment the scheduling server receives the last byte of the HTTP 
response. 

Let us introduce the following designations: ix  – HTTP request, maxar  – 

maximum number of requests allowed to be serviced by the executor; iar  – number 

of requests serviced by executor at the moment of arrival of the i th request; iara  – 

number of all requests in the WEDF system at the monet of arrival of the i th request; 

maxara  –maximum capacity of the system, number of requests in the system, above 

which request response times increase unacceptably; )(τar  – number of requests 

serviced by the executor at the τ  moment; )(τara  – number of all requests in the 

WEDF system at the τ  moment; id  – moment, when the service of the request 

should end; λ – concurrency factor; iM   – parameters of the executor; ip  – 

identifier of the Web page to which the i th object belong; iW  – vector of classes of 

objects not yet downloaded by the client within page ip , iQ  – queue of  HTTP 
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requests in the scheduling server; it
~  – service time to the i th request; st̂  – estimated 

service time to request ix ;  
iptp – page response time measured from the moment of 

arrival of  the first object belonging to the page to the moment of arrival of i th 

request; )1(
iτ  – moment of arrival of i th request;  )2(

iτ  – moment the i th request 

leaves the queue iQ . 

The main task is to design the scheduling server, which for each incoming request 

ix , under condition max
)1( )( arar i =τ , designates schedule for the queue iQ . The 

queue should schedule incoming requests on the base of deadlines id  assigned to 

requests ix , ,...2,1=i , where deadlines id  are determined in such a way to satisfy the 

condition maxtt
ip ≤ , assuming that ( ) 











 =∀∧>∃¬

= max
...3,2,1

max arartt i
i

p
t i

ip




 and 

( )maxaraarai
xi

<∀ . In the case of maxarari < , request ix  should not be placed in the 

queue. 
Fig. 1b presents general schema of the decision process in the WEDF system. It is 

worth mentioning here that the problem of the schedule designation for the queue iQ  

is trivial, the real problem is to designate the deadlines id , ,...2,1=i .  

3 Scheduling Server  

The scheduling server consists of: an analysis module, a queue module and a service 
module. A schema of the scheduling server is presented in fig. 2.a. 
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Fig. 2. Scheduling server: a) schema, b) analysis module 

The incoming ix  request is recognized and analyzed in the analysis module. This 

module also determine the deadlines id . The deadline is transferred to the queue 

module which collects requests and schedules them on the base of deadlines. If the 
number of requests concurrently serviced )(τar  by the executor decreases then the 

HTTP request being in front of the queue is fetched and transferred to the service 
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module. The service module sends the request to the Web server, supervises its’ 
execution, and sends the response back to the client.  

The analysis module is composed of a Web page model, an estimation mechanism, 
model parameters, and an adaptation mechanism. The Web page model retrieves from 
the incoming HTTP request ix , address of requested object iu , the page identifier 

ip , and the user identifier ij . Both identifiers can be found in the cookie field of the 

request and were provided to the users’ Web browser in the response to the first 
request. The Web page model also collects information referring to HTTP objects 
provided in the Web service: sizes of the objects, classes to which they belong, 
membership of the Web pages and information of objects being downloaded by given 
users. On the output of the model the following information is provided: vector 

[ ]K
i

k
iii lllW ,...,,...,1= of classes of objects belonging to the page ip  and not yet 

downloaded by the user ij  ( 1
il  is the class of requested object), and the time 

iptp .  

Objects belonging to the same class have similar request response times. The class of 
object can be determined on the base of the size of the object in the case of a static 
object (file stored on the server). Each dynamic object (object created on demand at 
the moment of the request arrival) can belong to separate class. 

The model parameters module iT , where [ ]Liliii tttT ˆ,...,ˆ,...,1̂= , stores information 

concerning request service times for all the classes of requests. The parameter lit ′ˆ  is an 

estimated request service time for an object belonging to l th class and under the load of 
the executor equal to maxar , where Ll ,...,1= , and L  is the number of distinguished 

classes. The model parameter module transfers to the estimation mechanism service 

times [ ]
iLililWi KK tttT ˆ,...,ˆ,...,ˆ1= connected with the object pointed out in iW .  

The estimation mechanism determines the deadline id  according to formula 

ikiii tdd 1
ˆ)1( −Δ+= τ . The value of idΔ  is a time which can be spent in the queue and 

on servicing the request by the executor. idΔ is determined on the base of the 

following formula ( ) 
=

−=Δ
K

k
iliili kttpttd

1
max

ˆˆ
1 λ . 

The concurrency factor λ  determines the number of requests sent by the same user 
and being serviced simultaneously by the executor. The value of λ  should be 
designated in preliminary experiments. According to our experiments the value of λ  
is 0.267. 

The adaptation mechanism updates times stored in the model parameters module 

iT . Adaptation is provided at the end of the service of the request. The new value of 

service time is calculated on the base of the old value and measured service time it
~  

according to formula ( )liiliil tttt ˆ~ˆˆˆ
)1( −+=+ η , where η̂  is the adaptation factor and its 

value should be equal to 0.1 according to our preliminary experiments. Adaptation is 
preceded only if the request was placed in advance in the queue iQ . 
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The queue module in the scheduling server contains the queue iQ , and is 

responsible for placing the request in the queue according to the adopted policy. The 
request is placed in the queue only if  max

)1( )( arar i =τ  otherwise the request is 

transferred directly to the execution module. At the front of the queue the requests 
with the shortest deadlines are placed, and at the end with the longest in this way that 

( ))()()( ,...,,...,
1 Gg mimimii xxxQ −−−= , DQi ∈ , ,...2,1=i , 

{ }
{ }1,...,0

,...,1
−∈∀

∈
img

Gg
, 

where ( )
{ } { }GfgfGgdd

mimimi
gmifgmi

Gg
xxxD

,...,1 ,0,,...,1  where,,
)()()(

)())((
1

:,...,,...,
∈−≥∈−−−

−−−

∀




=  

})()( gfg mimi dd −− ≤
−

, )( gmix −  is the request placed at the g th position in the queue, 

)( gmid −  is a deadline assigned to )( gmix − , and G  is the number of requests in the 

queue. 
The request is retrieved from the queue and transferred to the service module at the 

moment )2(
iτ  when the number of requests serviced concurrently in the executor 

decreases and max
)2( )( arar i <τ . The service module supervises the service of the 

request in the executor and measures the service time it
~ .  After finishing the service 

of the request the service time is transferred to the adaptation mechanism of the 
analysis module. 

4 Testbed and Experiments  

The experiments have been conducted with use of a real Web server and simulated 
Web clients. Three computers and a network switch were used in the experiments. 
The first computer with an Intel Core 2 Duo 2.0 GHz the processor was acting as a 
generator of the HTTP requests. The second computer with a similar processor hosted 
the scheduling server software, and the last computer with an Intel Pentium 4 2.0 GHz 
processor hosted the Web server Apache 2.2.20 and the MySQL Server 5.1. The 
network switch was a gigabyte Repotec RP-G3224V switch. The operating system 
working on each of the computers was the Linux Fedora 15. 

The computer chosen for the Web server had the lowest computational power so it 
was easy to check and reach the maximal capacity of the server without overloading 
other elements of the system. The Web server hosted five different Web pages. Table 
1 presents the structure of the pages. 

The pages were static and dynamic. All of the pages contained from 10 to 30 
embedded objects of the size from 1 to 100 KB. Dynamic pages used PHP as the 
script language generating the content of the page. One of the pages used also SQL 
requests to the MySQL database containing 3 tables of a size of 10 000 rows each.  

The scheduling server software was written in the C++ language with the use of 
libsoup [8] and a boost [5] libraries supporting the supervision of HTTP requests and 
queues. The gcc compiler was used to create the executable file.  
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Table 1. Web pages used in the experiments 

Name Type and size of the 
frame object of the page 

Embedded objects
number and sizes 

MySQL Database 

Static 10 Static 1 KB 10, size 1-100 KB, 
sum 477 KB 

— 

Static 30 Static 1 KB 30, size 1-100 KB, 
sum 1.39 MB 

— 

Dynamic 30 Dynamic, PHP 30, size 1-100 KB, 
sum 1.39 MB 

— 

Dynamic MySQL 30 Dynamic, PHP 30, size 1-100 KB, 
sum 1.39 MB 

requests to database 
containing 3 tables, 
10 000 rows each 

 
In order to compare the WEDF scheduling method with other well known and 

often applied methods the scheduling server had implemented four different 
scheduling policies: 

• Direct – the incoming request was sent to the Web server immediately after its 
arrival without queuing, 

• FIFO (First In Firtst Out) – the requests were queued according to the order of 
arrival, 

• SRPT (Shortest Remaining Processing Time) – the requests were queued 
according to the estimated request service time (the time was calculated in the 
same way as in WEDF method), 

• WEDF – the requests were scheduled according to WEDF method described 
above. 

The software of the HTTP request generator was also written in the C++ language 
with use of LibcURL library, which enables the creation of HTTP requests and the 
supervision of the process of sending requests and receiving the responses. The 
request generator generated requests in a similar way to modern Web browsers. It was 
creating a given number of virtual clients. Each client, at first, was opening a TCP 
connection to send the requests concerning the frame of the page, after that it was 
sending in next the TCP connections requests concerning objects pointed out in the 
header of the HTML document. After receiving the frame as a whole, the client was 
opening up to 6 TCP connections to download the embedded objects. Immediately 
after finishing downloading the Web page as a whole the client started to download 
the next page. 

The software of the generator was also collecting information concerning the 
quality of the operation of the system working under the control of different methods. 
The mean value of request response time and the satisfaction were collected. The 
satisfaction is often used to evaluate the effect of operation of the real time soft 
systems, it depends on the page response time. Fig. 3 presents the satisfaction in the 
page response time function. The value of satisfaction is equal to 1 if the page 

response time is shorter then stmax  (where  maxmax tt s = ), and decreases to 0, when its’ 

value is bigger then  htmax . 
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Fig. 3. Satisfaction function 

The experiments have been conducted for a different number of simulated clients 

and different adopted values of stmax  and htmax  (the value of  htmax  was sh tt maxmax 2= ).  

Fig. 4 presents the mean value of HTTP request response times in the function of 
load (number of clients), and Fig. 5 presents the mean value of satisfaction in the load 
function. 

As one can notice the request response time (Fig. 5) for the SRPT policy is the 
shortest. However the satisfaction is the highest for the WEDF policy in each of the 
experiments, especially in a heavy load and for a short demanded time maxt . It should 

be indicated here that obtaining short request response time does not always increase 
the quality of service and the users experience in working with the Web service. The 
obtained results confirm results of previously conducted simulation experiments [14].  

In conclusion it can be said that WEDF system can provide the quality of the 
system at the desired level. 
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Fig. 4. Mean value of request response time for 800max =st ms and different Web pages: a) 

Static 10, b) Static 30, c) Dynamic 30, d) Dynamic MySQL 30 
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Fig. 5. Mean value of satisfaction in the load function for pages: a) Static 10 800max =st ms, b) 

Static 10 2000max =st ms, c) Static 30 800max =st ms, d) Static 30 2000max =st ms, e) 

Dynamic 30 800max =st ms, f) Dynamic 30 2000max =st ms, g) Dynamic MySQL 30 

800max =st ms, h) Dynamic MySQL 30 2000max =st ms 

5 Summary 

In the paper the HTTP request scheduling method enabling guaranteeing quality of 
the Web service was presented. The proposed WEDF method applies adaptive 
algorithms. According to the method, requests are scheduled at the front of the Web 
service in the way that the page response time does not exceed a demanded time 
under the assumptions that the number of requests simultaneously serviced by the 
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system is lower then the maximal capacity of the system. Thanks to the new method 
the clients using a loaded service will obtain similar Web page request response times 
for both small simple pages as well as complex ones requiring retrieving data from 
databases. The experiments conducted with the use of real modern Web servers show 
that the method can be used to guarantee a higher quality of service than other 
reference and widely used in practice scheduling methods. 

References 

1. Abdelzaher, T.F., Shin, K.G., Bhatti, N.: Performance Guarantees for Web Server End-
Systems: A Control-Theoretical Approach. IEEE Trans. Parallel and Distributed 
Systems 13(1), 80–96 (2002) 

2. Blanquer, J.M., Batchelli, A., Schauser, K., Wolski, R.: Quorum: Flexible Quality of 
Service for Internet Services. In: Proc. Symp. Networked Systems Design and 
Implementation (2005) 

3. Borzemski, L., Zatwarnicki, K.: Performance Evaluation of Fuzzy-Neural HTTP Request 
Distribution for Web Clusters. In: Rutkowski, L., Tadeusiewicz, R., Zadeh, L.A., Żurada, 
J.M. (eds.) ICAISC 2006. LNCS (LNAI), vol. 4029, pp. 192–201. Springer, Heidelberg 
(2006) 

4. Borzemski, L., Zatwarnicka, A., Zatwarnicki, K.: Global Adaptive Request Distribution 
with Broker. In: Apolloni, B., Howlett, R.J., Jain, L. (eds.) KES 2007, Part II. LNCS 
(LNAI), vol. 4693, pp. 271–278. Springer, Heidelberg (2007) 

5. Boost C++ libraries, http://www.boost.org/ (access September 10, 2011) 
6. Harchol-Balter, M., Schroeder, B., Bansal, N., Agrawal, M.: Size-based scheduling to 

improve web performance. ACM Trans. Comput. Syst. 21(2), 207–233 (2003) 
7. Kamra, A., Misra, V., Nahum, E.: Yaksha: A Self Tubing Controller for Managing the 

Performance of 3-Tiered Websites. In: Proc. Int’l Workshop Quality of Service, pp. 47–56 
(2004) 

8. Libsoup library description, http://developer.gnome.org/ 
libsoup/stable/ (access September 10, 2011) 

9. McCabe, D.: Network analysis, architecture, and design. Morgan Kaufmann, Boston 
(2007) 

10. Schroeder, B., Harchol-Balter, M.: Web servers under overload: How scheduling can help. 
In: 18th International Teletraffic Congress, Berlin, Germany (2003) 

11. Wie, J., Xue, C.Z.: QoS: Provisioning of client-perceived end-to-end QoS guarantees in 
Web servers. IEEE Trans. on Computers 55(12) (2006) 

12. Zatwarnicki, K.: A cluster-based Web system providing guaranteed service. System 
Science 35(4), 68–80 (2009) 

13. Zatwarnicki, K.: Neuro-Fuzzy Models in Global HTTP Request Distribution. In: Pan, J.-
S., Chen, S.-M., Nguyen, N.T. (eds.) ICCCI 2010, Part I. LNCS, vol. 6421, pp. 1–10. 
Springer, Heidelberg (2010) 

14. Zatwarnicki, K.: Providing Web Service of Established Quality with the Use of HTTP 
Requests Scheduling Methods. In: Jędrzejowicz, P., Nguyen, N.T., Howlett, R.J., Jain, 
L.C. (eds.) KES-AMSTA 2010, Part I. LNCS (LNAI), vol. 6070, pp. 142–151. Springer, 
Heidelberg (2010) 

15. Zatwarnicki, K.: Guaranteeing Quality of Service in Globally Distributed Web System 
with Brokers. In: Jędrzejowicz, P., Nguyen, N.T., Hoang, K. (eds.) ICCCI 2011, Part II. 
LNCS, vol. 6923, pp. 374–384. Springer, Heidelberg (2011) 



 

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 283–293, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

A Smart and Tangible AR Dress Fitting System 

Heien-Kun Chiang, Long-Chyr Chang, Feng-Lan Kuo, and Hui-Chen Huang 

Department of Information Management & Graduate Institute of Digital Content Technology 
National Changhua University of Education, Changhua, Taiwan 
{hkchiang,lcchang,laflkuo}@cc.ncue.edu.tw,  

hirney2395@gmail.com 

Abstract. The human-computer interaction plays a critical role between the 
communication of the machine and the human beings. The ability of 3D visua-
lization system to realistically and quickly render the appearance of products or 
architectures makes it an attractive and affordable solution for product demon-
stration. Furthermore, the tangible interface of augmented technology, allowing 
users to interact with products of interest via hand gestures, offers immersive, 
joyful, and lifelike product interaction experience to users. By integrating the 
technologies of 3D visualization and augmented reality, this paper proposes a 
smart, tangible, and gesture-based visualization system for feminine dress-
fitting. To evaluate the usability of the proposed system, a field study experi-
mental method is adopted where every participant is asked to experiment with 
the proposed system first, and fill out a usability questionnaire afterwards. The 
questionnaire consists of six constructs: effectiveness, ease of use, interactivity, 
joyfulness, lifelikeness, and satisfaction. The subjects consist of 34 females, 
with age ranging from 20 to 29 years old. The results of the questionnaire indi-
cate that the subjects show positive attitude toward the proposed system. 

Keywords: Tangible interface, augmented reality, dress-fitting system.  

1 Introduction  

The life quality of people has changed dramatically because of the growth of econo-
my or the change of social structure. Although the cultures might be different from 
one country to another, the increase of the life pace is an undeniable fact. As indicated 
by Levine [1], the comparison of cultures of countries seems to always center around 
“time”, the working time and the leisure time of each individual. That is, time man-
agement becomes an important factor in deciding the ratio of a person’s leisure time 
to working time. This is especially true for modern working females who routinely 
need to spend a certain amount of time in dressing themselves up before going out to 
work. A recent survey of 2,491 women by clothing giant Matalan [2] indicated that 
females, on average, spend 16 minutes deciding what to wear on weekday morning 
and 14 minutes on weekend morning. For holidays, America girls spend about 36 
minutes to 52 minutes for their leisure activities. If a female has to spend so much 
time in choosing one of the known clothes from her wardrobe, it is arguable that the 
time spent on choosing a new cloth while shopping is going to be much longer. 
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In the past, a female has to go to a physical department store such as Macy’s, 
Bloomingdale, or Fortnum & Mason to search clothes of interest, try them on, and 
then decide if the clothes are suitable for her or not. The emergence of Internet and 
World Wide Web, Web for short, changes the way of buying clothes. Internet and 
Web enable the buying and selling of products over the network, referred to as elec-
tronic commerce or e-commerce for short. Because of the popularity of e-commerce, 
a special form of e-commerce where consumers buy goods directly from sellers using 
their computing devices without an intermediary service is called online shopping or 
online retailing. The process is also called business to consumer (B2C). Currently, 
there are many online shopping stores offering virtual dressing room allowing shop-
pers at home to virtually try on dresses or fashions online. This provides a shopper a 
chance to measure if the style and the fit of the clothes of interest are an ideal match 
before making a purchase decision. This also helps online shopping stores to reduce 
the return rate of merchandise due to the style dislike or the size mismatch. 

However, there are several shortcomings of current online virtual dressing rooms. 
Firstly, operations on their systems still rely on the use of mouse and thus a shopper 
has to periodically move forwards to operate the mouse and move backwards to see 
the results of the fit. Secondly, most of them only provide 2D front view of the cloth 
on-trial, totally ignoring the other view angles of the cloth; this might potentially lead 
a shopper to believe the style and the fit are good but only know they are wrong upon 
receiving the cloth. Last but not the least, because of the above two factors, the effec-
tiveness, ease of use, interactivity, joyfulness, lifelikeness, and immersive experiences 
might be greatly reduced. 

Fortunately, the current development of technologies of webcam video, augmented 
reality (AR), and 3D visualization offers a potential solution for problems of current 
online virtual dressing rooms. The webcam video technology allows a shopper to 
visually see the real-time live view of the apparel of interest on her/his body. The AR, 
an extension of virtual reality, technology augments the real world environment with 
3D virtual information to provide an immersive and lifelike experience. By integrat-
ing the technologies of webcam video, AR and 3D visualization, this study proposes a 
smart, tangible, and gesture-based visualization system for feminine dress-fitting. 
That is, the proposed system allows a online shopper to realistically view the cloth on 
her body in every 30 degree interval of the 360 degree view angles. It also provides a 
shopper with hand-based gestures to operate the dress-fitting process without having 
to move her/his feet forward or backward. Lastly, the AR and 3D visualization tech-
nologies allow a shopper to see the real-time, virtual, and lifelike 3D cloth superim-
posed on the image of her body on computer screen. 

2 Related Work 

AR is a computer simulation technology whose synthesized images are composed of 
real-life entities and computer-generated virtual artifacts [3]. Before AR, Milgram and 
Kishino in 1994 proposed mixed reality, the merging of real and virtual worlds to 
produce new environments and visualizations where physical and digital objects  
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co-exist and interact in real-time [4]. Figure 1 shows the conceptual diagram of mixed 
reality which indicates that AR is closer to real environment but still with features of 
virtual reality. Figure 2 shows an AR example: MagicBook [5]. Azuma [3] considered 
AR a variation of virtual reality and proposed every AR application should meet the 
following three conditions: (1) it is a mixture of real entities and virtual objects, (2) it 
provides real-time interaction, and (3) it must be presented in 3D space. The proposed 
system meets the conditions defined by Amuza. 

 

Fig. 1. Conceptual diagram of mixed reality [3] 

   

Fig. 2. An example of AR visualization from MagicBook [5] 

Recently, AR technology has been applied to many different research fields, in-
cluding entertainment, industry, medication, sports, and education [6]. For example, 
famous automobile manufacturer BMW applied augmented technology to its automo-
bile maintenance process where a mechanist, wearing an AR head-mounted display, 
performed the maintenance of a vehicle by following the voice commands and the 
instructions on the 3D animation superimposed on real vehicle. The latest PS2 video 
games “The Eye of Judgment” and “EyePet” from Sony incorporation are two exam-
ples of AR entertainment applications [7]. In the field of education, Kaufmann and 
Schmalstieg applied AR technology to the teaching/learning of high school mathe-
matics and geometry and found the AR system offered a user friendly and interesting 
learning environment to students [8]. Pan et al. used AR technology to the teach-
ing/learning of primary school students with age of seven to ten and found that care-
fully designed AR system could satisfy children curiosity and promote their learning 
motivation [9]. 

3D representation improves the usability of data and 3D visualization allows the 
big picture of data to be seen visually. In many applications such as architecture mod-
eling, interior design, and design review [10], 3D visualization are superior to 2D 
graphics in its ability to render visually realistic, stunning, and richly detailed  
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information for viewers. Furthermore, 3D models in a visualization system can be 
used as an intuitive, user-friendly interface to permit users to interact or manipulate 
the model directly. Nowadays, the 3D rendering speed of a new PC has increased 
dramatically, and 3D instructions are being embedded into video graphic card's chip-
set. Thus, a webcam-based, real-time 3D visualization approach for product demon-
stration is becoming feasible.   

Virtual dressing room is a brand new concept and is slowly becoming a trend on 
various fashion websites. In 2009, Zuagara [11] claimed itself to be the first company 
integrating AR technology into a virtual dressing room. To use functions of Zugara’s 
virtual dressing room, a shopper first prints out the designated AR marker cards from 
the website. She then stands at a certain position in front of her computer screen, and 
puts a marked card on her upper body to allow the webcam to scan, decode and send 
the decoded information to the computer to generate virtual cloth on her body, as 
shown in Figure 3. In 2010, the coalition of Metaio and Hearst Magazines Digital 
Media [12] announces the first marker-less augmented reality virtual dressing room, 
as shown in Figure 4, where a shopper is instructed to stand at a certain position to fit 
the body template provided, and then she can try many different clothes just like the 
steps used by Zugara’s system. Both Zugara and Metaio systems use 2D graphic and a 
shopper can only see a flat 2D virtual cloth image. In 2010, the department store Ma-
cy's [13] launched Magic Fitting Room, as shown in Figure 5, where a customer 
stands in front of a webcam-equipped large display for her photo to be taken. After 
that, she uses the touch-panel to choose and resize a cloth of interest. 

 

 
Fig. 3. A shopper uses the Zugara virtual dressing room [11] 

 

Fig. 4. A shopper uses the marker-less virtual dressing room [12] 
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Fig. 5. A shopper uses the magic fitting room [13] 

A comparison of the three virtual dressing rooms discussed above to the proposed 
system is shown in Table 1. The advantages of the proposed AR virtual dress-fitting 
system include (1) 3D visualization support, (2) real marker-less recognition, and (3) 
360 degree view angles. 

Table 1. A comparison of different virtual dressing room systems 

System Model Technology  Interaction Interaction  

Zugara 2D  AR marker image-based 
A user stands at a fixed position to fit the 
chosen cloth.  

Metaio 2D AR marker-less image-based 
A user stands at a fixed position to fit the 
chosen cloth. 

Macy 2D image-based touch-panel 
After the photo is taken, a user can leave her 
position and uses the touch-panel to control 
dress-fittings. 

This 
study 

3D AR markerless 
image-based and 
touch-panel 

3D cloth fitting model follows with the 
movement of a user in real-time.  

3 System Framework and Experimental Design  

Figure 6 shows the system architecture of the proposed 3D AR visualization dress-
fitting system which consists of 7 modules: webcam video input module, image  
recognition module, 3D model generation module, direct manipulation module, 
touch-screen operation module, the 3D AR visualization user interface module, and 
dress management module. They are briefly described below. 

Webcam video input module: This is usually a webcam which continuously cap-
ture the image stream of the surrounding environment, what is sent to the encod-
er/decoder unit of the image recognition module for analysis. Factors influencing the 
captured image include camera lens resolution, distance between camera and the ob-
ject of interest, and the size of object to be recognized. The webcam used in this study 
is Logitech HD Pro C901 which offers full HD 1080 resolution. The distance between 
Logitech webcam and the object is about 150cm, determined after several trial-and-
errors. 
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Fig. 6. The system architecture 

Image recognition module: This module contains image encoding and image de-
coding units which are responsible for marker-less objects; encoding and decod-
ing. After receiving the image stream from a webcam, the encoder/decoder unit first 
analyzes to see if the incoming images are recognizable. Once the target image is 
identified, the unit searches the system database to retrieve 3D objects representing 
the identified image (the body shape of a female subject for virtual dress-fitting appli-
cation). In this study, all marker-less clothes are encoded using D'Fusion Studio AR 
software from Total Immersion [14]. Figure 7a shows the identified marker-less shape 
of a user. 

3D model generation module: This module is responsible for rendering 3D objects 
of marker-less objects. Once a 3D object is located, it is rendered using the GLUT 
library in OpenGL. All 3D objects representing cloth artifacts are designed using 3D 
Studio Max modeling tool from Autodesk. Figure 7b shows the 3D model (blue T-
shirt) generated on a female’s body. Once the operations (move or resize) on the 3D 
model by a user are done, the movement of 3D model follows the user's movement. 

Direct manipulation module: This module supports the human hand-gesture opera-
tions. A user can use her hand to issue commands to the proposed system. That is, 
once the system captures the gesture event of a user, it reacts to that event by perform-
ing pre-defined operations. Figure 7b shows a user using her hand to issue the move-
up command. The most important component of interactive module is event handling 
which detects events from the system or the user, and reacts to the occurring event 
correspondingly.  

Touch-screen operation module: Touch technology has been used widely at the 
consumer electronics such as iPhone, iPad, or the interactive weather report large 
display. In addition to the hand-gesture support, the proposed system uses the touch 
technology for cloth management because the touch operations on computer screen 
are intuitive and natural for most users. Figure 7c shows the touch screen dress man-
agement interface. 

3D AR visualization user interface module: This module is the core of the pro-
posed system which offers a 3D AR visualization environment for a user to try 
clothes on her body. It displays the 3D model generated after a user's body shape 
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(marker-less) is identified. It also responds to a user's hand-gesture command to modi-
fy the 3D model. Once the size and position of the 3D model on a user's body is set, 
the 3D model is programmed to perform translation or rotation according to the user's 
movement. Furthermore, this module coordinates the communication between the 
touch-screen operation module and the dress management module for retrieving and 
storing dresses. 

Dress management module: This module, as shown in Figure 7c, is implemented 
using animated Flash for easy operations. All identified marker-less clothes and their 
corresponding 3D models are stored here. The modified (re-sized) 3D models are 
stored alongside their original models. That is, the modified 3D models will be re-
trieved once the same user come back and use the proposed system again. 

Implmentation 
The system is implemented using D'Fusion AR toolkit for all modules except the 
dress management module. All programs are written using LuaScript. The dress man-
agement module is implemented using Adobe Flash environment and the Action-
Script scripting language. The web server for providing the dress interface is imple-
mented using PHP server-side language and the database is implemented using the 
MySQL database system. All 3D models are built using the 3D Studio Max from 
Autodesk, exported to be used by D'Fusion. 

 

(a) identified shape (b) hand-gesture operations (c) touch screen operations 

Fig. 7. Screen shots of the functions of the proposed system 

Experimental Design 
The experiment design uses the goal-oriented approach where missions are assigned 
to participants who have to complete in a certain given time. After the experiment, 
participants fill out a usability questionnaire, a five-point Likert scale with 1-point 
indicating strongly disagree and 5-point indicating strongly agree. The following de-
scribes the procedures of the experiment. 

Subjects: 34 female volunteers with ages between 20 and 29 years old. 

Mission: Participants have to finish a pre-defined goal of trying out 5 clothes and 5 
skirts/pants. After the initial trial and screening of the clothes and the skirts/pants, 
they have to find the best combination of cloth/pant (skirt) of their like. The total 
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experimental time for each participant is 30 minutes. After the experiment, every 
participant fills out a questionnaire and open questions for 15 to 20 minutes. 

Setting: A room is setup for this experiment and it is equipped with a laptop with 15 
inch LCD monitor, three webcams, and a set of drawings hang on the wall, as shown 
in Figure 8. The three webcams are positioned at 30 degree apart. A user is asked to 
rotate 4 times in a 90 degree clockwise for the system to capture her 360 degree 
views. 

Time: The total testing is 45 to 50 minutes. 

 
Fig. 8. The experimental setting of the proposed system 

4 Usability Study 

Subjects of the experiment consist of 34 females, with age ranging from 20 to 29 
years old, and they all never use virtual dressing rooms before. Six of them have 
watched systems similar to the virtual dressing rooms in Internet. Figure 9 shows the 
statistics for the time spending everyday in dressing up, where 9% of the subjects 
spend less than 5 minutes, 44% in 5 to 10 minutes, 29% in 10 to 15 minutes, 15% in 
15 to 20 minutes, and 3% in 20 to 30 minutes. The average time spending in dressing 
up for them is about 10 to 15 minutes, which corresponds well to the 14 to 16 minutes 
survey for 2491 women by Matalan, as mentioned in the introduction section.  

 

Fig. 9. The distribution of time spent on dressing everyday 
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Table 2. Questionnaire 

Effectiveness construct 
 1. 360 view of the system fits my need.  
*2. 360 view of the system is not necessary.  
 3. The system improves my efficiency in dressing up.  
 4. The system speeds me up in finding the right cloth.  
 5. The system helps me in dressing up through its functions. 

Ease of use construct 
 6. The system is easy to use.  
 7. The watching and matching the cloth process is smooth and simple. 
 8. Without reading the manual, I know how to use the system.  
*9. I have difficulties in using the system.  
10. The user interface of the system is intuitive and natural.  

Interactivity construct 
11. The system is responsive.  
12. The real-time visualization of the 360 degree view of the cloth is dynamic and quick.  

*13. The system is slow in response to my operations.  
14. The operational process of the system is smooth and easy to understand.  
15. The system is able to give adequate and meaningful feedbacks.  

Joyfulness construct 
*16. The system is boring and not interesting.  
17. The artistic design of the user interface is pretty and elegant.  
18. Using the system is a wonderful experience.  
19. I feel relaxed and pleasant in using the system. 
20. I am attracted to and interested in using the system.  

Lifelikeness construct 
21. I feel lifelike when using the system.  
22. The simulation environment provided in the system is vivid and adequate.  
23. The 3D cloth model and its texture look like real.  

*24. I find it difficult in fitting myself into the scenario of the system.  
Satisfaction construct 

*25. The system doesn't meet my expectation.  
26. I am able to use the system to choose the dress of interest.   
27. The overall visual effect and operation of the system satisfies me.  
28. I will keep using the system in dressing myself up. 
29. I am more than happy in recommending the system to my friends.  
* Inversed questions 

 
The questionnaire consists of six constructs: effectiveness, ease of use, interactivi-

ty, joyfulness, lifelikeness, and satisfaction. The questions of the questionnaire are 
shown in Table 2.  The questionnaire uses 5-point Liker scale with score of 5 indicat-
ing totally agree and score of 1 indicating totally disagree. Results from the question-
naire are shown in Figure 10. The average scores for the constructs of effectiveness, 
ease of use, interactivity, joyfulness, lifelikeness, and satisfaction are 4.36, 4.25, 4.24, 
4.46, 4.22, and 4.42 respectively. All scores are above 4.2 indicating all subjects are 
satisfied in using the proposed system. The joyfulness construct gains the highest 
score of 4.46 which might reflects the effort by the authors putting into design an 
artistic and aesthetics for 3D modeling and user interface is rewarding. The lowest 
score of 4.22 falls into the lifelikeness construct which is surprising at first but is  
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understandable after interviewing some of the subjects who state that the 3D models 
while adequate but still far away from indistinguishable from real artifacts. 

Results of the interview with the subjects about the system reveals that (1) the sys-
tem’s 360 degree view angles are the most welcome feature which is not available in 
the current online virtual dressing rooms; (2) while the textures on the clothes in the 
system are clear but the response time from the recognition of the cloth to the appear-
ance of its correspondent 3D model is a little bit slow; (3) most subjects feel the sys-
tem offers an immersive dress-fitting experience which they never encountered be-
fore, and (4) some subjects feel the requirement of taking 4 sides of their body in 
order to generate the 360 degree views takes time and they hope the future system can 
overcome this shortcoming. All these issues will be addressed in the next undergoing 
project. 

5 Conclusion and Future Research 

Nowadays, most online virtual dressing rooms use 2D images and image-based tech-
nology to allow shoppers to try the clothes of interest. This kind of presentation is 
simple and easy to use; however, it usually incurs high chances of mismatch between 
what a customer feels about the cloth on trial and the quality (shape and style) of the 
real cloth received afterwards because the 2D presentation of the virtual dressing 
rooms shows a flat, 2D front view image of the cloth. The recent surging of AR pro-
vides a solution for this problem by providing tangible interface and vivid, lifelike 3D 
visualization of the cloth on trial. The ability of 3D visualization system to realistical-
ly and quickly render the appearance of the style and shape of the cloth makes it an 
attractive and affordable solution for virtual dress-fitting applications. 

By integrating the technologies of 3D visualization and augmented reality, this 
study proposes a smart, tangible, and gesture-based visualization system for feminine 
dress- fitting. The field study consists of 34 females using the proposed system and 
the fill out a questionnaire afterwards. From results of the usability questionnaire, 
consisting of six constructs of effectiveness, ease of use, interactivity, joyfulness, 
lifelikeness and satisfaction, the proposed 3D AR visualization dress-fitting system 
proves to be usable and satisfactory. 

Limitations of the current study includes the followings: (1) the construction of the 
360 degree views takes time which needs to be improved in the near future; (2) the 
current system only support females, future support for males should be taken into 
consideration; and (3) the latest Microsoft Kinect device [15] offers an opportunity to 
build a system capable of automatically scanning and constructing a 3D body mesh. 
This approach looks promising and might has great potential in the applications of 
virtual dressing rooms. 
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Abstract. Our recent studies show that the market of RESTful Web
services is rapidly growing. However, still there is lack of identification
methods of this class of services so they remain invisible for their poten-
tial users. In this work we propose a tool for solving above problem using
the consensus methods. The identification process is based on recognis-
ing URI structural patterns subjected to opinions of different agents with
different knowledge. The task of consensus method is to determine ver-
sion of knowledge which best reflects given versions reflected in agent’s
opinions on individual components. The research includes defining the
structure of knowledge, determining conflict situations, conflict profiles,
defining consensus function and assigning distance functions which allow
to resolve conflicting views. Moreover, our research is supported with im-
plementations of proposed approach by which we conducted preliminary
experiments. Experimental results show high effectiveness and perfor-
mance of proposed approach in contrast to the other chosen methods.

Keywords: consensus methods, Web services, REST, identification.

1 Introduction

Our recent studies [1] investigating the market of RESTful Web services indicate
that this business activity is rapidly growing and by the end of 2012 is projected
to reach at least 5,8 billions of dollars. Given such a dynamic market increase,
by the end of 2014 it may exceed the size of SOAP services market. The number
of RESTful services already surpassed the number of SOAP services. We con-
sider it to be between 22,5 thousand up to 136,3 million. Despite this fact, Web
services are meaningful only if their potential users can find sufficient informa-
tion which allows to use those services. This means that as long as they remain
unidentified in private and isolated directories of service providers, their poten-
tial users (programmers, web developers, regular Internet users) cannot invoke
them. Moreover, currently there is lack of methods of RESTful Web services
identification.

In this paper we present a tool for RESTful Web service identification using
consensus methods. The process is based on recognising service’s URI (Uniform
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Resource Identifier) structural components. Because of the fact that the struc-
ture of RESTful Web service is often ambiguous and difficult to evaluate, the
approach utilizes Artificial Neural Networks (ANN) as separate entities in form of
autonomous agents. By using different training vectors and training parameters
for pattern learning, every agent in the system has different knowledge regarding
service’s structural components. The task of consensus method is to determine
version of knowledge which best reflects given versions reflected in agent’s opin-
ions on individual components. The problem is similar to Group Decision Making
(GDM) dilemma presented in [2] where set of experts E = {e1, . . . , en} chooses
best alternative from set X = {x1, . . . , xm}. However our approach differs in
many general aspects, especially in the consensus reaching process.

Research presented in this paper includes determining the structure of
knowledge in the system, defining possible conflict situations resulting from con-
tradictory opinions, defining conflict profiles on conflict subjects, determining con-
sensus function and defining distance functions which allow to resolve conflicting
views. Additionally, our research is supported with implementations of proposed
approach by which we conducted preliminary experiments. The aim of experiment
is to compare effectiveness and performance of different distance functions.

2 Related Work

The concept of RESTful Web service identification is founded on our previous re-
search [3] where we presented uniform and universal RESTful Web service URI
structure which allows their identification. Our study also included analysis of re-
sources and their variables in order to create a generic description of particular
Web service. Additionally, we proposed engine architecture that allows to effec-
tively identify the services according to their URI structure. Elaborated tools are
the basis for service identification and this paper is considered as a continuation
to the previously conveyed research by increasing accuracy of the identification
process.

Consensus methods for conflict solving are presented in research carried out
by N. T. Nguyen [4,5] where author introduces intelligent technologies for reso-
lution of knowledge inconsistency in various computer systems applications, and
presents fundamental elements of a consensus system. Research conducted by
mentioned author is considered in this paper as a theoretical base for resolving
conflicts using consensus system approach. It includes the definition of consensus
system, conflict situations and distance functions for consensus determination.

3 RESTful Web Service Identification

The problem of RESTful Web services identification lies in determining if given
URI belongs to this class of services or not. The evaluation is based on recognis-
ing URI structural patterns of such a service as input parameters for artificial
neural network classifier. The RESTful Web service URI structure concern in-
formation about service’s version, name, access policy (whether service is for
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public or private use) and service’s hostname prefix indicating whether it is part
of some API (Application Programming Interface), for example api.twitter.com
or ws.audioscrobbler.com. It also contains information about the location of ser-
vice’s name and resources. By location we mean position in the URI—whether it
is its path part, query or both. The last option concerns resources only. Based on
our previous work [3] we define RESTful Web service URI structural components
as follows:

Definition 1. RESTful Web service URI identifier is five-tuple of components
RWS = 〈ApiIndicator, AccessPolicy, Version, NamePosition, ResourcesPosi-
tion 〉 where each of them denotes respectively corresponding elements described
above.

Since considered components are not always meaningful, there is certain diffi-
culty in determining which part of the URI represents name, resources or version.
The solution to this problem is to differentiate the knowledge of agents by using
different input data during network training. Template data can be compiled on
the basis of different styles of creating RESTful services from different vendors.
During network training, some of the parameters can also change in order to
keep possible lowest output error. As a result, agents have different knowledge
on how REST complaint Web service should be constructed and generate dif-
ferent output opinions on how particular components conform to its structure.
Resolving agent’s conflicting opinions on the same subject is the task of our
consensus system.

4 Consensus System

According to [4] consensus system describes part of a real-world which is char-
acterized by set of events. Each event is described by set of attributes and their
values. Events can be classified into groups based on different subjects. The
events are investigated by agents whose job is to make opinions on different sub-
jects of the system. Since agents may speak differently about the same subject, it
is necessary to establish a consensus for such a situation. The consensus system
is defined as following quadruple [5,6]:

ConsensusSystem = 〈A,X, P, Z〉 (1)

where
A – a finite set of attributes, which includes a special attribute Agent ; each
attribute a ∈ A has a domain Va (a finite set of elementary values) such that
values of a are subsets of Va; values of attribute Agent are 1-element sets, which
identify the agents.
X – a finite set of consensus carriers, X = {

∏
(Va) : a ∈ A}.

P – a finite set of relations on carriers from X , each relation is of some type T
(for T ⊆ A and Agent ∈ T ).
Z – a finite set of propositional calculus, for which the model is relation system
(X ,P )
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For RESTful Web services identification purposes and regarding Equation 1,
set X defines all objects occurring in consensus system—in our case it represents
URI structural elements of a RESTful Web service, described in previous section.
Set P represents properties of objects from X and their relations. Those objects
are events describing our system denoting actual identification problems analysed
by the agents. Set Z represents conditions which have to be satisfied by relations
from P .

In order to solve consensus problem for RESTful Web service identification we
decomposed the whole task into subproblems presented in the following sections.

4.1 Knowledge Structure

Agents knowledge about service is composed of attributes and their values, and
relations and conditions on those attributes, whereas attributes represent ser-
vice’s structural elements presented in Definition 1. Each agent can make an
opinion on many services.

Attributes and Values. Opinions made by agents indicate how much par-
ticular URI reflects RESTful Web service by determining the membership level
of its components. Based on the above the possible attributes of our consensus
system are following:

A = {Agent, Service, Api, Access, V ersion,NamePos,ResourcesPos} (2)

Attribute Agent represents agents taking part in voting, Service represents all
potential services subjected to agents’ opinions. The Api attribute indicates if
service has ApiIndicator or not. Similarly Access and Version represent boolean
factors indicating whether particular parameter exists or not. Last two attributes
NamePos and ResourcePos represent possible positions (path or query) of ser-
vice’s name and resources, or hold information that those parameters do not
occur. Based on the above equation the consensus carriers X and resulting val-
ues of above attributes are as follows:

X =
{∏

(VAgent),
∏

(VService),
∏

(VApi), . . . ,
∏

(VResourcesPos)
}

(3)

where
VAgent = {a1, a2, a3, . . . , an}, VService = {s1, s2, s3, . . . , sn},
VApi, VAccess, VV ersion = {0, 1}, VNamePos, VResourcesPos = {0, path, query}.

Relations and Conditions. We distinguish three fundamental relations rep-
resenting three types of knowledge about service URI structure. Those relations
concern information about service (ApiIndicator, AccessPolicy, Version), and
position of service’s name and resources. Above relations are defined in equation
below.

P = {ServiceInfo, ServiceName, ServiceResources} (4)

where above relations are of following types:
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ServiceInfo : {Agent, Service, Api, Access, V ersion},
ServiceName : {Agent, Service,NamePos},
ServiceResources : {Agent, Service, ResourcesPos}.
For example we interpret a tuple 〈{a1}, {s1}, {1}, {1}, {0}〉 of relation Service-
Info in following way: agent a1 considers potential service s1 to contain infor-
mation about ApiIndicator, AccessPolicy but not about Version. Example tuple
〈{a1}, {s1}, {path}〉 of relation ServiceName means that agent a1 considers s1
to contain service’s name in path. Tuple 〈{a1}, {s1}, {query}〉 of last relation
ServiceResources means that a1 states that s1 has resources in query.

However, in order to make identification process reasonable, agents knowledge
must rely on certain rules. Therefore, relations described above have to satisfy
the following conditions:

Z = {
(ServiceInfo(a, s, api, acc, v) ∧ (api = 1 � api = 0)),
(ServiceInfo(a, s, api, acc, v) ∧ (acc = 1 � acc = 0)),
(ServiceInfo(a, s, api, acc, v) ∧ (v = 1 � v = 0)),
(ServiceName(a, s, n) ∧ (n = 0 � n = path � n = query)),
(ServiceResources(a, s, r) ∧ (r = path ∨ r = query))⇒
⇒ (ServiceResources(a, s, r) ∧ r �= 0)

}

(5)

In general above conditions constraint agents on choosing only one value from
set V of corresponding attribute. For the first three conditions this means that
according to agent a if information about service s includes api information,
access indicator or version, the same agent cannot say that this service does
not contain one of those attributes. For the fourth condition this means that if
service name exists and it is in path it cannot be in query, and vice versa. In
result one agent may make opinion on one service only. Fifth condition states
that agent cannot say that service resources do not exist while they are in path
or in query. It also should be noted that it is possible for an agent to conclude
that there are resources both in query and in path. Such a situation means that
resources are considered as mixed.

4.2 Conflict Situations

Conflict situation is formed on the basis of different opinions on the same subject
specified by different agents. It consist of: (i) relations which describe type of
conflict situation, (ii) subjects of conflict situation on which agents make their
opinions, (iii) and content of the conflict which comprises agents information on
given subject. Opinion of a single agent on the conflict subject is represented by
a single tuple. Based on the above assumptions and regarding to [5] we define
conflict situation c as:

c = 〈p,A→ B〉 (6)

where
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p ∈ P represents relation, set A represents conflict subjects, set B the content
of the conflict.

RESTful Web service identification is based on resolving conflict situations
which concern service components described by relations in P . Therefore, the
conflict subject are services on which agents make their opinions. The content
of the conflicts are opinions on components of corresponding relation type. The
information they carry allows to establish a consensus for given conflict. Based
on the above for every relation P we define the following conflict situations:

c1 = 〈ServiceInfo, Service→ {Api,Access, V ersion}〉 (7)

c2 = 〈ServiceName, Service→ {NamePos}〉 (8)

c3 = 〈ServiceResources, Service→ {ResourcesPos}〉 (9)

Resulting conflict situations apply to information about service, location of its
name and location of its resources. In the tables below we present examples of
defined above conflict situations on two different services s1, s2, created by three
different agents a1..3 (for better readability we skip curly brackets when there
is only one value in the set). The conflict situation presented in Table 1 shows

Table 1. Example of conflict situation c1

Agent Service Api Access Version

a1 s1 1 1 1
a1 s2 0 0 1
a2 s1 0 1 1
a2 s2 0 1 0
a3 {s1, s2} 0 1 1

agent opinions on information about services contained in their URI structure.
Agents a2 and a3 consider service s1 to contain information about Access and
Version only, whereas agent a1 believes that the same service contains all three
parameters. In case of service s2 there are three conflicting views. Agent a1
considers this service to include information about version only, a2 to include
information about access policy only, and a3 to include information about both
parameters. Conflict situation in Table 2 presents opinions about service’s name

Table 2. Example of conflict situation c2

Agent Service NamePos

a1 s1 path
a1 s2 0
a2 {s1, s2} query
a3 s1 path
a3 s2 0
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location in URI structure. Contradictory opinions relate to agent a2 that in
contrast to other agents believes that names of s1 and s2 are in query, instead of
path as in the case of remaining opinions on s1, and that name does not occur
at all as in the case of s2. Conflict situation in Table 3 presents contradictory

Table 3. Example of conflict situation c3.

Agent Service ResourcesPos

a1 s1 path
a1 s2 {path, query}
a2 s1 path
a2 s2 0
a3 {s1, s2} {path, query}

opinions concerning service’s resources position. In case of s1 all agents consider
it to contain resources in path. Additionally, agent a3 states that those resources
are of mixed type. As for s2, agents a1 and a3 consider its resources also to be
both in path and query, whereas sceptical agent a2 believes that the same service
has no resources.

4.3 Conflict Profiles

In order to determine consensus from given conflict situations we firstly need to
specify conflict profiles for every situation. Conflict profile is represented as a
set of different versions of knowledge about the same element. It is defined on
subjects of conflict situations—in our case services. For each conflict subject e ∈
Service we determine conflict profiles profile(e) which contain agents’ opinions
about given subject. The definition of conflict profile is following [5]:

profile(e) =
{
rB∪{Agent} : (r ∈ P ) ∧ (e ≺ rA)

}
(10)

Referring to examples of conflict situations presented in Table 1, 2 and 3, the
resulting conflict profiles are presented in Table 4. It presents two conflict pro-
files, one per each service extracted from conflict situation c1 which is connected
with ServiceInfo relation. Table clearly illustrates differences in the opinions
of individual agents. Each profile represents knowledge of all agents on individ-
ual service with respect to a given conflict situation. With such a knowledge
representations it is possible to determine consensus.

Table 4. Example of conflict profiles for conflict situation c1, c2, c3.

Service Agent Api Access Version NamePos ResourcesPos

s1 a1 1 1 1 path path
s1 a2 0 1 1 query path
s1 a3 0 1 1 path {path, query}
s2 a1 0 0 1 0 {path, query}
s2 a2 0 1 0 query 0
s2 a3 0 1 1 0 {path, query}
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4.4 Consensus and Distance Function

Referring to [5] the consensus of profile(e) on subject e ∈ Service for situation
c = 〈p,A→ B〉 is represented by tuple C(c, e) of type A ∪ B, which satisfies
the logical formulas from set Z. Based on the above the consensus definition of
situation c is following:

C(c) = {C(c, e) : e ∈ Service} (11)

According to Equation 11 the consensus of situation c is a set of consensuses
of its conflict profiles. In order to establish consensus C(c) distance functions
are used. Those functions allow to calculate the distance between the values
of attributes. To do so, for every conflict situation we need to create resulting
from it conflict profile. Distance function is used for measuring the distance
between value sets Va of attributes V for each pair of sets of individual profile.
Each profile profile(e) is formed on the basis of conflict subjects e of conflict
situation c. Referring to [4], for predefined situations c1, c2, c3 we can use the
following distance function:

ρ(X,Y ) =
1

2card(Va)− 1

∑
z∈Va

Part(X,Y, z) (12)

where
Part(X,Y, z) = 1 for every z ∈ X ÷ Y , Part(X,Y, z) = 0 for every z ∈ X ∩ Y ,
Part(X,Y, z) = 0 for every z ∈ Va \ (X ∪ Y )

For above formula function card(X) returns the cardinality of set X . The
function described in Equation 12 reflects element shares in the distance. This
kind of function is based on determining the value of shares of each element of
the set Va in the distance between two subsets of this set [4]. This function seems
to be natural for finding consensus which best reflects agents opinions. However,
its has some drawbacks. It assumes that the cardinality of Va is known, which
may be difficult to obtain in continuous systems where this variable depends on
system’s state. Another drawback is its high complexity for large attribute sets.
Therefore, as an alternative we propose using function minimizing transforma-
tion cost [4]:

δa(X,Y ) =
T (X,Y )∑

x∈Va
EAR(x)

(13)

where
T (X,Y ) represents the minimal cost needed for transforming set X into set Y .
EAR represents the cost of adding (or removing) an elementary value to (or
from) a set.

Equation 13 relies on determining the minimal cost of transformation of one
set to another. By transformation we mean adding, removing or altering an
element from set X into set Y . The cost of transformation T is equal to the
minimal normalized number of elements which need to be moved from one set to
another set. The adding/removing cost depends on the system and it is usually
based on a cost matrix.
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5 Experimental Results

Based on the approach presented in this paper we implemented consensus sys-
tem by which we conducted preliminary experiments. The system allowed to
identify RESTful Web services based on different agent’s knowledge. The aim of
the experiment was to measure the effectiveness and performance of proposed
approach using three different distance functions. Additionally, we contrasted
our approach to k-means and naive bayes classifiers.

In order to identify services we collected 16 939 URIs using our implemen-
tation of Web Service Crawler. The URIs were extracted from four well known
RESTful Web service providers: delicious.com, Google, last.fm, Yahoo. Among
the URIs collection we inserted 755 of them as RESTful Web services. In ex-
periment we used four different agents—one per each service provider. Agents’
knowledge depended on training set of ANN, where there was one provider’s data
set per one agent. In result, every agent was an expert in identifying services of
its corresponding provider. In order to evaluate the effectiveness we used classi-
cal measures in information retrieval which are: precision, recall and F-measure.
The distance functions we used are presented in equations 12 and 13. For the
second function we assumed that the cost of adding/removing one element is
equal to 1. Additionally, we used third distance function—Jaccard index—as a
simple alternative and comparison reference point. In order to measure perfor-
mance we calculated average execution time of each method, where total average
time of the experiment (of all five identification methods) was 7.22s. Preliminary
experimental results concerning effectiveness are presented on Fig. 1.

Fig. 1. Effectiveness and performance (on the left), and services parameter accumula-
tion (on the right) of RESTful Web service identification using five methods.

The average execution time of service identification process using presented
five methods was: 2.58s, 0.17s, 0.35s, 0.88s and 0.91s respectively. Total effec-
tivenes (F-measure) was equal to: 0.86, 0.81, 0.81, 0.73 and 0.60 respectively. The
results of methods utilising δ and Jaccard functions were identical and similar to
the first method ρ. On the right side of Figure 1 we presented heat graph of accu-
mulation (+1 if parameter exists in identified service) of service’s URI structural
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parameters (Definition 1) of all five methods. As one can see, in consensus ap-
proach almost every identified service contained parameters 1, 4, 5 which is true
for given collection of RESTful URIs. In case of k-means and bayes classifiers
the parameter clusterisation was smoother which resulted in lower efectiveness,
as presented on the left side of the Figure 1.

6 Conclusions and Future Work

Experimental results clearly show that despite the fact that identification using
function reflecting element shares in distance is more effective, its time complex-
ity is very high. Moreover, by taking into account the ratio between performance
and effectiveness, the transformation cost function seem to be the best. Its per-
formance was slightly lower that k-menas and naive bayes but effectiveness was
much better. On the other hand, it must be noted that true effectiveness of
presented approach depends mainly on the complexity of ANN training vec-
tors because it reflects agent’s knowledge. Despite this fact, presented consensus
system, including defined knowledge structure, conflict situations, profiles and
distance functions, allows to effectively identify RESTful Web services and gives
the possibility to easily extend the system by adding more attributes, relations
and conditions, and allows to decide which distance function to use in order to
receive best results. Presented approach also provides a promising alternative to
traditional classifiers such as k-means and naive bayes.

For future work the binary values of knowledge attributes could be replaced by
numerical ranges [0, 1] obtained by agents using different fuzzy logic membership
functions. This would highly improve the effectiveness of presented approach.
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Abstract. Digital video data are stored and offered by many public Web 
services such as Internet video collections, TV shows archives, Internet video-
on-demand systems, personal video archives, and others. New methods and 
technologies of video indexing and retrieval in the Web are developed. Content-
based indexing of TV sports news is based on the automatic segmentation, then 
recognition and classification of scenes reporting the sport events in a given 
discipline. Automatic classification of sports in TV sports news is one of the 
basic process in video indexing. There are many different strategies how to 
recognize a sport discipline. It may be achieved by player scenes analyses 
leading to the detection of playing fields, of superimposed text like player or 
team names, recognition of player faces or sport objects, detection of player and 
audience emotions, and also to the detection of lines typical for a given playing 
fields and for a given sport discipline. The paper proposes a framework of the 
automatic line detection of a tennis court for the selection of tennis shots from 
TV sports news. Categorization of sport videos is based on the minimum set of 
lines for the detection of a tennis court. The framework has been verified and 
tested in the Automatic Video Indexer AVI. 

Keywords: content-based video indexing, video Web services, TV sport news 
analyses, sport video categorization, player scenes analysis, line detection, 
tennis court lines, AVI Indexer.  

1 Introduction 

The huge number of videos is currently available in the Web as well as in the local 
networks and systems. The most popular video websites observe tens of millions of 
unique visitors every month. For effective retrieval of video data not only standard 
text indexing and retrieval procedures should be used but also more and more 
sophisticated content-based video indexing and retrieval methods. An automatic 
processing of television broadcast is one of the most frequent application of content-
based video indexing. TV news and especially TV sports news is one of the most 
viewed video content on the Web. The main goal of research and experiments with 
sport videos is to propose and develop automatic methods such as automatic detection 
or generation of highlights, video summarization and content annotation, player 
detection and tracking, action recognition, ball detection, kick detection such as 
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penalty, free, and corner kick, replay detection, player number localization and 
recognition, text detection and recognition for player and game identification, 
detection of advertisement billboards and banners, authentic emotion detection of 
audience, as well as automatic sports classification in TV sports news. Because of a 
huge commercial appeal sports videos became a dominant application area for video 
automatic indexing and retrieval. 

The main purpose of sport video processing is to categorize the sport shots for 
example in TV sports news. Due to the automatic categorization of sport events 
videos can be automatically indexed for content-based retrieval. So, the retrieval of 
news presenting the best or actual games, tournaments, matches, contests, races, cups, 
etc. or special player behaviours or actions like penalties, jumps, or race finishes, etc. 
in a desirable sports disciplines becomes more effective. 

The analysis process of the recognition of sports disciplines is usually performed 
for all frames of TV sports news what is very time-consuming. For shot 
categorization the best highlights of sport events seem to be the most adequate for 
automatic categorisation of sport events. If in a single frame we detect a tennis game 
based on the detection of a tennis racket, tennis ball, tennis player, or tennis court 
lines the whole video shot or even whole scene can be classified as tennis. In almost 
every tennis news broadcast a wide plan of a tennis court is included. The analyses of 
newscasts concerning given sport disciplines have shown that many sport videos such 
as archery, diving, soccer, and tennis have repetitive structure patterns. A strong 
majority of tennis highlights in TV sport news are of a standard structure of six or 
seven shots: first player, second player, tennis court, serve, return ball or balls, and 
zoom presenting two players shaking hands over a tennis net. 

The effective method of the detection of tennis games in TV sports news must not 
be based on the recognition of all frames belonging to a tennis shot or the more to a 
tennis scene – a group of tennis shots presenting a given game. If one of the frames is 
recognized with a great probability as the frame with tennis court the whole 
shot/scene can be classified as tennis shot/scene. So, for the categorization of sport 
shots or scenes the best frames are those belonging to a shot with a wide view of a 
court. From the point of view of the sport video classification the requirements in 
detection algorithms may therefore be relatively high because not all lines are needed 
to recognize what playing field is. Therefore, the minimum set of lines should be 
defined for every sport playing field. 

The paper is organized as follows. The next section describes the main related 
works in the area of automatic indexing of sport videos, of line detection in playfields, 
and of tennis video scene categorization. Strategies in sport categorization will be 
discussed in third section: colour histogram comparison, text detection, sport object, 
face, player and audience emotions detection and analysis. The tennis court lines and 
their digital representations in digital videos will be outlined in the forth section. The 
fifth section presents the framework of tennis video shot detection in TV sports news. 
In the sixth section the experimental results of the categorization of sport video shot 
in headlines of TV sports news based on line detection in a playfield obtained in the 
AVI Indexer are reported. The final conclusions and the future research work areas 
are discussed in the last 7th section. 
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2 Related Works 

There are many investigations carried out in the area of automatic recognition of 
video content and of visual information indexing and retrieval [1-4]. To retrieve 
efficiently videos stored in more and more huge multimedia databases in the Web we 
need new methods oriented to visual data, methods much more effective than 
traditional textual techniques applied for videos.  

An automatic semantic categorization of sport video shots mainly of shots from TV 
sports news has become one of the most popular content-based video analysis because 
of a very high popularity of sport games in TV broadcasts, a huge amount of 
broadcast sport videos generated every day, and the large share of sport video 
materials in multimedia databases. Then, a great commercial appeal for sport video 
automatic indexing and retrieval systems is observed. 

A unified framework for semantic shot classification in sports videos has been 
proposed in [5]. The proposed method has been tested over 3 types of sports videos: 
tennis, basketball, and soccer. Another approach and another kind of analyses of 
sports news were implemented in a system [6] that performs automatic annotation of 
soccer videos. This approach has resulted in detecting principal highlights, and 
recognizing identity of players based on face detection, and on the analysis of 
contextual information such as jersey’s numbers and superimposed text captions. 
Some tests have also been performed in the AVI Indexer leading to the detection of 
soccer shots in TV sports news [7, 8]. 

Tennis is one of the sport disciplines most frequently used on content-based 
indexing experiments. The goals of the proposed approaches are an automatic 
detection of highlights in tennis games [9], action recognition [10], player detection 
and tracking [11], detection of faces in tennis video scenes of TV sports news [12], 
and event detection in tennis videos based on trajectory analysis [13]. 

Line detection is one of the techniques proposed for sport shot categorization. 
Characteristic specific lines for a given sport category can be used to detect playing 
field and then to detect the sport discipline. The lines on the field can also be used to 
determine the parameters for fast camera calibration [14]. Different solutions have 
been proposed for line detections, for example a gridding Hough transform [15, 16] 
for straight line detection or isotropic nonlinear filtering [17] for wide line detection. 
A method of the detection of field lines in sports videos has been patented in 2010 
[18]. The problem of the detection of colour lines has been discussed in [19]. Line 
detection has been tested for soccer video [20, 21]. Playing fields with lines for tennis, 
badminton, volleyball, and soccer have been modelled in [22]. 

3 Strategies in Sport Categories Recognition 

Content is very subjective and in consequence not easy to be recognized. Many 
algorithms, methods, frameworks, and strategies have be proposed for content 
analyses of digital videos and for automatic sport shots categorization [23]. They may 
be based on the traditional comparison of single frames with image pattern set or their 
histograms as well as on the detection of different specific elements of digital videos 
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typical for a given category of sport. In the case of TV sports news such elements are: 
lines in playing fields, player faces, sport equipments, etc.  

The similarity between two images is usually based on colour histogram analyses. 
Therefore, histogram matching has become a common technique and many works on 
content-based video indexing have been based on the histogram-based patterns 
representations. The procedure is image matching or histogram matching is time-
consuming because of a great number of frames in every video clip. The second 
problem is that it is easy to expect that the histograms of frames from ski jumping 
shots are different of those from tennis court shots. However, the histograms of 
football frames are very similar to baseball frames, similarly basketball to volleyball 
frames, or hockey frames to figure skating on ice, etc. 

Text is usually present in sport video. We find the names of players or teams on 
player sport wears. Game places names, stadium names, league tables, numeric 
results, time, etc. or names of sports commentators are usually superimposed on the 
images, or included as closed captions. Because these textual elements are very 
characteristic for a specific sport discipline, so, they can serve as an important 
indicator in content-based indexing process. Text is omnipresent because in any sport 
broadcast we observe different words not only on playing fields but also on sports 
stadium grandstands, in the audience, and of course as publicity billboards or banners, 
etc. Extraction of text information involves detection, localization, tracking, 
extraction, enhancement, and recognition of the text from a given video frame. 

The faces of most of the sportsmen are well known and easily recognizable 
because of the great popularity of sport idols. Their pictures are very common in the 
Web. The recognition of players is the next strategy for sport shot categorization. The 
most important phase in automatic face recognition process is face detection because 
it happens that for example raised up hand is taken as a face due to similar shape and 
colour. The distinction and the rejection of objects resembling faces but which are not 
is a crucial processing. When a single face is locating, we should extract the specific 
points such as eyes, eyebrow line, corners of the mouth, the whole mouth, nose, and 
other related to the chosen method of identification. These points determine the values 
of parameters for face recognition: symmetry, distance between the eyes, the distance 
between the line of eyes, and lips. 

In many sport disciplines different objects are used such as ball, disc, cricket bat, 
javelin, tennis racket, hockey stick, net, soccer post, springboard, diving board, and 
many others. Players are using different sport equipments, protective equipments, 
wear, footwear, etc. The recognition of these objects in sport videos leads to the 
identification of content and to the categorization of sport video shots. 

The detection and analysis of players and audience emotions is a novel viewpoint 
and perhaps the most sophisticated approach. We try to recognize reactions such as 
“exciting”, as well as “happy” and “sad” emotion while playing a game, cheering in 
the stadium grandstands, or observing a sports video broadcast. Emotions are 
produced by visual, vocal, and other physiological means. One of the important way 
humans display emotions is through facial expressions and body gestures. The 
strategy consists in creating an authentic expression database based on spontaneous 
emotions and then in comparing these patterns with video frames. Further, the video 
shots with different kinds of emotions can be also used for highlight summarization 
and event detection to comply with user preference. 
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The next strategy leads to the detection of a playing field of the game in a video 
shot, or of interesting area in a field, i.e. boundary lines, i.e. lines marking each end of 
a court, the penalty area, goal line – the end line between the goal posts in soccer, 
back boundary lines in tennis or basketball, etc. Playing field lines are painted on the 
playing surface and all lines are in the same colour, usually white, which clearly 
contrasts with the rest of the playing field. They are characteristic segments in playing 
field scenes, because these lines also determine peaks in colour histograms. The 
objective is also to discard the audience area often present on the sides and/or on the 
top of the frame. The pixels near the borders of the frame are analyzed to look for 
those pixels whose hue value is not belonging to the court colour nor to the court line 
colour. In many sport disciplines line structures are well-defined and lines provide a 
good feature for content analyses and for automatic sport shot categorization. 

4 Tennis Court 

The tennis playfield and court lines are formally defined in tennis rules and it can be 
noticed that they have several specific features such as parallelism, dimension 
proportions, or defined width. All lines on the tennis court are in the same colour, 
which clearly contrasts with the rest of the playing field. 

Tennis court is a rectangular and flat surface, nowadays it is usually grass like 
Wimbledon courts in London, clay like Roland Garros courts in Paris (French Open), 
or hardcourt such as decoturf courts in New York (US Open) or plexicushion courts 
in Melbourne in Australia (Australian Open). The colour of grass courts is green, of 
clay courts is usually red because they are made of crushed brick, and hard courts are 
of any colour. The court is 23.77 m (78 feet) long, and 8.23 m (27 feet) wide for 
singles matches and 10.97 m (36 feet) for doubles matches (Fig. 1). Additional clear 
space around the court can be of the same colour as court but also its colour can be 
different. A net that is stretched across the full width of the court, divides a court into 
two equal parts. The lines and the net are most frequently white, so, the borders of the 
net can often be detected as a line. 

      

Fig. 1. Scheme of lines on a tennis court and the standard, most frequent view of a tennis game 
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The baselines on the court backs delineate the width of the court similarly as the 
lines that are called service line on the middle of the court. The short marks called 
centre marks are placed in the centre of each baseline. The doubles sidelines are the 
outermost lines that make up the length of the court and are used for doubles play. 
The singles sidelines used as boundaries for singles play are the lines inside of the 
doubles sidelines. These longest boundaries parallel lines will be crucial in the 
presented line detection method. The court area between the doubles sideline and the 
singles sideline is called the doubles alley. It is playable in doubles play. There is also 
another line parallel to the baselines. This line runs across the centre of each player's 
side of the court and is called the service. During the game the serve ball must touch 
this area between the service line and the net on the other side of the court. The line 
dividing the service line in two is called the centre line or centre service line and it is 
parallel to the boundaries lines. All the court lines must be between 25,4 and 50,8 mm 
(1 and 2 inches) in width. Whereas, the baselines can be up to almost 100 mm 
(4 inches) wide. 

In digital videos of TV broadcast with standard resolution equal to 720 x 576 
pixels court lines are relatively extremely fine lines. In the most frequent wide plan of 
tennis game lines are even only one pixel wide. But on the other hand lines are 
relatively long lines, they run almost through the entire height of the screen (Fig. 1). 
This observation will be used in the algorithm of tennis shot detection. 

The analyses of the frames with the wide view of a tennis court, the most adequate 
for the shot categorization, showed that for the most characteristic lines of tennis 
court we can determine their minimum length. The baseline on the bottom of the 
screen is a minimum of 500 pixels, the service line is a minimum of 350 pixels, and 
the sideline is a minimum of 300 pixels (Fig. 2). These values could be used as 
parameters for the process of elimination of lines detected in the analyzed image. 

 

Fig. 2. The length of the main tennis lines observed in the frames with wide view in TV shots 

The second important observation is that the very long sidelines, the most 
characteristic lines for tennis courts are parallel but in the TV image due to the 
perspective view lines converge quite well to the centre. 

5 Line Detection of Tennis Court 

The framework for line detection in sport videos leading to the classification of a 
analysed video (frame, shot, scene) to tennis player scene category is based on the 
following sequence of processes: 
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• binarization of video frames, 
− standard process assuming that all lines on the tennis court are white (it is the 

most frequent case, the test will be performed only for this case of white lines), 
− detection of the dominant playing field colour and then detection of colour of 

lines on the surface of a court; 
• white pixel bolding in the binarized image – all neighbour pixel of every white 

pixel becomes also white, 
• line detection – main process based on the analysis of pixels of line colour (Fig. 3), 

 

Fig. 3. Example of pixel analysis for line detection: line is defined as a sequence of pixels in the 
line colour (in white) towards one of the borders, central red pixel is a pixel actually being 
analyzed, blue pixels are pixels already assigned to a line, white pixels are pixels potentially 
belonging to the line, yellow pixels are pixels in the analysed direction. 

• short line aggregation – because some parts of a line are often hidden by a player, 
TV logo, match score imposed on the video, etc. lines lying on the same direction 
are aggregated, 

• joining of two line ends close to each other of perpendicular lines to make a corner. 
• recognition of tennis shots in a TV sports videos is performed on the basis of the 

detection of two pairs of long lines more or less vertical and one long horizontal 
line at the bottom of the image – such a condition is assumed to be sufficient to 
select tennis shots among all shots of TV sports news. 

6 Tests in AVI Indexer 

The procedure of tennis event detection in sport video have been applied in the AVI 
indexer [8]. The tests of the efficacy of the procedure of line detection have been 
performed for the headlines of the Polish TV sports news of 18 January, 2012, during 
one of the most important competitions of world tennis. During these days in January 
every broadcast included tennis news and usually in headlines of sports news one of 
the main events presented was tennis. 

Three events have been included in these headlines: two shots of handball, two 
shots of tennis, and one shot of soccer. To reduce the number of frames examined in 
the tests only two frames of each shot have been tested: the first one and the frame 
from the middle of the shot. Such a solution is proposed not only to reduce the time 
processing mainly of line detection but also because of the assumption that if one 
frame is detected as a tennis frame the whole shot can be categorized as a tennis shot. 
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 a) b) c) d) 

Fig. 4. Shots in headlines of TV sports news: a) frame selected from video, b) binarized frame, 
c) bolded white parts of the frame, d) lines (segments with red ends) detected in the frame. 

In the image with the lines (image d) detected in the frame of the soccer headline 
(last frame in the Figure 4) we can easily identify the shapes of the lines of a soccer 
playfield. The analysis of soccer playfield lines should enable us to define the 
minimum set of lines sufficient to detect soccer shots in the sport videos and probably 
also for other sport disciplines. 

The first shot of tennis headline (Table 1: frame 5 and 6, Figure 4) presents a wide 
view of tennis court, so good view for tennis detection based on line detection 
algorithm. The second shot (Table 1: frame 7 and 8, Figure 4) is zoom on a player. 
The court lines are slightly visible and even for a human is not so easy to identify the 
sport discipline, unless the player is popular and well known. In such a case the 
method based on face detection of players is more efficient for sport shots 
categorization [12]. For such shots we should not expect to identify a tennis court 
using line detection method. 

The results obtained in the tests (Table 1) performed in the AVI Indexer confirm 
that line detection procedures are useful for the categorization of sport videos. It has 
been also shown that there is no need to examine the whole video, i.e. all frames in 
the video, we can reduce the processing to selected frames. Furthermore, not all lines 
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must be detected. The minimum set of lines, two pairs of long lines more or less 
vertical and one long horizontal line at the bottom of the image in the case of a tennis 
game, is sufficient for the categorization of sport video shots. 

Table 1. Results of the detection of tennis shots in headlines of TV sports news 

 
Sport 

discipline 

Time 
code 

[sec:frames] 

Is a tennis 
court clearly 
visible in the 

frame? 

Has tennis 
court been 
identified? 

Is the result 
 of tennis 

court 
detection 
correct? 

1.  Handball 00:05 No No Yes 

2.  Handball 01:22 No No Yes 

3.  Handball 03:19 No No Yes 

4.  Handball 04:21 No No Yes 

5.  Tennis 06:05 Yes Yes Yes 

6.  Tennis 08:08 Yes Yes Yes 

7.  Tennis 10:11 only slightly No Yes 

8.  Tennis 11:06 only slightly No Yes 

9.  Soccer 12:05 No No Yes 

10. Soccer 15:00 No No Yes 

7 Final Conclusion and Further Studies 

Line detection methods are useful for the categorization of sport video shots. Not all 
lines must be detected. The minimum set of tennis lines includes two pairs of long 
vertical lines but due to the perspective view converging to the top of the image in a 
TV broadcast and then one long horizontal line at the bottom of the image. Such 
minimum set of lines is sufficient for the categorization of sport shots. The results of 
tests performed in the AVI Indexer have shown the usefulness of this approach. 

In further research the tests on more reach video material will be performed. New 
solutions will be proposed for zoom frames with a small part of a tennis court may to 
be also sufficient to detect tennis video shots. Then, for detection of shots other sport 
disciplines minimum line sets will be defined on the basis of analyses of sport videos.  

Finally, new computing techniques will be still developed leading to new functions 
implemented in the Automatic Video Indexer. 
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Abstract. This paper analyses multi-spectral images and their applica-
tion in the process of cancer recognition in human skin. Cancerous part
of a tissue can be characterized by higher accumulation of photosensitive
substances then healthy. In order to detect the spectrum of Protopor-
phyrin IX in the human skin images Orthogonal Subspace Projection
classifier was presented. For every pixel it calculates the content of Pro-
toporphyrin IX spectrum in the global pixel spectrum. After pixel clas-
sification it was necessary to separate regions with cancer from healthy
parts of a tissue by applying non-linear mapping with low frequency
removal or mean shift segmentation enhanced with edge detection for
better region recognition. Both proposals gave successful results.

1 Introduction

Multi-spectral images are obtained by the use of bandpass filters designed to
collects data only for the required wavelength interval together with camera
devices which are able to register and present the desired image component
as gray-scale image. Multi-spectral images provide information that are almost
invisible for human eye. Additionally, obtaining the discrete spectrum of each
pixel is possible by simply combining the contribution of each spectral image.

Multi-spectral images were used in [1] to analyze whether gene amplification
in cells is morphologically or genetically related to prior tumor invasion. Very
useful for that purpose were Beltrami flow-based reaction-diffusion and direc-
tional diffusion filters. In [2] they extended the Hidden Markov Chain (HMC)
model to perform a segmentation of multi-sepctral images. In order to keep
mutual dependence between the layers, the Independent Component Analysis
(ICA) was adopted. The outcome of unsupervised classification on a four bands
SPOT-IV signal was presented. Also in [3] a method was proposed to design an
automatic classifiers for discrimination between cancerous and healthy tissue. It
was suggested that spectra is not sufficient to recognize fully between those two
tissue classes, however some high degree of discrimination is possible. In order
to do that spectral features should be selected carefully using either some kind
of heuristic or proposed Haar wavelet packet method.
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Multi-spectral images, however, have a couple of disadvantages. Each of them
needs to be handled in a reasonable manner.

1. Every spectral image contains some noise. It is a high frequency noise, which
sums up and highly influences the final data.

2. Multi-spectral images enable to compute directly the whole spectrum for
every needed pixel. However, if sampling interval is too big, a significant
number of information can be lost.

3. Every spectral image depends on the light illuminating the analyzed area.

4. Spectra obtained for pixels from images acquired for different tissue samples
are difficult to compare. There is no reference between them, since every
situation was illuminated in a bit different way. Also skin of every human
being varies.

5. Creating a combined picture from many multi-spectral images by applying
max-to-white operator can be problematic. Unimportant noise peaks in con-
stant color image will be magnified to white color, making them the most
visible.

All of those problems will be addressed in this paper by applying Orthogonal
Subspace Projection (OSP) algorithm together with different image segmenta-
tion approaches. OSP method is very promising and was used as a basis for
further image processing and cancer detection. The choice of this classification
technique was dictated by no information where the cancer is located and if it
at all exists somewhere.

OSP gives the possibility to deliver a feature-rich picture for a desired prop-
erty. In other words, it is needed to specify what we are looking for and then
display pixel by pixel the quantity describing how strong this parameter in-
fluences this part of image. As the result grayscale representation is obtained
which can be further processed by variety of post processing methods indicating
unambiguously cancerous part of a tissue.

2 Orthogonal Subspace Projection classification

A classification method widely used for multi- and hyper-spectral images is Or-
thogonal Subspace Projection (OSP). It bases on idea of linear unmixing of
mixed pixel vectors, containing a linear combination of endmembers. Individual
components can be quantified giving the number describing the amount of a
given property in pixel vector. In order for the OSP algorithm to be applicable,
the number of samples should be equal or greater than that for classified end-
member. In our case this constraint is totally fulfilled by multi-spectral images,
since only two signatures was analyzed i.e. isolated cancer spectrum and healthy
skin [4].

The main idea of this classifier is to remove all undesired and unwanted signa-
tures in a pixel. Generally those components can be treated as a background. In
the end a matched filter is utilized to derive the expected spectral endmember
existing in that pixel.



The Application of Orthogonal Subspace Projection for Cancer Recognition 317

The problem defined for only one signature of interest, can be expressed as a
mixed pixel vector ri described by the following linear model:

ri = (dαp + Uγ) + ni, (1)

where:
r - column vector l× 1,
l - number of samples,
i - pixel number in multi-spectral image,
p - number of distinct signatures,
αi - column vector p× 1 representing the fraction of the given endmember in r,
n - column vector l× 1 describing additive, white gaussian noise,
d - column vector l × 1 containing signature of interest,
αp - faction of desired component,
U - matrix l×(p−1) composed of the remaining endmembers or just background,
γ - column vector (p− 1)× 1 containing the remaining fractions of α.

In out case d and U are represented by the isolated spectrum of Protoporphyrin
IX and the spectrum of healthy skin tissue respectively. It means that, since the
number of endmembers is equal to two, p = 2.

The goal of OSP classification is to find such P that eliminates the influence of
matrix of unwanted components U . This operator projects r onto a subspace that
is orthogonal to the columns of U by using a least squares optimal interference
rejection operator:

P = (I − UU †), (2)

where:
I - identity matrix,
U † - pseudo inverse of U denoted by U † = (UTU)−1UT .

Finally it is necessary to find matched filter for a desired endmember, such
that maximizes the signal-to-noise ratio (SNR). Then an overall classification
operator for a signature of interest in the presence of background signature and
white noise can be defined as:

qT = dTP, (3)

By applying this operator to all of the pixels in a multi-spectral image, each
spectral vector is transformed to a scalar representing a measure of the pres-
ence of the endmember of interest. Pixels with the highest intensity denote the
existence of the desired signature in the image [5].

3 Data Preparation

As the input the application takes 21 multi-spectral images and as the result
displays all processing steps, which finally show the location of the places, where
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Table 1. White light spectrum and the response of Protoporphyrin IX

Spectrum from white light (21
samples)

Spectrum from white light (79
samples)

Spectral response on white light of
Protoporphyrin IX (79 samples)

Spectral response on white light of
Protoporphyrin IX (21 samples)

the cancer occurs. It is important to note that when capturing a sequence of im-
ages, they should contain not only the suspected, cancerous regions, but mainly
healthy parts of tissue.

In the beginning of algorithm two fluorescence spectra need to be defined.
First, the fluorescence response of Protoporphyrin IX when illuminating with
white or blue light. Second, the spectrum of a healthy skin tissue.

The light spectrum was obtained by taking multi-spectral images of white
fabric illuminated with appropriate light. Since every pixel in the image is a
vector, in order to find an average image color, all vectors were summed, divided
by the number of pixels and normalized. Having defined a spectrum of white
light in form of 21 samples from 400nm to 720nm, it was necessary to convert
this spectrum to 79 samples from 360nm to 750nm. This kind of spectrum can be
read by the another application [6] which, utilizing Monte Carlo simulation and
EEM i.e excitation-emission matrix, was able to produce a response spectra of
Protoporphyrin IX illuminated with desired light. In order to resample original
spectrum, a simple linear interpolation was performed.

In [6] a model of human skin tissue was proposed, where the only fluorophore
available in the system was Protoporphyrin IX. For simplicity the color of the
skin was neglected. The application started tracing photons in the scene, per-
form subsurface scattering, the fluorescence phenomenon occurred and finally
only photons that escaped the tissue was stored in photon map and rendered.
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The spectrum of the Protoporphyrin IX was registered as a vector of 79 samples.
The shape of the spectrum and position of its maxima is exactly the same as in
[7]. It means the simulation gave correct results.

Since the image processing procedure, that is going to be described, works
directly on 21 multi-spectral images. It means that a fluorophore response spec-
trum cannot be sampled 79 times in range 360nm to 750nm, but it needs to
be downsampled. Again, a linear interpolation was applied, but this time the
result has some artifacts. For the wave components of higher frequency than
the new sample rate the signal is missing. It is very good visible for the main
peak value around 630nm, which after transformation was cut off drastically.
However, the obtained 21 samples spectra is still good enough to use it in the
further processing.

When the multi-spectral image of healthy skin tissue was not available or
was difficult to obtain, another approach was specified. Since more than 50% of
the investigated area doesn’t contain a cancer, the spectrum of a healthy skin
tissue was calculated as the average spectrum of all pixels in the image. In most
cases healthy parts of the skin covered about 80% of the analyzed area and this
simplification gave quite good results.

4 Algorithm

In the beginning a script reads a sequence of multi-spectral images into a 3-
dimensional matrix,image cube. As the next step the Orthogonal Subspace Pro-
jection (OSP) transformation was utilized for every pixel in the image. In order
to do that every spectral vector needs to be multiplied by the classification op-
erator defined in equation (3), which requires the spectrum of the healthy tissue
as a background - see formula (2). Since in the beginning the assumption was
made that most of the analyzed region should be covered by healthy skin, the
spectrum of undesired spectral components was calculated as the average of all
pixel vectors in the image. As the result OSP transformation, 2-dimensional ma-
trix was generated, where the value of every entry represents a measure of the
presence of the Protoporphyrin IX in the spectrum.

All values obtained after OSP transformation had to be transformed to in-
tensities, which can be displayed on the computer screen. For this reason max-
to-white operator was applied. It maps the lowest values to black color (0), the
highest to white color (1) and the rest are uniformly interpolated between those
two boundary values. Matrix after this operation could be finally stored in form
of an image - Fig. 1a.

Obtained image has a very noticeable, high frequency noise, which was elim-
inated by applying a median filter of size 9x9 pixels - Fig. 1b. Now everything
looks smoother and can be further analyzed.

Orthogonal Subspace Projection applied per pixel converts 23-dimensional
multi-spectral image space (2-dimensions represents position, 21-dimensions de-
scribes spectrum of each pixel) into 3-dimensional space. It can be imagined
as terrain landscape, where the higher the point is, the greatest is the level of
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(a) Image after OSP. (b) Image after median filtering.

(c) Image after nonlinear mapping. (d) High frequency image.

(e) Image after mean shift filtering. (f) Gradient image.

(g) Segmented image. (h) Image with merged regions.

Fig. 1. Cancer recognition for tissue sample signature - 15674/1 (cancer)
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Table 2. Comparison the process of filtering for healthy and cancerous skin tissue

Skin with cancer Healthy skin
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fluorophore concentration (see table 2). Because of this fact, only distinct pix-
els should be isolated, which have a greater intensity than some threshold. A
nonlinear transformation was applied for each pixel that amplifies biggest value
and suppress the lowest ones. Every intensity defined in range from 0 to 1 was
raised to the power of four. This exponent gave the best value and was found by
experiments - Fig. 1c.

Looking at Table 2 it is important to notice, that no matter whether investi-
gated area contains fluorescent substance or not, the OSP image exhibits similar
curvature to 2-dimensional Gaussian function. This bias comes from the center
of the skin illuminated by the light source. In the middle of the image the light
intensity is the highest, but decreases slowly with the distance to the midpoint.
This influence interfere the OSP calculation making low values much higher than
they really are. Despite of the fact that all vectors used by Orthogonal Subspace
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Projection were normalized, the impact of higher energy spectrum is still signifi-
cant. In order to avoid the effect of central region illumination, a frequency filter
was designed. The cut off value K0 was chosen carefully, so that only signal of
low frequencies remained, but other signal components were removed. Finally,
the 2-dimensional Fourier transform was calculated, then multiplied by filter
and eventually 2-dimensional inverse Fourier transform computed. Obtained in
this way image was subtracted from the original one leaving only signal of high
frequency. As it can be seen in the last row of Table 2, the bias was removed and
the remaining part is of big interest. In the end all pixel values below a given
threshold (t=0.05) were removed. Also a closing operator was applied to the
image to eliminate not smooth cancer edges. The result is presented at Fig. 1d.

Instead of applying high pass filter to the OSP image also another approach
was investigated. Mean shift filtering with synergistic segmentation based on
edge detection mechanism was applied using EDISON application [9]. It was de-
cided to use Mean Shift Synergistic Segmentation, because it relies on gradient
vectors between separate pixels. If the gradient is too small, then most prob-
ably adjacent points belong to the same cluster. This is the desired behavior,
since only rapid changes are of high importance and indicate the appearance
of fluorophore in investigated area. Mean shift segmentation algorithm has also
another advantage. It enables to configure parameters of image filtering and seg-
mentation in a handy manner. It is not known in advance how many clusters
there is going to be, so popular k-means clustering technique couldn’t be used.
Additionally basing on the images generated by EDISON, even if the results
are not satisfactory, one can draw a proper conclusion about fluorophore con-
centration. Finally, mean shift segmentation is fast and the outcome of image
processing was successful [8].

It was decided to create filtered 1e, gradient 1f and segmented image 1g as the
output files of the application. Filtered image shows clustered image before seg-
mentation. It can be analyzed if segmentation phase was too greedy or generous.
Gradient image can be also very helpful, since bright and thick lines indicate big
changes in pixel intensities and can be analyzed as the potential region of cancer.
The only drawback of this approach is the direction of the pixel value changes.
From the point of view of feature recognition, only pixels with higher values
than background are interesting. However, gradient and also segmented image
will indicate not only ”hills”, but also ”valleys” in OSP image. Fortunately it
didn’t have big influence on final results.

As the last step after image segmentation, additional merging of obtained
regions was performed. The idea behind that was to show only black and white
image, where white color corresponds to cancer and black to healthy parts of
the skin. The resulting image is presented in figure 1h.

5 Results

In order to obtain ground truth data 10 patients were diagnosed based on
histopathological examiantion of skin stretch. Found 3 patients with Basal Cell
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Carcinoma, 3 patients with Bowen’s disease - carcinoma in situ, 2 patients with
pigmented nevi, 1 with actinic keratosis and 1 patient with Barrett’s esophagus.
All result were additionally compared with autofluorescence diagnosis based on
Xillix Onco-LIFE.

All of the investigated tissue samples were classified correctly by either image
filtering or mean shift segmentation. It was proven that the algorithm is able to
recognize healthy and cancerous skin either for different or for the same patient.
It was also able to localize diseased tissue on the image very precisely. As the
advantage, the process of recognition has several steps. Each of them can help
to provide more accurate and reliable diagnosis. Sometimes even single OSP
image is enough to get good understanding of tissue condition. In all 18 cases
filtering always correctly recognized cancerous changes. Synergistic segmentation
was however successful in 16 cases, which is still very good.

For tissue samples illuminated from blue light source the situation is different.
It turned out that it is extremely difficult to take a multi-spectral photograph
of a skin tissue in such environment. Among 21 available samples only 7 could
be used by image recognition algorithms. It is only 33% of all available samples.
The rest of them was very noisy or there was no data at all. It means that it is
easier to take the photo of tissue illuminated with white light. Probably for blue
light it is more difficult to find proper camera configuration and obtain sharp
images. Also important seems to be the distance to the skin.

Images illuminated with blue light and containing useful information were
also examined and the outcome was very satisfactory. Removal of low frequency
disturbances always correctly classified skin samples and gave exact position of
diseased parts of a tissue. However, mean shift segmentation wasn’t that good
as for the white light and only for 4 among 7 cases gave the expected results. It
seems that for blue light illumination synergistic segmentation cannot correctly
recognize intensity changes on the image. Most probably another parameters
settings would be needed.

6 Conclusions

The application of Orthogonal Subspace Projection classification together with
various postprocessing methods gave vary successful results in area of cancer
recognition and photodynamic diagnosis. Low frequency removal and mean shift
filtering enhanced with synergistic segmentation were good candidates to un-
ambiguously localize suspicious places in human skin. The algorithm was able
to correctly detect tumor and healthy human skin tissue in almost 100% cases
for white and blue light sources. The obtained results are very promising. They
gave the idea about tumor existence without performing tissue examination by
histopathology. The application of multi-spectral images in photodynamic di-
agnosis uncovers properties of a tissue that normally are not visible by human
observer without additional tools. However, this algorithm is not only limited to
human skin tissue. As the future work it would be challenging to adjust presented
method to internal parts of the human body like oesophagus or stomach.
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Abstract. Authors present algorithms for optimization of inhibitory
rules relative to the length and coverage. Inhibitory rules have a relation
“attribute 
= value” on the right-hand side. The considered algorithms
are based on extensions of dynamic programming. Paper contains also
comparison of length and coverage of inhibitory rules constructed by a
greedy algorithm and by the dynamic programming algorithm.
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1 Introduction

In the paper, we study algorithms for optimization of inhibitory rules. Such rules
on the right hand side have a relation “attribute �= value” in contrast to usual
rules which right-hand side is presented as “attribute = value”.

It was shown in [10, 11] that, for some information systems, usual rules cannot
describe the whole information contained in the system. However, inhibitory rules
describe the whole information for every information system [7]. Classifiers based
on inhibitory rules have often better accuracy than classifiers based on usual rules
[4–6]. Greedy algorithms for inhibitory rule construction were studied in [7].

In this paper, we consider algorithms for optimization of inhibitory rules rel-
ative to the length and coverage. Such algorithms are based on extensions of
dynamic programming. For a given decision table T , we construct a directed
acyclic graph Λ(T ). Nodes of this graph are subtables of the table T given by
systems of equations of the kind “attribute = value”. We finish the partitioning
of a subtable when it has less different decisions than T . This graph allows us to
describe the set of so-called nonredundant inhibitory rules. After the optimiza-
tion relative to the length, we obtain a changed graph Λ(T ) which describes all
nonredundant inhibitory rules with minimum length. In the case of optimization
relative to the coverage we obtain a changed graph Λ(T ) which describes all
nonredundant inhibitory rules with maximum coverage. The choice of length is
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connected with the Minimum Description Length principle [9]. The rule coverage
is important to discover major patterns in the data.

In [1], we presented procedure of optimization of inhibitory rules relative to
the length. In [2], we describe, inter alia procedure of optimization relative to
the coverage. In this paper, we present comparison of length and coverage of in-
hibitory rules constructed by dynamic programming algorithm with the length
and coverage of inhibitory rules constructed by a greedy algorithm. We describe
also sequential optimization of inhibitory rules relative to length and cover-
age, and compute number of rows in decision tables for which exist rules with
minimum length and maximum coverage. Dynamic programming approach al-
lows us to find optimal (from different points of view) inhibitory decision rules.
In the case of sequential optimization relative to the coverage and length, we
find nonredundant inhibitory decision rules with maximum coverage and among
them, rules with minimum length. We can find also totally optimal nonredundant
inhibitory decision rules relative to the length and coverage, i.e., rules with max-
imum coverage and minimum length. Similar approach for usual exact decision
rule optimization was considered in [3].

We consider also results of experiments with some decision tables from UCI
ML Repository [8].

The paper consists of eight sections. In Sect. 2, we present main notions.
In Sect. 3, a directed acyclic graph is considered. Based on this graph we can
describe the whole set of nonredundant inhibitory rules for each row of a deci-
sion table. Sections 4 and 5 contain descriptions of procedures of optimization
relative to the length and coverage. In Sect. 6, we discuss a possibility of sequen-
tial rule optimization relative to different criteria. Section 7 contains results of
experiments and Sect. 8 – conclusions.

2 Main Notions

In this section, we present definitions of notions corresponding to decision tables
and inhibitory rules.

A decision table T is a rectangular table with n columns labeled with condi-
tional attributes f1, . . . , fn. Rows of this table are filled with nonnegative integers
which are interpreted as values of conditional attributes. Rows of T are pairwise
different and each row is labeled with a nonnegative integer (decision) which is
interpreted as a value of the decision attribute d. We denote by D(T ) the set of
decisions attached to rows of the table T . We denote by N(T ) the number of
rows in the table T .

A table obtained from T by the removal of some rows is called a subtable of
the table T . A subtable T ′ of the table T is called reduced if |D(T ′)| < |D(T )|,
and unreduced otherwise when |D(T ′)| = |D(T )|.

Let T be nonempty, fi1 , . . . , fim ∈ {f1, . . . , fn} and a1, . . . , am be nonnegative
integers. We denote by T (fi1 , a1) . . . (fim , am) the subtable of the table T which
contains only rows that have numbers a1, . . . , am at the intersection with columns
fi1 , . . . , fim . Such nonempty subtables (including the table T ) are called separable
subtables of T .
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We denote by E(T ) the set of attributes from {f1, . . . , fn} which are not
constant on T . For any fi ∈ E(T ), we denote by E(T, fi) the set of values of the
attribute fi in T .

The expression
fi1 = a1 ∧ . . . ∧ fim = am → d �= k (1)

is called an inhibitory rule over T if fi1 , . . . , fim ∈ {f1, . . . , fn}, a1, . . . am are
nonnegative integers, and k ∈ D(T ). It’s possible that m = 0. In this case (1) is
equal to the rule

→ d �= k. (2)

Let Θ be a subtable of T and r = (b1, . . . , bn) be a row of Θ. We will say that
the rule (1) is realizable for r, if a1 = bi1 , . . . , am = bim . The rule (2) is realizable
for any row from Θ.

We will say that the rule (1) is true for Θ if each row of Θ for which the
rule (1) is realizable has the decision attached to it that is different from k. The
rule (2) is true for Θ if and only if each row of Θ is labeled with the decision
different from k. If the rule (1) is an inhibitory rule over T which is true for Θ
and realizable for r, we will say that (1) is an inhibitory rule for Θ and r over T .

We will say that the rule (1) with m > 0 is a nonredundant inhibitory rule for
Θ and r over T if (1) is an inhibitory rule for Θ and r over T and the following
conditions hold:

(i) fi1 ∈ E(Θ), and if m > 1 then fij ∈ E(T (fi1 , a1) . . . (fij−1 , aj−1)) for j =
2, . . . ,m;

(ii) if m = 1 then Θ is unreduced, and if m > 1 then the subtable Θ′ =
Θ(fi1 , a1) . . . (fim−1 , am−1) is unreduced.

The rule (2) is a nonredundant inhibitory rule for Θ and r over T if (2) is an
inhibitory rule for Θ and r over T , i.e., if each row of Θ is labeled with the
decision different from k and k ∈ D(T ).

Let Θ be a subtable of T , τ be a nonredundant rule over T , and τ be equal
to (1).

The number m of conditions on the left-hand side of τ is called the length of
this rule and is denoted by l(τ). The length of inhibitory rule (2) is equal to 0.

The coverage of τ relative to Θ is the number of rows in Θ for which τ is
realizable and which are labeled with the decisions other than k. We denote it
by c(τ). The coverage of inhibitory rule (2) relative to Θ is equal to the number
of rows in Θ which are labeled with the decisions other than k. If τ is true for
Θ then c(τ) = N(Θ(fi1 , a1) . . . (fim , am)).

3 Directed Acyclic Graph Λ(T )

Now, we consider an algorithm that constructs a directed acyclic graph Λ(T )
which will be used to describe the set of nonredundant inhibitory rules for T
and for each row r of T over T . Nodes of the graph are some separable subtables
of the table T . During each step, the algorithm processes one node and marks it
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with the symbol *. At the first step, the algorithm constructs a graph containing
a single node T which is not marked with *.

Let us assume that the algorithm has already performed p steps. We describe
now the step (p+1). If all nodes are marked with the symbol * as processed, the
algorithm finishes its work and presents the resulting graph as Λ(T ). Otherwise,
choose a node (table) Θ, which has not been processed yet. If Θ is reduced,
then mark Θ with the symbol * and go to the step (p+ 2). Otherwise, for each
fi ∈ E(Θ), draw a bundle of edges from the node Θ. Let E(Θ, fi) = {b1, . . . , bt}.
Then draw t edges from Θ and label these edges with pairs (fi, b1), . . . , (fi, bt)
respectively. These edges enter to nodes Θ(fi, b1), . . . , Θ(fi, bt). If some of nodes
Θ(fi, b1), . . . , Θ(fi, bt) are absent in the graph then add these nodes to the graph.
We label each row r of Θ with the set of attributes EΛ(T )(Θ, r) = E(Θ) (this
set can be changed during a procedure of optimization). Mark the node Θ with
the symbol * and proceed to the step (p+ 2).

The graph Λ(T ) is a directed acyclic graph. A node of this graph will be called
terminal if there are no edges leaving this node. Note that a node Θ of Λ(T ) is
terminal if and only if Θ is reduced.

Later, we will describe procedures of optimization of the graph Λ(T ) relative
to the length and coverage. As a result we will obtain a graph Γ with the same
sets of nodes and edges as in Λ(T ). The only difference is that any row r of
each unreduced table Θ from Γ is labeled with a nonempty set of attributes
EΓ (Θ, r) ⊆ E(Θ).

Let G be the graph Λ(T ) or a graph Γ obtained from Λ(T ) by procedures of
optimization.

Now for each node Θ of G and for each row r of Θ we describe a set of
inhibitory rules RulG(Θ, r) over T . Let Θ be a terminal node of G, i.e., Θ is a
reduced table. Then

RulG(Θ, r) = {→ d �= k : k ∈ D(T ) \D(Θ)}.

Let now Θ be a nonterminal node of G such that for each child Θ′ of Θ and
for each row r′ of Θ′ the set of rules RulG(Θ

′, r′) is already defined. Let r =
(b1, . . . , bn) be a row of Θ. For any fi ∈ EG(Θ, r), we define the set of rules
RulG(Θ, r, fi) as follows:

RulG(Θ, r, fi) = {fi = bi ∧ α→ d �= k : α→ d �= k ∈ RulG(Θ(fi, bi), r)}.

Then
RulG(Θ, r) =

⋃
fi∈EG(Θ,r)

RulG(Θ, r, fi).

Theorem 1. For any node Θ of Λ(T ) and for any row r of Θ, the set RulΛ(T )(Θ,r)
is equal to the set of all nonredundant inhibitory rules for Θ and r over T .

Let us consider a decision table T0 presented at the top of Fig. 1. We denote
by G0 the graph Λ(T0) which is depicted in Fig. 1. For each node (subtable) Θ
of G0 which contains the last row r4 of the table T0 we add to Θ the set of all
nonredundant inhibitory rules for Θ and r4 over T0.



Length and Coverage of Inhibitory Decision Rules 329

Fig. 1. Graph G0 = Λ(T0)

4 Procedure of Optimization Relative to Length

In this section, we describe the procedure of optimization of the graph G relative
to the length l.

We will move from the terminal nodes of the graph G which are reduced
subtables to the node T . We will assign to each row r of each table Θ the number
OptlG(Θ, r) – the minimum length of an inhibitory rule from RulG(Θ, r), and we
will change the set EG(Θ, r) attached to the row r in the nonterminal table Θ.
We denote the obtained graph by G(l).

Let Θ be a terminal node of G. Then we assign to each row r of Θ the number
OptlG(Θ, r) = 0.

Let Θ be a nonterminal node and all children of Θ have already been treated.
Let r = (b1, . . . , bn) be a row of Θ. We assign the number

OptlG(Θ, r) = min{OptlG(Θ(fi, bi), r) + 1 : fi ∈ EG(Θ, r)}

to the row r in the table Θ and we set

Fig. 2. Graph G0(l)
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EG(l)(Θ, r) = {fi : fi ∈ EG(Θ, r), OptlG(Θ(fi, bi), r) + 1 = OptlG(Θ, r)}.

One can show that, for each node Θ of the graph G(l) and for each row r of Θ,
the set of rules RulG(l)(Θ, r) coincides with the set of all rules with the minimum
length from RulG(Θ, r).

Figure 2 presents the directed acyclic graph G0(l) obtained from the graph
G0 (see Fig. 1) by the procedure of optimization relative to the length. For each
node (subtable) Θ of G0(l) which contains the last row r4 of the table T0 we
add to Θ the set of all nonredundant inhibitory rules for Θ and r4 over T0 with
minimum length.

5 Procedure of Optimization Relative to Coverage

In this section, we describe the procedure of optimization of the graph G relative
to the coverage c.

We will move from the terminal nodes of the graph G which are reduced
subtables to the node T . We will assign to each row r of each table Θ the number
OptcG(Θ, r) – the maximum coverage of an inhibitory rule from RulG(Θ, r), and
we will change the set EG(Θ, r) attached to the row r in the nonterminal table
Θ. We denote the obtained graph by G(c).

Let Θ be a terminal node of G. Then we assign the number

OptcG(Θ, r) = N(Θ)

to each row r of Θ.
Let Θ be a nonterminal node and all children of Θ have already been treated.

Let r = (b1, . . . , bn) be a row of Θ. We assign the number

OptcG(Θ, r) = max{OptcG(Θ(fi, bi), r) : fi ∈ EG(Θ, r)}

to the row r in the table Θ and we set

Fig. 3. Graph G0(c)
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EG(c)(Θ, r) = {fi : fi ∈ EG(Θ, r), OptcG(Θ(fi, bi), r) = OptcG(Θ, r)}.

One can show that, for each node Θ of the graph G(c) and for each row r of Θ,
the set of rules RulG(c)(Θ, r) coincides with the set of all rules with the maximum
coverage from RulG(Θ, r).

Figure 3 presents the directed acyclic graph G0(c) obtained from the graph
G0 (see Fig. 1) by the procedure of optimization relative to the coverage. For
each node (subtable) Θ of G0(c) which contains the last row r4 of the table T0

we add to Θ the set of all nonredundant inhibitory rules for Θ and r4 over T0

with maximum coverage.

6 Sequential Optimization

We can make sequential optimization of nonredundant inhibitory rules relative
to the length and coverage. We can find all nonredundant inhibitory rules with
maximum coverage and after that among these rules find all rules with minimum
length. We can also change the order of optimization, i.e., find all nonredundant
inhibitory rules with minimum length and after that find among such rules all
rules with maximum coverage. Figure 4 presents the directed acyclic graphG0(cl)
obtained from the graph G0(c) (see Fig. 3) by the procedure of optimization
relative to the length. For each node (subtable) Θ of G0(cl) which contains the
last row r4 of the table T0 we add to Θ the set of all rules with minimum length
among all nonredundant inhibitory rules for Θ and r4 over T0 with maximum
coverage. For row r4 of T0, we found two totally optimal relative to length and
coverage nonredundant inhibitory rules (see Fig 4). It is clear that these rules
have maximum coverage. One can show (see Fig. 2) that the considered rules
have minimum length.

Fig. 4. Graph G0(cl)
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7 Experimental Results

We considered decision tables from UCI Machine Learning Repository [8]. Some
decision tables contain conditional attributes that take unique value for each
row. Such attributes were removed. In some tables there were equal rows with,
possibly, different decisions. In this case each group of identical rows was replaced
with a single row from the group with the most common decision for this group.
In some tables there were missing values. Each such value was replaced with the
most common value of the corresponding attribute.

For each such decision table T we constructed the directed acyclic graph Λ(T ).
We applied to Λ(T ) the procedure of optimization relative to the length. Min-
imum, maximum and average length of obtained rules (among all rows of T )
can be found in Table 1 (column “Dynamic programming”). Also, we applied to
Λ(T ) the procedure of optimization relative to the coverage. Minimum, maxi-
mum and average coverage of obtained rules (among all rows of T ) can be found
in Table 2 (column “Dynamic programming”).

We used also a greedy algorithm to construct inhibitory rules [7]. Average
length and average coverage of obtained rules (among all rows of T ) can be found
in Tables 1 and 2 (column “Greedy”) respectively. To see the improvements for
rules constructed by the dynamic programming approach relative to the rules
constructed by the greedy algorithm we compute:

– for average length the value Greedy−Dynamic programming
Greedy (column “Improve-

ment” in Table 1),
– for average coverage the value Dynamic programming−Greedy

Greedy (column “Im-

provement” in Table 2).

Table 1. Length of inhibitory rules

Decision table Rows Attr Dynamic programming Greedy Improvement
min max average average %

adult-stretch 16 4 1 2 1.25 1.25 0.00
balance-scale 625 4 2 4 2.67 2.70 1.18
breast-cancer 266 9 1 6 2.67 2.73 2.24
cars 1728 6 1 3 1.05 1.46 28.24
hayes-roth-data 69 4 1 3 1.67 1.67 0.00
lymphography 148 18 1 1 1.00 1.14 11.89
nursery 12960 8 1 1 1.00 1.13 11.43
shuttle-landing 15 6 1 4 1.40 1.40 0.00
soybean-small 47 35 1 1 1.00 1.00 0.00
teeth 23 8 1 1 1.00 1.00 0.00
zoo 59 16 1 1 1.00 1.00 0.00

Results in Table 1 show that improvement according to the length of rules
constructed by dynamic programming algorithm is not significant usually. Oppo-
site situation we can see in Table 2 for improvement according to the coverage of
rules constructed by dynamic programming algorithm. Only for data set adult-
stretch we don’t have any changes in average values of coverage. The biggest
improvement we can observe for data sets lymphography, soybean-small, teeth,
zoo and breast-cancer.
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Table 2. Coverage of inhibitory rules

Decision table Rows Attr Dynamic programming Greedy Improvement
min max average average %

adult-stretch 16 4 4 8 7.00 7.00 0.00
balance-scale 625 4 1 25 11.94 11.66 2.42
breast-cancer 266 9 1 25 9.53 4.09 132.88
cars 1728 6 36 576 543.74 419.06 29.75
hayes-roth-data 69 4 3 12 7.61 7.23 5.21
lymphography 148 18 77 142 141.00 20.84 576.65
nursery 12960 8 4320 6480 5400.00 3084.01 75.10
shuttle-landing 15 6 1 3 2.13 1.87 14.25
soybean-small 47 35 37 37 37.00 8.89 316.01
teeth 23 8 14 17 16.22 3.74 333.73
zoo 59 16 47 51 50.46 13.37 277.31

Table 3. Sequential optimization of inhibitory rules

Decision table coverage+length length+coverage Rows with Time in [ms]
coverage length length coverage tot opt dp greedy

adult-stretch 7.00 1.25 1.25 7.00 16 99 5
balance-scale 11.94 2.67 2.67 11.94 625 810 17
breast-cancer 9.53 3.43 2.67 7.04 133 8563 17
cars 543.74 1.05 1.05 543.74 1728 2740 20
hayes-roth-data 7.61 1.70 1.67 7.58 67 115 7
lymphography 141.00 1.00 1.00 141.00 148 386 5
nursery 5400.00 1.00 1.00 5400.00 12960 14419 100
shuttle-landing 2.13 1.73 1.40 1.87 13 148 2
soybean-small 37.00 1.00 1.00 37.00 47 591 6
teeth 16.22 1.00 1.00 16.22 23 64 2
zoo 50.46 1.00 1.00 50.46 59 194 2

We applied also to the directed acyclic graph Λ(T ) sequentially the procedure
of optimization relative to the coverage and after that the procedure of opti-
mization relative to the length. Average length and coverage of obtained rules
(among all rows of T ) can be found in Table 3 (column “coverage+length”).
After that, we compute the number of rows for which there exist totally optimal
rules relative to length and coverage (column “Rows with tot opt”). We also
present results of sequential optimization relative to the length and then rela-
tive to the coverage (column “length+coverage”). For data sets breast-cancer,
hayes-roth-data and shuttle-landing the number of rows with totally optimal
relative to length and coverage nonredundant inhibitory rules is less than the
number of rows in these decision tables. In this case, values of average length
and average coverage of rules depend on the order of optimization. The last two
columns in Table 3 present time in miliseconds of performed experiemnts for
dynamic programming algorithm (column “dp”) and greedy algorithm (column
“greedy”).

8 Conclusions

In the paper, we considered algorithms for exact inhibitory rule optimization
relative to the length and coverage which are based on extensions of dynamic
programming. Presented results show that improvement according to the cover-
age of rules constructed by the dynamic programming algorithm in comparison
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with rules constructed by greedy algorithm is significant. Sequential optimiza-
tion allows often to construct rules both with minimum length and maximum
coverage. Short rules which cover many objects can be useful from the point of
view of knowledge representation. Further we will study approximate inhibitory
rules using dynamic programming approach.
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Abstract. In recent years, Recognizing Textual Entailment (RTE) catches 
strongly the attention of the Natural Language Processing (NLP) community. 
Using Similarity is an useful method for RTE, in which the Judgment Threshold 
plays an important role as the learning model. This paper proposes an RTE 
model based on using similarity. We describe clearly the solutions to determine 
and to refine the Judgment Threshold for Improvement RTE. The measure of 
the synonym similarity also is considered. Experiments on a Vietnamese 
version of the RTE3 corpus are showed. 

Keywords: Recognizing Textual Entailment, the Judgment Threshold, Refining 
the Judgment Threshold. 

1 Introduction 

In recent years, Recognizing Textual Entailment (RTE) becomes an important task in 
the field of Natural Language Processing (NLP). There are some methods for 
Recognizing Textual Entailment Methods [1,2,6,11]. The RTE methods based on 
similarity are very useful [3,7,10,11,12]. In the methods, there exists the problem to 
determine the judgment threshold [2,3,5,6,11]. Rui Wang [11] even considered the 
problem as a very difficult problem. In almost works based on the methods, the way 
to determine the judgment threshold had not been described clearly. 

In this work, an RTE model based on using similarity is proposed. In this model, 
we describe clearly formula for determining the judgment threshold. We also propose 
a solution for refining the judgment threshold to Improve RTE performance. 

This paper makes the following contributions: 

- Propose an explicit formula to determine the judgment threshold for 
recognizing textual entailment using similarity. 

- Using a secondary learning dataset to refine the judgment threshold for 
improvement the RTE performance.  

The rest of this article is organized as following. In the next section, a Textual 
Entailment Recognizing model based on using similarity is showed. Our solutions to 
determine and to refine the judgment threshold is described clearly. Experiments and 
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remarks are described in the third section. In fourth section, related works are 
introduced to show the importance of the judgment threshold in recognizing textual 
entailment systems. The thresholds were determined empirically in previous works. 
Conclusions are shown in the last section. 

2 Our Approach 

2.1 An RTE Model Based on Using Similarity  

Figure 1 describes our model for Recognizing Textual Entailment based on using 
similarity. In this model, the sample dataset was random divided into three data 
subsets, which were called by the training dataset, the refining dataset, and the test 
dataset. 

 

Fig. 1. Model for Textual Entailment Recognizing based on using similarity 

The preprocessing is implemented on all of the samples for the presentation of the 
text T and the hypothesis H. 

There are some methods to calculate the similarity of a pair of the text T and the 
hypothesis H. In this work, we use the lexical similarity described in [3,4] with using 
a synonym dictionary. In this case, a word appears in the text (the hypothesis) is 
matched not only with the same word in the hypothesis (the text) but also its synonym 
words. A semantic similarity of a pair of two synonym words is defined in the 
subsection 2.3. We also use a combination of above lexical similarity and some 
similar measures described in [2-5,9,11]. 
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Example 1. An “Entailment" pair (T1, H1) and a “NO Entailment" pair (T2, H2).  

T1: <t>Dù sao, bão nhiệt đới lớn băng qua một khoảng cách lớn cũng có thể gây ra 
những thiệt hại nặng nề.</t> (<t>However, also minor tropical storms passing at 
relatively great distance can cause severe damage.</t>) 

H1: <h>Bão nhiệt đới gây ra những thiệt hại nặng nề.</h> (<h>Tropical storms 
cause severe damage.</h>) 

T2: <t>Năm 1929, ông đã thành lập Viện Toán học (Istituto di Matematica) tại Đại 
học Milan, cùng với Gian Antonio Maggi và Giulio Vivanti.</t> (<t>In 1929 he 
founded the Institute of Mathematics (Istituto di Matematica ) at the University of 
Milan, along with Gian Antonio Maggi and Giulio Vivanti.</t>) 

H2: <h>Trường Đại học của Milan được thành lập bởi Gian Antonio Maggi và 
Giulio Vivanti.</h> (<h> The University of Milan is founded by Gian Antonio Maggi 
and Giulio Vivanti </h>) 

The semantic lexical similarity and the combinative similarity of pairs (T1, H1) and 
(T2, H2) are showed in the Table 1. 

Table 1. The semantic lexical similarity (SLS) and the combinative similarity (CS) of pairs 
(T1, H1) and (T2, H2) 

(T,H) pair SLS CS 
“Entailment" pair (T1, H1) 1.000 3.183E-4 
“NO Entailment" pair (T2, H2) 0.667 3.556E-8 

 
The Judgment Threshold for RTE is identified through two steps. In the first step, 

the training dataset is used for determining the threshold. In the second step, the 
threshold is refining based on using the refining dataset then we have the RE 
threshold. The test dataset is used for evaluations the performance of the system. 

2.2 Determining and Refining the Judgment Threshold 

The judgment threshold plays an important role in RTE systems (see the section 4 
below). However, identifying the best judgment threshold is a challenge. Generally, 
the absolute of words similarity can not greater than 1 then that evidence helps us 
determining and refining the Judgment threshold. 

2.2.1   Determining the Judgment Threshold 
The more greater the similarity between hypothesis H and text T is, the more reliable 
the “Entailment" judgment is. If the threshold is too high (near by 1), some 
"Entailment" sample pairs may be discarded; on the contrary, if the threshold is too 
low, some "NOT Entailment" sample pairs may be accepted. The judgment threshold 
is determined by solving the task for maximizing following function: 


∈

−
Trainingx

ii

i

)thr)x(sim(sign*y  → max (1)

where  



338 Q.-T. Ha et al. 

 

Training be the training dataset, 
xi be a sample pair (the text Ti, the hypothesis Hi) in the training dataset; 
yi be the entailment index respective to xi. If Judgment is YES then yi = 1, else yi = 

-1; 
sim (xi) be a similarity score between Ti and Hi. The score is calculated by the 

method liked methods described in [3,4,11]. 
Sign be a function which produces 1 with a positive parameter with -1 to negative 

parameter.  
Thr be the judgment threshold.  

A procedure of three steps was implemented for solving (1): (i) put all of sim (xi) in 
the horizontal axes; (ii) a reversing pointer and a counter is used for the summation in 
(1). At the initial time, the pointer points at 1 and the counter is set to 0; (iii) Once the 
pointer meets the sim (xi) of a "Entailment" sample then the counter increased by 1, 
else, in the case of the pointer meets the sim (xi) of a "No Entailment" sample then the 
counter decreased by 1. At the end of the procedure, one (or more) interval (s) in 
which the counter reaches the maximum is (are) found. The judgment threshold may 
be any value in the interval (s). In the experiments, the middle point of the most left 
interval was chosen for both cases of determining and refining the judgment 
threshold. 

2.2.2   Refining Judgment Threshold 
The procedure to refine the judgment threshold is similar as the procedure to 
determine the threshold but one modification. Only intervals maximized the 
determining counter are considered. In the case of the determining counter is higher 
than the refining counter, the judgment threshold in the determining process is 
chosen. Figure 2 describes selected intervals of the counters by processes of 
determining and refining the judgment threshold. 

 

 

Fig. 2. Selected intervals of the determining counter (above) and the refining counter (below) 

2.3 Semantic Similarity Measure of Words in the Synonym Dictionary 

In general, the more meaning of two synonym words is, the less similarity score of 
them is. Assume that (v,w) be a pair of two synonym words in the synonym 
dictionary, following function is proposed to score the similarity between them: 

wv n*n

α
)w,v(sim =  (2)

where,  
nv and nw be the number of meanings of v and w, respectively 
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α be the penalty coefficient. 
The value of α is determined by experiments. In this work, α had been set by 1.  

For example, the synonym words pair “cha” and “bố” is considered. In the synonym 
dictionary, the word “bố” synonym with “ba”, “tía”. The word “cha” synonym with 
“ba”, “bọ”, “bố”, “phụ thân”, “thân phụ”, “thầy”, “tía". Following (2), the similarity 
score of ("cha", "bố”) is 1/14.  

3 Experiments and Results 

3.1 The Vietnamese Version of RTE3 Corpus 

In this work, we reuse the Vietnamese version of RTE3 corpus, which is described by 
Minh Quang Nhat Pham et al. [8]. There are TE-labeled 1600 pairs of the text T and 
the hypothesis H in Vietnamese. 

3.2 Experiments 

In this work, 10-fold cross-validation experiments had been done. The sample dataset 
was random divided into 10 subsets. For each fold, two cases of implementations 
were considered. In the case of no-refining, the current subset was considered as the 
test dataset and the union of 9 other subsets was considered as the training dataset.  In 
the case of refining, the current subset also was considered as the test dataset, the 
union of 8 other subsets was considered as the training dataset, and the last subset was 
considered as the refining dataset. 

Table 2. Using semantic lexical similarity only: The Threshold and the measure F1 on 10-fold 
cross-validation experiments in the no-refining cases (NR) and in the corresponding refining 
cases (RF) 

Exp. 
NR RF 

Threshold F1 Threshold F1 
1 -0.2851 0.630 -0.2964 0.653 
2 -0.3023 0.623 -0.3098 0.660 
3 -0.3127 0.658 -0.3156 0.658 
4 -0.1259 0.625 -0.7143 0.639 
5 -0.2443 0.657 -0.7432 0.668 
6 -0.0881 0.626 -0.7463 0.669 
7 -0.4173 0.660 -0.7605 0.675 
8 -0.2075 0.648 -0.6935 0.638 
9 -0.3152 0.651 -0.6762 0.668 
10 -0.1432 0.634 -0.6192 0.663 

Arv.  0.640  0.659 

We used the F1 measure for evaluations the proposed method. 
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3.2.1   Using a Lexical Similarity 
In this case, semantic lexical similarity had been used. The experiment results is 
described in the Table 2. The macro average F1 of the no-refining cases reached the 
value of 0.640 and the macro average F1 of the refining cases reached the value of 
0.659. The experimental results are also showed in the Figure 3. 

 

Fig. 3. Using semantic lexical similarity only: The effect of RTE on the F1 measure in the no-
refining cases (NR) and in the corresponding refining cases (RF) 

Table 2. Using a combinative similarity: The Threshold and the measure F1 on 10-fold cross-
validation experiments in the no-refining cases (NR) and in the corresponding refining cases 
(RF) 

Exp. 
NR RF 

Threshold F1 Threshold F1 
1 5.91E-8 0.675 5.31E-8 0.678 
2 5.82E-8 0.673 5.22E-8 0.676 

3 5.56E-8 0.676 3.59E-8 0.666 

4 5.11E-8 0.675 3.48E-8 0.664 

5 4.41E-8 0.671 5.82E-8 0.674 

6 3.59E-8 0.664 5.62E-8 0.677 
7 3.52E-8 0.663 5.32E-8 0.678 

8 4.41E-8 0.673 5.16E-8 0.676 
9 3.27E-8 0.661 3.64E-8 0.665 

10 4.34E-8 0.660 3.37E-8 0.664 

Arv.  0.669  0.672 

3.2.2   Using a Combinative Similarity 
A combinative of some similar measures (lexical similarity, cosine similarity, word 
overlap) and some distant measures (Manhattan, Standard Levenshtein) had been 
implemented. The experiment results is described in the Table 3. The macro average 
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F1 of the no-refining cases reached the value of 0.669 and the macro average F1 of 
the refining cases reached the value of 0.672. The experimental results are also 
showed in the Figure 4. The experiments show that using the combinative similarity is 
better than using the lexical similarity only. 

 

 

Fig. 4. Using a combinative similarity: The effect of RTE on the F1 measure in the no-refining 
cases (NR) and in the corresponding refining cases (RF)   

4 Related Work 

4.1 Recognizing Textual Entailment Using Similarity and the Judgment 
Threshold 

There are some kinds of approaches for RTE such as logic-based approaches, 
approaches based on using similarity (surface string similarity, syntactic similarity, 
similarity measures operating on symbolic meaning representations), approaches 
based on machine learning, approaches based on using vector space models of 
semantics, and approaches based on decoding [1,2,6,11]. The RTE approaches based 
on using similarity are very useful. Some RTE methods on the approach have reached 
the highest performances in TAC - RTE tracks [10,12]. In the RTE approaches, the 
Judgment Threshold plays a very important role to decide the answer. 

Valentin Jijkoun and Maarten de Rijke [3] showed one of the first successful 
systems for RTE based on using similarity. Firstly, the directed “semantic” word 
overlap between the text T and the hypothesis H was done on two feature scores, 
which were the score of the importance of the word for the similarity identification 
and the score the similarity between two words. The first score was determined by 
using the normalized inverse collection frequency (ICF) of words with normalizing 
into values between 0 and 1. The second one, the score of the similarity between two 
words, was calculated on two similarity measures. Then, the similarity score between 
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the text T and the hypothesis H had been combined and was compared with a 
experiment threshold. If the score was greater than the threshold then the answer 
would be “YES”, and in the another case, the the answer would be “NO”. In the 
system, the Judgment Threshold had been determined by experiment. To invest the 
effective change of the system, the authors set the thresholds changed from 0.1 to 0.9 
and they found that there was remarkably different optimal threshold values for the 
development data (ranged in [0.6-0.7]) and test data (ranged in [0.2-0.4]). 

Masaaki Tsuchida and Kai Ishikawa, 2011 [10] proposed an RTE model including 
two phases. The candidate pairs for “Entailment” was chosen in the first phase, then a 
SVM classifier was used to discard “Not-Entailment” candidate pairs in the second 
phase. A pair of the text T and the hypothesis H became into a candidate pairs if its 
Entailment Score was over the threshold Targ (empirically determined to 0.70). In the 
second phase, the system detected a threshold of the model for predicting false-
positive pairs with the pre-defined precision Tprec (empirically determined to 0.80) by 
using a development set, then discarded candidate pairs if the values predicted by the 
model for pairs exceeds the predicting threshold. The system’s F1 score was the 
highest in the RTE-7 Challenge [11]. 

In some cases, high similarity scores do not necessarily guarantee an entailment, 
thus similarity scores alone must not be used for predicting textual entailment. 
Kenichi Yokote et al. [12] proposed a similarity based RTE model but the similarity 
measures had not been used directly. In this model, a set of non-linear transformation 
functions for similarity measures and the optimal non-linear combination of those 
transformation functions to predict textual entailment was learned together. Firstly, a 
word-similarity matrix using a set of similarity measures S = {s1, s2, …, sL} for 
sentences T and H was constructed. After determining the salience vector, the feature 
vector of sentence pair was calculated by multiplication the salience vector with the 
word similarity matrix. Secondly, a Joint Learning of Similarity Transformations 
Functions and RTE predicting was completed. For learning of Similarity 
Transformation Functions, the parameter vector α was determined. The model also 
used the threshold θi, which was tuned such that the highest micro-averaged F-score 
had been obtained on the training dataset for each similarity measure si in S. 

Adrian Iftene [2] proposed an Entailment_Contradiction_Unknown three-way RTE 
system, which used two thresholds identified on the training dataset. The pairs of the 
text T and the hypothesis H with the global fitness was under the Threshold1 
(identified to -0.9) would be “Contradictions”, other pairs with the global fitness was 
under the Threshold2 (ranged from 0.01 to 0.07) would be “Unknown”, and the rest 
pairs would be “Entailment”. Rui Wang [11] introduces a three-way RTE system, 
which was a upgraded version of Adrian Iftene’s system. The system also relied on 
two empirically computed thresholds that separate the high correlation pairs from the 
low correlation pairs. 

4.2 Recognizing Textual Entailment in Vietnamese Language 

The Recognizing Textual Entailment in Vietnamese Language is a very fresh topic. 
Minh Quang Nhat Pham el al. [8] presented two Vietnamese RTE systems based on 
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Machine Translation components. One system was an English RTE system succeeded 
the Vietnamese-English Machine Translation component (The front-end system). In 
the other system, the Vietnamese-English Machine Translation component was 
integrated in the training phase. In experiments, the authors used a Vietnamese 
version of RTE3 corpus as the samples. The corpus included 1600 pairs of the text T 
and the hypothesis H in Vietnamese. They used two baseline systems of simple local 
lexical matching (LLM) and machine-learning-based system with monolingual 
features (ML_mono). A machine-learning-based system with bilingual Vietnamese- 
English features (ML_bi) was chosen as a competitive system. Two front-end systems 
(ML_mt and EDITS_mt) were also implemented.  

Table 4 shows the performance of systems in [8] and in our work by the average 
F1 measure. In the case of RTE task, our systems were simpler but it showed a little 
higher performance. 

Table 3. Experiment results in [8] and in this work  

   System Average F1 

Minh et al.  
[8] 

LLM 0.590 
ML_mono 0.610 
ML-bi 0.642 
ML_mt 0.639 
EDITS_mt 0.665 

Our work 
Using the lexical similarity (RF) 0.659 
Using the Combinative similarity (RF) 0.672 

5 Conclusion 

In this paper, we have showed a Vietnamese RTE based on similarity. We also have 
showed clearly the method to determine and to refine the judgment threshold for 
improvement RTE. The similarity weigh of synonym words also had been indentified. 
Experiments on a Vietnamese version of RTE3 corpus showed that the average F1 
measure reached the value of 0.659 in the case of using the lexical similarity only and 
the average F1 measure reached the value of 0.672 in the case of using a combinative 
similarity. The experiments also showed that the using the combinative similarity is 
better than the using the lexical similarity only. 

The solution integrated our model with combinative similary and the method Joint 
Learning of Similarity Transformations Functions and RTE predicting in [12] will be 
investigated. 
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39, Bȩdzińska St., 41-200 Sosnowiec, Poland

Abstract. In the paper, we present an algorithm for optimization of
approximate decision rules relative to the number of misclassifications.
The considered algorithm is based on extensions of dynamic program-
ming and constructs a directed acyclic graph Δβ(T ). Based on this graph
we can describe the whole set of so-called irredundant β-decision rules.
We can optimize rules from this set according to the number of mis-
classifications. Results of experiments with decision tables from the UCI
Machine Learning Repository are presented.

Keywords: approximate decision rules, number of misclassifications,
dynamic programming.

1 Introduction

Decision rules are used in many areas connected with data mining and machine
learning. Exact decision rules can be overfitted, i.e., dependent essentially on
the noise or adjusted too much to the existing examples. If decision rules are
considered as a way of knowledge representation then instead of exact decision
rules with many attributes, it is more appropriate to work with approximate
decision rules which contain smaller number of attributes and have relatively
good accuracy [6, 9, 10, 12–14].

There are many approaches to the construction of decision rules, for example,
Boolean reasoning [11], Apriori algorithm [1], ant colony optimization [7], genetic
algorithms [14], different kind of greedy algorithms [9, 11], dynamic programming
[3–5].

Approach based on dynamic programming allows to construct optimal (from
different viewpoints) decision rules. In [3] we studied dynamic programming
approach for exact decision rule optimization. In [4] we considered optimization
of approximate decision rules relative to the number of misclassifications and
we used uncertainty measure which is the difference between number of rows in
T and number of rows with the most common decision for T . In [5] we studied
dynamic programming approach for optimization of β-decision rules relative to
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length and coverage. In this paper, we present dynamic programming algorithm
for optimization of β-decision rules relative to the number of misclassifications.

To work with approximate rules we use an uncertainty measure R(T ) that is
the number of unordered pairs of rows with different decisions in the decision
table T . For a nonnegative real β, we consider β-decision rules that localize
rows in subtables of T with uncertainty at most β. The algorithm constructs a
directed acyclic graph Δβ(T ). Based on this graph we can describe the whole
set of so-called irredundant β-decision rules. We can optimize rules from this
set according to the number of misclassifications. This parameter is important
for accuracy of classification, so optimization of β-decision rules relative to the
number of misclassifications can be considered as tool which supports design of
classifiers. To predict value of a decision attribute for a new object we can use
in a classifier only rules with the minimum number of misclassifications.

This paper consists of six sections. Section 2 contains definitions of main
notions. In Section 3, we present an algorithm for construction of directed acyclic
graph which allows to describe the whole set of irredundant β-decision rules. In
Section 4, we consider a procedure of optimization of irredundant β-decision
rules relative to the number of misclassifications. Section 5 contains results of
experiments with decision tables from the UCI Machine Learning Repository [8].
Section 6 contains conclusions.

2 Main Notions

In this section, we consider definitions of notions corresponding to decision tables
and decision rules.

A decision table T is a rectangular table with n columns labeled with condi-
tional attributes f1, . . . , fn. Rows of this table are filled by nonnegative integers
which are interpreted as values of conditional attributes. Rows of T are pairwise
different and each row is labeled with a nonnegative integer (decision) which is
interpreted as value of the decision attribute.

We denote by N(T ) the number of rows in the table T . By R(T ) we denote
the number of unordered pairs of rows with different decisions. We will interpret
this value as uncertainty of the table T .

A minimum decision value which is attached to the maximum number of rows
in T will be called the most common decision for T .

Let fi1 , . . . , fim ∈ {f1, . . . , fn} and a1, . . . , am be nonnegative integers. We
denote by T (fi1 , a1) . . . (fim , am) the subtable of the table T which contains
only rows of T that have numbers a1, . . . , am at the intersection with columns
fi1 , . . . , fim . Such subtables (including the table T ) are called separable subtables
of T .

We denote by E(T ) the set of attributes from {f1, . . . , fn} which are not
constant on T , i.e., they have at least two different values. For any fi ∈ E(T ),
we denote by E(T, fi) the set of values of the attribute fi in T .

The expression

fi1 = a1 ∧ . . . ∧ fim = am → d (1)
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is called a decision rule over T if fi1 , . . . , fim ∈ {f1, . . . , fn}, and a1, . . . am, d
are nonnegative integers. It is possible that m = 0. In this case (1) is equal to

→ d (2)

Let r = (b1, . . . , bn) be a row of T . We will say that the rule (1) is realizable for
r, if a1 = bi1 , . . . , am = bim . If m = 0 then (2) is realizable for any row from T .

Let β be a nonnegative real number. We will say that the rule (1) is β-true
for T if d is the most common decision for T ′ = T (fi1 , a1) . . . (fim , am) and
R(T ′) ≤ β. If m = 0 then the rule (2) is β-true for T if d is the most common
decision for T and R(T ) ≤ β.

If the rule (1) is β-true for T and realizable for r, we will say that (1) is a
β-decision rule for T and r.

We will say that the rule (1) with m > 0 is an irredundant β-decision rule for
T and r if (1) is a β-decision rule for T and r and the following conditions hold:

(i) fi1 ∈E(T ), and if m>1 then fij ∈E(T (fi1 , a1) . . . (fij−1 , aj−1)) for j=2,. . . ,m;
(ii) if m=1 then R(T )>β, and if m>1 then R(T (fi1 , a1) . . . (fim−1 , am−1))>β.

If m = 0 then the rule (2) is an irredundant β-decision rule for T and r if (2)
is a β-decision rule for T and r, i.e., if d is the most common decision for T and
R(T ) ≤ β.

Let τ be a decision rule over T and τ be equal to (1). The number of misclas-
sifications of τ is the number of rows in T for which τ is realizable and which
are labeled with decisions different from d. We denote it by μ(τ). The number
of misclassifications of the decision rule (2) is equal to the number of rows in T
which are labeled with decisions different from d.

3 Directed Acyclic Graph Δβ(T )

Now, we consider an algorithm that constructs a directed acyclic graph Δβ(T ).
Based on this graph we describe the set of irredundant β-decision rules for T
and for each row r of T . Nodes of the graph are some separable subtables of the
table T . During each step, the algorithm processes one node and marks it with
the symbol *. At the first step, the algorithm constructs a graph containing a
single node T which is not marked with *.

Let the algorithm have already performed p steps. Let us describe the step (p+
1). If all nodes are marked with the symbol * as processed, the algorithm finishes
its work and presents the resulting graph as Δβ(T ). Otherwise, choose a node
(table) Θ, which has not been processed yet. If R(Θ) ≤ β mark the considered
node with symbol * and proceed to the step (p + 2). If R(Θ) > β, for each
fi ∈ E(Θ), draw a bundle of edges from the node Θ. Let E(Θ, fi) = {b1, . . . , bt}.
Then draw t edges from Θ and label these edges with pairs (fi, b1), . . . , (fi, bt)
respectively. These edges enter to nodes Θ(fi, b1), . . . , Θ(fi, bt). If some of nodes
Θ(fi, b1), . . . , Θ(fi, bt) are absent in the graph then add these nodes to the graph.
We label each row r of Θ with the set of attributes EΔβ(T )(Θ, r) = E(Θ). Mark
the node Θ with the symbol * and proceed to the step (p+ 2).
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The graph Δβ(T ) is a directed acyclic graph. A node of this graph will be
called terminal if there are no edges leaving this node. Note that a node Θ of
Δβ(T ) is terminal if and only if R(Θ) ≤ β.

Later, we will describe the procedure of optimization of the graph Δβ(T )
relative to the number of misclassifications. As a result we will obtain a graph G
with the same sets of nodes and edges as in Δβ(T ). The only difference is that
any row r of each nonterminal node Θ of G is labeled with a nonempty set of
attributes EG(Θ, r) ⊆ E(Θ). It is possible also that G = Δβ(T ).

Now, for each node Θ of G and for each row r of Θ we describe a set of
β-decision rules RulG(Θ, r). We will move from terminal nodes of G to the node
T .

Let Θ be a terminal node of G and d be the most common decision for Θ.
Then

RulG(Θ, r) = {→ d}.

Let now Θ be a nonterminal node of G such that for each child Θ′ of Θ
and for each row r′ of Θ′, the set of rules RulG(Θ

′, r′) is already defined. Let
r = (b1, . . . , bn) be a row of Θ. For any fi ∈ EG(Θ, r), we define the set of rules
RulG(Θ, r, fi) as follows:

RulG(Θ, r, fi) = {fi = bi ∧ γ → s : γ → s ∈ RulG(Θ(fi, bi), r)}.

Then

RulG(Θ, r) =
⋃

fi∈EG(Θ,r)

RulG(Θ, r, fi).

Theorem 1. [5] For each node Θ of the graph Δβ(T ) and for each row r of Θ,
the set RulΔβ(T )(Θ, r) is equal to the set of all irredundant β-decision rules for
Θ and r.

To illustrate the algorithm presented above, we consider an example based on
decision table T0 (see Fig.1). In the example we set β = 2, so during the con-
struction of the graph Δ2(T0) we stop the partitioning of a subtable Θ of T0

when R(Θ) ≤ 2. We denote G = Δ2(T0).
For each node Θ of the graph G and for each row r of Θ we describe the set

RulG(Θ, r). We will move from terminal nodes of G to the node T0. Terminal
nodes of the graph G are Θ1, Θ2, Θ3, Θ4, Θ5, Θ7, Θ8. For these nodes,

RulG(Θ1, r1) = RulG(Θ1, r4) = RulG(Θ1, r5) = {→ 3};
RulG(Θ2, r2) = RulG(Θ2, r3) = {→ 1};
RulG(Θ3, r1) = RulG(Θ3, r2) = RulG(Θ3, r5) = {→ 1};
RulG(Θ4, r3) = RulG(Θ4, r4) = {→ 2};
RulG(Θ5, r5) = {→ 3};
RulG(Θ7, r1) = RulG(Θ7, r4) = {→ 1};
RulG(Θ8, r1) = RulG(Θ8, r2) = {→ 1}.

Now we can describe the sets of rules attached to rows of Θ6. This is a nonter-
minal node of G for which all children Θ2, Θ4, Θ7, and Θ8 are already treated.
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Fig. 1. Directed acyclic graph G = Δ2(T0)

RulG(Θ6, r1) = {f1 = 0→ 1, f2 = 0→ 1};
RulG(Θ6, r2) = {f1 = 1→ 1, f2 = 0→ 1};
RulG(Θ6, r3) = {f1 = 1→ 1, f2 = 1→ 2};
RulG(Θ6, r4) = {f1 = 0→ 1, f2 = 1→ 2}.

Finally, we can describe the sets of rules attached to rows of T0:

RulG(T0, r1) = {f1 = 0→ 3, f2 = 0→ 1, f3 = 1 ∧ f1 = 0→ 1,
f3 = 1 ∧ f2 = 0→ 1};
RulG(T0, r2) = {f1 = 1→ 1, f2 = 0→ 1, f3 = 1 ∧ f1 = 1→ 1,
f3 = 1 ∧ f2 = 0→ 1};
RulG(T0, r3) = {f1 = 1→ 1, f2 = 1→ 2, f3 = 1 ∧ f1 = 1→ 1,
f3 = 1 ∧ f2 = 1→ 2};
RulG(T0, r4) = {f1 = 0→ 3, f2 = 1→ 2, f3 = 1 ∧ f1 = 0→ 1,
f3 = 1 ∧ f2 = 1→ 2};
RulG(T0, r5) = {f1 = 0→ 3, f2 = 0→ 1, f3 = 0→ 3}.

4 Procedure of Optimization Relative to Number of
Misclassifications

Let G = Δβ(T ). We consider a procedure of optimization of the graph G rel-
ative to the number of misclassifications μ. For each node Θ in the graph G,
this procedure corresponds to each row r of Θ the set RulμG(Θ, r) of β-decision
rules with the minimum number of misclassifications from RulG(Θ, r) and value
OptμG(Θ, r) – the minimum number of misclassifications of a β-decision rule from
RulG(Θ, r).
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The idea of the procedure is simple. It is clear that for each terminal node Θ
of G and for each row r of Θ, the following equalities hold:

RulμG(Θ, r) = RulG(Θ, r) = {→ d},

where d is the most common decision for Θ, and OptμG(Θ, r) is equal to the
number of rows in Θ labeled with decisions different from d.

Let Θ be a nonterminal node of G, and r = (b1, . . . , bn) be a row of Θ. We
know that

RulG(Θ, r) =
⋃

fi∈EG(Θ,r)

RulG(Θ, r, fi)

and, for fi ∈ EG(Θ, r),

RulG(Θ, r, fi) = {fi = bi ∧ σ → s : σ → s ∈ RulG(Θ(fi, bi), r)}.

For fi ∈ EG(Θ, r), we denote by RulμG(Θ, r, fi) the set of all β-decision
rules with the minimum number of misclassifications from RulG(Θ, r, fi) and
by OptμG(Θ, r, fi) we denote the minimum number of misclassifications of a β-
decision rule from RulG(Θ, r, fi).

One can show that

RulμG(Θ, r, fi) = {fi = bi ∧ σ → s : σ → s ∈ RulμG(Θ(fi, bi), r)},

OptμG(Θ, r, fi) = OptμG(Θ(fi, bi), r),

and OptμG(Θ, r)=min{OptμG(Θ, r, fi) : fi ∈ EG(Θ, r)}=min{OptμG(Θ(fi, bi), r) :
fi ∈ EG(Θ, r)}. It’s easy to see also that

RulμG(Θ, r) =
⋃

fi∈EG(Θ,r),OptμG(Θ(fi,bi),r)=OptμG(Θ,r)

RulμG(Θ, r, fi).

We now describe the procedure of optimization of the graph G relative to the
number of misclassifications μ.

We will move from the terminal nodes of the graph G to the node T . We will
correspond to each row r of each table Θ the number OptμG(Θ, r) which is the
minimum number of misclassifications of a β-decision rule from RulG(Θ, r) and
we will change the set EG(Θ, r) attached to the row r in Θ if Θ is a nonterminal
node of G. We denote the obtained graph by Gμ.

Let Θ be a terminal node of G and d be the most common decision for Θ.
Then we correspond to each row r of Θ the number OptμG(Θ, r) which is equal
to the number of rows in Θ which are labeled with decisions different from d.

Let Θ be a nonterminal node of G and all children of Θ have already
been treated. Let r = (b1, . . . , bn) be a row of Θ. We correspond the num-
ber OptμG(Θ, r) = min{OptμG(Θ(fi, bi), r) : fi ∈ EG(Θ, r)} to the row r in
the table Θ, and we set EGμ(Θ, r) = {fi : fi ∈ EG(Θ, r), OptμG(Θ(fi, bi), r) =
OptμG(Θ, r)}.

From the reasoning before the description of the procedure of optimization
relative to the number of misclassifications (first part of Section 4) the next
statement follows.
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Theorem 2. For each node Θ of the graph Gμ and for each row r of Θ, the
set RulGμ(Θ, r) is equal to the set RulμG(Θ, r) of all β-decision rules with the
minimum number of misclassifications from the set RulG(Θ, r).

Fig. 2. Graph Gμ = Δ2(T0)
μ

Figure 2 presents the directed acyclic graph Gμ obtained from the graph G
(see Fig. 1) by the procedure of optimization relative to the number of misclas-
sifications.

Using the graph Gμ we can describe for each row ri, i = 1, . . . , 5, of the table
T0 the set RulμG(T0, ri) of all irredundant 2-decision rules for T0 and ri with
minimum number of misclassifications. We will give also the value OptμG(T0, ri)
which is equal to the minimum number of misclassifications of an irredundant
2-decision rule for T0 and ri. This value was obtained during the procedure of
optimization of the graph G relative to the number of misclassifications. We
have:

RulμG(T0, r1) = {f3 = 1 ∧ f2 = 0→ 1}, OptμG(T0, r1) = 0;
RulμG(T0, r2) = {f3 = 1 ∧ f2 = 0→ 1}, OptμG(T0, r2) = 0;
RulμG(T0, r3) = {f1 = 1→ 1, f2 = 1→ 2, f3 = 1 ∧ f1 = 1→ 1,
f3 = 1 ∧ f2 = 1→ 2}, OptμG(T0, r3) = 1;
RulμG(T0, r4) = {f1 = 0→ 3, f2 = 1→ 2, f3 = 1 ∧ f1 = 0→ 1,
f3 = 1 ∧ f2 = 1→ 2}, OptμG(T0, r4) = 1;
RulμG(T0, r5) = {f3 = 0→ 3}, OptμG(T0, r5) = 0.

5 Experimental Results

Experiments were done using software system Dagger [2]. It is implemented in
C++ and uses Pthreads and MPI libraries for managing threads and processes
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respectively. It runs on a single-processor computer or multiprocessor system
with shared memory.

We studied a number of decision tables from the UCI Machine Learning
Repository [8]. Some decision tables contain conditional attributes that take
unique value for each row. Such attributes were removed. In some tables there
were equal rows with, possibly, different decisions. In this case each group of iden-
tical rows was replaced with a single row from the group with the most common
decision for this group. In some tables there were missing values. Each such value
was replaced with the most common value of the corresponding attribute.

Let T be one of these decision tables and values of β are from the set B(T ) =
{R(T )× 0.01, R(T )× 0.1, R(T )× 0.2, R(T )× 0.3, R(T )× 0.5}.

We studied the minimum number of misclassifications of irredundant β-
decision rules. Results can be found in Table 1. For each row r of T , we find the
minimum number of misclassifications of an irredundant β-decision rule for T
and r. After that, we find for rows of T the minimum number of misclassifications
of a decision rule with minimum number of misclassifications (column “min”),
the maximum number of misclassifications of such a rule (column “max”), and
the average number of misclassifications of rules with minimum number of mis-
classifications – one for each row (column “avg”). Results presented in Table 1

Table 1. Minimum number of misclassifications of β-decision rules

Name of β = R(T ) × 0.01 β = R(T ) × 0.1 β = R(T ) × 0.2 β = R(T ) × 0.3 β = R(T ) × 0.5
decision table min avg max min avg max min avg max min avg max min avg max
Adult-stretch 0 0.0 0 0 0.00 0 0 0.0 0 0 0.00 0 0 1.00 4
Balance-scale 0 0.4 4 1 4.2 22 5 15.0 115 15 37.8 116 27 39.2 116
Breast-cancer 0 0.0 0 0 0.2 3 0 0.9 6 0 1.8 10 0 4.2 22
Cars 0 0.8 6 0 17.2 87 0 24.57 95 0 36.5 122 0 110.2 406
Hayes-roth 0 0.0 0 0 0.3 1 0 0.7 3 0 1.6 4 0 5.7 12
Lymphography0 0.0 0 0 0.0 0 0 0.0 1 0 0.2 3 0 1.3 8
Monks1-test 0 0.0 0 0 2.0 4 0 4.5 9 0 6.0 12 0 36.0 72
Monks1-train 0 0.0 0 0 0.2 1 0 0.6 3 0 1.3 4 0 5.9 20
Monks3-test 0 0.0 0 0 0.0 0 0 3.7 9 0 5.6 12 0 19.3 36
Monks3-train 0 0.0 0 0 0.7 1 0 0.5 3 0 1.3 5 0 4.2 12
Nursery 0 1.6 28 0 72.1 300 0 162.2 646 0 290.0 862 0 764.4 2590
Zoo 0 0.0 0 0 0.0 0 0 0.0 0 0 0.0 0 0 0.2 4

show that the minimum number of misclassifications of β-decision rules is non-
decreasing when the value of β is increasing.

We can consider number of rows in decision table T as an upper bound on the
number of misclassifications of irredundant β-decision rules. Table 2 presents
number of attributes (column “Attr”), number of rows (column “Rows”) and
real values of misclassifications (column “max” from Table 1) as percentage of
number of rows in decision table T , for β from the set B(T ). For β = R(T )×0.5,
we can find the maximum real values of misclassifications relative to the number
of rows for data sets: “Adult-stretch” – 25%, “Cars” – 23.5% and “Nursery”
– 20%, and the minimum real values of misclassifications relative to number of
rows for data sets: “Lymphography” – 5.4% and “Zoo” – 6.8%. However, only for
“Adult-stretch” and “Zoo” real values of misclassifications relative to the number
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Table 2. Real values of misclassifications relative to the number of rows in T

Decision table Attr Rows R(T ) × 0.01 R(T ) × 0.1 R(T ) × 0.2 R(T ) × 0.3 R(T ) × 0.5
Adult-stretch 4 16 0.0 0.0 0.0 0.0 25.0
Balance-scale 4 625 0.6 3.5 18.4 18.6 18.6
Breast-cancer 9 266 0.0 1.1 2.3 3.8 8.3
Cars 6 1728 0.3 5.0 5.5 7.1 23.5
Hayes-roth 4 69 0.0 1.4 4.3 5.8 17.4
Lymphography 18 148 0.0 0.0 0.7 2.0 5.4
Monks1-test 6 432 0.0 0.9 2.1 2.8 16.7
Monks1-train 6 124 0.0 0.8 2.4 3.2 16.1
Monks3-test 6 432 0.0 0.0 2.1 2.8 8.3
Monks3-train 6 122 0.0 0.8 2.5 4.1 9.8
Nursery 8 12960 0.2 2.3 5.0 6.7 20.0
Zoo 16 59 0.0 0.0 0.0 0.0 6.8

of rows are equal to 0 for β ∈ {R(T )× 0.01, R(T )× 0.1, R(T )× 0.2, R(T )× 0.3}.
It means that the problem of optimization of β-decision rules relative to the
number of misclassifications is reasonable.

6 Conclusions

We considered a dynamic programming approach for the optimization of β-
decision rules relative to the number of misclassifications. Results of experiments
presented in Table 2 show that real value of the minimum number of misclassi-
fications is notably lesser than the number of rows in decision table. Presented
procedure of optimization of approximate rules relative to the number of mis-
classifications can be considered as tool which supports design of classifiers.

In the future we will study accuracy of classifiers based on optimized rules.
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Abstract. Memory-based collaborative filtering (CF) is widely used in the rec-
ommendation system based on the similar users or items. But all of these ap-
proaches suffer from data sparsity. In many cases, the user-item matrix is quite 
sparse, which directly leads to inaccurate recommend results. This paper focus-
es the memory-based collaborative filtering problem on the factor: missing data 
processing. We propose an advance missing data processing includes two steps: 
(1) using enhanced CHARM algorithm for mining closed subsets – group of us-
ers that share interest in some items, (2) using adjusted Slope One algorithm 
base on subsets for utilizing not only information of both users and items but al-
so information that fall neither in the user array nor in the item array. After that, 
we use Pearson Correlation Coefficient algorithm for predicting rating for ac-
tive user. Finally, the empirical evaluation results reveal that the proposed ap-
proach outperforms other state-of-the-art CF algorithms and it is more robust 
against data sparsity. 

Keywords: Recommender, Collaborative Filtering, Sparsity, Missing Data, 
Slope One, Pearson Correlation Coefficient. 

1 Introduction 

In competitive environment, website providers need to help clients find interesting 
products quickly and accurately. In this manner, the modern web should discover 
through large amounts of dynamic data and show valuable information to the users. In 
a smaller context, website providers should build a high automation recommendation 
system by investigating large amounts of data about their clients. The recommender 
systems are based on a database of user ratings, called CF. And CF complies the as-
sumption: the active user will prefer those items which the similar users prefer. 

The algorithms for collaborative recommendations can be grouped into two general 
classes: memory-based and model-based. And on memory-based group, two type of 
method are studied: user-based [13, 14, 15, 24] and item-based [2, 3, 12, 19]. They 
share the same idea that user (item)-based methods find the similar users (items) for 
an active user. For example, item-based methods first look for some similar items 
which have similar rating styles with the active user, and then employ the ratings from 
those similar items to predict the ratings for the active user. On both methods, the step 
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which finds the similar users (items) is very important. To compute the similarity 
between users or items, two most popular approaches are correlation and cosine-
based. The correlation approach includes: Pearson Correlation Coefficient [20] and 
Vector Space Similarity algorithm [10]. The cosine-based approach includes: [3, 27]. 
Opposite to memory-based, model-based uses a part of data to generate predefined 
model. Then the model will be used to predict unknown rating for active user. 

Within the user-item matrix, the number of already obtained ratings is usually very 
small. When the matrix is sparse, it is not enough amounts of needed ratings to be 
predicted. And this is the fundamental problem of all of approaches. Recently, many 
algorithms have been proposed to overcome this problem. In [25], the sparsity prob-
lem is alleviated by applying associative retrieval framework and related spreading 
activation algorithms. The dimensionality reduction technique, such as Singular Value 
Decomposition [4, 7] was used to reduce the dimensionality of sparse ratings matrix-
es. And by combining the memory-based approaches with model-based approaches, 
Xue et al. [13] introduced the cluster-based smoothing to solve the data sparsity prob-
lem. Although the simulation showed that this approach can achieve better perfor-
mance than others, the above algorithm encountered difficulties in determining the 
optimize number of clusters and number of users in cluster. On the other hand, the 
full-filling all the missing data in the user-item matrix could lead to the negative ef-
fect for the recommendation phase. 

In this paper, we first use enhanced CHARM algorithm for mining closed subsets. 
The users which are on the subset will rate for some same items, although the rating 
value should be different. In other words, the subset includes the users that share in-
terest in some items. Second, we propose an advance missing data processing – Slope 
One algorithm based on subsets. So that it should exploit the information both from 
users and items. Additionally, information that falls neither in the user array nor in the 
item array is taken into account. Combining two sub-steps above is our missing data 
processing. Naturally, this processing does not full-fill data to user-item matrix. After 
processing phase, we use Pearson Correlation Coefficient (PCC) algorithm for pre-
dicting phase. 

The rest of the paper is organized as follows: Section 2 discusses the related work. 
Section 3 presents some background concepts relating to CHARM algorithm, Slope 
one algorithm, and four reference schemes. Section 4 outlines the proposed algo-
rithms. Section 5 describes experimental results, followed by a conclusion in  
Section 6. 

2 Related Work 

2.1 Memory-Based Schemes 

Memory-based schemes are the most popular prediction methods and are widely 
adopted in commercial collaborative filtering systems [12, 22]. They use a similarity 
measure to build a prediction. The chosen similarity measure determines the accuracy 
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of the prediction. The most analyzed examples of memory-based CF include user-
based approaches [13, 14, 15, 24] and item-based approaches [2, 12, 19]. User-based 
approaches predict the ratings of active users based on the ratings of similar users 
found, and item-based approaches predict the ratings of active users based on the 
information of similar items computed. In general, the scheme which considers the 
differences of user rating styles should achieve better performance. 

2.2 Model-Based and Hybrid Schemes 

There are many model-based schemes. They are inherited from linear algebra (SVD, 
PCA, or Eigenvectors) [11, 17, 18, 20, 21, 23] or borrowed from artificial intelligence 
such as Bayesian methods, Latent Classes, and Neural Networks [5, 9, 10] or on clus-
tering [1, 6]. Its building model step is not less important than the computation of 
similarity measure on memory-based scheme. Model-based schemes try to balance 
robustness and accuracy of predictions, especially when little data are available. In 
comparison to memory-based schemes, model-based schemes are typically faster at 
real time. But they have expensive training and re-training phases. They also cannot 
cover a diverse user range as the memory-based approaches do [13]. 

Base on memory-based and model-based schemes, hybrid CF methods have been 
studied recently [8, 13, 16]. They take the advantages of both memory-based and 
model-based approaches. 

3 Background 

3.1 Notation 

Let I is set of items in user-item matrix. With a given user, the ratings which are rated 
are represented by an incomplete array u, called evaluation, and ui is the rating for an 
item i I∈ . The subset of I consisting of all items which are rated in u is S(u). The set 
of all evaluations in the training set is χ . The number of elements in a set S is card(S). 

The average of ratings in an evaluation u is denoted u . For an item i I∈  let Si( χ) is 

the set of all evaluations u ∈ χ such that they contain item i( ( )i S u∈ ). Given two 

evaluations u, v, we define the scalar product ,u v as
( ) S( ) i ii S u v

u v
∩ ∈ . And P(u)i 

represent the predicted value of item i for a given user. 

3.2 Reference Schemes 

To test the new scheme, we use the following reference schemes: 
The first is PER USER AVERAGE [27], the most basic prediction scheme. It is 

given by the equation: 

( )P u u=  

That is, we predict that a user will rate everything according to that user’s average 
rating. 
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The second is BIAS FROM MEAN [27], based on the user’s average and the av-
erage deviation from the user mean for the item in question across all users in the 
training set. It is given by the equation: 

( )

1
( )

( ( )) i
i iv S

i

P u u v v
card S ∈ χ

= + −
χ   

The third is ADJUSTED COSINE, an item-based approach that is reported to work 
best [2, 27]. Between two items i and j, the adjusted cosine similarity measure is giv-
en by the equation: 

,

, ,

( )

2 2

( ) ( )

( )( )
( , )

( ) ( )

i j

i j i j

i ju S

i ju S u S

u u u u
sim i j

u u u u

∈ χ

∈ χ ∈ χ

− −
=

− −


 

 

Based on above measure, the prediction is obtained as a weighted sum of these 

, ,( )

( )

| ( , ) |( )
( )

| ( , ) |

i j j i jj S u
i

j S u

sim i j u
P u

sim i j

α β
∈

∈

=



 

Where the regression coefficients , ,i j i jα β are chosen to minimize 

,

2

, ,( )
( )

i j
i j j i j iu S u

u uα β
∈

− with i and j fixed. 

The last is PEARSON, one of the most popular and accurate memory-based 
schemes [22, 27]. It uses Pearson Correlation Coefficient for computing the similarity 
as the equation below: 

2 2

( ) S( ) ( ) S( )

,
( , )

( ) ( )i ii S u w i S u w

u u w w
Corr u w

u u w w
∩ ∩ ∈ ∈

− −
=

− − 
 

Then, it takes the form of a weighted sum over all users in χ  

( )

( )

( , )( )
( )

| ( , ) |
i

i

iv S

i

v S

u v v v
P u u

u v

γ

γ
∈ χ

∈ χ

−
= +




 With 
1( , ) ( , ) | ( , ) |u v Corr u v Corr u v ργ −=  

Where 2.5ρ = and ρ  is the Case Amplification power. Pearson’s correlation together 

with Case Amplification is shown to be a reasonably accurate memory-based scheme 
for CF in [14, 15] though more accurate schemes exist. 

3.3 Enhanced CHARM Algorithm 

CHARM is an efficient algorithm for mining all frequent closed itemsets. It enume-
rates closed sets using a dual item set-tidset search tree, using an efficient hybrid 
search that skips many levels [26]. 

To apply CHARM algorithm for user-item matrix, we transform it as: CHARM in-
put transactions set is set of items of user-matrix; CHARM input items is set of users 
which rate items. The transformation is detailed as below: 
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  Transaction Items 

i1 i2 i3 i4 i5 i6 i1 u1, u2, u4, u5 

u1 1 3 5 1 i2 u2, u3, u5 

u2 4 3 5 1 1 3 i3 u1, u2, u4, u5 

u3 4 1 1 1 i4 u1, u2, u3, u5 

u4 5 2 1 5 i5 u1, u2, u3, u4, u5 

u5 2 1 1 1 1 i6 u2,u3,u4 

User-item matrix CHARM input format 

Let C = CHARM (min_sup), is a set of all closed itemsets resulted by CHARM algo-
rithm. And min_sup is minimum support of the closed itemsets. With c is a closed 
itemset belong C, so fc is a frequency (or support) of c. And CHARM algorithm indi-
cates that min_ supcf ≥ . Recall to the transformation above, so itemset c is a set of 

users which share interest in some items (following, called sub-userset or cluster) 
Of course, the clusters with only one member don’t take a role in processing miss-

ing data. And to improve the coherence of the clusters, we propose a heuristic h to 
prune the cluster which the similarity of members is not high. This similarity is thre-
shold by parameterµ. 

The heuristic h is given by equation: 

( ) = ,  ( ( ) 1  ( , ) µ)
∅ ,  

By applying the heuristic h on the set C, we obtain a set C’, with: 

' { ( ), }C h c c C= ∈  

Re-combining cluster c with user-item matrix, we obtain a sub user-item matrix by 
deleting the users which does not belong to c. That is, the columns of sub matrix are 
the same with original matrix and its rows are member of cluster. The ratings of the 
new matrix are moved corresponding from original matrix. For example, with cluster 
c = {u2, u3, u5}, the sub user-item matrix is detailed as: 

 
Sub user-item matrix 

i1 i2 i3 i4 i5 i6 

u2 4 3 5 1 1 3 

u3 4 1 1 1 

u5 2 1 1 1 1 

We call the sub user-item matrix of sub-userset c is mc, and the set of mc is called M, 
with c belong C’. 
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{ , , , }cm u v u c v I= < > ∈ ∈
 

{ , '}cM m c C= ∈  

3.4 Adjusted Slope-One Algorithm 

Slope-one algorithm is introduced and used for directly prediction [27]. In this paper, 
we proposed an adjusted Slope-one version for processing missing data. Slope-one 
algorithm is based on the idea: only ratings by users who have rated some common 
items with the predictive user and only ratings of items that the predictive user has 
also rated are entered into the prediction of ratings [27]. By which, it discovers infor-
mation not only from other user (item) which rated the same item (user), but also 
from data points that fall neither in the user array nor in the item array.  

 

The simplest image of the Slope-one algorithms is in Figure-1 below: 
 

 
 
 

 
 
 
 
 
 
 
 
 

Fig. 1. Unknown rating of User B should be obtained by linking with User A  
on the sharing rating item [27]. 

The formal Slope-one is given as equation: 

1
,

1
( )

( )
j

S
j j i

i Rj

u u dev
card R

Ρ
∈

= +   

Where ,{ | ( ), , ( ( )) 0}j j iR i i S u i j card S= ∈ ≠ χ >  and 

,

,
( ) ,( ( ))

j i

j i
j i

u S j i

u u
dev

card S∈ χ

−
=

χ  

Where , ( )j iu S∈ χ  mean two items j and i with ratings uj and ui respectively in some 

user evaluation u. 
When the number of observed ratings is considered, the Slope-one becomes 

Weighted Slope-one, is defined by equation: 

1.5 – 1 = 0.5

? = 2 + (1.5– 1) = 2.5

2 ?

1 1.5 User A

User B

Item I Item J
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∈ −
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Where , ,( ( ))j i j ic card S= χ
 

Instead of using Slope-one with all training set χ , we propose adjusted Slope-one 

on the M space, which is resulted from Enhanced CHARM algorithm above to fill 
missing data. The value of missing data of items for a given user is defined over fill-
ing operator as: 

1

''

''

1
( ) ( )

( )
( )

wS c
jcc C

filling
j

cc C

f
u

card c
u

f

Ρ
Ρ

∈

∈

−

=


  

With C’’ contains clusters which the given user is member, 1( )wS
jcuΡ is computed on 

cluster c with sub matrix cm M∈ . 

4 Proposed CF 

We summary our proposed CF, call CeSCF, including the following: 

Input: user-item matrix, active user 
Step 1: using enhanced CHARM to get sub user-item matrix 
Step 2: using adjusted Slope-one to fill missing data 
Step 3: using Pearson Correlation Coefficient to predict rating for active user 

Output: the ratings for the active user 

5 Experimental Results 

To test our schemes, we have used the Movielens dataset. It is from the Grouplens 
Research Group at the University of Minnesota. Rating data is collected from movie 
websites where ratings range from 1 to 5 in increments by 1. This dataset includes 
100.000 ratings for 943 users and 1682 items. And its sparsity is about 6% 
(=100.000/(943*1682)). The min_sup of CHARM algorithm is double of sparsity, 
min_sup = 12%. Test method is k-fold, with k=10. 

The All But One Mean Average Error (MAE) metric have been used to measure 
the prediction quality of our proposed approach with four reference schemes. To 
compute the MAE value, we successively hide the current rating ui and compute the 
prediction P(u)i by using recommender schemes.  

The average error (MAE) over a test set 'χ  is given by: 

' ( )

1 1
| ( )  |

( ') ( ( )) i i
u i S u

MAE P u u
card card S u∈χ ∈

= −
χ    

The final result is summarized in the Figure-2. 
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Fig. 2. All schemes compared - MAE lower is better. PUA-Per User Average, BFM-
BiasiFromMean, AC-AdjustedCosine, PEA-Pearson) 

Compare four references CFs and our CeSCF, our approach achieve accuracy bet-
ter than the best CF (PEARSON). So that we are reasonable to conclude that: the 
appropriate missing data processing makes better prediction result and our approach 
reaches this goal. 

The next, we consider the affect of the parameter µ in the heuristic h at enhanced 
CHARM algorithm (3.3). The empirical result is shown on the Figure-3. 

 

Fig. 3. The impact of µ to the MAE 

Figure-3 shows that the quality of the prediction phase is impact byµ: MAE is 
relatively stable when µ is from 0.3 to 0.45 and increment when µ is on remaining 
region. It shows that determination which sub userset is retained, impacts to quality of 
missing data process and over all prediction scheme. 
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6 Conclusion 

In this paper, we propose a missing data processing method for CF. By investigating 
whether a user (an item) has other similar users (items) and common sharing rating 
item, our approach determines how to obtain and fill the missing data. The traditional 
CF works as final step after missing data problem has been processed. The empirical 
evaluation results show that our proposed method for CF outperforms other state-of-
the-art CF approaches. 

For future work, we plan to conduct more research on discovering user set that 
shares interest in some items comparable to enhanced CHARM algorithm. Beside, 
splitting user set to like and dislike can be examined to improve quality of missing 
data processing. Lastly, the interested research is scalability analysis for missing data 
processing phase as well as all algorithms. 
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Abstract. A new method of feature selection is presented in this paper.
The proposed idea uses Particle Swarm Optimization (PSO) with fitness
function in order to assign higher weights to informative features while
noisy irrelevant features are given low weights. The measure of Area
Under the receiver operating characteristics Curve (AUC) is used as the
fitness function of the particles. Experimental results claim that the PSO-
based feature weighting can improve the classification performance of the
k-NN algorithm in comparison with the other important method in realm
of feature weighting such as Mutual Information, Genetic Algorithm,
Tabu Search and chi-squared (χ2). Additionally, on synthetic data sets,
this method is able to allocate very low weight to the noisy irrelevant
features which may be considered as the eliminated features from the
data set.

Keywords: AUC, Particle Swarm Intelligence, Feature weighting, Noisy
feature elimination, k-NN.

1 Introduction

K-Nearest Neighbor (k-NN) is a well-known classifier which is based on the dis-
tance measure. K-NN classifies a new coming instance based on the majority
class of its closest training instances. Although the k-NN is considered as a lazy
classifier, it is a simple classifier which is applied in various real world applica-
tions. In some cases, k-NN shows poor performance because of few instances,
noisy data and too many features.
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To improve the performance of this classifier, many solutions are introduced.
One of the effective solutions is searching in feature space in order to find optimal
subset of features that can improve the classification accuracy of k-NN. It means
that the importance of each feature can be defined by assigning a weight to each
feature in order to eliminate irrelevant ones from noisy data sets. In this paper,
we attack this problem and introduce a new algorithm to deal with. At first,
k-NN is employed to assign different weights to all features.

In the realm of feature ranking, some methods are proposed that are described
as follows: Weight Adjusted k Nearest Neighbor (WAKNN) which is introduced
by Han [4] to overcome the problem of curse of dimensionality. He implemented
his idea on the text classification using k-NN. In his work, each attribute takes
a weight using the Mutual Information (MI) between each word and the class
variable. In the domain of feature weighting, another work refers to Weighted
Artificial Immune Recognition System [7]. In this paper, MI is the main algo-
rithm for feature weighting. Note that the weighted attributes were added to
the AIRS. Classification is the final step of AIRS algorithm that is performed
by k-NN.

Jankowski recommended weighted k Nearest Neighbor (WkNN) idea [5]. In
each fold of their algorithm, the initial weights for all features are set to 1.
During each fold, the values of the weights are summed (subtracted) with Δ
value. If the updated value can improve the accuracy of the k-NN, the new value
is replaced with old one for corresponding feature. After each fold, weighting
procedure returns a vector of weights. After 10 folds, the algorithm computes a
normalized vector which is a summation of 10 vectors.

GAW is a common solution for weighting attributes that is suggested by Tang
and Tseng [10]. GAW is based on the Genetic Algorithm (GA) with real rep-
resentation. In this paper, weighing approach is used to improve the accuracy
of Weighted Fuzzy k-NN (WFKNN) classifier. Guvenir and Akkus studied on
Weighted Nearest Neighbor Feature Projection (WkNNFP) [3]. In WkNNFP,
Single Feature Accuracy (SFA) procedure is utilized for feature weighting. In
SFA, weight of each feature is determined according to accuracy which is ob-
tained by considering only this feature.

Tabu Search (TS) is proposed as a weighting method in [9]. In this paper,
a Hybrid Tabu Search/K-NN algorithm is proposed to perform both feature
selection and feature weighting simultaneously. In other words, k-NN is used
each weight set generated by TS. It searches heuristically in a local neighborhood
area and moves from a solution to its best admissible neighbor.

The proposed chi-squared (χ2) Feature Weighting (χ2 FW) method can be
classified as a mutual information approach for assigning features weights [11].
In this sense, the mutual information (the Chi-Squared statistical score) between
the values of a feature and the class of the training instances are used to assign
feature weights [11]. The algorithm uses Sequential Weighting as the weighting
criteria in order to give weights to the features. The weighting criteria ranks
features according to their χ2 scores. In other words, the features having the
lowest score have their weights set to 1, those with the second lowest-scored
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features have their weight set to 2 and so on. The process goes on until weights
are assigned to the highest χ2 scored features [11]. In the wide range of weight-
ing approach, algorithm processes the usefulness of each feature independently.
So, the non-linear interaction between features has been ignored. While in the
proposed method, each particle takes into account this interaction This paper
is organized as follows: The proposed method is presented in section 2. Sec-
tions 3 includes data set, experimental results and discussion, and conclusion is
mentioned in the last section of paper.

2 Proposed Method

Improving the classification accuracy of the k-NN algorithm is the aim of this
study. To improve the k-NN classification the best solution is that the informative
features are given large weights while noisy irrelevant features are given low
weights. So a great approach is needed to select the best features easily. For this
purpose, first contribution of the paper has focused on the PSO-based feature
weighting. Note that the high weights shows that the corresponding feature is
informative and relevant, and can help the classifier to achieve high accuracy.
Also, low weight means that the feature is irrelevant. PSO is one of the best and
popular search tools. PSO as a weighting procedure is a new approach which can
classify input instances with informative and relevant feature. The AUC measure
as a fitness function is the second contribution of this paper.

First of all, the data set has been split to the unseen data and training sets.
Next, the 10-fold cross validation function has been used to validate the k-NN.
Then in each fold, the PSO procedure is called. In PSO algorithm, a population
ofN particles has been produced randomly and the fitness function of population
(particles) is computed. Note that each particle introduces a real values in range
[0,1] for each dimension. After that, fitness value of each particle is calculated
using AUC function. Then evaluated particles are used in evolutionary progress.
The cycle of PSO approach will be described later. The evolutionary process has
continued until the conditions are satisfied, i.e. variance of fitness value for the
best particles is lower than a predefined threshold. After each fold, the training
error should be computed with the validation set. For this propose, particles
returns a vector (in size of features) with the best real values in range [0,1]
(each value refers to corresponding feature). After that, the weighted features
are stored to the k-NN algorithm for classification. Note that all weights will
be employed in edited version of Minkowski metric [3] to compute the distance
between training and testing instances. After 10 folds, best features are given
higher weights while the irrelevant ones are given low weights and then they
have been used in the k-NN. Finally, the testing error has been computed.

2.1 Particle Swarm Optimization (PSO)

PSO was proposed by Kennedy and Eberhart in 1995 [6]. It is one of evolutionary
optimization techniques that are based on swarm intelligence. The idea of PSO
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was born from social behavior of animals such as bird folk and fish swarm. In
this method, there is a swarm of particles that each of particles is a feasible
solution for optimization problem. Every particle searches on problem space in
order to move toward final best solution by adjusting its path and moving toward
the best personal experience and also the best swarm experience. Suppose that
the population size is N . For particle i (1 ≤ i ≤ N) in D-dimension space,
current position is xi = (xi1, xi2, . . . , xiD) and velocity is vi = (vi1, vi2, . . . , viD).
During optimization process, velocity and position of each particle at each step
is updated by (1) and (2):

vi,j(t+1) = wvi,j(t)+c1R
1
i,j(Pbesti,j(t)−xi,j(t))+c2R

2
i,j(Gbestj(t)−xi,j(t)) (1)

xi(t+ 1) = xi(t) + vi(t+ 1) (2)

where, xi,j is the component j of particle i, c1 and c2 are acceleration coefficients
and w is inertia weight that can be a constant number or a positive function [8].
The parameter R is a random number with uniform distribution in interval [0,
1]. Pbesti(t) is the best position that is found by particle i until time t (the best
individual experience of particle i) and Gbest(t) is the best position that until
time t is found by whole swarm’s members (the best swarm experience). At each
iteration, the best individual experience of particle i is given by (3):

Pbesti(t+ 1) =

{
Pbesti(t) if f(xi(t+ 1)) ≥ f(Pbesti(t))
xi(t+ 1) if f(xi(t+ 1)) < f(Pbesti(t))

}
(3)

where, f(x) is the fitness value of vector x. The best swarm experience is given
by (4):

Gbest(t+ 1) = argmin
pi

f(Pbesti(t+ 1)), 1 ≤ i ≤ N (4)

2.2 Fitness Function

The fitness function of the population is the AUC measure which is a scalar
value, in interval [0,1], to indicate the discriminative power of binary classifiers.
So, high value of AUC shows a remarkable performance for binary classification
[6]. To calculate the AUC measure, the Receiver Operating Characteristic (ROC)
is required. The ROC is a two dimensional curve to evaluate the classification
accuracy in the binary class problem [2]. The AUC value is calculated by taking
the integral on the area under the ROC curve [12].

After evaluation of features, best weight for each feature is computed. We
employ the k-NN with weighted Minkowski distance function which is defined
as (5) that consider wi as the weight of ith feature.

Lk(a, b) = (

d∑
i=1

|ai − bi|k)1/k (5)

where ai and bi are training and testing instances in d dimension, respectively.
Parameter k determines the type of distance, where k = 1 and k = 2 refer to
the Manhattan and Euclidean distances, respectively.
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Table 1. Data sets is used in this experiment. number of features and the number of
samples of each data set is mentioned

Data set # features # samples # class

Glass 10 214 6
Ionosphere 34 351 2
Iris 4 150 3
Hepatitis 19 155 2
Pima 8 760 2
Sonar 60 208 2
Soybean 35 307 19
Vote 16 435 2
WBC 9 699 2

3 Experimental Results

In the testing phase, in order to validate empirical results, 10-fold cross validation
is used. After each fold, to calculate the training error of the k-NN classification,
the validation set has been used. After 10 fold, the testing error of the k-NN
classification has been calculated using the testing set (unseen data). Tables 2
and 3 reported the results of the test. The data sets used for the analysis of the
model have been indexed in Table 1. Experimental results were achieved in two
types. In the first type, our presented method deals with 9 binary class (multi-
class) distribution of data which are mentioned in Table 3. All data sets were
chosen from UCI repository [1]. Next type of testing is applied in order to analyze
the behavior of the proposed method on generated irrelevant features (Table 2).
For the second type, our method tested on the seven synthetic data sets which
are randomly generated with some relevant and irrelevant features [11],[12]. All
the synthetic data sets contain 500 samples in the binary class distribution. The
values of all features (relevant/irrelevant) are randomly picked from distribution
in interval [0,1]. In all synthetic data sets, a data point belongs to positive class
if the average value of relevant features for this instance is smaller than the
threshold; otherwise it belongs to negative class. The threshold is set as the
average values of all features in whole data. So, for each data set, the threshold
is deterministic.

3.1 Discussion

In this section, the results of the proposed method are compared with some
important feature weighting methods such as Mutual Information (MI), Genetic
Algorithm (GA), Tabu Search (TS) and chi-squared Feature Weighting (χ2 FW).
Note that the basic classifier used in the all mentioned weighting methods is the
k-NN. Experimental results indicate that the proposed method can improve the
classification performance of the k-NN. Furthermore, in a number of cases, k-
NN classifier with the PSO-based weighting method can perform better than
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the simple k-NN (without feature ranking). In Table 2, effecting of weighting
method on k-NN classification is presented. For this purpose, some data sets with
different number of relevant and irrelevant features are generated. Experimental
results indicate that in all cases of generated data sets, the proposed method
is more efficient than the simple k-NN without weighting mechanism. In Table
3, the proposed method outperforms the rest on the data sets such as WBC,
Glass, Iris, Pima, Sonar and Vote. Note that the both of the proposed idea and
GA-based weighting method show equal and the best results on Hepatitis data
set. In comparison with the mentioned weighting methods for k-NN classifier,
experimental results prove that the feature weighting scheme based on PSO is
an impressive solution to improve the accuracy of k-NN classifier.

WAKNN computes the weight of each feature according to value of MI be-
tween this feature and class label [4]. The reason of WAKNN’s weak performance
is that they process the usefulness of each feature independently. So, the non-
linear interaction between features has been ignored. In other words, WAKNN
considers the correlation between each feature and the class label independently
from other features. In some cases, there are two features which the correlation
between each feature and the class label is low, but the correlation between the
combination of them as a features subset and the class label is high. However in
the proposed method, each particle considers the contribution of all features on
the classification problem.

The Table compares the proposed method with GAW which gives weight to
features according to GA [10]. In our approach, one of the important advan-
tages is AUC fitness function. In GAW, classification accuracy rate of the test
set (known instances which were tested) is employed for fitness function. Com-
parison between fitness functions of GA and PSO illustrates that the AUC is a
dominant function and assign fitness to particle with high confidence because of
its statistical property. So, k-NN classifier with the PSO-based weighting algo-
rithm and the AUC fitness function outperforms the k-NN with Genetic-based
feature weighting.

The problem of TS is that this kind of search causes the objective function
to deteriorate [9]. In other words, it may be fall into local optimum without any
reaching to the best set of weights (in task of feature weighting).

Chi-squared Feature Weighting (χ2 FW) is a weighting method that is calcu-
lated according to (6). In (6), i and j are discrete variables which can assume l
and c possible values, respectively. nij and eij are the observed frequency and the
expected frequency, respectively. Similar to WAKNN, the chi-squared method
processes the usefulness of each feature independently. So, the nonlinear inter-
action between features has been ignored. In some cases, we need to analyze the
effect of a group of features on the classification problem instead of considering
just one feature.

χ2 = (

l∑
i=1

c∑
j=1

(nij − eij)
2

eij
(6)
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Table 2. Empirical results of classic k-NN and the proposed approach when irrelevant
features incorporated into the synthetic data sets.

Synthetic data set k-NN Error rate
# relevant features # irrelevant features Proposed Method Without Selection

4 6 20.21±0.64 25.01±0.67
5 5 22.86±0.27 24.54±1.13
5 8 18.84±0.45 22.87±1.32
6 4 23.41±0.61 26.65±0.63
8 5 23.25±0.33 26.98±1.54
10 10 23.25±0.33 26.98±1.54

Table 3. Comparison of classification errors between the proposed method and the
other weighting methods. The best results on each data set is highlighted in bold face.
Note that the last column refers to results of the proposed method. Result of the
proposed method on Soybean data set is shown with dash which means the program
is not finished in a week or crashed.

Data set
K-NN Classification

Without weighting
Weighting based

MI GA TS χ2 FW Proposed method

Glass 88.43±0.24 92.78±0.25 89.56±0.45 90.40±0.36 90.56±0.48 93.05±0.12
Hepatitis 84.51±0.22 81.29±0.36 87.72±0.16 84.25±0.54 80.74±0.04 87.72±0.16
Ionosphere 89.74±0.38 89.46±0.73 85.48±0.41 93.8±0.2 90.35±0.52 91.86±0.36
Iris 93.33±0.43 92.67±0.18 96.84±0.37 96.7±0.42 95.02±0.11 97.67±0.38
Pima 69.02±0.10 75.01±0.90 67.36±0.28 74.59±0.20 75.97±0.25 76.13±0.10
Sonar 85.03±0.67 95.95±0.43 89.85±0.35 94.20±0.54 92.51±0.30 98.72±0.09
Soybean 89.01±0.08 91.55±0.46 92.08±0.21 90.78±0.78 89.65±0.11 —
Vote 92.93±0.61 95.64±0.32 92.65±0.18 94.03±0.14 94.52±0.72 96.61±0.43
WBC 93.99±0.34 95.56±0.56 94.52±0.21 95.02±0.56 96.63± 0.23 97.36±0.28

4 Conclusion

In this paper, a novel method has been introduced for feature weighting. The
proposed method of feature weighting is based on PSO. The best particle returns
real values in range [0,1] for all features. The weighting of features is based on the
fitness of the particle which is calculated using the AUC, a statistical measure
to compare classifiers. The experimental results show that the proposed method
improves the k-NN classification. In some cases, the proposed method helps the
k-NN to result in more accurate classification than some other method in the
realm of feature weighting such as MI, TS and GA. Furthermore, on the synthetic
data sets, this method is able to allocate very low weight to the noisy irrelevant
features which may be considered as the eliminated features from the data set.
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Abstract. Discerning a consensus opinion about a product or service is difficult 
due to the many opinions on the web. To overcome this problem, sentiment 
classification has been applied as an important approach for evaluation in sen-
timent mining. Recently, researchers have proposed various approaches for 
evaluation in sentiment mining by applying several techniques such as unsuper-
vised and machine learning methods. This paper proposes an unsupervised me-
thod for classifying the polarity of reviews using a combination of methods  
including PMI, SentiWordNet and adjusting the phrase score in the case of 
modification. The experiment results show that the proposed system achieves 
accuracy ranging from 69.36% for movie reviews to 80.16% for automotive re-
views. 

Keywords: Opinion Mining, Sentiment Analysis, Sentiment Classification, 
PMI, SentiWordNet, Modifier, Fuzzy Function. 

1 Introduction 

Opinion mining or sentiment analysis can be classified into three subtasks: sentiment 
classification, subjective/objective identification and feature/aspect-based sentiment 
analysis. Sentiment classification is perhaps the most widely studied topic [1-5]. It 
classifies an opinion document as expressing a positive or negative opinion. This task 
is also commonly known as document-level sentiment classification because the 
whole document is considered the basic information unit. There are two main ap-
proaches to sentiment detection: those that are based on machine learning techniques 
and those that involve semantic analysis techniques. 

It is demonstrated that adjectives are good indicators of subjective and evaluative 
sentences [6-8]. Turney’s group applied an unsupervised learning technique based on 
point-wise mutual information (PMI) [9, 10]. Meanwhile Pang et al. used supervised 
machine learning methods (SVM, Naïve Bayes) to classify movie reviews [11]. White-
law et al. otherwise applied WordNet to construct a lexicon [12]. To automatically  
determine whether a term is indeed a marker of opinion content, Esuli and Sebastiani 
introduced SentiWordNet1 as an enhanced lexical resource for sentiment analysis [13] 

                                                           
1  http://sentiwordnet.isti.cnr.it/ 
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whereas Ohana and Tierney applied SentiWordNet to document-level sentiment classi-
fication [14]. Recently, SentiWordNet 3.0 was released with better accuracy than pre-
vious versions [15]. SentiStrength, which has been known to extract sentiment strength 
from informal English text, used a new method to exploit the de facto grammars and 
spelling styles of cyberspace [16]. Several researchers have showed a lexicon-based 
approach to extracting sentiment from text. A semantic orientation calculator is applied 
to the polarity classification task by using a dictionary of words annotated with their 
semantic orientation, and incorporates intensification and negation [17].  

In this paper, we present an unsupervised approach based on phrase sentiment scor-
ing for review sentiment classification. It is an improvement over the point-wise mutual 
information–information retrieval (PMI-IR) method [9] because it combines informa-
tion gained from SentiWordNet and manual assignments and adjusts the phrase senti-
ment score when modification is needed. There are four main steps in this approach: 
sentiment phrase extraction, PMI application, fuzzy adjustment and summary. 

The first step is to extract sentiment phrases from a given review by applying 
phrase patterns. There are some exceptions for free format reviews.2 The algorithm 
not only considers sentiment words (adjectives, adverbs), but also their modifiers. 
Consequently, both sentiment phrases and their modifiers are extracted. The second 
step is to use PMI to estimate the semantic orientation by applying PMI-IR. In the 
third step, we attempt to combine work in new ways based on the PMI-IR method [9]. 
The main focus of this paper is the use of a combination of methods including PMI, 
SentiWordNet, manual assignment and fuzzy function. Each sentiment phrase is eva-
luated using sentiment scores by applying PMI-IR, SentiWordNet and manual as-
signment scoring. A hybrid score is then calculated using a linear combination of 
component scores. When modification is needed, a fuzzy function is applied to adjust 
the sentiment score. The fourth step is to assign the given review to a class, positive 
or negative, based on its sentiment score. 

Our system was tested with reviews from five domains including movies, apparel, 
automotive, beauty and camera photos. The algorithm achieved an average accuracy of 
74.47%, ranging from 69.36% for movie reviews to 80.16% for automotive reviews.  

2 A Combination of PMI, SentiWordNet and Fuzzy Function 

The overall experimental procedure is illustrated in Fig. 1. For sentiment classifica-
tion, the proposed system uses a review as input and produces a classification as  
output. This process involves four steps: sentiment phrase extraction, PMI-IR applica-
tion, fuzzy adjustment and summary. 

2.1 Sentiment Phrase Extraction 

This step involves extracting sentiment phrases from a given review by applying POS 
Tagger and phrase patterns. A sentiment phrase includes sentiment words, context and 
modifiers. 

                                                           
2  Free format of review: refers to reviews which are written in free format. 
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Fig. 1. The proposed system 

Preprocessing. A document importer is used to import documents of various file 
types such as txt and xml. An xml file contains information about the review (product 
name, product type, star rating, date, reviewer, and content). In this paper we focus on 
sentiment classification, therefore the content of the review is considered. After the 
review is imported, HTML Strip Out is applied to remove HTML tags, which are 
meaningless for sentiment classification. 

Sentiment Phrase Extraction. First, the POS Tagger is applied to the review. A 
phrase is considered a sentiment phrase if it matches one of the defined patterns [9, 
18]. Although an isolated adjective may indicate subjectivity, there may be insuffi-
cient context to determine semantic orientation. Therefore, a sentiment phrase pattern 
is defined by two consecutive words where one member of the pair is an adjective or 
an adverb, and the second provides context. If an adjective does not conform to any of 
the patterns, it is considered a sentiment phrase without context and will be extracted. 

Modifier and Negation Extraction. When reviewers express opinions about a prod-
uct, they usually use some words (modifiers) to modify the meaning of the sentiment 
phrase. In every case, the modifier adds information to another element in the sen-
tence. In this paper, we consider modifiers that increase/decrease/invert the meaning 
of the sentiment phrase. Table 1 describes manually collected modifiers, including 
“increase” (IN), “decrease” (DE), “invert” (INV), “invert-increase” (II), and “invert-
decrease” (ID) modifiers. A modifier II includes an INV modifier followed by an IN 
modifier. For example, consider the sentence, “It is not a very good camera,” shown 
in Fig. 2. The sentiment phrase “good camera” is modified by the IN modifier “very” 
and an invert/negation modifier “not”. Therefore, this sentence has a II modifier. 
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Fig. 2. Sentiment phrase extraction example 

Table 1. Modifiers 

 Type Modifier Word 
1 IN very, really, extremely, highly, incredibly, almost, completely, abso-

lutely, totally, too, so 
2 DE quite, bit, little  
3 INV not, never  
4 II INV followed by IN  
5 ID INV followed by DE  

2.2 PMI-IR Application 

This step estimates the semantic orientation score by applying PMI. Turney showed 
that a phrase has positive semantic orientation (SO) when it is more strongly asso-
ciated with a positive reference word (“excellent”) and negative when a phrase is 
more strongly associated with a negative reference word (“poor”) (1) [9, 19]. PMI-IR 
is a method that estimates PMI by issuing queries and determining the number of 
matching documents (2).  

 SO(phrase) = PMI(phrase, "exellent")  PMI(phrase, "poor")  (1) 

 s.t.   PMI(word , word ) =  log ( & )( ) ( )  
 SO(phrase) =  log (  & ) ( )(  & ) ( )   (2) 

2.3 Fuzzy Adjustment 

Each extracted phrase includes a sentiment phrase (sentiment word, context) and 
modifier (Fig. 3). The sentiment scores for each phrase are calculated by applying 
PMI (second step), SentiWordNet and manual assignment. A hybrid score is then 
calculated using a linear combination of component scores (3). Finally, a fuzzy func-
tion is applied to adjust the hybrid score based on the effect of the modifier in the case 
of modification (4). 

 Hybrid Score = w PMI  w SWN  w MA   (3) 



 Sentiment Classification: A Combination of PMI, SentiWordNet and Fuzzy Function 377 

 

 Fuzzy Score = f  (Hybrid Score)  (4) 

s.t. wp, ws, and wm are the weights of PMI scores (PMIs), SentiWordNet scores 
(SWNs) and manual assignment scores (MAs). Their sum is 1.0.  

Sentiment Phrase

PMI-IR Score SentiWordNet Score Manual Score

Hybrid Score

wp

ws
wm

Fuzzy Function

Semantic Orientation
(fuzzy score)

Extracted Phrase
(Sentiment Phrase, Modifier)

Modifier
Defined Modifiers

 

Fig. 3. Sentiment score calculation 

SentiWordNet Score. Each synset of WordNet is associated with three numerical 
scores, Obj(s), Pos(s) and Neg(s), which describe how objective, positive and nega-
tive the terms contained in the synset are, respectively.  

Manual Assignment Score. The technique for semi-manually collecting sentiment 
words includes context independence, domain dependence, high-frequency adjectives 
and English emotional vocabulary. Each item is assigned a semantic orientation in the 
interval [0.0, 1.0]. 

Hybrid Score Calculation. The hybrid score is a linear combination of PMI, Senti-
WordNet and the manual assignment score. The PMI score can be estimated in the 
second step whereas SentiWordNet and the manual assignment score cannot because 
the sentiment words cannot be contained in SentiWordNet. Therefore, the hybrid 
score is calculated using Eq. 5. 

 Hybrid Score= wp*PMIs  ws*SWNS   wm*MAs (SWNs and MAs are both available)   wp*PMIs  ws*SWNS                       (SWNs is available)                                 wp*PMIs    wm*MAs                       (MAs is available)                                     (5) 

Fuzzy Adjustment. This section suggests an approach to address the “modifier,” 
essentially an increase/decrease adjective and negation together with sentiment bear-
ing words in a “fuzzy” way. Therefore, a fuzzy data model that utilizes fuzzy logic 
and fuzzy sets theory is needed [20, 21]. Fig. 4 shows examples of fuzzy adjustment. 

0.0 1.00.5
x xx

good
not very good

very good

1
4

xx

not good

bad
not very bad

xx

very bad
3

2

5

 

Fig. 4. Fuzzy adjustment example 
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Assume that “good” is moderately positive and “bad” is moderately negative. 
Increase (IN) 

(1) “good” IN “very good”: very strongly positive 
(2) “bad” IN  “very bad”: very strongly negative 

Invert (INV) 
(3) “good” IV “not good”: moderately negative 

Invert-Increase (II) 
(1)→(4) “good” II “not very good”: strongly positive 
(2)→ (5) “bad”  II  “not very bad”: strongly negative 

Fuzzy Rules. Fuzzy adjustment can be described as IF THEN rules with the follow-
ing forms: IF (phrase is class) AND (modifier is type)  THEN adjustment    class ∈ {positive, negative}: original class (before adjustment)   type ∈{IN, DE, INV, II, ID}   adjustment: increase/decrease sentiment score. 
For example, IF [(phrase is positive) AND (modifier is IN)] THEN [increase senti-
ment score]. 

Nadali et al. proposed a method based on the combinations of opinion words 
around each product feature in a review sentence [22]. This methodology determines 
the strength of opinion orientation (very weak, weak, moderate, very strong and 
strong) on the product feature using a fuzzy logic technique. Our method is based on 
phrase sentiment scoring. Therefore, to adjust the sentiment score we use a power 
function (nonlinear) of the form f(x) = xα, where α is a constant real number (system 
parameter) and x is variable in the interval [0.0, 1.0]. Depending on the value of α, the 
sentiment score can be decreased with α>1 or increased with α<1. In our experiment, 
α is set to 1.2 for IN, 0.85 for DE, 0.9 for II and 0.9 for ID. Table 2 describes the 
fuzzy functions. For example, the first line in Table 2 shows that if a given phrase is 
negative (x<M) and its modifier is IN (increase), the fuzzy function is selected to be 
of the form f(x) = xα, otherwise f(x) = x1/α (α = 1.2). In the case of a II (invert-
increase) modifier, the adjustment includes two steps: increasing and then decreasing. 
Therefore, the fuzzy function is of the form f(x) = x<M ? (xα1)α2 : (x1/ α1)1/α2  (α1 = 1.2, 
α2 = 0.9) (Table 2, line 4). 

• x: original sentiment score 
• M: middle score; If (x>M) then phrase x is positive class, otherwise negative class. 
• α1, α1: weight of the modifier indicating how the modifier increases or decreases. 
• “?”: ternary conditional (condition ? value_if_true : value_if_false). 

Table 2. Fuzzy Functions 

 Modifier Fuzzy Function α1 α2 
1 II  f(x) = x<M ? xα1 : x1/ α1 1.2  
2 DE  f(x) = x<M ? x1/ α1 : xα1 0.85  
3 INV  f(x) = 1 – x  
4 II  f(x) = x<M ? (xα1)α2: (x1/ α1)1/α2 1.2 0.9 
5 ID  f(x) = x<M ? (x1/ α1)α2 : (xα1)1/α2 0.85 0.9 
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2.4 Summary 

This step includes calculating the average sentiment scores of all phrases in the given 
review. If the average is larger than the middle score, the given review is classified as 
positive. 

3 Experimental Results 

Data sets. In order to evaluate the accuracy of our system, we tested it with Movie 
Review v1.13 and the Multi-Domain Sentiment Dataset v2.04. The movie review data 
is a collection of movie review documents labeled with respect to their overall senti-
ment polarity. The Multi-Domain reviews contain star ratings that can be converted 
into binary labels. Table 3 summarizes the details of our experimental data. 

Turney applied PMI-IR (Alta Vista5) to binary classification with an accuracy of 
65.83% for movie reviews [9]. Our system uses Yahoo Search6 and achieves an accu-
racy of 54.26% for PMI-IR and 69.36% overall by combining PMI-IR, SentiWordNet 
and the Fuzzy Function. Turney used reviews from Epinions7 [9], while our dataset 
was Movie Review v1.1, thus the datasets are not directly comparable. However, the 
experimental results show that even when the accuracy of PMI-IR is low, the accura-
cy of our system with the combination method is better than that from Turney’s me-
thod [9] (Table 4). 

Table 3. Datasets 

Domain No. of Reviews No. of Extracted  
Phrases 

No. of Phrases with 
a Modifier 

Movie 1400 71716 16064 
Apparel 2000 8135 3721 
Automotive 736 3365 1227 
Beauty 1493 9024 3759 
Camera & Photo 1999 15309 5886 

Table 4. Comparison with (Turney, 2002) 

 (Turney, 2002) Our System 
Domain Movie Movie 
No. of Reviews 120 1400 
PMI-IR Accuracy 65.83% 54.26% 
Whole Accuracy 65.83% 69.36% 

                                                           
3 http://www.cs.cornell.edu/people/pabo/movie-review-data/ 
4 http://www.cs.jhu.edu/~mdredze/datasets/sentiment/ 
5 Alta Vista is now owned by Yahoo. 
6 http://www.search.yahoo.com 
7 http://www.epinions.com 
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Table 5. Comparison with Related Work 

 Applied Methods Accuracy 
(Turney, 2002) PMI-IR 66% (movie) 

84% (automobile) 
(Pang et al., 2002) Supervised Learning 77.1% (SVM, bigrams) 

  82.9% (SVM, unigrams) 
(Ohana et al., 2009) SentiWordNet 67.40 (no refinement) 

69.35% (refinement) 
Our System Combination of PMI-IR, Senti-

WordNet and Fuzzy Function 
69.36% (movie) 
80.16 (automotive) 

Pang et al. used the same dataset (Movie Review) for sentiment classification using 
machine learning and the best performance, obtained using SVM in combination with 
unigrams, was 82.9% [11]. Meanwhile, Ohana and Tierney applied the SentiWordNet 
lexical resource and achieved accuracy ranging from 67.40% to 69.35% for film re-
views [14]. Table 5 summarizes the comparisons of our method with related work. 

We attempt to adjust the PMI-IR score (step 2) by adding a constant c to the origi-
nal value before the hybrid score is calculated. Figure 5 shows the complex depen-
dence of precision and recall on c in the movie domain. In our system, “excellent” and 
“poor” are assigned as pairs of reference words. Consequently, the PMI-IR score is 
estimated by comparing the given phrase to “excellent” vs. “poor.” In fact, the num-
ber of matching documents returned by a given query differs depending on the  
number of matching documents returned. The experimental results show that the algo-
rithm has the highest accuracy, 69.36%, with a positive bias, c = 1.6. 

 

 

Fig. 5. The dependence of accuracy on c 
(movie reviews) 

Fig. 6. The dependence of accuracy on β (mov-
ie reviews) 

Table 6. The Accuracy of the Proposed System 

Domain PMI-IR accuracy Overall accuracy Precision Recall F1 Score 
Movie 54.26% 69.36% 71.47% 64.43% 67.77% 
Apparel 61.90% 71.95% 70.80% 74.70% 72.70 
Automotive 58.56% 80.16% 81.65% 96.75% 88.56% 
Beauty 55.57% 78.03% 79.79% 90.00% 84.59% 
Camera, photo 57.38% 72.83% 69.85% 80.40% 74.76% 
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The hybrid score is calculated based on the combination of PMI, SentiWordNet 
and assignment score (5). In order to estimate how each measure adds to the know-
ledge derived from other measures, we assume that 

 =   (1 )                     0.1  0.1   0.8   0.2   0.8                       

Figure 6 illustrates the dependence of accuracy on the value of β in the movie domain. 
When β is 0, the hybrid score strongly depends on SentiWordNet. Consequently, the 
accuracy is 68.14%. If β is 1.0, then the hybrid score strongly depends on the PMI. 
Consequently, the accuracy is 67%. However, the system achieves an accuracy of 
69.36% when β = 0.6 by combining SentiWordNet and PMI. 

Table 6 summarizes the experimental results in multiple domains. The overall ac-
curacy is achieved by combining PMI-IR, SentiWordNet and Fuzzy Function. 

4 Conclusion 

This paper presents an unsupervised approach based on phrase sentiment scoring to 
classify a review as positive or negative. The algorithm performs sentiment classifica-
tion by combining information gained from PMI-IR, SentiWordNet and manual as-
signments, and adjusting the phrase sentiment score when modification is needed. 

We have shown that a bit complex technique is a useful way to combine informa-
tion from PMI-IR and SentiWordNet, improving their overall performance compared 
to the performance of either in isolation. Furthermore, we not only considered senti-
ment words, but also their modifiers. A fuzzy function was applied to adjust the sen-
timent score when modification was needed. Nevertheless, parameter choice (the 
weight of linear combination and fuzzy function parameters) is important to obtain an 
effective method for sentiment classification. Consequently, an expert is needed to 
initialize the sentiment lexicon, and the parameters of the proposed fuzzy function 
should be derived by an expert who has knowledge of how to increase/decrease the 
modifier. Second, SentiWordNet should be applied at a more advanced level with 
refinements such as negation detection, linear scoring and feature selection. Last, a 
better search engine may improve results. 
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Abstract. This paper proposes a new algorithm for classification based on as-
sociation rule with interestingness measures. The proposed algorithm uses a tree 
structure for maintenance of related information in each node, thus making the 
process of generating rules fast. Besides, the proposed algorithm can be easily 
extended to integrate some measures together for ranking rules. Experiments 
are also made to show the efficiency of the proposed approach for different set-
tings. The mining time for different interestingness measures is varied only a 
little when ten measures are integrated. 

Keywords: accuracy, classification, class-association rulem, interestingness 
measure, integration. 

1 Introduction 

Class-association Rule (CAR) mining was proposed by Liu et al. in 1998 [8]. It finds 
classification rules based on association rule mining. Several approaches for mining 
CARs have then been proposed in recent years such as CPAR [24], CMAR [7], CBA 
[8], MMAC [16], ACME [17], ECR-CARM [22]. Classifiers based on CARs were 
shown more accurate than traditional methods such as C4.5 [14] and ILA [18-19] in 
both the theories [20-12] and experimental results [8]. 

Interestingness measures play an important role in association rule mining. It can 
be used for ranking association rules. Tan et al. [15] addressed that there was no 
measure better than others in all application domains. A suitable interestingness 
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measure can thus be chosen depending on the dataset. Therefore, proposing a general 
algorithm for mining CARs and their interestingness measure values is an important 
work in choosing an appropriate measure for a given dataset. 

In this paper, we propose an efficient algorithm for mining all CARs along with 
their measure values for any interestingness measure. The proposed algorithm uses a 
tree structure for maintenance of related information for fast computing any measure 
value in each node. Besides, the proposed algorithm can also be extended to integrate 
multiple interestingness measures. Experimental results also show that the execution 
time for computing ten measures is nearly the same as that for computing one  
measure. 

2 Related Work 

The first method for mining CARs was proposed by Liu et al. in 1998 [8]. It first gen-
erated all 1-rule items, where a rule item has the form <condset, y> with condset in-
cluding a set of items and y is a class label. It then generated all candidate 2-ruleitems 
from the frequent 1-ruleitems and then found the large 2-ruleitems. The same process 
was then repeated until no more candidates could be obtained. The authors then pro-
posed a heuristic algorithm for building a classifier. Li et al. used the FP-tree structure 
to speed up the CBA mining process [7]. It scanned a dataset only twice and used the 
tree structure to compress the dataset. It also used the tree-projection technique to find 
frequent itemsets. Vo and Le [22] then developed a tree structure called ECR-tree 
(Equivalence Class Rule-tree) and proposed an algorithm named ECR-CARM for 
mining CARs. The algorithm was based on the intersection of object identifications to 
fast compute the support of itemsets, and thus needed to scan the dataset only once. 
Nguyen et al. proposed a lattice-based approach for pruning efficient redundant rules 
based on lattices [10].  

An interestingness measure is a metric to measure the strength of a rule. Several in-
terestingness measures have been designed for ranking rules in recent years. Depend-
ing on domain applications, a suitable measure can be chosen for a given dataset. In 
the past, Piatetsky-Shapiro [12] applied the statistical independence as an interesting-
ness measure. Several measures for association rules have then been proposed since 
that.  For example, Agrawal and Srikant [1] proposed the support and the confidence 
measures for mining association rules. Hilderman and Hamilton [3], Tan et al. [15] 
then compared different interestingness measures. Lee et al. [5] and Omiecinski [11] 
pointed out that the confidence, coherence and cosine measures were a good effect on 
mining correlation rules in transaction databases. Tan et al. [15] then discussed the 
properties of twenty-one objective interestingness measures and analyzed the impact 
on candidate pruning based on the support threshold. There was no measure better 
than another in all application domains and some of the measures were correlated to 
each other [4, 15]. Some studies discussed how to choose appropriate measures for a 
given database [2, 6, 15]. Vo and Le were also proposed an algorithm for fast mining 
interesting association rules by combining lattices and hash tables [23]. 
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3 Preliminary Concepts 

Let D be a set of training data with n attributes A1, A2, …, An and |D| objects (cases). 
Let C = {c1, c2, …, ck} be a set of class labels. Some definitions used in the paper are 
defined below. 

Definition 1: An itemset is a set of m attribute-value pairs, denoted {(Ai1, ai1), (Ai2, 
ai2), …, (Aim, aim)}, where Aij is an attribute and aij is one of the values of Aij. 

Definition 2: A class-association rule r has the form of {(Ai1, ai1), …, (Aim, aim)} → c, 
where {(Ai1,ai1), …, (Aim, aim)} is an itemset and c ∈ C is a class label. 

Definition 3: The actual occurrence ActOcc(r) of a rule r in D is the number of 
records in D that match r’s condition. 

Definition 4: The support of a rule r, denoted Sup(r), is the number of records in D 
that match r’s condition and belong to the class of r. 

For example, consider the rule r = {(A, a1)} → y for the dataset in Table 1. Since 
there are three records with the attribute A and two of them belong to the class Y, thus 
ActOcc(r) = 3 and Sup(r) = 2. 

Table 1. An example of training dataset 

OID A B C class 
1 a1 b1 c1 y 
2 a1 b2 c1 n 
3 a2 b2 c1 n 
4 a3 b3 c1 y 
5 a3 b1 c2 n 
6 a3 b3 c1 y 
7 a1 b3 c2 y 
8 a2 b2 c2 n 

 
An association rule is an expression form YX vmq⎯⎯ →⎯ , , where X ∩ Y = ∅, q = 

Sup(X∪Y), and vm is the value of a measure. For example, in traditional association 
rules, vm is the confidence of the rule, which is evaluated as vm = Sup(X∪Y)/Sup(X). 
Let vm(n, nX, nY, nXY) be the measure value of rule X → Y, where the four variables 
represent the number of objects in the D, the numbers of objects with X, with Y and 
with X∪Y, respectively. The measure vm can be computed based on n, nX, nY, and nXY. 

For example, consider the rule {(A, a1)} → y obtained from Table 1. For this rule, 
X = {(A, a1)}, Y = y, n  = 8 (number of objects), nX = 3, nY =4, and nXY = 2. Some 

extended parameters can also be calculated as 
X

n = 5, 
Y

n = 4, and 
YX

n = 1. Several 

measures based on these parameters and their values for the example are listed in 
Table 2. 
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Table 2. Some measures and their values for the example 

No Measure Equation Value for the example 

1 Confidence [1] 
X

XY

n

n
 

3
2  

2 Cosine [15] 
YX

XY

nn

n  
3

1

43

2 =
×

 

3 Lift [13] 
YX

XY

nn

nn
 

3

4

43

82 =
×
×  

4 Rule interest [12] 
2n

nnnn
YXYX −

 
16

1

64

8143 =×−×  

5 Laplace [15] 
2
1

+
+

X

XY

n

n  
5
3  

6 Jaccard [15] 
XYYX

XY

nnn

n

−+
 

5
2

243
2 =

−+
 

7 Phi-coefficient [15] 
YXYX

YXXY

nnnn

nnnn −  
15

1

4543

4382 =
×××

×−×  

4 Mining Class-Association Rules 

4.1 MECR-Tree Structure 

The MECR-tree structure is modified from the ECR-tree structure [22] for mining 
CARs with support and confidence measures [22]. In the original ECR-tree structure, 
all itemsets with the same attributes are clustered into one group. Itemsets in the each 
group will join with all the itemsets that belong to the other groups following it. . It 
leads to more time consumption for generating and checking candidates. In the pro-
posed MECR-tree structure, each node in the tree contains an itemset along with the 
following information: 

• Obidset, which is a set of objects containing the itemset, and 
• counti, which is the number of objects containing the itemset and belonging to 

class i,  for i ∈ [1, k], where k is the number of classes. 

For example, consider the node containing itemset X = {(A,a2), (B,b2)} for the dataset 
in Table 1. Since X is contained in Objects 3 and 8, and both of them belong to class 

n, a node )2,0(38
)}2,(),2,{( bBaA

is thus generated in the tree to represent the itemset, where 

38 represents Objects 3 and 8, and (0,2) represents 0 (no) object belongs to class y and 
2 objects belong to class n. The above representation can be further simplified as 

)2,0(38
22baAB× . In real implementation, the bit presentation is used for storing the 

attributes of an itemset. For example, the itemset AB can be coded as 11, with the first 
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bit representing the first attribute A and the second bit representing B. Therefore, the 

value of the attributes is 3 and node )2,0(38
22baAB × can be rewritten as )2,0(38

223 ba× . With 

this representation, bitwise operations can be used to join itemsets fast. With these 
descriptions, we devide the itemset into two parts atts and vals: atts is bits 
representation of attributes containing this itemset and vals is a set of values that 
belong to this itemset. 

Vertex in MECR-tree will connect from node X to node Y if itemset of X is prefix 

of itemset of Y. For example, node )1,2(127
11 a×  will conect to node )0,1(1

113 ba×  but node 

)1,1(15
12 b×  will not conect to node )0,1(1

113 ba× . 

4.2 Proposed Algorithm 
 

Fig. 1. The CARIM algorithm for mining CARs 

Input: A dataset and a given interestingness measure vm; 
Output: CARs and their measure values; 
Procedure: 

CARIM(P, minSup) 
1. CAR = ∅; 
2. for all li ∈ P do 
3.     CAR = CAR ∪ ENUMERATE_RULE_IM(li);  //find the strongest rule from li 
4.     Pi = ∅; 
5.     for all lj ∈ P, with j > i do 
6.         if  li.atts ≠ lj.atts then 
7.            l.atts = li.atts ∪ lj.atts;  //use bitwise operation 
8.            l.vals = li.vals ∪ lj.vals; 
9.            l.Obidset = li.Obidset ∩ lj.Obidset; 
10.            if |l.Obidset| > 0 then   // l.itemset exists in the dataset   
11.               for all ob ∈ O.Obidset do //compute O.count 
12.                      O.count[ob]++; 
13.                  Pi = Pi ∪ l;  //add l into the set of nodes Pi  
14.     CARIM(Pi, minSup);   //call recursive to generate all children nodes of Pi 
ENUMERATE_RULE_IM(l) 
15. CARl = ∅; 
16. for i ∈ [1,k] do //traverse all classes of the dataset 
17.      if l.count[i]  > 0  then// l.itemset contains at least one row belongs to 

class i 
18. nX = |l.Obidset|; 
19. nXY = l.count[i]; 
20. nY = Count[i]; 
21. CARl = CARl ∪ {l.itemset → ci (l.count[i], vm(n, nX, nY, nXY)}; 
22. return The rule with highest information from CARl;
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In this section, an algorithm called CARIM (class-association rule with interesting-
ness measure) is proposed for efficiently mining CARs from a given training dataset. 
The algorithm is stated in Figure 1. It considers each node li with all the other node lj 
following li in Lr (Lines 2 and 5) to generate a candidate children node l. With each 
pair (li, lj), the algorithm checks whether li.atts ≠ lj.atts (Line 6). If they are different, it 
will compute the four elements including atts, vals, Obidset, and count for the new 
node l (Lines 7-9). If the number of object identifiers is larger than zero (Line 10), 
then the algorithm computes the count of the objects in each class that contain 
l.itemset and adds this node to Pi (Pi is initialized empty in Line 4). Finally, CARIM 
will be recursively called with a new set Pi as its input parameter (Line 14). 

The function ENUMERATE_RULE_IM(l) generates interesting rules from the 
node l. It first traverses each class (Line 16) to generate rules. If the count of this class 
is larger than zero (Line 17), it means that l can generate rule from l.itemset → ci. The 
function will then compute the parameter values for this rule, including nX, nY and nXY 
(Lines 18-20), where X is l.itemset and Y is class ci. To get the support of X, the cardi-
nality of its Obidset is counted. The support of Y (Count[i]) and n (number of objects) 
can be obtained when the dataset is scanned. After the four elements are obtained, the 
value of any measure adopted can be easily calculated (Line 21). Finally, the function 
will return the rule with the highest measure from the rule set CARl (Line 22). 

4.3 An Example 

The example in Table 1 is used here to describe the process of the algorithm with the 
Jaccard measure. Figure 2 show the MECR-tree constructed from the dataset in Table 
1, where the number before the symbol ‘×’ is bit-presentation of the attributes.  

 

Fig. 2. The MECR-tree constructed from the dataset in Table 1 

Consider the process of generated rule from node 
)1,2(127
11 a× , there are two candidate 

rules. Consider the first rule “If A = a1 then class = y”, we have nX = 3, nY = 4, and nXY 

= 2, the Jaccard measure of this rule is 
5
2

243
2 =

−+
.  Consider the second rule  
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“If A = a1 then class = n” (nX = 3, nY = 4, and nXY = 1), the Jaccard measure of this rule 

is 
6
1

143
1 =

−+
. Because 2/5 > 1/6, we choose the first rule for this node. 

5 Experimental Results 

Experiments were made to show the efficiency of the proposed algorithm. The algo-
rithms used in the experiments were coded on a personal computer with C#2008, 
Windows 7, Centrino 2×2.53 GHz, and 4MBs RAM. Some datasets obtained from the 
UCI Machine Learning Repository (http://mlearn.ics.uci.edu) were used in the expe-
riments. Table 3 shows the characteristics of the experimental datasets. 

Table 3. The characteristics of the experimental datasets 

Dataset #attributes #classes #distinct items #objects 
Breast 12 2 737 699 
Lymph 18 4 63 148 
Vehicle 19 4 1434 846 

 
Table 4 shows the numbers of rules generated from the datasets in Table 3 for dif-

ferent minimum support thresholds. 

Table 4. The numbers of rules generated for different minimum supports 

Dataset minSup(%) #Rules 

Breast 

1 6016 
0.5 10664 
0.3 15302 
0.1 488356 

Lymph 

4 1177805 
3 1809130 
2 5783910 
1 14253440 

Vehicle 

0.8 10645 
0.6 15270 
0.4 41930 
0.2 579970 

 
The results from Table 4 show that some datasets would generate a lot of rules. For 

example, the Lymph dataset had more than 14 million rules with minSup = 1%.  
Experiments were then made to compare the execution time of different interes-

tingness measures. The results along with different minimum supports for different 
datasets are shown in Figures 3 to 5. It could be found from these Figures that the 
datasets with more numbers of attributes would generate more rules and needed long-
er execution time.  



390 L.T.T. Nguyen et al. 

 

 

Fig. 3. The execution time of ten different interestingness measures for Breast dataset 

 

Fig. 4. The execution time of ten different interestingness measures for Lymph dataset 

 

Fig. 5. The execution time of ten different interestingness measures for Vehicle dataset 
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The experimental results showed that the mining time would increase along with 
the decrease of the minimum support. Besides, the time for different interestingness 
measures varied only a little. For example, the minimum execution time for the Breast 
dataset with minSup = 0.1% was 15.1516 seconds while the maximum was 15.4398 
seconds. When the ten measures were integrated together, the mining time was 
15.4664 seconds. 

6 Conclusions and Future Work 

This paper has proposed a new algorithm for mining class-association rules with inte-
restingness measures. By using the MECR-tree, the proposed algorithm can mine 
CARs fast. Furthermore, the proposed algorithm can easily integrate different interes-
tingness measures together for ranking rules. Experimental results show that the ex-
ecution time for integration of interestingness measures is only slightly more than that 
for individual measures.  

In future, we will study the impact of interestingness measures on accuracy. We 
will also try to construct other algorithms for ranking rules and building classifiers.  
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Abstract. Sequential generator pattern mining is an important task in data 
mining. Sequential generator patterns used together with closed sequential 
patterns can provide additional information that closed sequential patterns alone 
are not able to provide. In this paper, we proposed an algorithm called MSGPs, 
which based on the characteristics of sequential generator patterns and sequence 
extensions by doing depth-first search on the prefix tree, to find all of the 
sequential generator patterns. This algorithm uses a vertical approach to listing 
and counting the support, based on the prime block encoding approach of the 
prime factorization theory to represent candidate sequences and determine the 
frequency for each candidate. Experimental results showed that the proposed 
algorithm is effective. 

Keywords: sequential pattern, sequential generator pattern, sequence database, 
prefix tree. 

1 Introduction 

Sequential pattern mining, which was first proposed by Agrawal in [1], has played an 
important role in data mining task The algorithms for mining sequential patterns 
[2,5,11,12,17] had good performance in databases with short frequent sequences. 
However, when mining long frequent sequences containing a combinatorial number 
of frequent subsequences, such mining will generate an explosive number of frequent 
subsequences for long patterns, or when using very low support thresholds to mine 
sequential patterns, that is costly in both time and space. So, the performance of such 
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algorithms is significantly reduced. To overcome this problem, recent years, mining 
closed sequential patterns, sequential generator patterns or maximum sequences have 
been proposed. A sequential pattern S is called maximum sequential pattern if there 
do not exist its super sequences which are frequent. MSPS algorithm [9] could mine 
maximum sequential patterns effectively. A sequential pattern S is called closed if 
there do not exist super sequences of S which have the same support in the database. 
Several studies [3,6,13-15] were recently proposed to mine closed sequential patterns. 
In a sequence database, the sequential generator pattern relates to patterns without any 
subsequence with the same support. Sequential generator patterns used together with 
closed sequential patterns can provide additional information that closed sequential 
patterns alone are not able to provide. Li et al [7] showed that sequential generator 
pattern is the minimal member and preferable over all sequential patterns and closed 
sequential patterns for association rule presentation, web page and product review 
classification because the length of sequential generator patterns are shorter than 
closed sequential patterns, so it is necessary to find sequential generator patterns for 
mining sequential rules from them to reduce redundancies. Recent years, several 
sequential generator mining methods [4,8,15-16] had been proposed. However, in our 
opinion, these algorithms have been proposed to generate the different types of 
pattern separately that is sequential generator patterns can only be generated after 
sequential patterns found. In this paper, based on the characteristics of sequential 
generator patterns mentioned in section 4.1, we propose an efficient algorithm called 
MSGPs for Mining all of Sequential Generator Patterns at the process of generating 
sequential patterns. Experimental results show that our proposed algorithm 
outperforms better than existing algorithms as FSGP [16]. 

The rest of this paper is organized as follows. Section 2 discusses related works to 
mining sequential generator pattern. Section 3 presents some problem definitions 
related to mining sequential generator patterns. Section 4 discusses characteristics of 
sequential generator patterns and proposes an algorithm for mining sequential 
generator. Section 5 presents experimental results, and section 6 discusses 
conclusions and future work. 

2 Related Work 

Recent years, the problem of mining sequential generator patterns, closed sequential 
patterns and maximum sequences were proposed to solve the difficulties of mining 
sequential patterns problem when mining long frequent sequences or when using very 
low support thresholds. Sequential generator patterns used together with closed 
sequential patterns can provide additional information that closed sequential patterns 
alone are not able to provide. Several studies were recently proposed to mine closed 
sequential patterns such as CloSpan [15], BIDE [13-14], IMCS [3], FCSM-PD ([6] 
and so on. 

In 2008, Lo et al [8] proposed the GenMiner method for mining sequential 
generator patterns, which was the first sequential generator mining algorithm. The 
GenMiner method extracted sequential generator in a three-step compact-generate-
and-filter approach. The first step, it traversed all the sequential patterns and produced 
a compact representation of the space of frequent patterns in a lattice format in [15]. 
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The second step, it retrieved a set of candidate generators which was a super-set of all 
generators from the compact lattice and pruned the sub-search spaces containing non-
generators by using the unique characteristics of sequential generators [8] to ensure 
that the candidate generator set is not too large. In the final step, all non-generators 
from the candidate set were filtered away. The FEAT algorithm was introduced by 
Gao et al [4]. The FEAT was based on sequential patterns growth with forward and 
backward pruning strategy, along with sequential generator checking technique to 
speed up the mining process. However, it was costly enormous time for pruning the 
non-generator sequences which should be pruned since it caused many useless  
the database projection operations and the comparison of the projected databases in 
the pruning strategy. To avoid the costly enormous time for pruning, the FSGP 
algorithm [16] was proposed. In FSGP, a safe pruning strategy was given on the basis 
of the inclusion relationship between a sequence and its subsequence. Each valid 
frequent sequential pattern was checked by the sequential generator checking theorem 
from the set of the valid frequent sequential patterns, then the non-generators were 
removed, and the result set of the sequential generators was generated. However, 
algorithms have been proposed to mine sequential generator patterns as introduced in 
the above that generated the different types of pattern separately is that sequential 
generator patterns can only be generated after sequential patterns found. In this paper, 
we propose an efficient algorithm called MSGPs for mining all of sequential 
generator patterns at the process of generating sequential patterns. This algorithm uses 
a vertical approach for enumeration and support counting, based on the novel notion 
of prime block encoding [5], which in turn is based on prime factorization theory. The 
MSGPs algorithm also applies both the super sequence frequency-based pruning and 
non-generator-based pruning to reduce much more search space than other 
algorithms.  

3 Problem Definitions 

Given a set of items I={i1, i2, …, in} and a sequence database SD contains a set of 
sequences S={s1, s2, …, sm}, where each sequence sx is an ordered list of itemsets sx 

={x1, x2, …, xn}, and x1 occurs before x2, which occurs before x3, and so on, such that 
x1, x2, …, xn ⊆ I. The size of a sequence is the number of itemsets in the sequence. The 
length of a sequence is the number of instances of items in the sequence. A sequence 
has length l called an l-pattern. For example, the length of sequence ababd is 5 and 
called 5-pattern. 

Sequences α = α1 α2 … αn is called a subsequence of β = β1 β2 … βm and β is a 
supersequence of α (where αi, βj are itemsets), denoted as α ⊆ β, if there exist integers 
1 ≤ j1 < j2 < … < jn ≤m (n ≤ m) such that α1 ⊆ βj1 , α2 ⊆ βj2 , . . . , αn ⊆ βjn. For 
example, if α = (ab), d and β = (abc), (de), where a, b, c, d, and e are items, then α 
is a subsequence of β and β is a supersequence of α. The support of a sequence α 
sup(α) is the number of sequences in the database containing α. Sequence α is a 
frequent sequence in a sequence database SD if the support sup(α) of the sequence α ≥ 
minSup (minimum support threshold which is a user-specified value). A frequent 
sequence is called a sequential pattern. Sequential pattern α is called a sequential 
generator pattern SGP(α) if and only if  ¬∃ β such that α ⊃ β  (i.e., α containsβ) and 
sup(α) = sup(β). 
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Table 1. A sequence database 

SID Sequence 
1 (ab)(b)(b)(ab)(b)(ac) 
2 (ab)(bc)(bc) 
3 (b)(ab) 
4 (b)(b)(bc) 
5 (ab)(ab)(ab)(a)(bc) 

 
Sequence α is a prefix of β if and only if αi = βi for all 1 ≤  i ≤ n < m. After the 

prefix part α is removed from sequence β, then the remaining part of β is called a 
postfix of β. Sequence α is an incomplete prefix of β if and only if αi = βi for all 1 ≤  i 
≤ n-1, αn ⊂ βn and all items in (βn - αn ) are lexicographically after those in αn. From 
the above definition, it can be derived that a sequence of size k has (k-1) prefixes. For 
example, a sequence (a)(bc)(d) has 2 prefixes: (a) and (a)(bc). Therefore, 
(bc)(d) is the postfix for prefix (a), and (d) is the postfix for prefix (a)(bc). 
However, neither (a)(b) nor  (bc) is considered as a prefix of given sequence, but 
(a)(b) is a incomplete prefix of given sequence. 

A sequence α can be extended in two ways are that itemset extension and sequence 
extension [5]. In sequence extension, we add a single frequent item from I to the 
sequence α as a new itemset, so the size of sequence-extended sequence always 
increases. Sequence α becomes the prefix of all sequence-extended sequences of α. In 
itemset extension, an item is added to the last itemset in the sequence α such that this 
added item must be greater than all items in the last itemset. The size of itemset-
extended sequences does not change and α is an incomplete prefix of all sequences 
that extended from these itemset-extended sequences. For example, sequences (a)(b) 
and (a)(c) are sequence-extended sequences of (a), and (ab) is an itemset-
extended sequence of (a). Sequence (a) is a prefix of sequences (a)(b), (a)(c) 
and an incomplete prefix of (ab). 

A prefix tree is similar to a lexicographic tree, which starts from the tree root at 
level 0. The root is set with a null sequence ∅, each child node stores a sequential 
pattern. At level 1, each node is set with a frequent item; at level k, each node is set 
with a k-pattern. Recursively, we have nodes at the next level (k+1) after extending a 
k-pattern with a frequent item. 

Given a minimum support threshold minSup and a sequence database SD, the 
problem of mining sequential generator patterns is to find the all of sequential 
generator patterns in SD. 

4 Mining Sequential Generator Patterns 

4.1 Unique Characteristics of Sequential Generator Patterns 

Property 1: SGP(i) = i, ∀i ∈ I and i be a sequential 1-pattern. 

Proof: Suppose that S’ is a sequential generator pattern of S which contains a single 
item, since S’ ≠ ∅ and S’ ⊆ S, so S’ = S. 
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Property 2. (Apriori Property of Itemset Generators) [7] 
If an itemset is a generator, then all its subsets are also generators. One might be 
tempted to use this property to mining sequential generator patterns problem. That is, 
“If a sequential pattern is a generator, then all its subsequences are also generators”. 
Unfortunately, this property does not hold for sequential generators. So, on the other 
hand, the following apriori property can be possessed for non-generators of sequential 
patterns which can help to speed up the mining of sequential generator patterns. 

Property 3. (Apriori Property of Non-Generators)  
Given a sequential pattern S1 is a sequential generator pattern, if there exist another 
pattern S2 such that they have the same support and S1 is the incomplete prefix of S2 
then S2 and any extension of S2 are not also generators. 

Proof: That S2 is not a generator is obvious from the premises. Next, since S1, S2 have 
the same support and S1 is an incomplete prefix of S2, if we can extend pattern S2 
(resp. S1) by a series of events Sx, we can always extend pattern S1 (resp. S2) by the 
same Sx. Thus, for any series of events Sx, the support of S2++ Sx will always be the 
same as S1++Sx where the symbol “++” means concatenation of two sequences. 
Hence, all extensions of S2 (i.e., S2++ Sx) are not generators. 

Remark 1: Given two sequences α and β, if α is a prefix of β (i.e., α is a proper 
subsequence of β) and sup(α) = sup(β) , then any extension to β , which has the same 
support as β, cannot be a generator.  

Remark 2: A sequence S = s1, s2, ..., sn is a generator if and only if  ¬∃i such that  1 ≤ 
i ≤ n and sup(S) = sup(s(i)).  

4.2 Proposed Algorithm 

Based on the characteristics of sequential generator patterns in section 4.1 and 
extension of sequence on the prefix tree by doing depth-first search, we propose an 
algorithm to generate all of the sequential generator patterns as shown in Fig.1. Using 
the prefix tree, we can easily create new sequences which are parent nodes by 
appending an item to the last position of child node as itemset extension or sequence 
extension. Our proposed algorithm will use the prime block encoding approach to 
represent candidate sequences and join operations over the prime blocks in PRISM 
algorithm [5] to determine the frequency for each candidate.  

4.3 An Example 

Consider the sequence database presented in table 1, with minSup = 50%. The all of 
sequential patterns and sequential generator patterns are shown in table 2, where the 
complete set of sequential generator patterns  consists of only 8 sequences while the 
whole set of sequential patterns consists of 21 sequences. Consider the process of 
extending subtree and finding sequential generator patterns at sequence node {(a):4} 
on the prefix tree. Extending this node based on itemset extension and sequence 
extension, we have sequential patterns: {(ab):4, (a),(b):3, (a),(c):3}. Since 
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sequences (a), (ab) have the same support and satisfy property 3, then sequence 
(ab) is a non-generator pattern and all another extension of (ab) are also non-
generator patterns so we don’t need to check the generator property for all sub nodes 
of (ab).  We repeat the above process for all sub nodes of (a) containing all nodes 
except the non-generator pattern nodes which satisfy property 3 to extend tree and 
find sequential generator patterns from these sub nodes. We also repeat the above 
process for all remaining nodes on the prefix tree and results are presented in Table 2. 

 
Input: Sequence database SD, minSup. 
Output: Set of the sequential generator patterns: SGPs. 
Method: 
MSGPs(SD, minSup) 

dbpat ← all frequent sequence 1-pattern; 
SGPs ← all frequent sequence 1-pattern; 
for each Pattern P in dbpat 

          EXTEND_TREE(P, dbpat, SGPs);//extending tree with root node is P. 
return SGPs; 

//......................................       
EXTEND_TREE(Root, dbpat, SGPs)       

For each 1-pattern P in dbpat  
Let Pitems_ext  is  a new pattern that creating by itemset extension of Root 
and using block encoding based on prism factorization in [5] to count the 
support; 
If (sup(Pitems_ext) ≥ minSup and sup(P) = sup(Pitems_ext)) 

Set Pitems_ext is non-generator pattern; 
Else 

Checking whether Pitems_ext is generator pattern or not. If 
Pitems_ext is a generator pattern then add Pitems_ext into SGPs 
else set Pitems_ext is non-generator pattern; 

Add Pitems_ext into the itemset extended set of P; 
Let Pseq_ext  is  a new pattern that creating by sequence extension of Root 
and using block encoding based on prism factorization in [5] to count the 
support; 
If (sup(Pseq_ext) ≥ minSup and sup(P) = sup(Pseq_ext)) 

Set Pseq_ext is non-generator pattern; 
Else 

Checking whether Pseq_ext is generator pattern or not. If Pseq_ext is a 
generator pattern then add Pseq_ext into SGPs else set Pseq_ext is 
non-generator pattern; 

Add Pseq_ext into the sequence extended set of P; 
For each node Pi is an itemset extension of Root 

If Pi is a generator pattern 
EXTEND_TREE(Pi, dbpat, SGPs);// recursively call to extend tree with 
root node be Pi,. 

For each node Ps is a sequence extension of Root 
EXTEND_TREE(Ps, dbpat, SGPs); // recursively call to extend tree with root 
node be Ps.  

Fig. 1. MSGPs algorithm for generating the set of sequential generator patterns 
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Table 2. The list of sequential patterns and sequential generator patterns 

Nodes Sequential patterns Sequential generator 
patterns 

a (a): 4, (a)(b): 3, (a)(c): 3, (ab): 4, 
(a)(b)(b): 3, (a)(b)(c): 3, (ab)(b): 3, 
(ab)(c) : 3, (ab)(b)(b): 3, (ab)(b)(c): 
3 

(a): 4  
(a)(b): 3 
 (a)(c): 3 

b (b):  5, (b)(a): 3, (b)(b): 5, (b)(c): 
4, (bc): 3, (b)(ab): 3, (b)(b)(b): 4, 
(b)(b)(c): 4, (b)(bc): 3, (b)(b)(bc): 3 

(b):  5 
 (b)(a): 3 
(bc): 3 
(b)(b)(b): 4 

c (c): 4 (c): 4 

5 Experimental Results 

To evaluate the performance of the MSGPs algorithm for mining sequential generator 
patterns, we are comparing its performance with a second algorithm as FSGP [20]. 
All experiments are performed on PC machine with dual-core 2.81 GHz, 2 GBs 
RAM, running Windows XP professional, and all algorithms are implemented using 
C# (2008). We perform the experiments on synthetic and real databases include 
C6T5S4I4N1kD1k, Chess, and Mushroom. C6T5S4I4N1kD1k was generated using 
the synthetic data generator provided by IBM to mimic transactions in a retail 
environment with the following parameters: C is the average number of itemsets per 
sequence that is set to 6 (denoted as C6), T is the average number of items per itemset 
that is set to 5 (denoted as T5), S is the average number of itemsets in maximal 
sequences that is set to 4 (denoted as S4), I is the average number of items in maximal 
sequences that is set to 4 (denoted as I4), N is the number of distinct items that is set  
 

Table 3. Experimental results in databases 

Database 
Minsup  

(%) 

Number of 
Sequential 

Patterns 

Number of 
Sequential 
Generator 
Patterns 

Time for mining Scale 
(2)/(1) 

% FSGP 
(1) 

MSGPs 
(2) 

Chess 

80 8227 5113 240.57 222.40 92.45 

75 21000 11598 823.97 744.44 90.35 

70 49020 24763 2336 2041.75 87.40 

65 112103 53309 6329.37 5436.29 85.89 

60 254110 113097 18806.69 15193.98 80.79 

C6T5S4I4 
N1kD1k 

0.6 20644 20391 2200.96 2172.23  98.69 

0.5 31311 30692 3445.71 3386.48  98.28 

0.4 54566 52017 6418.37 6251.07  97.39 

0.3 124537 108085 17672.59 16556.23  93.68 
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to 1,000 (denoted as N1k), and D is the number of sequences include 1,000 sequences 
(denoted as D1k). Chess database was downloaded from http://fimi.ua.ac.be/data/ 
where each itemset in a sequence is a single item. Chess database includes 3196 
sequences with 76 distinct items.  

Table 3 shows all of sequential patterns, sequential generator patterns and the 
execution time of the two algorithms, which are comparing together, in different 
databases corresponding to their minimum supports. The experimental results in table 
3 show that the number of sequential generator patterns is always smaller the number 
of sequential patterns and the run time for mining using our MSGPs algorithm is 
always faster than that of the FSGP algorithm in all cases, because MSGPs algorithm 
applied both the supersequence frequency-based pruning and non-generator-based 
pruning on the prefix tree to reduce the search space. The time scale was calculated as 
follows: (mining time on MSGPs / mining time on FSGP) *100%. For example, 
consider the Chess database with minSup is 60%, there are 254,110 sequential 
patterns and 113,097 sequential generator patterns. The mining time based on the 
MSGPs was 15,193.98, and based on the FSGP was 18,806.69, such that the time 
scale was (15,193.98/18,806.69)*100%, which was 80.79%. 

6 Conclusions and Future Works 

In this paper, we proposed an algorithm called MSGPs, which based on the 
characteristics of sequential generator patterns and sequence extensions by doing 
depth-first search on the prefix tree, to generate all of the sequential generator 
patterns. This algorithm used a vertical approach for enumeration and support 
counting, based on the notion of prime block encoding, which in turn is based on 
prime factorization theory to determine the frequency for each candidate [5]. To 
reduce search space, MSGPs algorithm also applied both the super sequence 
frequency-based pruning and non-generator-based pruning on the prefix tree. 

The experimental results in synthetic and real databases showed that performance 
runtime for mining sequential generator patterns in our proposed algorithm is better 
than existing algorithms as FSGP [16]. In the future, we will research and produce the 
methods for mining the set of closed sequential patterns and minimal generator 
patterns of them at the same process based on the prefix tree. After that, we will 
generate non-redundant rules from these sets. Several relations between objects as 
reflexive relation, coherent relation, equivalence relation and so on were used for 
conflict resolution in the classification of ontology conflicts [10]. So, we will consider 
and study how to apply the one of these relations for mining sequential pattern 
problem in the future. 
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Abstract. In this paper, a new genetic algorithm with elite mutation is proposed 
for optimization problems. The proposed elite mutation scheme (EM) improves 
traditional genetic algorithms with a better ability to locate and to approach fast 
to optimal solutions, even in cases of huge data set. The proposed EM is to select 
elite chromosomes and mutate according to the similarity between elite 
chromosomes and selected chromosomes. The designed similarity guides 
effectively the search toward optimal solutions with less generation. The 
proposed EM is applied to optimize the cruise area of mobile sinks in hierarchical 
wireless sensor networks (WSNs). Numeric results show that (1) the proposed 
EM benefits the discovery of optimal solutions in a large solution space; (2) the 
approach to optimal solutions is more stable and faster; (3) the search guidance 
derived from the chromosome similarity is critical to the improvements of 
optimal solution discovery. Besides, the minimization of cruise are been proved 
to have the advantages of energy-saving, time-saving and reliable data collection 
in WSNs.  

Keywords: Genetic algorithm, Elite mutation, Cruise area optimization, Mobile 
data sinks, Hierarchical wireless sensor networks.  

1 Introduction 

During the last years, wireless sensor networks (WSNs) have attracted a lot of 
attentions from academics and industry due to its variety of application. WSN is 
employed in many military and civilian applications, including smart home and internet 
of thing (IoT). The main application of WSN is to monitor and sense the environmental 
change through measurement such as temperature, humidity, lighting and so on. 
Battery is the only power supply for sensors in a WSN. And the restricted power limits 
definitely network lifetime. Hence, Effective power consumption of sensor nodes is a 
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highly important issue when improving network lifetime. As well known, the power 
consumption of sensor nodes is mainly related to the distance between source nodes 
and destination nodes. Cluster-based WSNs consume less power because of 
hop-by-hop transmission. Such a hierarchical WSN architecture was confirmed to 
reduce power consumption and to prolong network lifetime.  

In a static hierarchical WSN, all sensor nodes are organized through clustering 
technique [1-2]. Each sensor in a cluster delivers the sensed data to corresponding 
cluster head. Cluster heads forward data from sensors to data sinks. However, the 
cluster heads will have a lot of workload and fast exhaust power. Therefore, in order to 
reduce the power consumption of cluster heads, mobile sinks are designed to cruise 
among sensor nodes to collect data. The mobile sink is able to move to the deployed 
area of cluster heads to collect date by shortening the transmission range between 
cluster head and data sink. Mobile data sink benefits WSNs with (1) shorter 
transmission distances between cluster heads and data sinks; (2) a reduction of signal 
interference between nodes causing by long distance transmission; (3) secure data 
delivery over a short transmission; (4) considerable energy-saving of nodes due to short 
transmission and (5) longer network lifetime contributed by high energy efficiency in 
nodes. In a hierarchical WSN, all nodes deliver their measurement to their cluster heads 
and cluster heads are the targets which mobile sinks intend to visit. Thus, how to select 
the cluster heads in different clusters to minimum cruise area of mobile sink is an 
interest issue. This issue is a typical NP-hard problem to select the cluster heads with 
minimum total distance between clusters. In other words, the discovery of the cluster 
head set with minimum summation of head-to-head distances is an intensive 
computational problem. A traditional computational approach did not meet the 
requirement of real-time applications. However, evolutionary computing is a possible 
and feasible solution to this problem. Traditional evolutionary computing scheme, such 
as Genetic Algorithm (GA), cannot guarantee the reliable and efficient search for 
optimal solutions. Especially in a huge solution space, how to guide the search toward 
to optimal solutions is still an open question. Local optimal is a challenge in an 
evolution of solution discovery. Traditional GA applies mutation operation to 
overcome the local optimal problem. Nevertheless, legacy mutation lacks of a guided 
search feature to fasten the approach to the optimal solution. In fact, during the genetic 
evolution, the analysis of elite chromosomes is helpful to derive the premium evolution 
direction for offspring. Hence, a new genetic algorithm with elite mutation (GAEM) is 
proposed to realize a fast and efficient genetic evolution to converge to optimal 
solutions. Based on the analysis of elite chromosomes in generations, the chromosome 
mutation of offspring is designed to be random and guided. By the integration of 
random and guided mutation, an efficient mutation is proved to be beneficial to the 
discovery of optimal solutions.  

The rest of this study is organized as follows. In Section 2, a survey of wireless 
sensor network and genetic algorithm is discussed. In Section 3, the application 
scenario and a genetic algorithm with elite mutation to optimize cruise area of mobile 
sink are presented. In Section 4, there are two sparse and close patterns of sensor nodes 
distribution to verify the stability and accuracy of proposed algorithm. And the search 
ability of proposed algorithm is discussed in this section. Finally, in Section 5, we will 
summarize the contribution of this study and present the future work on this issue.  
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2 Related Work 

A wireless sensor network is composed of a number of heterogeneous or homogeneous 
sensor nodes, routers and data sinks. Sensor nodes are low-cost, low-power and 
multi-functional. These sensor nodes communicate each other within short distance in a 
network through wireless radio. In hierarchical WSNs [3-5], cluster heads deliver the 
collected data from sensor nodes to data sinks. Data sinks analyze these collected data 
to observe the deployed environmental information. This transmission architecture 
easily causes that the power of cluster heads are exhausted very quickly. Recently, 
several WSN architectures based on mobile sinks were proposed [6]. Mobile sink visits 
sensor nodes in a network to collect data. Mobile sink represents the endpoints of data 
collection in a mobile WSM (MWSN) [7-9]. Deepak Puthal et al. proposed a Mobile 
Sink Wireless Sensor Network (MSWSN) model [10] to design mobile sinks to collect 
data from the static nodes in a network. MSWSN model focuses on the sink to move 
with the relative distance, direction and speed to increase the delivery ratio, residual 
energy and network lifetime. Luo et al. proposed a routing protocol, MobiRoute for the 
path planning of mobile sinks to improve network lifetime and packet deliver ratio, 
where the sink sojourns at some anchor points and the pause time is much longer than 
the movement time. However sensor nodes in MobiRoute need to know the topological 
changes caused by the sink mobility [11]. Heinzelman et al. [12] proposed sink 
mobility to minimize the data loss during the transition of mobile sink from its current 
location to its next location. Papadimitriou et al. proposed a novel linear programming 
to maximize the network lifetime that can be achieved by solving optimal sink sojourn 
time at different locations and route data towards sinks. The mobile sink can move 
between different places during network operations and the data routing is performed 
across multiple hops with different transmission energy requirements. This approach is 
good at a fair balancing of the energy depletion amount the sensor nodes [13]. 

In a large-scale WSN, the network may be not a full reachability topology due to 
randomly deployment or limited transmission range. Hence, the collected data by sink 
is incomplete the power consumption is high. In order to improve these drawbacks, the 
mobile sink is one of the feasible solutions to solve this issue. Mobile sink can visit 
each sensor in network to collect data and decrease power consumption of sensors to 
improve the WSN lifetime [14, 15]. The route planning is required before a trip through 
all the sensors to increase the efficiency of mobile sink. However, the energy saving 
problem of mobile sink is also considered. The energy consumption of mobile sink is 
affected through visit routes. Long route will increase the energy of mobile sink to lead 
to increase charge times. Hence, a shortest route for the mobile sink is necessary to visit 
through all sensors. This issue is also called mobile sink routing problem. However, the 
cost of visiting all sensors in network is high for mobile sink. In this study, a 
cluster-based network is considered. These networks will construct many clusters 
through cluster technique. The cluster heads gather all information from sensors within 
its cluster. Mobile sink only focuses on cluster heads to collect whole data of all 
sensors. This method can minimize the cruise area, decrease computing complexity 
through route planning of mobile sink. In addition, how to plan route under restricted 
conditions is a difficult issue. Hence, a genetic algorithm with elite mutation is 
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proposed to optimize cruise area of mobile sink in hierarchical wireless sensor network 
based on cluster topology with full reachability in this study. The detail description of 
application scenario and proposed algorithm is illustrated in Section 3.  

3 A Genetic Algorithm with Elite Mutation to Optimize Cruise 
Area of Mobile Sinks 

3.1 Service Scenario of WSNs with Mobile Sinks 

In this study, a genetic algorithm with elite mutation is proposed to optimize cruise area 
of mobile sink in hierarchical wireless sensor networks. All sensors in deployed 
network are clustered through cluster technique [16]. Then each cluster assumes 
adjustment model of the transmission range with a minimum node degree to establish a 
full-reachability topology [17]. In a full-reachability topology, there is at least a route 
between any node pair in a cluster. In order to decrease the power consumption of 
cluster heads (routers), the mobile sink is adopted in a wireless sensor network to 
collect data for cluster heads. The mobile sink will move in cruise area because each 
cluster in network is full-reachability topology.  

 

 

Fig. 1. An optimal cruise area of mobile in a hierarchical wireless sensor networks 

To ensure the quality of collected data and reduce the workload of mobile sink, the 
minimum cruise area of a mobile sink is necessary requirement. Each of clusters will 
have a sensor node to be a cluster head to gather data from the other nodes in a cluster 
and forward the data to a mobile sink. The minimum cruise area can decrease the 
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energy cost of mobile sink and improve the energy efficiency of nodes in a WSN. The 
application scenario is described in Fig. 1. The cruise area is derived from the locations 
of cluster heads. In this example, sensor 7, sensor 28, sensor 36 and sensor 11 form a 
cruise area of a mobile sink. However, this area derived from sensor 7, sensor 28, 
sensor 36 and sensor 11 bigger than the area from sensor 8, sensor 28, sensor 35 and 
sensor 12, will cause large power consumption of a mobile sink. As a result, the cruise 
area formed by sensor 8, sensor 28, sensor 35 and sensor 12 is the optimal cruise area 
for mobile sink in this network topology. Finally, the optimal cruise area is determined 
by the cluster heads in which the distances between cluster heads is minimum. This 
criterion will be applied to find the set of cluster heads in the next section. 

3.2 A Genetic Algorithm with Elite Mutation (GAEM) 

Genetic Algorithm (GA) is a global search heuristic optimization technique [18-20]. 
This algorithm searches the global optimum solution based on function definition of the 
problem through evolution procedure. Fitness value determines the quality of the 
individual on the basis of the defined Fitness function. The fundamental part of a 
genetic algorithm is explained as follows.  

(1) Initialization: The individual is called as chromosome and consisted of random 
gene with a sequence of 0s and 1s. All individuals may be toward the optimum 
solution through repetitive evolution process such as selection, crossover and 
mutation in a generation. In this phase, there are many parameters will be set. For 
example: population size, chromosome length, generation times and so on.  

(2) Fitness: The fitness function is defined according to application issue. All 
chromosomes are evaluated through fitness function to obtain fitness value. The 
fitness value is indicated the survival ability for each chromosome. The fate of 
chromosomes depends on its fitness value. The chromosome will have a higher 
survival chance to product new offspring when the fitness value of chromosome is 
better.  

(3) Selection: During each generation, all new offspring are generated by selected 
chromosomes of the current generation after crossover and mutation procedure. 
The fitter chromosomes are almost always selected to lead to the search direction 
to search best solution. There are several selection methods: Roulette-Wheel 
Selection, Rank Selection and Tournament Selection. Tournament Selection is 
used in this study.  

(4) Crossover: The genes of chromosomes will recombine through selected 
chromosome (parents) to product new chromosome (offspring). Crossover is a 
simulation of the sexual reproductive process for transfer of genetic inheritance. 
There are many version of crossover operation is designed for different cases. The 
same pair of chromosome will produce different offspring through various 
crossover operations. The simplest is the single-point crossover through a point is 
chosen at random. The two parent chromosome will exchange gene after the point. 

(5) Mutation: Mutation procedure is performed to overcome the problem that the 
search direction falls into local optimum. Mutation operation can avoid premature 
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convergence through occasional random alternation. The randomly selected genes 
in a chromosome are changed to produce highly different chromosome material. 
This procedure can expand search area in solution space to help algorithm fast 
obtain best solution (optimal solution). 

The proposed GA with elite mutation is as shown in Fig. 2. First, the population in 
generation k is denoted as = { , , … , }  and the chromosome ={ , , … , } where = , S is the number of nodes in a cluster and c is the 
cluster number in a WSN. Then, each chromosome is evaluated by the following 
fitness function defined by  

fi ( ) = _  (1)

= 12 ( , )  (2)

 

Fig. 2. The flowchart of a genetic algorithm with elite mutation 

The fitness function is defined to evaluate the distance summation of all cluster 
heads. An ordered list of chromosomes according to fitness is obtained as   ( ) 
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Then, the selection rate (SR) is set to 0.5 to keep a half of population denoted as 
for crossover. = , , … , (3)

 ( ) ( ) (4)

A two-point cross over is applied in this work to have offspring with high diversity as 
follows,   ( , )= ( , ) (5)

where = (1: ) ( : ) ( : )  and = (1: ) ( : ) ( : ) for 1 , . 

In mutation, we propose an elite mutation to offer a better search direction based 
on a similarity analysis of elite chromosomes. At first, each chromosome  is 
evaluated by the similarity compared to the best chromosome . Those 
chromosomes with a similarity greater than a threshold T1 will be selected for ransom 
mutation. The obtain offspring is evaluated and reserved as . The offspring 
produced from the mutation will be selected again by the similarity with a high 
threshold, T2 to obtain the elite chromosomes denoted as . And the final 
population selected for survival is given by  =  (6)

By repeating the evolution given by Eq. (1-6), the proposed GA with EM effectively 
discovers the optimal solutions. Then, we will apply the proposed approach to find the 
optimal cruise area for mobile sink in a WSN.  

4 Simulation and Performance Evaluation 

In performance evaluation, we simulate various parameters of genetic algorithm and 
patterns of node distribution. Then, a representative simulated result is selected to 
verify the performance of proposed algorithm. This simulation result is expressed in 
this section. For the relation between parameters, we will discuss and analyze in future 
work.  There are four typical patterns of node distribution for simulations including 
close and sparse nodes to verify the effectiveness and stability of proposed genetic 
algorithm. There are 128 sensors deployed in an area of 300km x 300km. And all 
sensors are clustered four clusters. The network topologies are display in Fig 2. The 
first test case is close network pattern. The second test case is sparse network pattern. In 
initialization, the binary code is used to design chromosome construction. The 
algorithm parameters include: population size=20, chromosome length= 4, 
generation=10,000 and selection rate=0.5. The crossover rates are 0.2 and 0.5 in TGA 
and GAEM respectively. The mutation rate is 0.3 in TGA. In GAEM, the mutation rate 
is flexible and the two thresholds are 0.5 and 0.8 respectively. The simulated results of 
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collection in WSNs. In the future, the relation between parameters of genetic algorithm 
will be discussed and analyzed for this case. And stability and reliability of the 
proposed genetic algorithm will be verified through different problem kinds. 
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Abstract. Algebraic structures such as group, lattice and fuzzy algebra play an
important role in the field of information technology, especially in modelling sys-
tems. The previous researches [1, 2, 3, 4] have introduced a formal tool named
duration automata, by which we modelled systems and developed algorithms to
solve problems on scheduling jobs for a cluster computer, routing on priority
network or dealing with uncertain processing time jobs. Here we introduce a
new weak semigroup with the aim to combine duration automata together with
algebraic structures to solve some optimization problems.

Keywords: Duration automaton, duration automata, formal method, modelling.

1 Introduction

Using algebra in information models are not only increasing the reliability and preci-
sion of modeled systems, but also the computing power, decreasing the cost of search-
ing algorithms. The weak algebraic structures such as semi-group, lattice, semi-lattice,
groupoid, fuzzy algebra are flexible and appropriate for reflecting information of sys-
tems. Beside using graph theory as a background to research on duration automata
in [1, 2, 4], this paper finds and selects a suitable algebra structure, in which durations
are considered as the elements. Here we propose a weak semigroup with the aim to
combine duration automata together with algebraic structures to solve some optimiza-
tion problems with time restrictions.

2 Algebra of Durations

Let D = {[l, u] | l, u ∈ Z, l ≤ u} be a set of durations. For d1, d2 ∈ D, d1 ∩ d2 �= ∅ iff
d1 overlaps d2 (and vice verse). A value t is said belonging to d = [l, u] if l ≤ t ≤ u. A
new type of product between two durations is defined as follows:

Definition 1. Given d1, d2 ∈ D, d1 = [l1, u1], d2 = [l2, u2]. The duration product of
d1 and d2 is given by:

d1 � d2 =

{
[l1, u2] if d1 ∩ d2 �= ∅
∅ (not defined) otherwise

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 413–422, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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This product in D is closed because it is a continuous duration with two end points that
are also integer numbers, but it is not commutative.

d1 � d2 =

{
[l1, u2] if d1 ∩ d2 �= ∅
∅ otherwise

d2 � d1 =

{
[l2, u1] if d1 ∩ d2 �= ∅
∅ otherwise

We will explain the meaning of this product later when we make a connection to the
duration automata. The next are some basic results needed to investigate the associative
property of the product.

Theorem 1. If d1, d2, d3 ∈ D and d1 ∩ d2 �= ∅, d2 ∩ d3 �= ∅ then d1 � (d2 � d3) =
(d1 � d2) � d3.

Proof. Suppose d1 = [l1, u1], d2 = [l2, u2], d3 = [l3, u3]. For two durations, there are
4 cases of non-empty intersection. Because we only consider the relationship between
(d1, d2) and (d2, d3), there are 24 = 16 cases in total. This theorem can be proved by
directly checking these 16 cases. Among 16 cases, there are 2 cases in which both left
and right associated products are empty results.

Theorem 2. Let d1, d2, d3 be durations inD. If (d1�d2)�d3 �= ∅ and d1�(d2�d3) �= ∅
then (d1 � d2) � d3 = d1 � (d2 � d3).

Proof. By remarking the relationship between left and right bounds of 3 durations
d1 = [l1, u1], d2 = [l2, u2], d3 = [l3, u3], we only take care of the order of these
li, ui, i = 1..3. Thus, we can choose a representative value in each duration. From
logical aspect, there are limited cases, so we can use discrete checking method by re-
garding li, ui, i = 1..3, as integer numbers in durations. For a duration [l1, u1], there
are at most 16 possibilities to put 2 points l2, u2 (l2 ≤ u2) into the intervals defined
by l1 and u1. For each 4 points configuration of interval defined by l1, u1, l2, u2 with
random order (l1 ≤ u1, l2 ≤ u2), we have at most 49 cases to put l3, u3 into these
intervals. Because the role of l1, l2, l3 and u1, u2, u3 are the same, hence the values of
these end points can be considered as integer numbers from 1 to 14. The truth of this
theorem can be proved by running a simple program to check for all cases as follow.
The results of running a simple program as shown below give us a confirmation for the
proof of this theorem.

Let D = {[l, u] | l, u ∈ [1, 14], l ≤ u, l, u ∈ Z+} be a set of durations with integer
end points and values from 1 to 14. The pseudo code below is to check for associative
property of the product of 3 durations as mentioned in the theorem 2:
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Function check() {
ok=true;
for (d1 ∈ D) and ok

for (d2 ∈ D) and ok
for (d3 ∈ D) and ok

if prod(prod(d1, d2),d3) �= ∅ and prod(d1,prod(d2, d3)) �= ∅ then
if prod(prod(d1, d2),d3) �= prod(d1,prod(d2, d3)) then ok=false;

return(ok); }

Remark: Function prod will return the product of two durations.
In the following example, we present the cases that may happen between the product

of 3 durations when checking for associative property.

Example 1.

([2, 5]�[4, 6])�[1, 3] = [2, 6]�[1, 3] = [2, 3] but [2, 5]�([4, 6]�[1, 3]) = [2, 5]�∅ = ∅
([4, 6]�[1, 3])�[2, 5] = ∅�[2, 5] = ∅ but [4, 6]�([1, 3]�[2, 5]) = [4, 6]�[1, 5] = [4, 5]

([1, 3] � [2, 5]) � [4, 6] = [1, 5] � [4, 6] = [1, 6]

and [1, 3] � ([2, 5] � [4, 6]) = [1, 3] � [2, 6] = [1, 6]

([1, 2] � [3, 5]) � [4, 6] = ∅ � [4, 6] = ∅

and [1, 2] � ([3, 5] � [4, 6]) = [1, 2] � [3, 6] = ∅

We can see that if the products of 3 durations with some associations are defined, then
they are equal. A question raises: is the defined product of a given sequence of durations
with any association unique? The answer as follows.

Theorem 3. Suppose d1 = [l1, u1], d2 = [l2, u2], . . . , dn = [ln, un]. If a product δ of
d1, d2, . . . , dn with an association is defined then δ = [l1, un].

Proof. We will prove by induction on n.
- For the case of n = 2, this confirmation is true.
- Suppose the confirmation is true for n = k > 2 durations. We denote the product
of a sequence of durations for some associations as δk = [d1, d2, . . . dk]. In case this
product is defined, the product is unique, otherwise it is ∅. For xk = d1d2 . . . dk, di =
[li, ui], i = 1..k, δk = [l1, uk]. Suppose d = [l, u] ∈ D, there are 3 possibilities to
multiply d with xk .
+ Left multiply: d � xk = [l, u] � [l1, uk] = [l, uk], if it is defined.
+ Right multiply: xk � d = [l1, uk] � [l, u] = [l1, u] if it is defined.
+ Middle multiply: Suppose the sequence xk+1 = d1 . . . di d di+1 . . . dk with
a product for some association δk+1 = [d1 . . . di d di+1 . . . dk] is defined. Be-
cause δk+1 is defined, there is at least one separation such that δl = [d1, . . . , di, d],
δr = [di+1, . . . , dk] are both defined and dl � dr �= ∅. δl � d = [ll, u], δr = [li+1, uk]
and dl � dr �= ∅ ⇒ [ll, u] ∩ [li+1, uk] �= ∅ ⇒ dl � dr = [ll, u] � [li+1, uk] = [l1, uk].

Note that the new duration can be a result of no more than other k durations.
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Corollary 1. If δ1 and δ2 are two products of a given sequence d1, d2, . . . , dn, which
are defined for any two associations then δ1 = δ2.

Corollary 2. If the product of a sequence d1, d2, . . . , dn for any association is defined,
then the result is a continuous duration.

Example 2. Consider the sequence x̃ = [1, 6][5, 8][2, 4][3, 7]:

(([1, 6] � [5, 8]) � [2, 4]) � [3, 7] = ([1, 8] � [2, 4]) � [3, 7] = [1, 4] � [3, 7] = [1, 7]

[1, 6] � ([5, 8] � ([2, 4] � [3, 7])) = [1, 6] � ([5, 8] � [2, 7]) = [1, 6] � [5, 7] = [1, 7]

[1, 6] � ([5, 8] � [2, 4]) � [3, 7] = [1, 6] � ∅ � [3, 7]) = ∅ (not defined)

We can see in example 2 that if two defined products of the same sequence with different
associations then they are equal.

Below, we look at some natural orders which are defined by left bound, right bound,
bandwidth orders, and combination of these to provide complex orders.

Definition 2. Given d1 = [l1, u1] and d2 = [l2, u2] are two durations. We define new
weak orders as below
- Left bound order: d1 <l d2 iff l1 ≤ l2
- Right bound order: d1 <r d2 iff u1 ≤ u2

- Bandwidth order: d1 <b d2 iff (u1 − l1) ≤ (u2 − l2)
And combination orders:
- d1 <lr d2 iff (l1 < l2) ∨ (l1 = l2 ∧ u1 ≤ u2)
- d1 <rl d2 iff (u1 < u2) ∨ (u1 = u2 ∧ l1 ≤ l2)
- d1 <lb d2 iff (l1 < l2) ∨ (l1 = l2 ∧ u1 − l1 ≤ u2 − l2)
- d1 <bl d2 iff (u1 − l1 < u2 − l2) ∨ ((u1 − l1 = u2 − l2) ∧ l1 ≤ l2)
- d1 <br d2 iff (u1 − l1 < u2 − l2) ∨ ((u1 − l1 = u2 − l2) ∧ u1 ≤ u2)
- d1 <rb d2 iff (u1 < u2) ∨ (u1 = u2 ∧ u1 − l1 ≤ u2 − l2)
- By mean order: d1 <m d2 iff u1 − l1 ≤ u2 − l2 ∨ (u1 − l1 = u2 − l2 ∧ l1 ≤ l2)

Depending on the criteria of the optimization problems, we can choose a weak order
among those (or define a new one) as a comparison operator for selecting a good (or the
best) solution(s) .

3 Duration Language

Definition 3. A duration automaton (DA) is a tuple M = 〈S,Σ,',∇, q, R, F 〉 where:

– S is a finite set of states. q ∈ S is an initial state.
– Σ,',∇ are internal, input and output alphabets of actions (or labels). We denote

the set of actions of the DA by A = Σ ∪' ∪∇. There is an empty action ε ∈ Σ.
– R ⊆ S ×A×D× S is a set of transitions, where D is shown in the section 2. For

each transition e = (s, a, d, s′) ∈ R, the label a will be the output action of the
state s and the input action of the state s′ as well. If s = s′ then e is a loop.

– F ⊆ S is a set of final (or accepted) states.
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A configuration of M is a couple (s, t), where s ∈ S, t ∈ R+, which shows that the
automaton M reaches the state s and stays there at the time t. For a state s, we denote
Σ(s),'(s),∇(s) are internal, input and output actions of the state s respectively. The
initial configuration of M is (q, 0). As the time passes, the changes of M are of the
following forms:
- Time-change: (s, t)

a,σ−→ (s, t+ σ) where σ ∈ R+, a ∈ Σ(s). Automaton stays at the
state s and does its internal actions.
- State-change: (s, t)

a,σ−→ (s′, t + σ) where σ ∈ R+, a ∈ '(s), using a transition
e = (s, a, d, s′) ∈ R(M), σ ∈ d. The transition e can take place if the time constraint
d is satisfied, and we say e take M from the state s to the state s′. We make an extra
assumption that internal actions can finish in a small enough time thus it can be ignored.

Definition 4. Let M be a DA and p̃ be a durations sequence (s0, d0 = [0,∞))(s1, d1)
(s2, d2) . . . (sn, dn), denoted by p̃ = (si, di)i=0..n in short, be a sequence of changes.
- If s0 is the initial state, and for each i : 1 ≤ i ≤ n, ∃ei ∈ R : ei = (si−1, ai, di, si)
which makes M move from the state si−1 to the state si, then p̃ is called a d-path from
s0 to sn in M .
- Suppose p̃ is a d-path. If there is a strictly increasing sequence t0 = 0, t1, t2, . . . , tn
such that for all i : 1 ≤ i ≤ n, ti−ti−1 ∈ di then the sequence p = (s0, 0)(s1, t1)(s2, t2)
. . . (sn, tn), denoted by (si, ti)i=0..n in short, is called a t-path satisfying p̃. In case
sn ∈ F , p̃ is called a successful path of M ; the sequence w̃ = (a1, d1)(a2, d2)(a3, d3)
. . . (an, dn), denoted by (ai, di)i=1..n in short, where ai is the action in the transaction
ei of p̃, is a d-word and the sequence w = (a1, t1)(a2, t2)(a3, t3) . . . (an, tn), denoted
by (ai, ti)i=1..n in short, is called a t-word satisfying w̃. Each couple (ai, di) ∈ (A,D),
ε∞ = (ε, [0,+∞)) and (ai, ti) ∈ (A,R+) are called a d-label, the empty word and a
t-label in turn. Each x = (a1 . . . ak, d) ∈ (A∗,D) and y = (a1 . . . ak, t) ∈ (A∗,R+)
are called a d-string and a t-string in succession.
- A d-word w̃ is acceptable (or d-word of M ) if there is at least one t-word w satisfying
w̃, otherwise, we say w̃ unacceptable. When w̃ is acceptable, we say w takes M from
the state s0 to the state sn and w̃ can take M from the state s0 to the state sn.
- The d-word w̃ is accepted by M if it is a d-word of a successful path. A set of all
accepted d-words of M is called a d-language of M , denoted by L(M).

Definition 5. Given (a, d1), (a
′, d2) are two d-labels and x = (a1a2 . . . an, d

′
1), y =

(b1b2 . . . bm, d′2) are two d-strings. The products of two d-labels and two d-strings are
given by:
- (a, d1).ε∞ = (a, d1)
- (a, d1).(a′, d2) = (aa′, d1 � d2)
- x.ε∞ = x
- x.y = (a1a2 . . . anb1b2 . . . bm, d′1 � d′2)

Remark: (aa′, ∅) and (a1 . . . ak, ∅) are d-strings without satisfying t-strings. Further-
more, if we remove the time constraints, these products will become the traditional
products of two strings in the automata theory.
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s r t
a, [l1, u1] a′, [l2, u2]

s r t
a1a2 · · · an, [l1, u1] b1b2 · · · bm, [l2, u2]

Fig. 1: Duration product of two d-labels and two d-strings

Product of two d-labels (or two d-strings) shows that if an action happens in two
sequential phases: on the first phase, it moves from the state s to the state r under the
duration constraint [l1, u1], in the next phase, it moves from the state r to the state
t under the duration constraint [l2, u2] (see Fig. 1) then [l1, u1] and [l2, u2] must be
intersected, and the action can not be started earlier than l1, finished later than u2.

Definition 6. Given x ∈ A∗, x̃ = (a1, d1)(a2, d2) . . . (an, dn) ∈ (A∗,D)∗. The left
and right meaning functions ϕl and ϕr are defined by:

ϕl, ϕr : (A∗,D)∗ → (A∗,D)

ϕl((x, d)) = (x, d)

ϕl(x̃(a, d)) = ϕl(x̃) � (a, d)

ϕr((x, d)) = (x, d)

ϕr((a, d)x̃) = (a, d) � ϕr(x̃)

Suppose x̃ = (a1, d1)(a2, d2) . . . (an, dn) and π(d1, d2, . . . dn) is an arbitrary asso-
ciation of the sequence d1, d2, . . . dn which gives us a duration or undefined. We call
ϕπ(x̃) = (a1a2, . . . an, π(d1, d2, . . . dn) is the meaning of x̃ with association π, where
π(d1, d2, . . . dn) is the product of the sequence d1, d2, . . . dn with the association π.

Lemma 1. If a d-word x̃ is acceptable then ϕr(x̃) = ϕl(x̃).

Proof. Suppose x̃ = (a1, d1)(a2, d2) . . . (an, dn).

ϕl(x̃) =ϕl((a1, d1)(a2, d2) . . . (an, dn))

=ϕl((a1, d1)(a2, d2) . . . (an−1, dn−1)) � (an, dn)

=(ϕl((a1, d1)(a2, d2) . . . (an−3, dn−3)(an−2, dn−2))

� (an−1, dn−1)) � (an, dn)

=ϕl((a1, d1)(a2, d2) . . . (an−3, dn−3)(an−2, dn−2))

� ((an−1, dn−1) � (an, dn)) (theorem 1)

=(ϕl((a1, d1)(a2, d2) . . . (an−3, dn−3)) � (an−2, dn−2))

� ϕr((an−1, dn−1)(an, dn))
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=(ϕl((a1, d1)(a2, d2) . . . (an−3, dn−3)(an−3, dn−3))

� (an−2, dn−2)) � ϕr((an−1, dn−1)(an, dn))

=ϕl((a1, d1)(a2, d2) . . . (an−3, dn−3)(an−3, dn−3))

� ϕr((an−2, dn−2)(an−1, dn−1)(an, dn))

= . . .

=ϕr((a1, d1)(a2, d2) . . . (an, dn)) = ϕr(x̃)

4 A Shortest D-Path Problem

Problem: Given a duration automaton M〈S,Σ,',∇, q, R, F 〉. s and t are two states
of M , find an optimal path (using a given weak order for comparison) from the state s
to the state t.

Remark: Due to the theorem 3, we can define the product of a sequence of durations
before taking the product. We can see in the Fig. 2a), any path that going out of s on e1
and coming to t on e′1 will have the duration product as [l1, u′

1] if that product defined.
Among all d-paths from the state s to the state t, there are some successful paths but
some are not. Even though we know the product in advance, but we don’t know whether
it is a product of a successful path or not. Thus, we can sort all the products we may
have from the best to the worse to make a list, then we try to find if there is a successful
path corresponding to the product in the sorted list. In the Fig. 2, we will sort the arc
lists Ls = e1, e2, . . . , ek and Lt = e′1, e

′
2, . . . , e

′
l such that if we take the product for

each e ∈ Ls (from the first to the last element) with each e′ ∈ Lt (from the first to
the last element), these products follow the given order. The trying order for finding
a successful path is from the best to the worse in the products list, therefore the first
successful path will be the best solution. All other the best solutions will be the same in
values, so the algorithm can stop.

We will develop an algorithm which uses graph technique. An arc-graph Ga =
(V,E) based on the automaton is built as follows:
- Vertexes: Each arc of the automaton M corresponds with a vertex in the Ga. Use the
arcs of automaton to name these vertexes.

V = {eM | eM ∈ EM}

where is EM is the set of arcs of the duration automaton M .
- Arcs: If two adjacent arcs of the automaton M with non empty intersection between
two constraints on the arcs then between two corresponding vertexes of Ga, there is an
arc from the first vertex to the second.

E = {(e, e′) : e = (s, a, d, s′), e′ = (s′, a′, d′, s′′); e, e′ ∈ EM | d ∩ d′ �= ∅}

By using Ga, the above problem leads to a new one: finding paths between the vertex
s to the vertex t in the Ga. In the automaton M , there may exist many arcs going out
from the state s, and there may exist many arcs coming to the state t. So that, in the
arc-graph, we have to start from different vertexes (corresponding to the arcs going out
of the state s) and go to the different vertexes in the arc-graph (corresponding to the
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Fig. 2: Many going out and coming in arcs

arcs coming to the state t) (see in the Fig. 2). Because we can have the results of the
products before finding a real d-path for the different tries, we will sort the arcs going
out from the s and the arcs coming to the t, corresponding to the start and the terminal
vertexes in the Ga, using the given order, such that the products of an arc going out
from the state s with an arc coming to the state t follow the given order. The compari-
son operator depends on the requirements of the problem. We can use these orders for
trying to find the best solutions using the orders we have prepared. Be aware that each
path in Ga is an acceptable d-word in the automaton M .
Algorithm to find the best path as follows:
Input: Automaton M = 〈S,Σ,',∇, q, R, F 〉, two states s, t and the order on dura-
tions for comparing.
Output: One of the best path.

1. Build these lists: Ls = [e | ∃s′ ∈ S, a ∈ A, d ∈ D : e = (s, a, d, s′) ∈ R],
Lt = [e | ∃s ∈ S, a ∈ A, d ∈ D : e = (s, a, d, t) ∈ R].

2. Sort Ls, Lt such that the products of a duration in Ls with a duration in Lt

follows given order.
4. Build arc-graph Ga based on M .
5. Choose a start vertex in Ls, a terminal vertex in Lt in sorted order.
6. On Ga, using a depth first search algorithm to find a path between that two

vertexes. If there exists a path, stop algorithm and return the path;
otherwise try an other vertexes couple in step 5 until the end of the both lists.

7. If all possibilities have been tried without finding suitable path then
return((ε, ∅)) (there is no acceptable path between the two).
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The algorithm travels each arc of M no more than one time, so that the complexity is
O(m). This problem can be extended for the case of finding the optimal path(s) which
pass the smallest number of arcs (or vertexes in Ga). This problem is also solved by
finding the shortest paths between two vertexes in Ga and comparing if the products of
durations constraints on the start and the terminal vertexes are equal to the optimal one.
If the answer is yes, then it is an optimal path which passes the smallest number of arcs.

Example 3. Finding an optimal path from the state s to the state t in the automaton
below as shown in the Fig. 3, using ≤m order.
The trying orders of outgoing arcs from the state s should be 1, 2, 3, and the trying
orders of the incoming arcs to the state t should be 11, 10.

We can see the corresponding arc-graph in the Fig. 4: start vertexesLs = [1, 2, 3] and
the target vertexes Lt = [11, 10] after sorting. The path [1, 5, 9, 10] is thea first satisfied
founded path in the arc-graph, and the algorithm can stop with the product result is
[1, 10]. All other paths will have the product which is greater than or equal to (using
the given order) the optimal one, such as ([2 9 10], [2, 10]): ([1 5 9 10], [1, 10]) ≤m

([2 9 10], [2, 10]).

s

s1

s2

s3

1[
1,
8]

3[2, 6]

2[2, 7]

s4

5[2, 7]

4[2, 5]

8[4,
6]

6[
2,
5]

s5
7[3, 8

]

9[5, 8]

t

11[7, 8]

10[6
, 10

]

Fig. 3: An DA example

1

2
3

4
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6

7

8

9

11
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Fig. 4: Arc-graph
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5 Conclusion and Future Work

This paper introduced the term of ordered durations and built the algebra on durations.
Using duration algebra, we propose algorithm to find the optimal paths on the automa-
ton using different comparison orders with time complexity as O(m) where m is the
number of arcs. Depending on the problem, we can choose a suitable order or define a
new one and using this approach to find the best solutions.
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Abstract. The paper investigates the impact of migration scheme on 
performance in systems with A-Teams working in parallel, in the architecture 
designed for solving difficult combinatorial optimization problems and used for 
solving Job Shop Scheduling Problem. A-Teams, or islands, belonging to the 
team of A-Teams, cooperate through exchange of intermediary computation 
results, following certain migration scheme. The number of results forwarded 
from one A-Team to another, e.g. migration size, is experimentally investigated 
in combination with different numbers and sizes of the islands.  

Keywords: Parallel A-Teams, agent cooperation, combinatorial optimization, 
migration parameters, JSS. 

1 Introduction 

As it has been observed in [2] the techniques used to solve difficult combinatorial 
optimization problems have evolved from constructive algorithms to local search 
techniques, and finally to population-based algorithms. Technological advances have 
enabled development of various parallel and distributed versions of the population 
based methods. At the same time, as a result of convergence of many technologies 
within computer science such as object-oriented programming, distributed computing 
and artificial life, the agent technology has emerged. An agent is understood here as 
any piece of software that is designed to use intelligence to automatically carry out an 
assigned task, mainly retrieving, processing and delivering information.  

Paradigms of the population-based methods and multiple agent systems have been 
during mid nineties integrated within the concept of the asynchronous team of agents 
(A-Team). A-Team is a multi agent architecture, which has been proposed in several 
papers of  S.N. Talukdar and co-authors [13], [14], [15], [16].  

The middleware platforms supporting implementation of A-Teams are represented 
by the JADE-Based A-Team environment (JABAT). Its subsequent versions and 
extensions  were proposed in [3], [7] and [9]. The JABAT middleware was built with 
the use of JADE (Java Agent Development Framework), a framework proposed by 
TILAB [5]. JABAT complies with the requirements of the next generation A-Teams 
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which are portable, scalable and in conformity with the FIPA standards. To solve a 
single task (i.e. a single problem instance) JABAT uses a population of solutions that 
are improved by optimizing agents which represent different optimization algorithms. 
In traditional A-Teams agents work in parallel and independently and cooperate only 
indirectly using a common memory containing population of solutions.  

In [11] JABAT environment has been extended through integrating the team of 
asynchronous agent  paradigm with the island-based genetic algorithm concept first 
introduced in [6]. A communication, that is information exchange, between 
cooperating A-Teams (islands) has been introduced. It has been shown [4]  that 
applying this model may have a positive impact on the results.   

The impact of the topology on computation results in other models was considered 
in, for example, [12], where the Island Model was considered. Also, in [10] several 
known migration models have been compared. It has been shown, that a model called 
Randomized, outperforms other known models.  This paper investigates how the 
choice of the migration size, in combination with different numbers and sizes of the 
islands, influences results obtained by the Team of A-Teams solving instances of the 
Job Shop Scheduling Problem.  

The paper is constructed as follows: Section 2 describes an implementation of the 
Team of A-Teams (TA-Teams) concept. Section 3 gives details of the specialised TA-
Teams implementation, designed to solve instances of Job Shop Scheduling Problem, 
as well as computational experiment settings. Section 4 contains results of the 
computational experiment that has been subsequently carried out. Finally some 
conclusions and suggestions for future research are drawn. 

2 Team of A-Teams Implementation 

JABAT middleware environment can be used to implement A-Teams producing 
solutions to optimization problems using a set of optimizing agents, each representing 
an improvement algorithm. Such an algorithm receives one of the current solutions 
kept in the A-Team common memory, and attempts to improve it. Afterwards, 
successful or not, the result is sent back to where it came from.  The process of 
solving a single task (that is an instance of the problem at hand) consists of several 
steps. At first the initial population of solutions is generated and stored in the common 
memory. Individuals forming the initial population are, at the following computation 
stages, improved by independently acting agents (called optimization agents), each 
executing an improvement algorithm, usually problem dependent. Different 
improvement algorithms executed by different agents supposedly increase chances for 
reaching the global optimum. After a number of reading, improving and storing back 
cycles, when the stopping criterion is met, the best solution in the population is taken 
as the final result. The process is supervised by the agent called SolutionManager. 

In JABAT a number of A-Teams may run in parallel providing the required 
computational resources are available (Fig. 1).  If these A-Teams solve the same task, 
by exploring different regions of the search space, then the added process of 
communication capability makes it possible to exchange some solutions between 
common memories maintained by each of the A-Teams with a view to prevent 
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premature convergence and assure diversity of individuals. The A-Teams with the 
added communication are called islands. Similar idea of carrying out the evolutionary 
process within subpopulations before migrating some individuals to other islands and 
then continuing the process in cycles involving evolutionary processes and migrations 
was previously used in, for example, [17] or [19].  

 

Fig. 1. JABAT with several A-Teams 

In the discussed JABAT implementation of the TA-Teams concept the process of 
communication between common memories is supervised by a specialized agent 
called MigrationManager controlling execution of the particular migration scheme. 
Such a scheme consists of the following settings: 

− Migration architecture – an architecture defining which A-Team receives 
communication from another A-Team, which A-Team it sends communication 
to,  and when (or how often) the communication takes place. 
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− Migration size – number of individuals sent between common memories of 
A-Teams in a single cycle, 

− Migration policy – a rule determining how the received solution is 
incorporated into the common memory of the receiving A-Team.  

The migration used in JABAT TA-Teams is asynchronous. MigrationManager sends 
messages to islands, pointing out to which islands current best solution should be sent 
to, then each A-Team (that is an island) receiving MigrationManager message, after 
reading it, sends current best solution to indicated island or islands.  

3 Team of A-Teams Solving the Job Shop Scheduling Problem 
and Computational Experiment Design 

3.1 Job Shop Scheduling Problem 

For the purpose of this paper computation results obtained from solving one of the 
best known combinatorial optimization problems - Job Shop Scheduling problem 
(JSS) using a dedicated TA-Teams have been analyzed and compared.  

In the job shop scheduling problem n jobs J1, J2, ..., Jn of varying sizes are to be 
scheduled on m identical machines. The resulting schedule should have the minimal 
makespan, defined as the total length of the schedule. 

In the computational experiment TA-Teams implementation has been used to 
solve several instances of JSS, namely ft10, ft20, la16, la18 and la20. All instances 
have been taken from well-known benchmark dataset library: OR-library [18]. 

3.2 Optimizing Agents 

To solve instances of JSS the following optimization algorithms has been used as the 
inner algorithms of optimizing agents implemented within the system: 

− 3-opt algorithm, 
− path relinking algorithm, 
− harmony search algorithm, 
− algorithm recombinating two input solutions, 
− crossover and mutation algorithms. 

3.3 Working Strategy 

The process of solving a single task by an A-Team is controlled by the, so called, 
working strategy understood as a set of rules applicable to managing and  maintaining 
the common memory, which contains a population of solutions called individuals.  
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In [2] a set of different strategies has been investigated with respect to selecting 
solutions to be improved and replacing the solutions stored in the common memory 
by the improved ones. The respective strategies are shown in Table 1. 

Table 1. The working strategies investigated in [2] 

Strategy Procedures used 

RM-RR Random move selection + Random replacement 
RM-RW Random move selection + Replacement of the worse 
RM-RE Random move selection + Replacement of the worse with exchange 
RM-SUS Random move selection + Addition with the stochastic universal sampling 
RM-TS Random move selection + Addition with the tournament selection 
RB-RR Random move selection with blocking + Random replacement 
RB-RW Random move selection with blocking + Replacement of the worse 

RB-RE 
Random move selection with blocking + Replacement of the worse with 
exchange 

RB-SUS 
Random move selection with blocking + Addition with the stochastic 
universal sampling 

RB-TS 
Random move selection with blocking + Addition with the tournament 
selection 

 
To choose the best working strategy for the JSS problem implementation an 

experiment was carried out, in which a single A-Team with population of 500 
individual solutions was used to solve two instances: ft10 and ft20. The results are 
shown in Table 2 and it appears that in terms of respective relative errors the most 
promising strategy, generating solutions of good quality, is RM-RW. Following the 
above finding, the RM-RW strategy has been chosen for further computations. 

Table 2. Results for different working strategies, one A-Team 

Strategy ft10 ft20 avg 

RM-RR 3,80% 2,24% 3,02%

RM-RW 2,73% 1,27% 2,00%

RM-RE 3,36% 1,64% 2,50%

RM-SUS 6,80% 7,49% 7,15%

RM-TS 2,68% 1,70% 2,19%

RB-RR 3,34% 2,52% 2,93%

RB-RW 2,78% 1,40% 2,09%

RB-RE 2,81% 1,70% 2,25%

RB-SUS 6,30% 7,27% 6,79%

RB-TS 3,58% 1,69% 2,63%

 
Thus selected working strategy  RM-RW has the following features: 

− All individuals in the initial population of solutions are generated randomly, 
the individuals are feasible solutions of the instance to be solved.  
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− Selection of individuals for improvement is a random move.  
− Returning individual replaces the first found worse individual.  
− The computation time of a single A-Team is defined by the no improvement 

time gap = 2 minutes. If in this time gap no improvement of the current best 
solution has been achieved,  the A-Team stops computations. Then all other 
A-Teams solving the same task stop as well, regardless of recent 
improvements in their best solutions.  

The overall best result from common memories of all A-Teams in TA-Teams is taken 
as the final solution found for the task. 

3.4 Migration Schemes 

In [10] the migration scheme called Randomized has been shown as producing good 
results in comparison with other models. In Randomized, whenever an island needs a 
new solution, it sends appropriate message to MigrationManager and then receives 
the current best solution from another island, chosen at random by 
MigrationManager. An island asks for a new solution when the current best solution 
has not changed in half of the no improvement time gap.   

There are two other migration scheme that may influence results: migration size 
and migration policy. In this paper we consider the following settings: 

− migration size ∈ {1, 5, 10, 15}: in one cycle the given number of current best 
solutions is sent from the common memory of an A-Team to the common 
memory of another A-Team, 

− migration policy: the best solutions, taken from the source population, are 
added to the destination population according to the working strategy. It 
means that in the case of considered strategy RM-RW a solution may replace 
a worse solution or, if there is no worse solution,  may be rejected. 

3.5 Other Settings 

Different values of the numbers of  islands and population sizes have been 
investigated. These settings are summarized in Table 3.In each case the total number 
of solutions within the system is close to 500. 

Table 3. Island settings used in the experiment 

Case Number 
of islands 

Population 
size 

 Case Number 
of islands 

Population 
size 

1 1 500  5 5 100 
2 2 250  6 6 83 
3 3 166  7 8 62 
4 4 125  8 10 50 
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Experiment has been carried out on the cluster Holk of the Tricity Academic 
Computer Network built of 256 Intel Itanium 2 Dual Core with 12 MB L3 cache 
processors with Mellanox InfiniBand interconnections with 10Gb/s bandwidth.   

TA-Teams have been implemented using JABAT middleware derived from JADE. 
As a consequence it has been possible to create agent containers on different 
machines and connecting them to the main platform. Then agents may migrate from 
the main platform to these containers. Each instance used in the reported experiment 
was solved with the use of 5 nodes of the cluster - one for the main platform and four 
for the optimising agents to migrate to.  

For all runs for each setting from Table 3 and migration sizes, computation errors 
have been calculated in relation to the best results known for the problems. The 
results - in terms of relative computation error - have been at the end averaged. 

4 Computational Experiment Results 

In [1] and [8] similar ATEAM architectures have been considered and used for 
solving instances of the JSS problem. Table 4 compares these results, in terms of 
respective relative errors, to the results obtained in JABAT with a single A-Team with 
population of 500 solutions and with TA-Teams consisting of four A-Teams, each 
working on a population of 125 solutions and using 10 solutions to migrate.  

Table 4. Results obtained from various A-Teams 

Problem Aydin’ ATEAM 
[1] 

PLA Team 
[8] 

JABAT  
A-Team 

JABAT 
TA-Teams 

ft10 3.05% 2,37% 2,62% 2,31% 
la16 0.50% 2,03% 1,06% 0,80% 
la18 1,02% 0,79% 0.41% 0,41% 
la20 0,52% 0,55% 0,62% 0,52% 

 
Table 5 presents results obtained for different numbers of islands, populations sizes 

and migration sizes, and - in the last column- averaged over all tasks considered. The 
best results for each number of islands are highlighted in bold. The results differ little 
for consecutive settings. A single combination of the settings, best for all tasks under 
investigation, cannot be pointed out, though it may be seen that results for 4 and 5 
islands are slightly better. 

In case of migration size it also may be significant how the incoming solutions are 
incorporated into the target population. The results from Table 5 correspond to adding 
these solutions in accordance to the overall strategy RM-RW, discussed in Subsection 
3.3. In this case returning individual replaces a worse individual, which means that 
some of the solutions send as the part of communication may be discarded – when in 
the target population no worse solution can be found. So, the strategy has been 
modified to mRM-RW, in which the incoming solutions (but only these coming from  
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the communication between islands) are prevented from being discarded and replace a 
random solution in the target population. Tables 6 an 7 present results of these two 
strategies for the cases of 4 islands with population of 125 and 5 islands of 100 
solutions. and the results are slightly better, but the differences are indeed very small.  

Table 5. Results obtained from TA-Teams with different settings of numbers of islands, and 
population and migration sizes 

Islands 
Population  

size 
Migration 

size ft10 la16 la18 la20 Avg 
1 500 1 2,62% 1,06% 0,41% 0,62% 1,18% 

2 250 1 2,20% 1,41% 0,60% 0,62% 1,21% 
  5 2,89% 0,95% 0,31% 0,60% 1,19% 
  10 2,58% 1,03% 0,42% 0,63% 1,17% 
    15 2,43% 1,13% 0,43% 0,59% 1,15% 

3 166 1 2,42% 1,25% 0,57% 0,69% 1,23% 
  5 2,60% 0,99% 0,49% 0,67% 1,19% 
  10 2,62% 1,12% 0,52% 0,58% 1,21% 
    15 2,52% 0,71% 0,52% 0,62% 1,09% 

4 125 1 2,19% 0,89% 0,37% 0,64% 1,02% 
  5 2,13% 0,93% 0,59% 0,60% 1,06% 
  10 2,31% 0,80% 0,41% 0,52% 1,01% 
    15 2,18% 1,00% 0,38% 0,58% 1,04% 

5 100 1 2,49% 0,80% 0,35% 0,55% 1,05% 
  5 2,51% 0,75% 0,35% 0,61% 1,06% 
  10 2,55% 1,05% 0,32% 0,55% 1,12% 
    15 2,37% 1,16% 0,26% 0,55% 1,09% 

6 83 1 2,27% 1,71% 0,52% 0,52% 1,26% 
  5 2,43% 0,96% 0,47% 0,54% 1,10% 
  10 2,59% 0,92% 0,52% 0,58% 1,15% 
    15 2,48% 0,96% 0,37% 0,61% 1,11% 

8 62 1 3,02% 1,07% 0,55% 0,61% 1,31% 
  5 2,82% 1,02% 0,57% 0,56% 1,24% 
  10 2,78% 1,23% 0,49% 0,62% 1,28% 
    15 2,50% 1,43% 0,62% 0,62% 1,29% 

10 50 1 3,03% 0,99% 0,49% 0,59% 1,27% 
  5 2,57% 1,24% 0,36% 0,58% 1,19% 
  10 3,14% 1,26% 0,51% 0,57% 1,37% 
    15 2,90% 1,16% 0,41% 0,54% 1,25% 
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Table 6. Results for strategies mRW-RW and RW-RW, 4 islands 

mRM-RW RM-RW 

Migration size la18 la20 ft10 la16 Avg Avg  
1 2,41% 0,97% 0,45% 0,59% 1,11% 1,02% 
5 2,64% 1,35% 0,45% 0,66% 1,27% 1,06% 

10 2,57% 0,89% 0,47% 0,62% 1,14% 1,01% 
15 2,73% 0,84% 0,49% 0,62% 1,17% 1,04% 

Table 7. Results for strategies mRW-RW and RW-RW, 5 islands 

mRM-RW RM-RW 
Migration size la18 la20 ft10 la16 Avg Avg 

1 2,57% 0,95% 0,38% 0,56% 1,12% 1,05% 
5 2,40% 1,51% 0,49% 0,60% 1,25% 1,06% 

10 2,46% 1,06% 0,30% 0,55% 1,09% 1,12% 
15 2,36% 1,02% 0,57% 0,54% 1,13% 1,09% 

5 Conclusions 

The discussed experiment results confirmed that the choice of the number of islands 
and population and migration sizes may influence results obtained by the Team of A-
Teams, with the impact of the number of islands greater than that of the others 
considered settings. However, results suggest that the choice as to which settings 
should be chosen may be difficult, and even within a single problem (in our case Job 
Shop Scheduling) the best settings may be different for different instances.  

The observations are valid only to one problem considered in this paper, that is Job 
Shop Scheduling, and cannot be generalised. Future research may focus on evaluating 
effects of the choice of migration parameters in solving other problems.  
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Abstract. Cooperation as a problem-solving strategy is a widely used
approach to solving complex hard optimization problems. It involves a set
of highly autonomous programs (agents), each implementing a particular
solution method, and a cooperation scheme combining these autonomous
programs into a single problem-solving strategy. It is expected that such
a collective of agents can produce better solutions than any individual
members of such collective. The main goal of the paper is to propose a
new population-based cooperative search approach for solving the Vehi-
cle Routing Problem. It uses a set of search procedures, which attempt
to improve solutions stored in a common, central memory. Access to a
single common memory allows exploitation by one procedure solutions
obtained by another procedure in order to guide the search through a
new promising region of the search space, thus increasing chances for
reaching the global optimum.

Keywords: cooperative search, population-based methods, multi-agent
systems, vehicle routing problem.

1 Introduction

In the recent years technological advances enabled development of various par-
allel and distributed versions of the hybrid methods with cooperation paradigm
embedded in them for solving computationally difficult optimization problems
[3]. Cooperative search consists of a search performed by agents that exchange
information about states, models, entire sub-problems, solutions or other search
space characteristics [3]. Although the cooperation search paradigm may take
different forms, they all share two main features [4]: a set of highly autonomous
programs, each implementing a particular solution method, and a cooperation
scheme which combines these programs into a single consistent problem-solving
strategy.

A set of autonomous programs may include exact methods, like for example
branch and bound, but in most cases different approximate algorithms (local
search, variable neighborhood search, guided local search, tabu search, etc.) are
engaged in finding the best solution. A cooperation scheme, has to provide the
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mechanism for effective communication between autonomous programs allowing
them to dynamically exchange the important pieces of information which next
is used by each of them to support the process of search for a solution.

The key challenge of cooperation is to ensure that meaningful information is
exchanged in a timely manner yielding a global parallel search that achieves a
better performance than the simple concatenation of the results of the individual
threads, where performance is measured in terms of computing time and solution
quality [5]. Toulouse, Crainic, and Gendreau [15] have proposed a list of funda-
mental issues to be addressed when designing cooperative parallel strategies for
meta-heuristics: What information is exchanged? Between what processes is it
exchanged? When is information exchanged? How is it exchanged? How is the
imported data used? Crainic and Toulouse [4] have completed the above list by
adding the issue what each autonomous program does with the received infor-
mation and whether new information and knowledge is to be extracted from the
exchanged data to guide the search.

Cooperative search methods can be viewed as hybrid and/or parallel meta-
heuristics. Referring to the hierarchical taxonomy of hybrid metaheuristics pre-
sented by Talbi [14], it is easy to see that a class of teamwork hybrids represents
cooperative search strategies. On the other hand, considering classification of
parallel metaheuristics provided by Crainic and Toulouse [5], cooperative search
strategies belong to the pC/KS or pC/C or pC/KC groups of parallel meta-
heuristics. It means that the global problem solving process is controlled by
several processes, and they implement the information sharing cooperation mech-
anism specifying how the independent methods interact within the global search
behavior. All cooperative strategies may start the search threads from the same
or different solutions and may use of the same or different search strategies.

Several cooperative search schemes have been proposed last years for solving
different optimization problems. An overview of the most representative of them
the reader can find, for example, in [4] or [11].

This paper aims at proposing a new population-based cooperative approach
for solving the vehicle routing problem, where a set of different search programs
(agents) working in parallel collectively solve instances of the problem using a
common central memory used for storing a pool of solutions. Additionally, an
adaptive mechanism implemented in the approach alows one to define a few pop-
ulation management strategies which are dynamically changed during the search
according to the performance of the approach at the current stage of computa-
tion. The presented approach is implemented in a multi-agent environment which
provide a convenient and effective mechanism for solving the problem in parallel
and for cooperation between agents. Section 2 defines the vehicle routing prob-
lems and relates to existing cooperative aproaches to solve it. Section 3 includes
a description of the proposed approach. Computational experiment, which has
been carried out in order to validate the proposed approach is presented in Sec-
tion 4. And conclusions and suggestions of future work presented in Section 5
end the paper.
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2 Vehicle Routing Problem

The classical Vehicle Routing Problem (VRP) can be modelled as an undirected
graph G = (V,E), where V = {0, 1, . . . , n} is the set of nodes and E is a set of
edges. Node 0 is a central depot with NV identical vehicles of capacity W and
each other node i ∈ V \ {0} denotes customer (with its request) with a non-
negative demand di. Each link (i, j) between two customers denotes the shortest
path from customer i to j and is described by the cost cij of travel from i to j
by shortest path (i, j = 1 . . . , n). It is assumed that cij = cji.

The goal is to find vehicle routes which minimize the total cost of travel (or
travel distance) and such that each route starts and ends at the depot, each
customer is serviced exactly once by a single vehicle, and the total load on any
vehicle associated with a given route does not exceed the vehicle capacity.

In addition to the vehicle capacity constraint, a further limitation can be
imposed on the total route duration. In such case tij is defined to represent the
travel time for each edge (i, j) ∈ E (tij = tji), and ti represents the service time
at any vertex i (i ∈ V \ {0}). It is required that the total duration of any route
should not exceed a preset bound T .

A review of the different variants of VRP and state-of-the-art methods for
solving them, can be find, for example, in [7]. Among cooperative approaches
dedicated for solving VRP two of them are worth mentioning here because of
their similarity to those proposed in the paper.

The first one, proposed by Le Bouthillier et al. [9], presents a parallel coop-
erative multi-search method for the vehicle routing problem with time windows,
in which several search threads cooperate by asynchronously exchanging infor-
mation on the best solutions identified. The exchanges are performed through
a solution warehouse mechanism, which holds and manages a pool of solutions.
Each of these independent processes implements an evolutionary algorithm or a
tabu search procedure.

In the second one, Meignan et al. [12] present a self-adaptive and distributed
metaheuristic called Coalition-Based Metaheuristic, which is based on the Agent
Metaheuristic Framework and hyper-heuristic approach. In their approach, sev-
eral agents, forming a coalition, concurrently explore the search space of a given
instance of VRP. Each agent modifies a solution with a set of operators. The
selection of these operators is determined by heuristic rules dynamically adapted
by individual and collective learning mechanisms.

3 A Cooperative Search Approach for VRP

The proposed cooperative search approach (CSA) for solving VRP belongs to
the class of the cooperative population-based methods, and is implemented in
a multi-agent environment [1]. Its main functionality focuses on organizing and
conducting the process of search for the best solution with using a set of search
procedures (implemented as software agents) executed in parallel, where each
search program is an implementation of a single-solution method. During their
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execution, the search procedures comunicate asynchronously with each other but
the communication between them is performed indirectly via a common, sharable
memory (also called warehouse or pool of solutions). Each individual stored
in the memory is represented in a form that reflects the characteristics of the
problem being solved, as well as which is convenient to handle the calculations
performed on it by search procedures.

The whole process of search is organized as a sequence of steps, including ini-
tialization and improvement phases. At first the initial population of solutions is
generated and stored in the memory. Next, at the following computation stages,
individuals forming the initial population are improved by autonomously acting
search procedures. A specialy designed program, called solution manager, acts
as an intermediary between common memory and search programs. It maintains
the common memory and its role is to read a particular individual from the
memory and to send it periodically to search procedures, which have already
announced their readiness to act, and to update the memory by storing in it a
possibly improved solution obtained from the search program. Thus, the memory
succesively evolves from the initially generated pool of solutions through inter-
mediate trial solutions obtained during the search process up to the stage when
the stopping criterion is met, and the best solution stored in the population is
taken as the final solution of the given problem instance.

The above presented activities performed on memory are managed in accor-
dance with the population management strategy, which defines: how the inital
population is created and how many solutions does it include, how to choose
solutions which are to be sent to the search programs for improvement, how to
merge the improved solutions returned by the search procedures with the whole
population and when to stop the process of searching?

Figure 1 presents the main part of the architecture of the proposed approach.

Fig. 1. Main part of the architecture of the proposed approach

In the proposed approach for VRP, each individual in population is a permu-
tation form ofN numbers (representing customers) with additional ’0’ delimiters
denoting division of permutation into the routes. A part of individual between
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’0’ delimiters reflects the order in which customers are visited by one vehicle
within selected route.

At the begining of search, the initial population of individual solutions is
generated randomly. An initial random permutation of N numbers is next, com-
pleted by ’0’ delimiters in places which divide the permutation into the separeted
parts (routes) assigned to each vehicle. The places for delimiters insertion is cal-
culated in such a way that total capacity of vehicle assigned to the current route
and the maximal route length are not exceeded. The process of creating the
whole initial population is repeated until popSize (population size) individuals
have been generated.

Each individual from the population is evaluated using the fitness function,
which value is calculated as a sum of the costs related to each permutation part
(vehicle’s route).

Four search procedures exploring the search space have been proposed:

– SP (1) - an implementation of the 3-opt procedure [10] operating on a single
route.

– SP (2) - a modified implementation of the dedicated local search method
based on main features of λ-interchange local optimization method [13],
where at most λ customers are moved or exchanged between two selected
routes (λ = 2).

– SP (3) - implementation of the dedicated local search method operating on
two routes, and based on exchanging or moving selected customers between
these routes. Selection of customers to be exchanged or moved is carried
out in accordance with their distance to the centroid of their original route.
First, a given number of customers from two selected routes for which the
distance between them and the centroid of their routes are the greatest are
removed from their original routes. Next they are moved to the opposite
routes and inserted in them on positions, which give the smallest distance
between newly inserted customers and the centroid of this route [2].

– SP (4) - an implementation of the dedicated local search method based on
moving or exchange the edges between two selected routes until feasible and
improved solution is obtained [2].

Till now, all approaches dedicated for solving selected optimization problems,
which has been implemented in multi-agent environment presented in [1], used
a single population management strategy. Here, basing on the general assump-
tions about population management strategy and its role in the process of search
for the best solution, it has been decided to implement an adaptive mechanism,
where a few population management strategies are defined and which dynami-
cally changes strategy during the search. A strategy which may assure the con-
vergence to the best solution at the current stage of computation is selected
and used in next stages. It is expected that such adaptation may influence the
behavior of the proposed approach by diversification or intensification of process
of solving the problem, thus increasing chances for reaching the global optimum.

For this reason, three population management strategies presented in Table
1 have been developed. Because of the fact that method of creating an initial
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population is the same for all these strategies (as described earlier), and the
population size has been set to 30 individuals in all strategies, the table includes
only elements which differentiate strategies used in the approach.

Table 1. Population management strategies

Strategy(1) (default)

Read/Select random solution
Add/Replace random solution
Stopping criterion after 0.5 min.

Strategy(2)

Read/Select best solution
Add/Replace worst solution
Stopping criterion after 1 min.

Strategy(3)

Read/Select best solution
Add/Replace random solution

if last consecutive five solutions received from the op-
timization agents did not improve existing solutions in
population, the worst solution is removed from the pop-
ulation and a newly generated one is added to the pool
of individuals

Stopping criterion after 0.5 min. without improvement

In the first (default) strategy, the step of reading/selecting an individual from
the memory and next sending it to the optmising agents is implemented as a
selection of a random solution. After improvement phase, if the solution cur-
rently received from optimization agent has been improved, it replaces random
solution from current population. The process of search stops after 0.5 minute of
computation. This default population management strategy guarantees a proper
diversification of the population of solutions.

The second strategy aims at intensification of the process of search. At each
time, when search program is ready to act, the current best solution from popu-
lation is sent to it. After improvement, solution received from the search program
replaces the worst one including in memory.

And the third one, decreases the intensification level, but in case of no im-
provement of existing solutions in population by search programs in last con-
secutive five attempts, the worst solution is removed from the population and a
newly generated one is added to the pool of individuals. The process of search
stops if no improvement is observed within the last 0.5 minute of computation.

Having afinite set of predefinedpopulationmanagement strategiesStrategies=
{Strategy(1), Strategy(2), Strategy(3)}, all searchprocedures initially begin their
search according to the rules defined in the first strategy (str = 1). If the stoping
criteriondefined in this strategy is reached, then str is increasedbyone.Thegeneral
rule for changing strategy is that if stopping criterion is met and no improvement is
observed, then str is increased by one, otherwise str is reset to 1 (default strategy).
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The whole process of search stops where no improvement is observed for all strate-
gies. A pseudocode including main steps of the proposed approach is presented in
Algorithm 1.

Algorithm 1. A Cooperative Search Approach for VRP (CSA)

Require: popSize - population size, NSP - the number of search procedures, SP =
{SP (1), SP (2), . . . , SP (NSP )} - a set of search procedures, f - fitness func-
tion, strMax - the number of population management strategies, Strategies =
{Strategy(1), Strategy(2), Strategy(strMax)} - set of predefined population man-
agement strategies

Ensure: s best - best solution found
1: Generate an initial population of solutions (individuals) P = {s1, s2, . . . , spopSize},

and store them in the common memory
2: s best ← argminsi∈P f(si)
3: str ← 1
4: while (str ≤ strMax) do
5: improved ← false
6: while (stopping criterion of strategy Strategy(str) is not met) do {in parallel}
7: Select individual sk (k = 1, . . . , popSize) from the common memory
8: Select a search procedure SP (i) (i = 1, . . . , NSP )
9: Execute SP (i) on selected individual sk improving it and return s∗k as a re-

sulting individual
10: if f(s∗k) < f(sk) then
11: Store s∗k in the common memory
12: end if
13: if f(s∗k) < f(s best) then
14: s best ← s∗k
15: improved ← true
16: end if
17: end while
18: if (improved) then
19: str ← 1
20: else
21: str ← str + 1
22: end if
23: end while
24: return s best

4 Computational Experiment

The main goal of the computational experiment, which has been carried out, was
to evaluate to what extent presented approach produces results of good quality,
measured as the mean relative error - MRE (in %) from the optimal (or the best
known) solution, reported in [8]. Moreover, the influence of implementation of
the adaptive mechanism on results, has been also investigated.
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The experiment involved 14 instances of Christofides et al. [6], where the
number of customers is 50-199. Each instance was repeatedly solved 10 times
and the mean results from these runs were recorded.

All computations have been carried out on the cluster Holk of the Tricity
Academic Computer Network built of 256 Intel Itanium 2 Dual Core with 12
MB L3 cache processors with Mellanox InfiniBand interconnections with 10Gb/s
bandwidth.

Results of the experiment are presented in Table 2. For each instance, besides
its name and type, the next columns present: best known solution obtained from
[8], minimal and maximal solution produced by the proposed approach (CSA)
and the mean relative error calculated over all runs. The last line of the table
includes MRE averaged over all instances.

Analysis of the results presented in the table allows one to conclude that the
proposed approach can be seen as an interesting alternative to existing methods
for solving VRP. General observation is that the mean relative error does not
exceed 4%, but for majority of instances it reaches at most 1-2% deviation from
the best known solution. For six instances the best known results have been
reached. The worst results were observed for large instances. Type of constraints
does not influence the results.

Table 2. Results obtained by the proposed approach with adaptive mechanism imple-
mented in it

Instance Customers Type Best known CSA (min) CSA (max) MRE

vrpnc1 50 C 524.61 524.61 524.61 0.00%
vrpnc2 75 C 835.26 838.04 855.76 1.42%
vrpnc3 100 C 826.14 826.14 847.26 1.19%
vrpnc4 150 C 1028.42 1047.68 1072.84 3.00%
vrpnc5 199 C 1291.29 1325.95 1357.78 3.74%
vrpnc6 50 C, R 555.43 555.43 560.24 0.43%
vrpnc7 75 C, R 909.68 909.68 929.33 1.26%
vrpnc8 100 C, R 865.94 868.29 891.91 1.41%
vrpnc9 150 C, R 1162.55 1171.88 1202.45 1.85%
vrpnc10 199 C, R 1395.85 1418.74 1473.70 3.71%
vrpnc11 120 C 1042.11 1046.96 1059.33 1.03%
vrpnc12 100 C 819.56 819.56 821.92 0.05%
vrpnc13 120 C, R 1541.14 1543.50 1569.49 1.03%
vrpnc14 100 C, R 866.37 866.37 877.39 0.36%

Average 1.46%

Note: Type C denotes capacity constraints, R - route constraints

In order to discover the influence of implementation of adaptive mechanism
on MRE, three additional runs have been performed. In each of them, only
one population management strategy, respectively Strategy(1) or Strategy(2)
or Strategy(3), were used, respectively, while system was solving the problem.
Figure 2 presents MREs for results obtained for these runs, and additionally,
the fourth series refers to the case where adaptive mechanism was implemented.
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It is easy to see that strategy where the population of solutions is dynamically
managed brings better results in terms of MRE for all instances. Restriction to
only one strategy results in the deterioration of the final solution. The biggest
increase of MRE is observed for Strategy(2) and Strategy(3), the smallest in-
crease - for Strategy(1).

Fig. 2. Results obtained by the proposed approach without and with adaptive mech-
anism implemented in it

5 Conclusions

A new population-based multi-agent cooperative search approach for solving the
Vehicle Routing Problem has been proposed in the paper. It uses a set of search
procedures, which attempt to improve solutions stored in a common, central
memory. An important part of the presented approach is an adaptive mechanism,
where a few population management strategies are defined and which dynami-
cally changes strategy during the search, according to their current performance.
The experiment confirmed that implementation of such mechanism increase a
performance of the whole approach in comparison with the case where only one
population management strategy is used.

The future research will focus on generalization of the proposed approach in
such a way that it could be used to solve other optimization problems imple-
mented in multi-agent environment presented in [1]. Another interesting direc-
tion of research is investigation of possibility of implementation of other rules
which would be used to dynamically switch between population management
strategies, for example based on the level of population diversity. One of the
measure of population diversity for VRP has been considered in [2].
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Abstract. In this paper the agent system based on A-Team and E-
JABAT architecture for solving the resource availability cost problem
(RACP) is proposed and experimentally tested. RACP known also as
RIP (resource investment problem) belongs to the NP-hard problem
class. To solve this problem an A-Team consisting of an asynchronous
agents implemented using E-JABAT middleware have been proposed.
Three kinds of optimization agent have been used. Computational ex-
periment involves evaluation of the proposed approach.

Keywords: project scheduling, resource availability cost problem,
RACP, resource investment problem, RIP, optimization, A-Team, agent,
agent system.

1 Introduction

The paper proposes an agent based approach to solving instances of the resource
availability cost problem (RACP) known also as resource investment problem
(RIP). The considered problem have attracted less attention then other project
scheduling problems, for example resource-constrained project scheduling prob-
lem (RCPSP). However, it is of great practical significance. It is used to model,
for example, the bridge construction, staff management problems or negotiations
the price of a project [17],[1]. In this problem the total costs of using a given
amount of resource for the project is minimized. A solution of this problem con-
sists of a set of activity starting times and a set of resource capacities, while
respecting a project deadline. The problem is NP-hard.

RACP problem was introduced by Mohring (1984) [17] as the resource in-
vestment problem (RIP). He proposed an exact algorithm based on the known
procedure for the RCPSP problem to solve it. Demeulemeester (1995) [9] pro-
posed the next exact algorithm based on a branch-and-bound procedure for the
RCPSP developed by himself and Herroelen (1992) [7], [8]. Rodrigues and Ya-
mashita (2010) [22] modified the algorithm of Demeulemeester by reducing the
search space using new bounds for branching scheme.

A few heuristic and metaheuristic algorithms are proposed to solve the RACP
problem in the literature. Drexl and Kimms (2001) [10] develop two lower bounds
for this problem using Lagrangean relaxation and column generation techniques,
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respectively. Both procedures are capable of yielding feasible solutions as well, so
they also proposed two optimization guided heuristics. Yamashita et al. (2006)
[26] proposed a multi-start heuristic based on the scatter search methodology
using dynamic updating of the reference set, frequency-based memory within
the diversification generator, and a combination method based on path relink-
ing. Shadrokh and Kianfar (2007) [23] develop a genetic algorithm for the RACP
in which the tardiness is permitted with penalty. Ranjbar et al. (2008) [21] de-
veloped two algorithms: a path relinking procedure and a genetic algorithm, in
which a schedule is created with a precedence feasible priority list given to the
schedule generation scheme. Van Peteghem and Vanhoucke (2011) [25] proposed
an artificial immune system algorithm inspired by the vertebrate immune system
and using new fitness function, the probability function for the composition of
capacity lists, and the K-means diversity evaluation function for the preserva-
tion of diversity. Additionally the modification of the RACP problem has been
proposed in several papers.

Approaches mentioned above to solve the RACP problem produce either ap-
proximate solutions or can be only applied for solving instances of the lim-
ited size. Hence, searching for more effective algorithms and solutions to the
RACP/RIP problem is still a lively field of research. One of the promising
directions of such research is to take advantage of the parallel and distributed
computation solutions, which are the common feature of the contemporary
multiple-agent systems.

The multiple-agent systems are an important and intensively expanding area
of research and development. There exists a number of multiple-agent approaches
proposed to solve different types of optimization problems. One of them is the
concept of an asynchronous team (A-Team), originally introduced by [24]. The
idea of A-Team was used to develop the JADE-based environment for solv-
ing a variety of computationally hard optimization problems called E-JABAT
([12],[2]). E-JABAT is a middleware supporting the construction of the dedi-
cated A-Team architectures based on the population-based approach. The mo-
bile agents used in E-JABAT allow for decentralization of computations and use
of multiple hardware platforms in parallel, resulting eventually in more effective
use of the available resources and reduction of the computation time.

In this paper the E-JABAT-based A-Team architecture for solving the RACP
problem instances is proposed and experimentally validated. A-Team includes
optimization agents which represent heuristic algorithms. The behavior of the
A-Team is defined by the, so called, working strategy. In the proposed approach
the architecture for the RACP problem implemented using the E-JABAT envi-
ronment and three optimization algorithms based on local search, path relinking
and Lagrangean relaxation, has been proposed.

The paper is constructed as follows: Section 2 of the paper contains the RACP
problem formulation. Section 3 gives some information on E-JABAT environ-
ment. Section 4 provides details of the proposed A-Teams architecture designed
for solving the RACP instances. Section 5 describes settings of the computa-
tional experiment carried-out with a view to validate the proposed approach.
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Section 6 contains a discussion of the computational experiment results. Finally,
Section 7 contains conclusions and suggestions for future research.

2 Problem Formulation

Single resource availability cost problem consists of a set of n + 2 activities,
where each activity has to be processed without interruption to complete the
project. The dummy activities 0 and n+ 1 represent the beginning and the end
of the project. The duration of an activity j, j = 0, . . . , n + 1 is denoted by dj
where d0 = dn+1 = 0. There are r renewable resource types. The availability
of each resource type k in each time period is unlimited but using each unit
of each resource type costs. There are r cost values, one for each resource ck,
k = 1, . . . , r. Each activity j requires rjk units of resource k during each period
of its duration, where r1k = rnk = 0, k = 1, ..., r.

There are precedence relations of the finish-start type with a zero parameter
value (i.e. FS = 0) defined between the activities. In other words activity i
precedes activity j if j cannot start until i has been completed. The structure
of a project can be represented by an activity-on-node network G = (SV, SA),
where SV is the set of activities and SA is the set of precedence relationships.
SSj (SPj) is the set of successors (predecessors) of activity j, j = 1, . . . , n. It is
further assumed that 0 ∈ SPj , j = 1, . . . , n+ 1, and n+ 1 ∈ SSj , j = 0, . . . , n.

There is also a time limit impose for the project execution as deadline D. All
parameters, except costs are non-negative integers.

The objective is to find a schedule S of activities starting times [s1, . . . , sn],
where s1 = 0 and sn+1 ≤ D and resource requirements [r1, . . . , rk], such that
the total resource cost is minimized.

Formally, the RACP problem can be described as follows:

min

r∑
k=1

ckrk (1)

s.t.
si + dj ≤ sj ∀(i, j) ∈ SA (2)∑

i∈At

rik ≤ rk ∀k = 1, . . . r, t = 1, . . . , D (3)

where At denotes the set of activities processed in time t,

sn+1 ≤ D (4)

s0 = 0 (5)

rk ≥ 0 ∀k = 1, . . . r (6)

The above formulated problemas a generalizationof the classical job shop schedul-
ing problem belongs to the class of NP-hard optimization problems [4],[17].

RACP can be denoted as PSm,∞|prec|
∑

Ckmax rk(S, t) [5] or m, 1|cpm,
δn|rac, (rac means resource availability costs) [11].
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3 The E-JABAT Environment

E-JABAT is a middleware allowing to design and implement A-Team archi-
tectures for solving various combinatorial optimization problems, such as the
resource-constrained project scheduling problem (RCPSP), the traveling sales-
man problem (TSP), the clustering problem (CP), the vehicle routing problem
(VRP). It has been implemented using JADE framework. The problem-solving
paradigm on which the proposed system is based can be best defined as the
population-based approach.

E-JABAT produces solutions to combinatorial optimization problems using a
set of optimization agents, each representing an improvement algorithm. Each
improvement (optimization) algorithm when supplied with a potential solution
to the problem at hand, tries to improve this solution. An initial population of
solutions (individuals) is generated or constructed. Individuals forming an initial
population are, at the following computation stages, improved by independently
acting agents. Main functionality of the proposed environment includes organiz-
ing and conducting the process of search for the best solution.

To perform the above described cycle two main classes of agents are used.
The first class called OptiAgent is a basic class for all optimization agents. The
second class called SolutionManager is used to create agents or classes of agents
responsible for maintenance and updating individuals in the common memory.
All agents act in parallel. Each OptiAgent represents a single improvement al-
gorithm (for example: local search, simulated annealing, tabu search, genetic
algorithm etc.).

Other important classes in E-JABAT include: Task representing an instance
or a set of instances of the problem and Solution representing the solution. To
initialize the agents and maintain the system the TaskManager and Platform-
Manager classes are used. Objects of the above classes also act as agents.

E-JABAT environment has been designed and implemented using JADE (Java
Agent Development Framework), which is a software framework supporting the
implementation of multi-agent systems. More detailed information about E-
JABAT environment and its implementations can be found in [12] and [2].

4 E-JABAT for Solving the RACP Problem

E-JABAT environment was successfully used by the authors for solving the
RCPSP, MRCPSP and RCPSP/max problems ([13],[14],[3]). In the proposed ap-
proach the new data representation has been proposed dedicated for the RACP
problem. Additionally some modification in order to improve the system effi-
ciency has been implemented.

Classes describing the problem are responsible for reading and preprocessing
the data and generating random instances of the problem. The discussed set
includes the following classes:

– RACPTask inheriting from the Task class and representing the instance of
the problem,
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– RACPSolution inheriting from the Solution class and representing the solu-
tion of the problem instance,

– Activity representing the activity of the problem,
– Resource representing the renewable resource,
– TimeUnit representing the time unit in which the activities are processed.

The second set includes classes describing the optimization agents. Each of
them includes the implementation of an optimization heuristic used to solve
the RCPSP problem. All of them are inheriting from OptiAgent class. In the
proposed dedicated A-Team this set includes the following classes:

– OptiLRA denoting the Lagrangean Relaxation Algorithm (LRA),
– OptiLSA denoting the Local Search Algorithm (LSA),
– OptiPRA denoting Path Relinking Algorithm (PRA),

The LRA is an implementation of the heuristic based on the Lagrangean re-
laxation method proposed by Drexl and Kimms in [10]. The relaxed problem
of minimizing the total weighted completion times of the activities subject to
precedence constraints is solved after convertion to minimum cut problem [18].
The implementation of the push relabel maximum flow algorithm described in
[6] was used. The solution obtained represents a feasible suboptimal solution of
the RACP problem.

Additionally, the above mentioned optimization agent and its algorithm based
on the Lagrangean relaxation method is used to compute and update lower
and upper bound for the processing instance. The bounds values are stored in
RACPTask and used to stop computation in case when the lower bound or upper
bound is reached by an agent.

The LSA is a local search algorithm which finds the shortest schedule for
the considered problem with fixed resource availabilities by making a move.
The move is understood as moving one of the activity to a new position in the
schedule. All possible places in the schedule are checked in one iteration. For
each combination of activities the value of possible solution is calculated. The
best schedule is remembered and finally returned. The resource availabilities are
calculated as follows:

– for feasible initial solution - the resource availabilities are decreased by xk

coefficient but not less then to the resource availability lower bound:

rk = max(rk − xk(rk − rLB
k ), rLB

k ), for k = 1, . . . , r, (7)

– for infeasible initial solution - the resource availabilities are increased by yk
coefficient but not more then to the resource availability upper bounds:

rk = min(rk + yk(r
UB
k − rk), r

UB
k ), for k = 1, . . . , r. (8)

The resource availability lower rLB
k and upper bound rUB

k are calculated initially
and updated during computation by the LRA algorithm. The coefficients xk, for
k=1,. . . ,r. are set initially to 10% and updated during computation as well.

The PRA is an implementation of the path-relinking algorithm. For a pair
of solutions a path between them is constructed. The path consists of schedules
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obtained by carrying out a single move from the preceding schedule. The move is
understood as in the case of LSA as moving one of the activities to a new position
in the schedule. For each schedule in the path the value of the respective solution
is checked using minimal for these two solutions resource availabilities. The best
schedule is remembered and finally returned.

An individual is represented as a schedule of activities S. The final solution is
obtained from the schedule for fixed resource availabilities by Serial Generation
Scheme (serial SGS) procedure [16].

All optimization agents (OptiAgents) co-operate together using their A-Team
common memory managed by the SolutionManager. The working strategy of
SolutionManager has been defined as follows:

– All individuals in the initial population of solutions are generated randomly,
improved by the LRA algorithm and stored in the common memory.

– Individuals for improvement are selected from the common memory ran-
domly and blocked, which means that once selected individual (or individu-
als) cannot be selected again until all other individuals have been tried.

– Returning individual replaces the first found worse individual. If a worse
individual cannot be found within a certain number of reviews (where review
is understood as a search for the worse individual after an improved solution
is returned) then the worst individual in the common memory is replaced
by a randomly generated one.

– The computation time is defined by the no improvement time gap set by
the user. If in this time gap no improvement of the current best solution has
occurred, the A-Team stops computations.

5 Computational Experiment Settings

To evaluate the effectiveness of the proposed approach and compare the results
the computational experiment has been carried out using benchmark instances
generated by Yamashita at al. [26] for their computational experiment. The
instances of RCPSP for 30, 60, 90 and 120 activities and 4 resource types are
taken from the PSPLIB [19], and instances for RCPSP for 6 and 8 resource types
has been generated by ProGen [15] using the following settings:

– Resource factor (RF): 0.25, 0.5, 0.75 and 1.0,
– Network complexity (NC): 1.5, 1.8 and 2.1.

Next, the instances has been adopted to RACP problem using Drexl and Kimms
methodology [10] by removing the resource availability requirements, adding
the costs drawn from a uniform distribution U [1, 10] and adding the deadlines
calculated using deadline factor DF = 1.2 (D = DF maxn+1

i=0 sCP
i , where sCP

i

denotes the earliest starting times taken from the critical path).
The test set includes 144 problem instances. The experiment involved compu-

tation with the fixed number of optimization agents, fixed population size, and
the limited time indicated by the no improvement time gap.
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The proposed A-Team includes 3 optimization agents representing the LRA,
LSA and PRA algorithms described in Section 4 - one of each type. The popu-
lation has included 10 individuals, and the no improvement time gap has been
set to 3 minutes. The values of the parameters are chosen on the basis of the
previous experiments [12], [13], [14].

The experiment has been carried out using nodes of the cluster Holk of the
Tricity Academic Computer Network built of 256 Intel Itanium 2 Dual Core 1.4
GHz with 12 MB L3 cache processors and with Mellanox InfiniBand intercon-
nections with 10Gb/s bandwidth. During the computation one node per three
optimization agents was used.

6 Computational Experiment Results

During the experiment the following characteristics of the computational results
have been calculated and recorded: mean and maximal relative error (Mean RE)
calculated as the deviation from the best solution obtained by Yamashita at
al. [26] for three heuristics: scatter search with dynamic update (SSD) and two
multi-start heuristic (FMS and RMS), the number of best results obtained, mean
computation time required to find the best solution (Mean CT) and mean total
computation time (Mean total CT). Each instance has been solved five times
and the results have been averaged over these solutions.

Table 1. Performance of the proposed A-Team in terms of the mean relative error and
number of the best results obtained

#Activities
Mean

#Best
30 60 90 120 results

A-Team for RACP 0.51% 1.23% 1.30% 1.52% 1.14% 96

Table 2. Performance of the proposed A-Team in terms of the mean computation time
in seconds

#Activities
Mean

30 60 90 120

A-Team for RACP 89.78s 123.42s 269.30s 315.92s 199.61s

Table 3. Performance of the proposed A-Team in terms of the mean total computation
time in seconds

#Activities
Mean

30 60 90 120

A-Team for RACP 141.04s 345.67s 470.53s 537.05s 373.57s
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Table 4. Literature reported results [26]. Mean RE from the best known solution
obtained by Yamashita at al. [26] and number of the best solutions for three heuristics:
SSD, FMS and RMS.

#Activities
Mean

#Best
30 60 90 120 results

SSD 0.17% 0.00% 0.00% 0.00% 0.04% 137
FMS 0.42% 0.97% 1.33% 1.51% 1.06% 33
RMS 0.72% 1.77% 1.92% 2.26% 1.67% 31

Table 5. Literature reported results [26]. Mean computation time and mean total
computation time in seconds for three heuristics: SSD, FMS and RMS.

Mean CT Mean total CT

SSD 1609.55s 3262.01s
FMS 945.09s 3135.13s
RMS 133.92s 3117.85s

Performance of the proposed A-Team is presented in Tables 1, 2 and 3. These
results are compared with the results reported in the literature [26] shown in
Tables 4 and 5.

The experiment results show that the proposed E-JABAT based A-Team for
RACP implementation is effective and the results are comparable with the lit-
erature reported results. In each case the 100% of feasible solutions has been
obtained. The times obtained in the experiment are quite good, however in the
case of the agent based approaches it is difficult to directly compare computation
times. The results obtained be a single agent may or may not influence the re-
sults obtained by the other agents. Additionally the computation time includes
the time used by agents to prepare, send and receive messages.

7 Conclusions

Experiment results show that the proposed implementation based on the ded-
icated A-Team architecture is an effective and competitive tool for solving in-
stances of the RACP problem. Presented results are comparable with solutions
known from the literature. It can be also noted that they have been obtained
in a comparable time. Time comparisons in this case might be misleading since
the proposed A-Teams have been run using different numbers and kinds of pro-
cessors. In case of the agent-based environments the significant part of the time
is used for agent communication which has an influence on both - computation
time and quality of the results.

The presented implementation and experiment is a first approach to construct
A-Team for RACP problem. The experiment should be extended to examine the
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A-Team behavior for different no improvement time gaps, different numbers
of optimization agents and different population sizes. The other optimization
algorithms and ideas to improve this implementation should be considered and
tested.

Future research will concentrate on implementing more sophisticated proce-
dures and optimization agents, as well as on searching for the best configuration
of the heterogenous agents used during computations.
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Abstract. In this paper the agent-based population learning algorithm designed 
to train RBF networks (RBFN’s) is proposed. The algorithm is used to network 
initialization and estimation of its output weights. The approach is based on the 
assumption that a location of the radial based function centroids can be 
modified during the training process. It is shown that such a floating centroids 
may help to find the optimal neural network structure. In the proposed 
implementation of the agent-based population learning algorithm, RBFN 
initialization and RBFN training based on the floating centroids are carried-out 
by a team of agents, which execute various local search procedures and 
cooperate to find-out a solution to the considered RBFN training problem. Two 
variants of the approach are suggested in the paper. The approaches are 
implemented and experimentally evaluated. 

Keywords: neural networks, radial basis function, RBF network, floating 
centroids, population learning algorithm, A-Team. 

1 Introduction 

The RBF networks, introduced by Bromhead and Lowe [5], can be considered as 
universal approximation tools similarly to multilayer perceptrons (MLPs). However 
Radial basis function networks (RBFNs) usually achieve faster convergence since 
only one layer of weights is required [12].  

A RBF network is constructed from only one hidden layer, while MLP networks 
may have one or more hidden layers. RBFN uses different activation functions at each 
unit. The activation functions in the RBF units compute a distance between the input 
examples and the centers, while the activation functions of the MLP compute inner 
products from the input instances and weights. Each hidden unit in the RBFN 
represents a particular point in the space of the input instances. The output of the 
hidden unit depends on the distance between the processed instances and the 
particular point in the input space of instances. The distance is calculated as a value of 
the activation function. Next, the distance is transformed into a similarity measure 
that is produced through a nonlinear transformation carried-out by the output 
function. The output function of the hidden unit is called the radial basis function. 
Each particular point in the space of the input instances, is called an initial seed point, 
prototype, centroid or kernel of the basis function. 
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The performance of the RBF network depends on numerous factors including the 
number of the radial basis functions, their dispersion or shapes, the number of 
centroids and their locations, and other parameters describing the radial basis 
functions as well as weights and the method used for learning the input-output 
mapping. In general, training of the RBFN involves two stages: 

- At the first stage the RBF parameters including cluster centroids together with 
their dispersion are estimated. It is a very important stage from the point of view 
of achieving a good approximation by the RBF network. The process of 
determining the number of centroids is associated with construction (initialization) 
of the RBFN.  

- At the second stage the weights used to form the linear combination of the outputs 
of the hidden neurons are estimated.  

Each of the above stages can be considered as an independent RBFN training 
problem. Different approaches to learn the RBF parameters and weights of RBFNs 
have been developed. Among approaches to determining parameters of the RBF 
proposed in the literature some of the best known include [15], [3], [10], [21], [16], 
[4] and [14]. Among classical methods used to RBFN initialization are cluster 
techniques, such as vector quantization or input-output clustering. Besides clustering 
methods, the support vector machine or the orthogonal forward selection approaches 
are used. 

To estimate the output weights one can apply similar techniques as used for the 
MLP training, for example, the back propagation algorithm. Another approach 
includes point to estimation of the weights by linear least square methods [22]. 
However, for practical application these approaches are often very time consuming, 
an extensive research work is being carried-out in order to accelerate this process. 
Problem with the back propagation methods is a high likelihood of being caught in a 
local optimum. Hence, researchers look not only for algorithms that train RBF 
networks quickly but rather for quick algorithms that are not likely, or less likely, to 
get trapped in a local optimum [23].  

None of the approaches proposed so far (see, for example, [13], [20]) can be 
considered as a superior, guaranteeing optimal results in terms of the learning error 
reduction or increased efficiency of the learning process. Hence, searching for robust 
and efficient approaches to RBFN construction and learning is still an important field 
of research. 

Among methods dedicated to RBFN’s training are hybrid approaches, where a 
training is carried out through simultaneous optimization of the location of centroids and 
widths, that is, in another words, through optimization of the RBFN structure [18], [3].  

In a majority of cases it is also assumed that a RBF neural network should be 
trained based on a fixed centroids. However, fixing centroids decreases chances to 
find optimal neural network structure [20]. In [20] the Floating Centroid Method 
(FCM) is proposed to improve RBFN performance by introducing many floating 
centroids obtained during the optimization process by using the k-means algorithm. 
Based on the experimental evaluation it has been shown that the FCM improves 
performance (including generalisation accuracy, training accuracy, training speed) of 
neural network-based classifiers.  
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The paper deals with the RBF training. The main contribution of the paper is 
proposing and evaluating through computational experiment an agent-based 
population learning algorithm used to determine centroids (prototypes, kernels) of the 
Gaussian neurons prior to network training and to determine the output weights of the 
RBF network. Both search processes are carried out in parallel, which is consistent 
with the idea of the floating centroids. The extended variant of the approach, also 
introduced in the paper, allows independent optimization of the centroid location 
during the training process. In general, both new variants named, respectively, 
ABRBFN 2 and ABRBFN 3, are an extension of the approach introduced in [8] and 
known as the ABRBFN 1. In the ABRBFN 1 approach an agent-based population 
learning algorithm was used to locate prototypes within the produced clusters and the 
backpropagation algorithm for output weights estimation was applied.  

The goal of the paper is to show through computational experiment that the 
proposed agent-based RBFN training with floating centroids can be competitive to its 
earlier version as presented in [8], as well as to other RBFN training algorithms. To 
validate the approache, an extensive computational experiment has been carried-out. 
Performance of the proposed algorithm has been evaluated using several benchmark 
datasets from the UCI repository [1].  

The paper is organized as follows. Section 2 gives a basic account of the RBF 
networks. Idea of the agent-based population learning algorithm is presented in 
Section 3. Section 4 explains main features of the proposed implementation of the 
agent-based population learning algorithm. Section 5 provides details on the 
computational experiment setup and discusses its results. Finally, the last section 
contains conclusions and suggestions for future research. 

2 RBF Neural Network  

A RBF network is constructed from a tree-layer architecture with a feedback. The 
input layer consisting of a set of source units connects the network to the 
environment. The hidden layer consists of hidden neurons with radial basis functions 
[12]. One of the most popular output functions of the RBF hidden units is the 
Gaussian function [5], which has been chosen to best fit data from each cluster. In 
such a case the output function takes the following form: 

2)(

),( b

r
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where r is a norm function denoted as r=||x-c||, where x is an input instance, c 
represents a centroid and b defines a function dispersion (or “width” of the radial 
function). 

The output function of the RBF hidden unit most frequently is calculated using the 
Euclidean distance although other measures of distance can be also used. Thus, in 
general case, r refers to the Euclidean norm [11]. 

The output of the RBF network is a linear combination of the outputs of the hidden 
units, i.e. a linear combination of the nonlinear radial basis function generating 
approximation of the unknown function. In case of the classification problems the 
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output value is produced using the sigmoid function with a linear combination of the 
outputs of the hidden units as an argument. In general, the RBFN output function has 
the following form: 


=
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where M defines the number of hidden neurons, Gi is a radial basis function 
associated with i-th hidden neuron, pi is a vector of parameters, which can include a 
location of centroids, dispersion or other parameters describing the radial function. 

The RBF network initialization is a process, where the set of parameters of the 
radial basis functions needs to be calculated or drawn. On the other hand, RBFN 
training involves finding a set of weights of links between neurons such that the 
network generates a desired output signals. Thus, training process is also considered 
as adjusting values of these weights using a set of training patterns showing the 
desired RBFN behavior. In general, the RBFN training process aims at minimizing 
the learning error E(W): 

=
n
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where W is a set of the respective weights, e(W,X,D) = (di-f(xi,w,p)) is an error 
function, where X is a set of input instances and D is a set of outputs respectively for n 
training patterns consisting of input-output pairs {(x1,d1),(x2,d2),...,(xn,dn):x1,..,n∈U, 
d1,..,n∈D}.  

The RBFN training process can be viewed as solving the optimization task, where 
the optimization objective is to minimize the value of the target function by finding 
the optimal values of vector weights and vector of RBF parameters.  

Since the RBF neural network training belongs to the class of computationally 
difficult combinatorial optimization problems [13], it is reasonable to apply to solve this 
task one of the known metaheuristics. In this paper an agent-based population learning 
algorithm, proposed originally in [2], is adopted for the purpose of the RBFN training. 

3 Agent-Based Population Learning Algorithm  

In [2] it has been shown that agent-based population learning search can be viewed as 
a robust and powerful optimizing technique. In the agent-based population learning 
implementation both - optimization and improvement procedures are executed by a 
set of agents cooperating and exchanging information within an asynchronous team of 
agents (A-Team). The A-Team concept was originally introduced in [19]. 

The concept of the A-Team was motivated by several approaches like blackboard 
systems and evolutionary algorithms, which have proven to be able to successfully solve 
some difficult combinatorial optimization problems. Within an A-Team agents achieve 
an implicit cooperation by sharing a population of solutions, to the problem to be solved.  

An A-Team can be also defined as a set of agents and a set of memories, forming a 
network in which every agent remains in a closed loop. Each agent possesses some 
problem-solving skills and each memory contains a population of temporary solutions 
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to the problem at hand. It also means that such an architecture can deal with several 
searches conducted in parallel. In each iteration of the process of searching for the best 
solution agents cooperate to construct, find and improve solutions which are read from 
the shared, common memory. All agents can work asynchronously and in parallel. 

Main functionality of the agent-based population learning approach includes 
organizing and conducting the process of search for the best solution. It involves a 
sequence of the following steps: 

- Generation of the initial population of solutions to be stored in the common 
memory. 

- Activation of optimizing agents which execute some solution improvement 
algorithms applied to solutions drawn from the common memory and, 
subsequently, store them back after the attempted improvement in accordance 
with a user defined replacement strategy. 

- Continuation of the reading-improving-replacing cycle until a stopping criterion is 
met. Such a criterion can be defined either or both as a predefined number of 
iterations or a limiting time period during which optimizing agents do not manage 
to improve the current best solution. After computation has been stopped the best 
solution achieved so far is accepted as the final one. 

More information on the population learning algorithm with optimization procedures 
implemented as agents within an asynchronous team of agents (A-Team) can be 
found in [2]. In [2] also several A-Team implementations are described. 

4 An Approach to the RBF Network Training  

The paper deals with the problem of RBFN training by an implementation of the 
agent-based population learning algorithm. The main goal is to produce the optimal 
RBF network structure with respect to: 

- Producing clusters and determining their centroids.  
- Finding the output weights of the RBFN. 

Under the proposed approach clusters are produced at the first stage of the training 
process. They are generated using the procedure based on the similarity coefficient 
calculated as in [7]. Thus clusters contain instances with identical similarity 
coefficient and the number of clusters is determined by the value of the similarity 
coefficient (for details see, for example, [7]). In the proposed approach a modified 
similarity-based clustering procedure suitable for classification problems and function 
approximation (regression) problems as introduced in [8] has been used.  

The second stage involves selection of centroids from thus obtained clusters. An 
agent-based algorithm with a dedicated set of agents is used to locate centroids within 
clusters. Thus, an A-Team consists of agents which execute the improvement 
procedure and cooperate with a view to solve RBF network initialization problem. 
The second stage also involves estimation of values of output weights of the RBFN. 
This searching process is related to a different set of agents which execute the 
improvement procedure with a view to solve a non-linear numerical optimization 
problem. Both of the above searching processes are carried out in parallel. Such 
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approach is consistent with the idea of floating centroids where the centroid locations 
are changed during the process of estimating the output weights of the RBFN. 

Most important assumptions behind the ABRBFN 2 approach, can be summarized 
as follows: 

- Shared memory of the A-Team is used to store a population of solutions to the 
RBFN training problem. 

- A solution is represented by a string consisting of two parts. The first contains 
integers representing numbers of instances selected as centroids and the second – 
real numbers, representing weights of connections between neurons of the 
network under training. 

- The initial population is generated randomly. 
- Initially, potential solutions are generated through randomly selecting exactly one 

single centroid from each of the considered clusters.  
- Initially, the real numbers representing weights are generated randomly. 
- Each solution from the population is evaluated and the value of its fitness is 

calculated. The evaluation is carried out by estimating classification accuracy or 
error approximation of the RBFN, which is initialized using prototypes and set of 
weights indicated by the solution. 

To solve the RBFN training problem two groups of optimizing agents have been 
considered. The first group includes agents executing procedures for centroid 
selection. To this end the following procedures have been implemented: 

- Local search with the tabu list for prototype selection – this procedure modifies a 
solution by replacing a randomly selected reference instance with some other 
randomly chosen reference instance thus far not included within the improved 
solution. The modification takes place providing the replacement move is not on 
the tabu list. After the modification, the move is placed on the tabu list and 
remains there for a given number of iterations.  

- Simple local search – this procedure modifies the current solution either by 
removing the randomly selected reference instance or by adding some other 
randomly selected reference instance thus far not included within the improved 
solution. 

The second group of optimizing agents includes procedures for estimation of the 
output weights. It has been decided to adapt and implement the following procedure, 
introduced before in [6]: 

- Gradient mutation – this procedure modifies two randomly selected elements 
within a solution by incrementing or decrementing their values. Direction of 
change (increment/decrement) is random and has identical probability equal to 
0.5. The value of change is proportional to the gradient of an individual. If the 
fitness function value of an individual has improved then the change is accepted. 

- Gradient adjustment procedure - the gradient adjustment agent adjusts the value of 
each element of the solution by a constant value Δ proportional to its gradient. Delta 
is calculated as Δ = α ⋅ ξ, where α is the factor determining a size of the step in 
direction of ξ, known as a momentum and α takes values from (0, 1]. In the 
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proposed algorithm its value iterates starting from 1 with the step equal to 0.02. ξ is 
a vector determining a direction of search and is equal to the gradient of a solution. 

The above procedure was extended to ABRBFN 3 in the following manner. During the 
training process the value of the error function is monitored by each optimizing agent. 
When this value does not decrease after a predefined number of iterations the 
improvement procedure in a weight dimension is suspended and only a search for a 
better location of centroids within clusters is carried-out by agents responsible for the 
centroid selection. The search in a centroid dimension is carried-out by the predefined 
number of iteration. Subsequently, the weight searching process is resumed.  

The above extension resulting in a periodic modifications of solutions only in the 
centroid dimension has been proposed to enhance the benefits of floating centroids 
method and to increase chances of finding the optimal RBF network.  

5 Computational Experiment 

5.1 Computational Experiment Setting 

To validate the proposed approach it has been decided to carry out computational 
experiment. The experiment aimed at answering the following two questions:  

- Does the proposed agent-based RBFN training approach (ABRBFN 2) perform 
better than classical methods of RBFN training? 

- Does the extended version called ABRBFN 3 perform better than ABRBFN 2? 

The aim of the experiment has been also to compare the proposed approaches with the 
ABRBFN 1 introduced in [8], where an agent-based learning algorithm has been used 
only to perform search for a location of centroids. 

The evaluation of the proposed approaches and comparison of performance of the 
ABRBFN 2 and ABRBFN 3 with other algorithms are based on two problem kinds i.e. 
the classification and the regression problems. For both problems the proposed 
algorithms have been applied to solve respective problems using several benchmark 
datasets obtained from the UCI Machine Learning Repository [1]. Basic 
characteristics of these datasets are shown in Table 1. 

Table 1. Datasets used in the reported experiment 

Dataset 
Type of 
problem 

Number 
of 

instances 

Number 
of 

attributes 

Number of 
classes 

Best reported 
results 

Forest Fires Regression 517 12 - - 

Housing Regression 506 14 - - 

WBC Classification 699 9 2 97.5% [1] (Acc.) 

Credit Classification 690 15 2 86.9% [1] (Acc.) 

Sonar Classification 208 60 2 97.1% [1] (Acc.) 
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Each benchmark problem has been solved 50 times, and the experiment plan 
involved 5 repetitions of the 10-cross-validation scheme. The reported values of the 
quality measure have been averaged over all runs. The quality measure in case of 
classification problems was the correct classification ratio – accuracy (Acc). The 
overall performance for regression problems has been computed by the mean squared 
error (MSE) calculated as the approximation error over the test set.  

During the experiment population size for each investigated A-Team architecture 
was set to 60. The process of searching for the best solution in the centroid dimension 
has been stopped either after 100 iterations or after there has been no improvement of 
the current best solution for one minute of computation. The number of epochs for 
procedures designed to determine the output weights has been set to 1000. In the 
ABRBFN 3 after 500 epochs without an improvement the search process for the 
centroid dimension only is initiated with the maximum number of iterations set to 
100. Values of the above parameters have been set arbitrarily in the trials and errors 
procedure. The dispersion of the Radial function has been calculated as a double 
value of minimum distance between basis functions [14].  

The proposed A-Team has been implemented using the middleware environment 
called JABAT [2]. 

5.2 Experiment Results 

Table 2 shows mean values of the classification accuracy of the classifiers (Acc) and 
the mean squared error of the function approximation models (MSE) obtained using 
the RBFN architecture. 

Table 2. Results obtained for different variants of the proposed algorithms to the RBNF’s 
training and their comparison with the performance of some different competitive approaches 

Problem 

Algorithm 

Forest fires Housing WBC Credit Sonar 

MSE Acc. (%) 

ABRBFN 1 [8] 2.15 35.24 94.56 84.56 82.09 

ABRBFN 2 2.01 34.71 97.34 84.96 84.11 

ABRBFN 3 2.05 35.6 94.9 87.14 81.72 

      

Neural network – 
MLP 

2.11 [24] 40.62 [24] 96.7 [9] 84.6 [9] 84.5 [9] 

Multiple linear 
regression 

2.38 [24] 36.26 [24] - - - 

SVR/SVM 1.97 [24] 44.91 [24] 96.9 [9] 84.8 [9] 76.9 [9] 

C 4.5 - - 94.7 [9] 85.5 [9] 76.9 [9] 

 
From Table 2, one can observe that in a strong majority of cases at least one of the 

ABRBFN variants assures competitive results in comparison to other approaches and 
the finding holds true independently from the type of the problem. The ABRBFN 2 
algorithm and its extended version assure better results than the ABRBFN 1 algorithm 
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considering all benchmark problems. In one cases it can be also observed, that the 
ABRBFN 2 algorithm does not assure as good results as ABRBFN 3. The experiment 
results also show that the agent-based search is a suitable tool for solving complex 
optimization problems including the RBFN initialization and estimation of the output 
weights of the RBFN. The agent-based algorithm is also a suitable tool allowing for 
discarding the fixed-centroid constraint, which finally can contribute to improvement 
of the quality of training. 

6 Conclusions 

In this paper an agent-based population learning algorithm for RBF neural network 
training with floating centroids is proposed. The role of the proposed agent-based 
population learning algorithm is to select the appropriate centroids and to estimate the 
output weights of the RBFN. Both processes are carried out in parallel.  

Two variants of the algorithm has been suggested and discussed. The second 
variant bases on additional modifications of the location of centroids within clusters. 
In the reported computational experiment the proposed algorithms outperformed other 
techniques for RBF initialization. 

In the future it is planned to carry-out more refined statistical analysis of the results 
to obtained a better insight into properties of the proposed approach. Future research 
will also focus on finding more effective configurations of the RBF networks. The 
additional experiment are planned using additional benchmark datasets. 
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Abstract. Differential Evolution (DE) is a simple and powerful opti-
mization method, which is mainly applied to numerical optimization. In
this article we present a new selective mutation operator for the Differ-
ential Evolution. We adapt the Differential Evolution algorithm to the
problem of finding the approximate Nash equilibrium in n person games
in the strategic form. Finding the Nash equilibrium may be classified as
continuous problem, where two probability distributions over the set of
pure strategies of both players should be found. Every deviation from
the global optimum is interpreted as the Nash approximation and called
ε-Nash equilibrium. The fitness function in this approach is based on the
max function which selects the maximal value from the set of payoffs.
Every element of this set is calculated on the basis of the corresponding
genotype part. We propose an approach, which allows us to modify only
the worst part of the genotype. Mainly, it allows to decrease computation
time and slightly improve the results.

Keywords: Differential Evolution, mutation, ε-Nash equilibrium.

1 Introduction

In the last decades many deterministic and stochastic methods of an optimization
problem have been developed. However, no universal technique which could give
the good results for all optimization problems has been found yet. One of these
problems is numerical optimization which is used to test many new methods. Its
aim is to find a solution which minimize the quality function F (x):

x∗ = arg min
x∈X

F (x)

where X is a set of feasible solutions and x ∈ X is a vector x = [x1, x2, . . . , xnF ],
nF is a number of dimensions. Recently we have shown a way to transform
the problem of finding Nash Equilibrium into the function optimization prob-
lem. Finding the Nash equilibrium in the n-person non-zero sum games is the
PPAD-complete even for 2-player games [2]. The question of approximate Nash
equilibrium emerged as the central remaining open problem in the area of the
equilibrium computation. Determining whether Nash equilibria exist, and effec-
tively computing them, are relevant problems that have attracted much research
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in computer science [4,13]. Finding the simple, pure Nash equilibrium (in con-
trast to the mixed Nash equilibrium) is easy problem. Zero-sum games, which
may be interpreted as a special case of non-zero sum games may be successfully
solved by the pivot method and by the simplex method ( both methods are part
of the linear programming).

In this article we present a new way to construct the mutation operator in the
Differential Evolution algorithm. The fitness function in the problem of finding
approximate Nash equilibrium is based on the max function. We show, that
modifying only a part of the genotype may lead to the overall improvement of the
fitness value. Moreover, this approach alows to reduce the algorithm complexity.
In every iteration only the part of the genotype is modified at the same time.

Our article is organized as follows: first, we present some basic considera-
tions about Nash equilibria in n-person games. Next we give details about other
approaches in constructing mutation schemas. In the next section we give the de-
tailed problem solution, and we present the new mutation schema. Moreover, we
describe the Differential Evolution algorithm adapted to the problem of finding
approximate Nash equilibrium in n-person game. Finally we show some experi-
ments and results. We summarize with short conclusions.

2 Related Works

Differential Evolution (DE) is a stochastic, population-based search strategy de-
veloped by R. Storn and K. Price in 1995, and deeply studied by J. Lampinen,
I. Zelinka [7,9,17], and others. The Differential Evolution algorithm was success-
fully used in many practical applications: neural network train [11], filter design
[19] or image analysis [6]. High effectiveness of Differential Evolution leads to
different modifications directed into specific problems. The ability of Differential
Evolution (DE) to perform well in continuous-valued search spaces is well doc-
umented. The algorithm was also successfully used in the binary and discrete
problems [1,5]. G. Pampara in [15] proposed a DE algorithm to evolve solutions
to binary-valued optimization problems, without having to change the operation
of the original DE. On the other hand there are numerous approaches relevant
to the hybridization.

The most important part of allowing to improve performance and accelerate
the convergence of the algorithm is the mutation operator. We show, that for
specific problems like finding Nash equilibria, it is possible, to increase the speed
of the algorithm. In general, the Nash equilibrium is a strategy profile such
that no deviating player could achieve a payoff higher than the one that the
specific profile gives him. The main algorithm for computing Nash equilibria is
the Lemke Howson (LH) algorithm [10], which is a pivoting algorithm similar to
the simplex algorithm for linear programming. It is very often described as the
state of the art algorithm, but in [18] it was shown that for some game classes
it has exponential time of finding solution. In 1991 an algorithm based on the
support enumeration was introduced [3], similar, but more effective algorithm
was described in [16]. Both algorithms favor games, in which support of both
players is very small. The algorithm proceeds by constructing a triangulated grid
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over the space of mixed strategy profiles, and uses a path-following method to
compute an approximate fixed point. This approximate fixed point can then be
used as a starting point on a refinement of the grid. The algorithm begins with
any mixed strategy profile consisting of rational numbers as probabilities. In
our experiments we used implementation available in the Gambit software [12].
Without any options, the algorithm begins with the centroid, and computes one
Nash equilibrium.

3 The Classical Differential Evolution

As in any other evolutionary algorithms, before the population can be initialized,
both upper and lower bounds for each gene of the genotype must be specified.
After that, the selection process takes place. During the selection stage, three
parents are chosen and they generate a single offspring which competes with a
parent to determine who passes to the following generation. Despite some simi-
larities, the DE algorithm differs from evolutionary algorithms in that: mutation
is a primary operator, and crossover is an auxiliary operator. The second differ-
ence: mutation is applied first to generate a trial vector, next this vector is used
in crossover procedure.

The pseudocode of the general DE algorithm is presented below:

Algorithm 1. Basic DE algorithm

1 Create the initial population of genotypes S0 = {X0
1,X

0
2, ...,X

0
n};

2 Set the generation number g = 0;
3 while stop criterion is not met do
4 Compute the fitness function for every genotype in the population

{f(X1), f(X2), ..., f(Xn)} ;
5 Create the population of trial genotypes V g based on Sg ;
6 Make crossover of genotypes from the population Sg and V g to create

population Ug ;
7 Choose the genotypes with the highest fitness function from population Ug

and Sg for the next population;
8 generation = generation+ 1, go to step 4;

the positions of individuals provide valuable information about the fitness land-
scape. Provided that a good uniform random initialization method is used to
construct the initial population. The length of the single genotype depends on
the dimension of the problem. In every iteration of the algorithm the following
operations are performed: mutation, crossover, selection and fitness computa-
tion. There are various strategies, how to create the trial vector. The most pop-
ular strategy denoted by abbreviation DE/rand/1/ generates the individual by
adding the weighted difference of two points:

∀i, ∀j Ui,j = Sr1,j + F · (Sr2,j − Sr3,j).
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Individual Si is denoted as a targer vector. (Sr2 −Sr3) is the differential vector
created from the two random individuals Sr2 oraz Sr3 . Moreover F is muta-
tion parameter. Population U is next used in the crossover process. After the
crossover, the child population V is created. Part of the genotype of the indi-
vidual Vi is taken from the parent vector Si, while the remaining elements are
taken from the trial vector Ui. This process can be expressed by the formula:

∀i, ∀jVi,j =

{
Ui,j if randj [0, 1) < CR,
Si,j other case.

where CR is the crossover parameter. After the creation of the child population
V , fitness function value for the all population is calculated. Fitness values for the
child individuals are compared with the fitness values for the parent individuals
(population S). To the next population t + 1 is taken an individual with the
higher fitness value (from the pair parent-child). The genotype with the lower
fitness function value is transferred to the next generation (fitness function equal
to 0 is identified as global optimum). Selection in the Differential Evolution is
described by the given formula:

∀i,Sg+1
i =

{
Ug

i if f(Ug
i ) ≤ f(Sg

i ),
Xg

i other case.

where Sg+1
i is i-th individual from the generation g + 1, and f() is the fitness

function.

4 A New Approach for the Mutation Schema in the
Problem of Finding Nash Equilibrium

A non-cooperative game in a strategic form consists of a set of players, and, for
each player, a set of strategies available to him as well as the payoff function
mapping each strategy profile (i.e. each combination of strategies, one for each
player) to a real number that captures the preferences of the player over the
possible outcomes of the game:

Γ = 〈N, {Ai},M 〉, i = 1, 2, ..., n

where:

– N = {1, 2, ..., n} is the players set;
– {Ai} is the finite set of strategies for the i-th player with m-strategies;
– M = {μ1, μ2, ..., μn} is the finite set of the payoff functions.

Next we define the strategy profile a = (a1, ...,an) for all players. Moreover:

a−i = (a1, ...,ai−1,ai+1, ...,an),

will be the strategy profile excluding i-th player. Mixed strategy for the i-th
player will be denoted as:
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ai = (P (ai1), P (ai2 ), ..., P (aim)),

where P (ai1) will be probability of chosing strategy 1 by the player i.
Nash equilibrium is a strategy profile such that no deviating player could

achieve the payoff higher than the one that the specific profile gives him:

∀i, ∀j μi(a) ≥ μi(aij , a−i),

where i is the i-th player, j is the number of the strategies for given player, μi(a)
is the payoff for the i-th player for the strategy profile a and μi(aij , a−i) is the
payoff for the i-th player using strategy j agaist profile a−i.

Game in the strategic form for the n-playes may be transformed into the
genotype. This process may be seen on the fig. 1. The whole individual consists
of n parts, where every part is probability distribution over the set of strategies
for the one player.

X1X1

X2X2

Y1Y1 Y2Y2

0,3;0,8

X Y

Z

Z1Z1

Z2Z2

0,3; 0,1;0,2 0,6;

0,4;0,7 0,1; 0,6;0,3 0,1;

P(X )1P(X )1 P(X )2P(X )2 P(Y )1P(Y )1 P(Y2) P(Z )1P(Z )1 P(Z )2P(Z )2

Fig. 1. Creation of the single individual

This transformation allows us to use specific approach, where the fitness func-
tion for the algorithm consists of two parts, where first part is given as follows:

f1 = max{max{u1(a11, a−1), ..., u1(a1j , a−1)} −
u1(a), ...,max{ui(ai1, a−i), ..., ui(aij , a−i)} − ui(a)}

where ui(aij , a−i) is the payoff for the i-th player using strategy j. Second nec-
essary condition is to check, if sum of probabilities for every player is equal to
one. The second condition may be described as follows:

f2 =

n∑
i=1

|1−
m∑
j=1

P (aij)|

where f1 means maximal deviation from the optimal strategy - denoted as the
worst solution from all players. This value is also denoted as the ε value (ε Nash
equilibrium means the approximate Nash equilibrium). Sum of this two above
functions gives the fitness function, which is represented by the formula:
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f = f1 + c· f2,

where c is the constant value. Only after the fulfillment of the condition f2, the
f1 may be minimized. Interesting is a fact, that the f1 function is the worst case
value for all players, so if we would be able to improve the payoff for the worst
player, we also improve overall value of the fitness function. Moreover, the payoff
value for the single player is calculated on the basis of the part of the genotype,
so it is possible to only modify part of the genotype in the iteration. It is worth
noting, that payoffs of all players are in some way related to each other, so
changing part of the genotype of the selected player changes also payoffs of the
remaining players (by the adding value e to the payoff value from the previous
iteration). This whole process may be presented in the fig. 2. Despite this, as we
show in the experiments, this simple modification slightly improves results.

Fig. 2. Selective mutation operator

5 Experiments

The aim of this research work is to determine if the new proposed DE mutation
schema is capable to solve problem of finding the approximate Nash equilibrium
in the n-person games. We also show, that even for the large games involving
more than 10 strategies per player the DE is capable to find optimal solutions
faster than classical algorithms like the Simplicial Subidvision. All given param-
eters were chosen experimentally. Unfortunately because of space limitation we
are not able to present the complete parameter tuning. In our experiments we
used the following values:

– the population size N = 50;
– the crossover parameter CR = 0.5;
– the mutation parameter F = 0.6;
– for every game program was run 30 times;
– maximum time for generating solution was 300 seconds for both algorithms;
– for the third experiment we selected randomly 10 games with the 5,7, 10,

12, 15, 17 and 20 strategies.
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The number of iterations for all experiments were set as follows:

– 2000 iterations for games with 5, 7 and 10 strategies per player;

– 2500 iterations for games with 12, 15 and 17 strategies per player;

– 3000 iterations for games with 20 strategies per player.

We used different number of iterations for games, because number of strategies
per players inflicts the genotype size. Moreover, in the two tables, and on the
first figures we used the following descriptions: x y str, means the x game with
the y strategies per players. All tested games were games for three players with
the same number of strategies. We used the famous GAMUT program for gener-
ating all test games [14]. In our experiments we used the Simplicial Subdivision
implementation from the GAMBIT program.

In the table 1 we can see comparision of the computation time for the DE and
the Simplicial Subdivision algorithm (denoted as SimpDiv). It is worth noting,
that the Simplicial Subdivision algorithm gives repeatable results for every game
- average, minimum and maximum value for every run of the algorithm are the
same. In table 1 we put only one time computation value. The biggest advantage
for the proposed solution is its ability to solve every game in the approximate
same time. The Simplicial Subdivision algorithm (the last column in the table)
wasn’t able to solve some games, where maximum computation time is equal to
300 seconds. 300 seconds was the highest acceptable computation time, and it
is clear to see, that for larger games this algorithm is much slower than the DE.
Please note, that the Simplicial Subdivision algorithm finds only the exact Nash
equilibrium, but as we can see, it falls to solve larger problems. It this case is
better to use the Differential Evolution which gives approximate solution.

In the second table 2 we can see ε values for the same games. The Differential
Evolution was able to solve every game, but in the other hand, none exact solution
was found. The Nash equilibrium should be described as the global optimum, and
ε equilibrium as the local optimum. We can suspect, that the local and global op-
tima are not near of each other, and the DE falls in the local optimum. Of course
given solutions are very good. It is worth noting, that some games seem to be more
difficult than other (even with the same number of strategies). For example games
with 20 strategies per player 120str and 220str: in the first case, algorithm was
able to find solution with ε value equal to 0.02, and in the second case we have
0.24. This dispersion should be examined in the future.

On the fig. 3 we can see the worst values from the table 2. This values are
compared with the worst case values for the best algorithm for 2-players. Ap-
proximate algorithms for two players are mainly based on the transformation
of the non-zero sum game into zero sum game (the difference of the two matri-
ces). Those algorithms falls to solve games for more than two players, but it is
interesting, that the proposed DE algorithm is able to achieve the better results.

Finally, on the last fig. 4 we can see randomly generated games with the differ-
ent number of strategies. For every game with the same number of strategies we
show number of games which were solved by the two algorithms: the Differential
Evolution and the Simplicial Subdivision. For games with the 20 stratiegies, for
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Table 1. Average, minimum, maximum,
median and standard deviation for the time
of computation(in seconds): comparision of
the DE and the Simplicial Subdivision for
different tested problems

Game min max avg std dev median SimpDiv

1 5 str 1.4 1.6 1.5 0.1 1.5 1.1
2 5 str 1.4 1.6 1.5 0.1 1.4 0.8
3 5 str 1.4 1.5 1.4 0.1 1.4 1.1
1 7 str 3.8 4.3 4.0 0.2 4.1 15.3
2 7 str 4.1 4.5 4.3 0.1 4.4 2.6
3 7 str 3.8 4.1 3.9 0.1 3.9 26.9
1 10 str 10.2 11.1 10.6 0.3 10.7 19.7
2 10 str 10.7 11.6 11.1 0.3 11.2 2.4
3 10 str 11.7 12.5 12.0 0.3 11.9 79.6
1 12 str 18.9 19.8 19.3 0.3 19.3 43.5
2 12 str 18.2 19.4 18.8 0.4 18.9 51.5
3 12 str 18.7 19.4 19.1 0.3 19.1 4.8
1 15 str 45.2 46.3 45.7 0.4 45.7 300
2 15 str 45.6 46.5 46.0 0.4 46.2 300
3 15 str 45.3 46.4 46.2 0.7 46.4 193.4
1 17 str 67.4 68.8 68.4 0.8 68.8 300
2 17 str 68.4 69.5 69.4 0.7 69.5 300
3 17 str 66.5 69.2 69.1 1.7 69.2 300
1 20 str 146.6 149.4 150.3 3.2 149.4 300
2 20 str 149.7 153.4 153.5 2.6 153.4 300
3 20 str 150.4 154.6 154.3 2.6 157.5 300

Table 2. Average, minimum, maxi-
mum, median and standard deviation
ε values for different tested problems

Game min max avg std dev median

1 5 str 0.18 0.21 0.19 0.01 0.19
2 5 str 0.15 0.17 0.16 0.00 0.16
3 5 str 0.19 0.24 0.22 0.02 0.22
1 7 str 0.19 0.21 0.19 0.01 0.19
2 7 str 0.11 0.13 0.12 0.00 0.12
3 7 str 0.09 0.12 0.10 0.01 0.10
1 10 str 0.10 0.13 0.11 0.01 0.11
2 10 str 0.13 0.16 0.14 0.01 0.14
3 10 str 0.18 0.26 0.22 0.03 0.21
1 12 str 0.17 0.19 0.18 0.01 0.18
2 12 str 0.15 0.18 0.16 0.01 0.16
3 12 str 0.12 0.14 0.13 0.00 0.13
1 15 str 0.14 0.17 0.15 0.01 0.15
2 15 str 0.11 0.14 0.12 0.01 0.11
3 15 str 0.18 0.22 0.19 0.02 0.19
1 17 str 0.18 0.21 0.19 0.01 0.19
2 17 str 0.10 0.12 0.11 0.00 0.11
3 17 str 0.08 0.14 0.11 0.02 0.11
1 20 str 0.08 0.14 0.11 0.02 0.12
2 20 str 0.18 0.24 0.20 0.03 0.18
3 20 str 0.15 0.21 0.17 0.02 0.16

Fig. 3. The worst ε value for different games - comparision with the worst ε for 2 person
games

Fig. 4. Number of solved games - the DE and the Simplicial Subdivision comparision
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10 different games only 2 were solved by the Simplicial Subidivision algorithm.
On the other hand, the Differential Evolution solved all games.

6 Conclusions

In this article we proposed the new mutation schema, which was used in the
Differential Evolution algorithm. The proposed method was used to solve the
difficult problem of finding the Nash equilibrium for n players, where n is greater
than 2. Many existing mathematical methods point to the fact that game the-
ory isa branch of pure mathematics. Moreover, those methods are only effective
for the 2 person games and they are strictly directed on the specific classes of
the problems. In the literature exist only few algorithms dedicated to n person
games. One of those algorithms is the Simplicial Subdivision algorithm. It is
one of the main state-of-art algorithms (next to the Lemke-Howson algorithm).
Despite the fact that the Lemke-Howson was created 50 years ago, it is still
very popular. One of the main disadvantages is the maximum number of play-
ers involved, which equals 2. Our method was compared with the Simplicial
Subdivision, because this algorithm seems to be the most flexible and general
approach. In recent years, evolutionary algorithms and similar methods allow
us to partialy solve problems considered purly mathematical. One of our goals
was to show a simple and efficient solution based on one of the famous approxi-
mate methods. We showed, that the DE is far more efficient than the Simplicial
Subdivision for problem of finding the Nash equilibrium. The proposed method
found approximate solutions for all prepared games. It is obvious that the Dif-
ferential Evolution has a lot of potential in the problem of computing the Nash
and approximate Nash equilibria. The possibility of simple modification of the
fitness function allows us to consider much harder problmes than the classical
Nash equilibrium.

Our next task is to compare the proposed DE schema with other existing
schemas. The described problem is very specific, and at this moment we can’t
define more problems, in which proposed mutation schema could be used. In our
experiments we used fixed values for the CR and the F parameters. An inter-
esting problem is to find a way to improve results for the proposed solutions.
Only few runs of the algorithm were able to find better solution that ε equal
to 0.1. Still open remains question, if the Differential Evolution is able to find
exact solutions for any random n person game. One of our next goals will be de-
tailed comparision of the basic Differential Evolution and the method described
in the article. Deep study of the basic DE adapted to the problem of finding
approximate Nash equilibria should be very desirable for the future works.
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Bȩdzińska 39, 41–200 Sosnowiec, Poland

{urszula.boryczka,jan.kozak}@us.edu.pl

Abstract. This paper is devoted to the study of an extension of Ant
Colony Decision Tree (ACDT) approach to Random Forests (RF) –
an arisen meta-ensemble technique called Ant Colony Decision Forest
(ACDF). To the best of our knowledge this is the first time that Ant
Colony Optimization is being applied as an ensemble method in data
mining tasks. Meta-ensemble ACDF as a hybrid RF and ACO based
algorithm is evolved and experimentally shown high accuracy and good
effectiveness of this technique motivate us to further development.

Keywords: Ant Colony Optimization, Ant Colony Decision Trees,
Decision Forest, Bagging, Random Forests.

1 Introduction

Data mining and machine learning have been the subject of increasing attention
over the past 30 years. Ensemble methods, popular in machine learning and pat-
tern recognition, are learning algorithms that construct a set of many individual
classifiers, called base learners, and combine them to classify new data points
or samples by taking a weighted or unweighted vote of their predictions. It is
now well-known that ensembles are often much more accurate than the individ-
ual classifiers that make them up. The success of ensemble approaches on many
benchmark data sets has raised considerable interest in understanding why such
methods succeed and identifying circumstances in which they can be expected
to produce good results. This article provide a summary of widely used heuristic
methods and their modifications used in different benchmark problems and to
identify its development of the random forests in reference to Ant Colony Deci-
sion Tree algorithm. Our goal is to design a new algorithm for construction of
decision forests, where we obtain better accuracy of classification, especially in
case of difficult data sets making explicit reference to Ant Colony Optimization.

This paper is organized as follows: section 2 presents an overview of related
works on association classification and decision trees. Section 3 discusses an ap-
proach Random Forests as an example of ensemble methods. Section 4 describes
the ACDF approach as a tool of meta-ensemble learning approach. Section 5
presents the experimental setup and methodology concerning the ACDF exam-
ination. Section 6 discusses results and conclusions are drawn in section 7.

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 473–482, 2012.
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2 Decision Trees

One of the most efficient and widely applied learning algorithms search the hy-
pothesis (solution) space consisting of decision trees [11,14]. The term hypothesis
is understood as a combination of attribute values which determine the way to
undertake a specific decision. A decision tree learning algorithm searches the
space of such trees by first considering trees that test only one attribute and
making an immediate classification. Then they consider expanding the tree by
replacing one of the leaves by a test of the second attribute. Various heuristics
are applied to choose which test to include in each iteration and when to stop
growing the tree [5]. The evaluation function for decision trees will be calculated
according to the following formula:

Q(T ) = φ · w(T ) + ψ · a(T, P ) (1)

where:

w(T ) – the size (number of nodes) of the decision tree T ,
a(T, P ) – the accuracy of the classification samples from a test set P by the
tree T ,
φ and ψ – constants determining the relative importance of w(T ) and a(T, P ).

Constructing optimal binary decision trees is an NP–complete problem, where
an optimal tree is one which minimizes the expected number of tests required
for identification of the unknown samples, as shown by Hyafil and Rivest in [10].
Classification And Regression Tree (CART) approach was developed by Breiman
et al. in 1984 [6].

Twoing criterion, firstly proposed in CART, will search for two classes that will
make up together more then 50% of the data. Twoing splitting rule maximizes
the following change-of-impurity measure which implies the following maximiza-
tion problem for nodes ml, mr:

argmax
aj≤aR

j ,j=1,...,M

⎛⎝PlPr

4

[
K∑

k=1

|p(k|ml)− p(k|mr)|
]2⎞⎠ , (2)

where:

p(k|ml), p(k|mr) – the conditional probability of the class k provided in node
ml, mr,
Pl, Pr – the probability of transition samples into the left or right node ml, mr,
K – number of decision classes,
aj – j–th variable, aRj is the best splitting value of variable aj .

3 Decision Forests

A decision forest is a collection of decision trees [5,7,14]. We defined the decision
forest by following formula:

DF = {dj : X → {1, 2, ..., g}}j=1,2,...,J, (3)
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where J is a number of decision trees j (J � 2).
In decision forests, predictions of decision trees are combined to make the

overall prediction for the forest. Classification is done by a simple voting. Each
decision tree votes on the decision for the sample and the decision with the
highest number of votes is chosen. The classifier created by a decision forest DF,
denoted as dDF : X → 1, 2, ..., g, uses the following voting rule:

dDF(x) := argmax
k

Nk(x), (4)

where k a decision class, such that k ∈ {1, 2, . . . , g}; Nk(x) is the number of
votes for the sample x ∈ X classification in to class k, such that Nk(x) := #{j :
dj(x) = k}.

3.1 Bagging

Ensemble methods work by running a base algorithm multiple times, and form-
ing a vote out of the resulting hypotheses. There are two main approaches to
designing ensemble learning algorithms. The first approach is to construct each
hypothesis independently in such a way that the resulting set of hypotheses is
accurate and diverse. The second approach to designing ensembles is to construct
the hypotheses on a coupled fashion so that the weighted vote of the hypothesis
gives a good fit to the data. One way to fulfill this task – construct multiple
hypotheses is to run the algorithm several times and provide it with somewhat
different data (e.g. bootstrap samples) in each run.

Good example of such a method is Bagging – ”Bootstrap Aggregating” method
[9], firstly introduced by Breiman [4]. This approach works as follows. Given a
set of n training data (learning set), Bagging chooses in each iteration a learn-
ing set of size n by sampling uniformly with replacement from the original data
set. Each element of such a learning set can be chosen exactly with the same
probability equal to 1

n .
To aggregate the base classifiers in a consensus manner, strategy such as voting

is commonly used. Assuming the result of the base classifiers are independent of
each other, each of the base classifier give exactly one vote and finally the simple
voting decides about the classification the samples (see formula (4)).

3.2 Random Forests

Some ensemble methods such as Random Forests are particularly useful for
high-dimensional data sets because increased classification accuracy. It can be
achieved by generating multiple prediction models each with a different subset
of learning data consisted of attribute subsets [5].

Breiman provides a general framework for tree ensembles called ”random
forests” [5]. Each tree depends on the values of a randomly chosen attributes,
independently for each node or tree and with the same distribution for all trees.
Thus, a random forest is a classifier (ensemble) that consists of many decision
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trees. Each splitting rule is performed independently for different subset of at-
tributes. As a result it could be chosen m attributes from the p descriptions
of the learning samples. Assume that m � p, and according to the performed
experiments, good results should be obtained when m =

√
p. Let we assume,

that 1
3 of samples cannot be chosen to the training sample (in accordance to

the probability equal to (1 − n)n ≈ e−n), so only 1
3 trees in the analyzed forest

are constructed without this sample. In this situation, Breiman proposed that it
will be well-grounded to apply the unencumbered estimator of misclassification
probability obtained by decision tree [5]. Diagram of the construction decision
forest is presented in Fig. 1.
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F- the completed tree              
H- calculate the accuracy rate
K- create the pseudo-samples       
L- create the subset of attributes
M- for each decision tree            
N- select the next division
0- calculate the splitting rule value   
P- select the best division
Q- the decision forest           
S- for pseudo-samples and subset of att

Fig. 1. Diagram of the construction random forest

4 Ant Colony Decision Trees Algorithm

Ant Colony Optimization (ACO) approach has been successfully applied to many
difficult combinatorial problems. Ant Colony Decision Trees (ACDT) algorithm
is the first ACO adaptation to the task of rule induction and constructing deci-
sion trees, but also rule induction approach – Ant-Miner [3,12,13].
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ECEE
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END
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A- for each colony of ants          B- for each angent-ant
C- build tree                       D- update pheromone trail
E- the decision tree                F- the completed tree
G- for all samples and attributes   H- calculate the accuracy rate
I- select the division              J- calculate the probability of 
                                       choosing the appropriate split

Fig. 2. Construction the tree by ACDT algorithm

In each ACDT step an ant chooses an attribute and its value for splitting
the samples in the current node of the constructed decision tree. The choice
is made according to a heuristic function and pheromone values. The heuristic
function is based on the Twoing criterion (equ. (2)), which helps ants select an
attribute-value pair which well divides the samples into two disjoint sets, i.e.
with the intention that samples belonging to the same decision class should be
put in the same subset. The best splitting is observed when similar number of
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samples exists in the left subtree and in the right subtree, and samples belonging
to the same decision class are in the same subtree. Pheromone values indicate the
best way (connection) from the superior to the subordinate nodes – all possible
combinations are taken into account.

The diagram of the proposed algorithm is presented in Fig. 2. As mentioned
before, the value of the heuristic function is determined according to the splitting
rule employed in CART approach (see formula (2)). The probability of choosing
the appropriate split in the node is calculated according to a classical probability
used in ACO [8]:

pi,j =
τm,mL(i,j)

(t)α · ηβi,j∑a
i

∑bi
j τm,mL(i,j)

(t)α · ηβi,j
, (5)

where:
ηi,j – a heuristic value for the split using the attribute i and value j,
τm,mL(i,j)

– an amount of pheromone currently available at time t on the con-
nection between nodes m and mL, (it concerns the attribute i and value j),
α, β – the relative importance with experimentally determined values 1 and 3,
respectively.

The initial value of the pheromone trail is determined similarly to the Ant–
Miner approach and depends on the number of attribute values. The pheromone
trail is updated (6) by increasing pheromone levels on the edges connecting each
tree node with its parent node:

τm,mL(t+ 1) = (1− γ) · τm,mL(t) +Q(T ), (6)

whereQ(T ) is a quality of the decision tree (see formula (1)), and γ is a parameter
representing the evaporation rate, equal to 0.1.

5 Ant Colony Decision Forest

A computational problem arises when the proposed algorithm cannot guarantee
to find the best hypothesis within hypotheses space. In ACO and RF approaches,
the task of finding the suitable hypothesis that best fits the training data is
computationally intractable, so more sophisticated method should be employed
in this situation. An algorithm ACDF proposed in this paper is based on two
approaches: RF and ACDT. The ACDF algorithm can be applied for difficult
data sets analysis by adding randomness to the process of choosing which set of
features or attributes may be distinguish during the construction decision trees.

In case of the ACDF, agent-ants create a collection of hypotheses in random
manner complying the threshold or rule to split on. The challenge is to intro-
duce a new random subspace method for growing collections of decision trees – it
means that agents-ants can create the collection of hypotheses from the hypoth-
esis space using random-proportional rules. At each node of the tree agent-ant
choose from the random subset (random pseudo-samples) of attributes and then
constrain the tree-growing hypothesis to choose its splitting rule from among
this subset. Because of the re-labeled randomness proposed in our approach we
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Table 1. Variants of ACDF

Version Trees in forest Data sets Attribute sets

ACDF 1
local best trees

individual, individual,
(Fig. 3 b) for agent-ant for agent-ant

ACDF 2 independently, individual, individual,
(Fig. 3 b) global best trees for agent-ant for agent-ant

ACDF 3
local best trees

collective, collective,
(Fig. 3 c) for colony for colony

ACDF 4 independently, collective, collective,
(Fig. 3 d) global best trees for colony for colony

ACDF 5 independently, independently, independently,
(Fig. 3 e) global best trees for colony for colony

ACDF 6
local best trees

collective, for each node,
(Fig. 3 f) for colony as in RF

ACDF 7 independently,
all samples all attributes

(Fig. 3 g) global best trees

resign from the different subsets of attributes chosen for each agent-ant or colony
to favor of greater stability of the undertaken hypotheses. It is a consequence of
the proposition firstly used in RF.

A proposed approach that suffer from the representational problem is said to
have a good diversity in (random pseudo-samples) training and testing samples
and balance in decision making. ACDF is characterized as an algorithm with
high diversity, because agents-ants make a cascade of choices consist of attribute
and value choosing at each internal node in the decision tree (for creating a
special hypothesis). Consequently, ensembles of decision tree classifiers perform
better than individual decision trees. It is due to the independently performed
exploration/exploitation the subspace of hypotheses.

Seven different variants of ACDF algorithms have been proposed in this arti-
cle, differ in the way of preparing the pseudo-samples and subsets of attributes
and the best decision tree choosing. The proposed versions are presented in
Tab. 1.

In ACDF 1 each agent-ant can search different subspaces of hypotheses space.
The stability of decision tree can be obtained during this searching process and
it is identical as in version ACDF 2. In this version we propose independently
creating decision trees by each of colony of ants, so the trees are not very similar.
Smaller distribution in hypotheses space for version 3 and 4 is due to the same
sets of samples and attributes chosen for each colony of ants. As in these two
cases, the version ACDF 5 is also characterized by the smaller distribution in the
space, so the pheromone values deposited in the subtrees play more significant
role. The most interested version is presented in ACDF 7, where the meaningful
similarity to RF is presented. The decision trees are created by agent-ants inde-
pendently and we may analyzed here only the inner-colony cooperation among
agent-ants. Independent colonies have not the possibility to communicate with
each other, so in consequence the diversity of decision trees may be obtained.
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Fig. 3. Diagram of the construction ACDF forest

6 Experiments

A variety of experiments were conducted to test the performance and behavior
of the proposed algorithm. First we describe our experimental methodology and
explain its motivation. Then we present and discuss our results. In this section
we will consider an experimental study (see Tab. 2) performed for the following
adjustments. We have performed 30 experiments for each data set. Each exper-
iment included 1250 generations with the population size of ant colony equal to
50. In each case, the decision forest consists of 25 trees. Comparative study of
ACDT algorithm (described in [1,2]) with seven different versions described in
section 5 have been performed for examination this new approach.

Evaluation of the performance behavior of ACDF was performed using 12
public–domain data sets from the UCI (University of California at Irvine) data
set repository available from: http://archive.ics.uci.edu/ml/. The data sets
larger than 1000 samples (balance-scale, breast-cancer, breast-tissue, cleveland,
heart) are divided into two groups in a random way: training and testing sets,
appropriately. The data sets less than 1000 samples (the other) are estimated
by 10-fold cross-validation.

In most experimental studies, the algorithms: ACDF 1 – ACDF 7 give the
better performance on the vast majority of data sets, when comparing this ap-
proach with ACDT algorithm (see Tab. 2 and Fig. 4). The exact reasons for
ACDF’s success are not fully understood. One line of explanation is based on
the many independently performed searchings and the process of learning which
take place among agent-ants via pheromone values (especially the ACDF 5 al-
gorithm, where a single decision trees are weak in the context of classification,
but the forest is very good in the case of accuracy of classification).

Analyzing the performance of the ACDF 6 approach, we observe that the
obtained results are interesting – we noted high accuracy of classification in
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comparison with the rest of analyzed versions (ACDF 1 –ACDF 5). The first
observation that can be made in the case of ACDF 7, is that these results show
that it is better to use independent colonies and separately analyzed pheromone
tables. This approach usually gives better results in all cases (in the context of
accuracy of classification). It could be analyzed in the Fig. 5, where the number
of nodes is presented. Concerning the two methods: ACDT (with ACDT-forest)
and ACDF 7, these techniques are characterized by the same number of nodes in
created decision trees. When compared ACDT with the rest versions of ACDF,
the number of nodes have been significantly diminished. Analyzing the results in
term of accuracy of classification - prediction about new samples, the approaches
ACDF 1 to 6 are promising but not very specific.

The results in Tab. 2 confirm that the performance of the presented new
approach is significantly interested and unaffected by local minima in hypotheses
space. Nevertheless these results also show that the use of meta-ensemble is able
to mitigate the problem of loosing diversity in the tree structure occurring in
the arisen forest.

Table 2. Comparative study – accuracy rate

Data set ACDT – tree ACDT – forest ACDF 1 ACDF 2
acc #n acc #n acc #n acc #n

heart 0.7744 13.0 0.7628 253.4 0.8269 121.8 0.8311 133.5
breast-cancer 0.7165 6.5 0.7284 82.1 0.7363 68.0 0.7308 83.6
balance-scale 0.7821 51.6 0.8003 1198.8 0.7877 440.5 0.8343 440.7
dermatology 0.9339 7.5 0.9314 113.7 0.9290 232.6 0.9122 225.0
hepatitis 0.7989 5.0 0.8005 43.4 0.8190 48.6 0.8085 68.4

breast-tissue 0.4702 12.3 0.4611 205.1 0.4810 138.3 0.4782 124.1
cleveland 0.5401 15.7 0.5456 338.7 0.5660 133.1 0.5578 136.5
b-c-w 0.9301 9.3 0.9306 103.2 0.9363 245.4 0.9441 131.8

lymphography 0.7828 8.3 0.7821 161.6 0.8524 183.6 0.8857 116.0
shuttle 0.9971 62 0.9975 1508 0.9969 3464 0.9965 5557

mushroom 0.6309 71 0.6313 1604 0.6506 654 0.6426 633
optdigits 0.8021 151 0.8751 4273 0.9111 4222 0.8999 4112

Data set ACDF 3 ACDF 4 ACDF 5 ACDF 6 ACDF 7
acc #n acc #n acc #n acc #n acc #n

heart 0.8147 120.2 0.8194 129.4 0.8191 155.1 0.8391 194.8 0.7781 257.8
breast-cancer 0.7367 74.2 0.7303 85.9 0.7313 92.7 0.7414 96.0 0.7308 122.9
balance-scale 0.8209 416.5 0.8180 428.4 0.8299 426.9 0.8559 884.3 0.8202 1135.7
dermatology 0.9114 231.2 0.9033 225.0 0.9135 242.8 0.9690 297.7 0.9765 272.1
hepatitis 0.8089 60.1 0.8045 70.7 0.8152 77.8 0.8210 58.4 0.8145 79.9

breast-tissue 0.4769 135.4 0.4710 121.7 0.5029 151.7 0.4919 146.0 0.5167 198.5
cleveland 0.5549 128.4 0.5575 133.7 0.5590 165.7 0.5737 202.9 0.5795 291.4
b-c-w 0.9544 428.4 0.9514 207.4 0.9519 146.1 0.9280 275.1 0.9505 127.1

lymphography 0.8068 200.2 0.7857 102.2 0.7782 115.5 0.8265 318.5 0.8122 167.5
shuttle 0.9960 7890 0.9957 7875 0.9934 7992 0.9972 2458 0.9976 1510

mushroom 0.6383 604 0.6398 592 0.6420 579 0.6475 1007 0.6331 1617
optdigits 0.8843 4236 0.8882 4157 0.8862 4725 0.9442 3942 0.9429 4235

Abbrev.: acc – accuracy rate; #n – number of nodes.
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7 Conclusions

In this work we addressed the problem of classification in data mining tasks.
A meta-ensemble approach combined with ACO is followed. We carry out an
extensive experimental study to analyze the performance of different variants of
our proposition, including seven, that were proposed here. The new approach
for data classification as well as decision making – ACDF is clearly a promising
method for this task. Additionally, although the method is general, it remains to
be investigated if it also achieves competitive results in other data sets. Never-
theless the results indicate the motivation which led its development is relevant,
so we need to investigate the reasons for its learning mechanisms via pheromone
and improve this by new augmentations.

Other conclusions can be made concerning the behavior of meta-ensemble,
particularly the selection or choosing pseudo-samples from learning-samples.
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The size of forest – the number of trees in presented results is the next issue, we
want to focus on. Secondly, the concept of weighting: constant, non constant and
dynamically or adaptively weighting techniques during the pseudo-samples cre-
ation is particularly relevant in order to increase the robustness of the ensemble
predictions.

These results provided by the experimental study are satisfying and interest-
ing. The cost of this situation is the complexity of the system, so we decide to
concentrate on the simplification the ACDF algorithm, constituting our future
work. Statistical (The Wilcoxon Two Sample Test) evidence confirms the results.
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7. Bühlmann, P., Hothorn, T.: Boosting algorithms: Regularization, prediction and

model fitting. Statistical Science 22(4), 477–505 (2007)
8. Dorigo, M., Birattari, M., Blum, C., Clerc, M., Stützle, T., Winfield, A.F.T. (eds.):
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Abstract. Ant Colony System (ACS) is a well known metaheuristic
algorithm for solving difficult optimization problems inspired by the for-
aging behaviour of social insects (ants). Artificial ants in the ACS coop-
erate indirectly through deposition of pheromone trails on the edges of
the problem representation graph. All trails are stored in a pheromone
memory, which in the case of the Travelling Salesman Problem (TSP)
requires O(n2) memory storage, where n is the size of the problem in-
stance. In this work we propose a novel selective pheromone memory
model for the ACS in which pheromone values are stored only for the
selected subset of trails. Results of the experiments conducted on several
TSP instances show that it is possible to significantly reduce ACS mem-
ory requirements (by a constant factor) without impairing the quality of
the solutions obtained.

Keywords: ant colony system, selective pheromone memory.

1 Introduction

Ant colony system (ACS) belongs to a wide range of metaheuristic search algo-
rithms used to solve a variety of difficult combinatorial optimization problems.
The algorithm is an improved version of the ant colony optimization algorithm
(ACO) which was inspired by the behavior of some species of ants. The ants de-
posit pheromone trails to guide other ants when searching for a food source [5].
In the ACO artificial ants incrementally construct candidate solutions. Selection
of the solution components is based on the heuristic information about the prob-
lem and the artificial pheromone trails. The artificial pheromone trails form a
parametric probabilistic model that is updated based on previously constructed
solutions [10]. ACO algorithms were tested on a large number of academic and
real-world problems and proved to obtain very good performance on many of
them [1].

The artificial pheromone trails represent the ”common” memory of ants and
are used to guide the process of constructing candidate solutions, therefore they
play essential role for the performance of ACO. A lot of research was focused
on improving the pheromone trails update rules and finding better minimum
and maximum pheromone levels in order to prevent the premature stagnation of
the search process. The ACS is a modified version of the ACO, in which a few

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 483–492, 2012.
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important changes were introduced, among them addition of local pheromone
update rule [4]. Stüzle and Hoos developed the MAX-MIN Ant System (MMAS)
which includes explicit upper and lower limits on the pheromone trail values to
avoid stagnation [9]. In the work of Matthews [6] improved lower limits for
pheromone trails were proposed for the MMAS and ACS. A summary of the
most important advances may be found in [3].

Obviously, storing the artificial pheromone trails requires a certain amount
of the computer’s memory, depending on the complexity and size of the tackled
problem. For example, in the case of TSP the ACS requires a pheromone trails
memory of size proportional to n2, where n is the size of the problem instance,
equal to the number of cities. If one tries to solve large problem instances, the
computer’s RAM memory capacity may quickly become an obstacle. For exam-
ple, in case of pla85900 instance from the TSPLIB [8] the number of cities equals
to n = 85900, which results in memory storage requirement of ≈ 5.9 · 1010 bytes
(nearly 55 GB), if double precision (64 bits) numbers are used. In this work we
investigate a simple idea of allowing only a limited number of pheromone trails
to be stored at the same time in the computer’s memory, in order to reduce the
memory storage requirements of the ACS algorithm.

The rest of the paper is organized as follows. In Section 2, we briefly describe
the artificial pheromone memory model used in the ACO and ACS. Section
3 is devoted to the proposed pheromone memory model in which (separate)
pheromone values are stored only for a selected subset of trails. Section 4 contains
the discussion of the experimental results. Section 5 concludes the work.

2 Pheromone Memory Model

Prior to defining the pheromone memory model, we define a model of the com-
binatorial optimization (CO) problem being solved, following the notation pre-
sented in [3]. A model P = (S, Ω, f) of the CO problem consist of:

– a solution space S defined over a set of discrete decision variables and a set
Ω of constraints among the variables;

– an objective function f : S → R+ to be minimized.

A set of n discrete decision variables Xi with values vji ∈ Di = {v1i , v2i , . . . , v
|Di|
i },

i = 1, . . . , n, is given, where n denotes the size of the problem. A feasible solution
s ∈ S to the problem is a complete assignment of the variables to values taken
from their domain, that satisfies the constraints. A feasible solution s∗ ∈ S is
called a global optimum, if f(s∗) ≤ f(s) ∀s ∈ S. The set of all s∗ is denoted by
S∗ ∈ S. Solving the given CO problem requires finding a solution s∗ ∈ S∗.

A combination of a decision variable Xi and one of its domain values vji
is a solution component denoted by cji . The pheromone model consists of a

pheromone trail parameter T j
i for each solution component cji . The set of all

solution components is denoted by C. The value of a pheromone trail parameter
T j
i is denoted by τ ji . The vector of values for all pheromone trail parameters is

denoted by T . Size of the vector T is equal to |T | =
∑n

i=1 |Di|.
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Pheromone model for the TSP is defined as follows. A fully connected graph
G(V,E) is given, where V = {1, 2, . . . , n} is the set of vertices representing cities
and E = {eij : i, j ∈ V ∧ i �= j} is the set of edges which represent connections
(roads) between the cities. With each edge eij there is a positive weight dij
associated equal to the distance between the pair of cities (i, j). The goal consists
in finding a Hamiltonian cycle in G with the minimum sum of edge weights.
Model for the TSP problem consists of n decision variables Xi with domains
Di = {vji : eij ∈ E}. A variable assignment Xi = vji means that edge eij is a part
of the corresponding solution. The set of constraints Ω is defined, such that only
Hamiltonian cycles are valid solutions. The set of solution components C consists
of a solution component cji for each combination of variableXi and domain value

vji . The pheromone model T is a vector of pheromone trail parameters T j
i , in

which value τ ji corresponds to solution component cji . In other words, for each
city i there is one decision variable Xi with value from the set Di. The size of the
pheromone vector is equal to |T | =

∑n
i=1 |Di| =

∑n
i=1 n−1 = n(n−1) = O(n2).

2.1 ACS for TSP

In a single step of the ACS for TSP each of the ants constructs a solution as
follows. Firstly, it is placed in a randomly selected node (city). Next, the ant
constructs a tour in the TSP graph by moving in each construction step from
its current node to one of the unvisited nodes. At each step the traversed edge
is added to the partial solution sp. The next solution component cji for the ant
k placed in the node i is selected according to the formula:

j =

{
argmaxl∈Ji

k
[τ li ] · [η(cli)]β , if q ≤ q0

J, if q > q0,
(1)

where η(cli) is a heuristic knowledge associated with component cli, J
i
k is a list of

unvisited (candidate) cities of the ant k, q0 is a parameter, q ∈ [0, 1] is a random
number and J is a city selected with probability:

P (J |i) = [τJi ] · [η(cJi )]β∑
l∈Ji

k
[τ li ] · [η(cli)]β

. (2)

Parameter q is an enhancement introduced in the ACS in order to drive algo-
rithm’s search process towards areas of the problem solution space containing the
solutions of high quality. It is based on the implicit assumption that solutions of
high quality have similar structure, i.e. share many components, which appears
to be true for many of the difficult optimization problems [3]. If the value of q
is high, the choice given by the (1) is mostly deterministic and focused on the
exploitation driven by the possessed knowledge – heuristic and accumulated in
the pheromone trails memory.

There are two kinds of pheromone trails updates performed in the ACS. The
first is called local pheromone update and is performed after an ant has se-
lected a new solution component, represented by an edge in the graph G(V,E).
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The second is called global pheromone update and is performed after all ants have
completed construction of their solutions. It consists in deposition of additional
pheromone on the trails associated with the components of the highest quality
solution found to date.

3 Limiting the Size of the Pheromone Memory

Dorigo el al. [4] noticed in the study of the ACS for TSP that the search process
is focused on a subset of edges (components) which belong to the last best
solution and those which do not belong to it, but which did in one of the last
few iterations. On those edges the pheromone concentration is high compared to
the rest of the edges, which have low pheromone values and therefore very small
probability of being selected, according to (1).

Our idea is to limit the pheromone trails memory to a subset of m selected
important pheromone parameters. Only for the selected parameters (each asso-
ciated with an edge in TSP graph) the pheromone values are stored as described
in Section 2. The rest of the pheromone parameters receive a value of τ0 (i.e.,
initial pheromone value).

More formally, the pheromone model vector T is replaced with the combina-
tion of a vector T̂ and a set U . The set U is used to store the indices of the
selected pheromone parameters in the vector T̂ and is defined as:

U = {ui|i ∈ {1, . . . ,m} ∧ ui ∈W}, (3)

where m is a positive natural number, W = {(j, k)|j, k ∈ {1, . . . , n}} and
n is the number of decision variables in the model for the tackled problem,
as described in Section 2. For each of the pheromone parameters, τ̂ ji , such
that ∃uk ∈ U uk = (i, j), the values are set like in the unmodified (original)
pheromone memory model (see Section 2). The rest of the parameters, for which
there are no corresponding elements in U , are considered non-important and
have the values equal to τ0. Notice, that the vector T̂ has exactly the same size
as the original vector T , therefore there is no need to change the equations (1) or
(2). Memory saving comes from the fact that in the actual implementation only
the entries T̂ j

i whose indices are in the set U have to be stored in the computer’s
memory.

A few questions arise:

– how to set the value of m, i.e. size of the selective pheromone memory;
– how to select the edges for which the pheromone parameters values should

be remembered, i.e. how to set the elements in U ;
– should the selection (equal to the set U) remain static or should it change

as computations are performed (dynamic selection).

It is difficult to answer the first question because the ACS algorithm has many
parameters which affect its performance. In our work we set the size, m, of the
selective pheromone memory as the function of the problem size. Giving answers
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to the second and third questions is even more difficult without the prior knowl-
edge of the solution search space. Obviously, if only a subset of the pheromone
trail parameters can be stored at the same time in the memory, it should con-
tain those which are important, i.e. the parameters associated with the edges
which are components of the high quality solutions. Of course, such knowledge
is not available prior to solving the problem, therefore in our approach the ini-
tial pheromone memory starts with an empty set U , hence all the pheromone
parameters values τ̂ ji are equal to τ0.

In the course of the computations, as the local or global pheromone updates
are performed, assignment of a new (or updated) value to the pheromone trail
parameter T̂ j

i is made according to the algorithm presented in Fig. 1. If the
parameter is already in the memory, it simply receives an updated value (line
5). If it is not in the memory (i.e., no suitable entry in U exists), but the mem-
ory is not full it is simply added to it. Otherwise, the least important pheromone
parameter is selected (line 8) and its value is reset to τ0. In the actual implemen-
tation, it means that entry for the selected parameter can be removed from the
computer’s memory making place for the new entry, i.e. the updated pheromone
parameter T̂ j

i . Selection of the least important pheromone trail parameter is
made according to the given selection criterion (SC).

1 Input: (T̂ , U) – selective pheromone memory

2 Input: τ̂ j
i – a new value for the pheromone parameter T̂ j

i

3 Input: SC – a criterion for selecting the least important parameter from (T̂ , U)

4 if (i, j) ∈ U then {Entry for T̂ j
i exists in the memory}

5 T̂ j
i := τ̂ j

i {Update pheromone parameter’s value}
6 else {No entry for T̂ j

i exists in the memory, create one}
7 if |U | ≥ m then {Is the memory full?}
8 T̂ l

k := select pheromone parameter(SC )

9 T̂ l
k := τ0 {In the actual implementation an entry for T̂ l

k may be

removed from the computer’s memory}
10 U := U − {(k, l)}
11 end
12 U := U ∪ {(i, j)}
13 T̂ j

i := τ̂ j
i {In the actual implementation an entry for T̂ j

i is created

in the computer’s memory}
14 end

Fig. 1. Procedure for updating the selective pheromone memory model (T̂ , U) using
the given selection criterion SC

We investigated two selection criteria. The first is the minimum pheromone
value criterion (MPV), which is based on the intuition that the least important
pheromone trail parameters are the ones with the lowest pheromone values and
the most important are those with high pheromone values. The second criterion
was inspired by the least recently used (LRU) algorithm, which is widely used in
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the cache memory implementations [7]. It is based on the assumption that the
oldest entry is the least important. Its main drawback is that it requires storing
the age of each entry, i.e. time of its last usage. In our work, the age simply
equals to the time of the last change of a parameter’s value, resulting from the
local or global pheromone updates.

Both criteria try to preserve the most important pheromone trail values, so
that the ant colony may still find high quality solutions despite having only
”partial” memory. Obviously, both criteria result in additional computational
overhead compared to the original ACS pheromone memory model, which can
be implemented simply as an array. The MPV criterion requires a data structure
providing efficient methods for finding the element (pheromone trail parameter)
with the lowest value and updating the value of any element. It may be im-
plemented using the binary heap and hash table combination, resulting in time
complexity for both operations equal to O(log |U |) = O(logm), where m is the
maximum size of the selective pheromone memory. The LRU criterion may be
implemented using hash table and linked list combination, resulting in the amor-
tized O(1) time complexity [7].

4 Experiments

In order to investigate how the proposed limitation of the pheromone mem-
ory size affects the ACS performance a number of experiments were conducted
using a few tests from the well known TSPLIB repository [8]. Namely, tests
kroA100, tsp225, lin318, u574, rat783 and pcb1173 were selected. As mentioned
in Section 1, limiting the size of the pheromone memory enables to run ACS al-
gorithm on much larger instances, but the goal at this stage of the research was
to compare the quality of solutions obtained using different pheromone memory
variants and different values of parameters.

ACS algorithm has several parameters which affect its performance. All the
computations were performed with the following parameters values: 2500 algo-
rithm iterations, β = 2, ρg = 0.2 (global evaporation rate), ρl = 0.01 (local
evaporation rate), q0 = 0.9. Most of the values were set following the work pre-
sented in [4]. Also the so-called nearest neighbor candidate list was used (of size
20) to further reduce the algorithm runtime as described in [5]. For each problem
instance and a set of parameters values algorithms were run 30 times.

First part of the experiments concerned the question how many of the phero-
mone trail parameters are replaced (lost) during each algorithm iteration (line
9 in Fig. 1) as the result of the limited pheromone memory capacity. The algo-
rithm was run for both selection criteria (MPV and LRU) with memory size
limit linearly dependent on the size of the problem: m = rln

2, with rl ∈
{0.02, 0.04, . . . , 0.1}. The calculations were repeated with the two ant colony
sizes: )0.1n* and )0.2n*. As can be seen in Fig. 2 the number of replaced
pheromone parameters strongly depends on the number of ants because the
more ants are used, the higher probability of traversing an edge in the TSP graph
for which there is no corresponding pheromone trail parameter in the memory.
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Fig. 2. Avg. percent of pheromone memory replaced during a single iteration of the
ACS with selective pheromone memory for both replacement criteria (MPV and LRU)
vs. the memory size limit m = �rln2� for tests tsp225 and lin318 (n is the size of the
problem, rl is memory size limit coefficient, e.g., rl = 0.1 means that the size of the
limited memory is equal to 10% of the size of the original pheromone memory in the
ACS).

When the ant performs local pheromone update for such an edge, it results in
the removal of the least important pheromone trail parameter from the memory
to make place for the one associated with the traversed edge. With the increasing
memory capacity the size of the memory replaced falls quickly. When it equals
to only 10% of the original memory size, the number of parameters replaced in
course of a single iteration falls below 1%. It suggests that memory capacity may
be significantly reduced with little effect on the knowledge gathered by the ants,
and thus on the algorithm performance. This observation is further confirmed by
the Fig. 3, which shows how the ratio of the average pheromone trail value to the
initial value τ0 changes with the increasing memory capacity. The ratio seems to
fall not linearly, but exponentially, what confirms that most of the pheromone
accumulates on a small number of the pheromone trails, corresponding to edges
in the TSP graph which belong to high quality solutions.

The second part of the experiments concerned how the limitation of the
pheromone memory size affects the quality of the solutions. The computations
were conducted for the six TSP instances mentioned and with the number of
ants set to 25. The selective pheromone memory with the MPV and LRU se-
lection criteria was used, with the memory size limit set to 2%, 10% and 50%
of the original size, respectively. The algorithm with the selective pheromone
memory was compared with the unmodified ACS algorithm (STD) and with the
ACS in which all pheromone parameters remained constant during all the itera-
tions (CONST). The latter comparison was made to see how important is the ant
colony ability to ”learn” through pheromone trails deposition. All the algorithms
were run without a local search (No LS) and with the local search method (2-
Opt LS) applied. From the Fig. 4 it can be seen that, surprisingly, the quality of
the solutions found by all the algorithms except for CONST was similar. Signifi-
cantly worse performance was observed for the CONST version (without ability
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Fig. 4. Boxplots of the normalized average distance of solutions (for the 6 TSP tests
investigated) from the optimum for the ACS with different pheromone memory strate-
gies: CONST – constant pheromone values, STD – unmodified pheromone memory,
MPV-num and LRU-num – selective pheromone memory with respective replacement
criteria, num indicates the size of the memory, e.g., MPV-0.02 indicates that the size
of the memory was set to 2% of the STD size

to gather knowledge), what confirms the fact that the pheromone memory plays
essential role in the ACS.

It is worth noting that, when the local search was applied the quality of
solutions was much higher, with the median distance to optimum below 1%.
There was no difference between the standard ACS and the other versions (except
CONST), what shows that limiting the size of the pheromone memory does not
interfere with the local search performance. It is a very important characteristic
because it is common to use the ACS in combination with the local search [5].

As can be seen from Fig. 5, the average solution distance from the optimum
increased with the increasing size of the problem (number of cities). It is an
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Fig. 5. Comparison of the average solution quality for the TSP instances investigated
(meaning of the symbols as before). Left chart shows results for the algorithm without
local search and the right chart shows results for the algorithm with 2-Opt local search
method.

expected result because the size of the solution search space grows exponentially
with the size of the problem. Application of the local search visibly improved
the quality of solutions. The relatively bad quality of solutions was obtained for
the lin318 instance which consists of many dispersed clusters of cities. This is
probably due to too small size of the nearest neighbor candidate list used.

Statistical analysis using the non-parametric two-sample Wilcoxon rank-sum
test was conducted to test hypothesis H0 that the quality of the results for the
ACS with selective pheromone memory does not differ from the quality of the
results for the standard ACS (STD). In all cases, the null hypothesis, H0, was
not rejected, with the confidence level of 99%, what confirms that there was no
statistically significant difference between the results for the ACS with selective
memory compared to the ACS with standard pheromone memory model.

5 Conclusions

Pheromone memory is essential to the performance of the ACS algorithm, but
not all of the pheromone trail parameters are equally important. This follows
from the fact that, the search process in the ACS is strongly focused on the
areas of the problem search space which contain solutions of high quality. It
poses a chance to reduce the size of the pheromone memory without impairing
the quality of the results. We proposed a novel selective pheromone memory
model, which stores only the selected subset of pheromone trail parameters, but
does not require any modifications of the key ACS aspects. When a change
to the value of the pheromone trail parameter which is not in the memory is
made, it replaces the least important parameter currently stored in the mem-
ory. Two criteria for the selecting such parameters were proposed: MPV and
LRU. For both criteria the quality of the results obtained was similar, but the
latter is preferred because of the lower, constant time, computational overhead.
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The proposed selective pheromone memory model allowed to achieve the same
quality of the results as the ACS with the standard pheromone memory model,
but with only 2% of its size.

5.1 Directions for Further Research

Our current implementation was not targeted for the maximum performance
because various statistics were gathered during computations, therefore further
experiments should focus on the performance. Obviously, selective pheromone
memory model requires additional computations when accessing or updating
pheromone trail values. Fortunately, the LRU version has only amortized con-
stant time, O(1), overhead, hence only slight increase in computation time should
be expected.

Another important issue concerns how the proposed selective pheromone
memory will affect the ACS performance for other difficult optimization prob-
lems. TSP, despite being a NP-complete problem, has relatively ”smooth” fit-
ness landscape, therefore the algorithm with the proposed changes should be ex-
amined on problems with more constraints and more rugged fitness landscapes,
such as Vehicle Routing Problem or Quadratic Assignment Problem [2,9].
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Abstract. This paper presents an example of a multi-criteria optimiza-
tion problem for vehicle navigation in the presence of multiple criteria
and method of employing Ant Colony Optimization metaheuristic to
solve it. The paper presents an approach based on the concept of Pareto
optimality and approximation of set of non dominated solutions forming
the so-called Pareto front.

Keywords: multi-agent system, ant system, multi-criteria problem, ve-
hicle navigation.

1 Introduction

The process of solving complex combinatorial problems has practical applications
in many fields of human activity. Most of actual optimization problems are multi-
criteria optimization ones. There are a lot of methods of solving this kind of
problems. One of them is searching for a set of non dominated solutions (Pareto
efficient) that make up so-called Pareto front. For many real-life optimization
problems the computational complexity of algorithms which provide the full
set of non-dominated solutions is very high. This is the main reason for the
popularity of methods giving an approximation of full set of such solutions.
Subject of this paper is to use Ant Colony Optimization to approximate the
Pareto front for the task of finding the optimal route for car navigation. This
problem for the weighted objectives method was studied in works [2, 3] and in
the work [4] the version using the CUDA technology was presented.

Section 2 introduces Ant Colony Optimization. In section 3 Ant Vehicle Nav-
igation Algorithm (AVN) is described. Section 4 introduces the subject of the
multi-criteria optimization with particular emphasis on the concept of Pareto ef-
ficiency and Pareto front approximation. Section 5 describes possible strategies
to use ant colony optimization algorithms to solve multi-criteria optimization
problems. Section 6 presents modifications to the AVN algorithm so that it is
able to provide a set of solutions, approximating Pareto front as close as possible.
Section 7 shows results of the experiments with proposed algorithm and finally
section 8 summarizes the work.

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 493–502, 2012.
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2 Ant Colony Optimization

Ant algorithms take inspiration from the behavior of real ant colonies to solve
combinatorial optimization problems. They are based on a colony of artificial
ants, that is, simple computational agents that work cooperatively and com-
municate through artificial pheromone trails [5] and for the first time ant algo-
rithms were presented in [6]. The artificial ant in turn is a simple, computational
agent that tries to build feasible solutions to the problem tackled exploiting the
available pheromone trails and heuristic information. It has some characteristic
properties. It searches for minimum cost feasible solutions for the problem being
solved. It has a memory storing information about the path followed to date. It
starts in the initial state and moves towards feasible states, building its associ-
ated solution incrementally. The movement is made by applying a transition rule,
which is a function of the locally available pheromone trails and heuristic values,
the ant’s private memory, and the problem constraints. When, during the con-
struction procedure, an ant moves, it can update the pheromone trail associated
to the edge. The construction procedure ends when any termination condition is
satisfied, usually when an objective state is reached. Once the solution has been
built, the ant can retrace the traveled path and update the pheromone trails on
the visited edges/components.

3 Ant Vehicle Navigation Algorithm

Communication networks and road maps are usually represented in computer
systems as directed graphs. Thus many real-world optimization problems related
to communication can be solved as optimization problems on graphs.

An example of such a problem is finding the shortest path between two points
on a map, which boils down to finding the shortest path in a graph with weights.
There are fast deterministic algorithms that solve this problem (e.g. Dijkstra’s
algorithm), with the computational complexity of the order of O(n2).

In fact, the shortest route is not necessarily regarded as the optimal solution.
During the process of optimization solutions found are evaluated for several
criteria of quality, such as travel time, number of intersections, traffic, etc. The
objective is to determine a solution or set of solutions for which the individual
objective functions reach the optimal value.

Finding the optimal path between two points on a map is a multi-criteria
problem similar to finding the shortest path in the graph, known in literature
as a MOSPP (Multiobjective Shortest Path Problem). The formal description
of this problem can be found among others in the work [11].

This problem belongs to the class of NP-complete problems [8, 9] which en-
courages to use a heuristic methods that work quickly, but do not guarantee that
the optimal solution is found. The Ant Colony Optimization algorithms are the
example of such methods.

The original AVN algorithm [13–15] and its modified version NAVN [2, 3]
search for the optimal path, which corresponds to the preferences set by the
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user of the system. The parameter set consists of coefficients which control the
importance level of distance, width of the route, number of intersections, traffic
on the road, safety and quality of the proposed route.

PrepareNormalization;
Initialize;
foreach loop do

LocateAnts;
foreach iteration do

foreach ant do
if ant is active then

ConstructProbability;
if ant has no move
then MoveBack;
else

SelectRoute;
UpdateTABUList;

ValueAnts;
AwardBestSolution;
PunishLoserAnts;
Modify Q;

ReturnBestOptimizedDirection;

Algorithm 1. NAVN

The individual elements of the
NAVN algorithm (Algorithm 1) are as
follows.

Prepare Normalization. In this step
for each element of the cost function
(distance, width, traffic, risk, quality
and intersections) normalization co-
efficient is calculated. Therefore user
preference parameters have values in
range 〈0, 1〉 and there is no need to
adjust them to particular data on the
map.

Initialize. Here, setting the al-
gorithm parameters and pheromone
trail initialization with the initial
value is made.

ConstructProbability. Calculating
the components of an array of prob-
abilities used to select edges.

MoveBack. If ant is locked (there is no edge it can travel), it makes one step
back. The edge used to go back is added to the list, which contains forbidden no
more chosen by ant in current loop.

SelectRoute. Choosing the edge is performed the same way as in original algo-
rithms but after selecting the edge an ant updates a pheromone trail according to
the formula: τij(new) = (1−ρ) · τij(old)+ρ · τ0, where: ρ is the trail evaporation
coefficient (0 ≤ ρ ≤ 1).

ValueAnts. The solutions found by the ants are evaluated. If the solution is
better than the best found so far then it is saved as the new best.

AwardBestSolution. The best solution found so far is rewarded through a
global pheromone trail update rule.

PunishLoserAnts. In this step, the ants which failed to find a solution in a
given number of iterations of the algorithm are punished. The pheromone trail on
the edges belonging to their routes is decreased with the punishment coefficient.

Later in this paper in section 6 a new, Pareto version of AVN algorithm is
proposed.

4 Multi-criteria Optimization

Optimization task can be commonly understood as the pursuit of the ideal state
that meets certain criteria of evaluation. Solving optimization problems with the
single evaluation criterion is single objective optimization. In real life optimiza-
tion problems with the substantial amount of evaluation criteria appear more
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often. For the substantial amount of the criteria very often there can exist a
conflict between them and it can be very hard to satisfy them all which means
that the desired solution is a kind of compromise between them. Formally, it is
possible to formulate multicriteria optimization as follows:

Let X = {xl}, l = 1, 2, ..., N be a vector of independent decision variables. Let
F = {fi}, i = 1, 2, ...,M be the set of criteria (functions) which are evaluated in
the search for compromise solutions. Let there be restrictions on the solutions:

– inequality G = {gk}, k = 1, 2, ...,K, where: gk(X) ≤ 0;
– equality H = {hj}, j = 1, 2, ..., J , where: hj(X) = 0

Multi-objective optimization is to achieve a solution, for which the condition is
met (while maintaining restrictions):

min F (X) = {f1(X), f2(X), ..., fl(X)} (1)

but if it is required to maximize a function, then you can enter a secondary
criterion, according to the formula:

min fl(X) = −max −fl(X) (2)

Two main approaches to solving multi-criteria problems are:

– reducing the problem to one criterion (substitute criterion);
– determine a set of nondominated solutions, so-called Pareto efficient, and

seeking final solution among the elements of this collection by the method
specified before the optimization process.

4.1 Substitute Criterion

Frequently used method for solving multicriteria optimization problems is the
weighted objectives method. It consists in bringing to the single objective op-
timization of multi-criterion by introducing a replacement, which is a weighted
sum of the individual criteria:

Z =
M∑
i=0

(wi · fi(X)) (3)

where: wi is a coefficient of importance of i-th criterion which meets the following
conditions:

0 ≤ wi ≤ 1 ∧
M∑
i=0

wi = 1 (4)

The objective function, obtained this way, is optimized using standard opti-
mization methods with a single objective function. The main disadvantage of
this method is the problem with the selection of appropriate values of weights
for each criterion, and that the method usually returns only one solution.
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4.2 Pareto Optimality

Fig. 1. Example of dominated and
non dominated solutions

The French-Italian economist Vilfredo Pareto
(1848-1923) in 1906 formulated the principle
of multi-criteria optimization for economic is-
sues, which later became known as Pareto op-
timization [12]. According to the principles
of this method possible solutions of the opti-
mization task are classified as dominated and
non dominated solutions (Pareto optimal).

Definition 1 (Nondominated solution) .
Solution x′ ∈ X, is nondominated (Pareto op-
timal) if there is no other solution x ∈ X, such
that F (x) ≤ F (x′) and at least one criterion
is satisfied Fl(x) < Fl(x

′).

One Pareto optimal solution occurs only if all
sub-optima can be found at the same point, it
is also an optimal solution for the whole prob-

lem. In general, there are many Pareto optimal solutions (fig. 1), in the extreme
case, every solution can be such a solution. A collection of non dominated solu-
tions in the space of decision variables (space controls) corresponds to a set of
criteria variables which is called the Pareto front (fig. 2).

Fig. 2. Example of Pareto front

After determining the set of non dominated
solutions it is nesessery to specify the method
of selection of the final solution. Examples of
such methods are: dialogue method, metacri-
terion and hierarchy of objectives.

The techniques used in determining the set
of non dominated solutions can be divided
into exact and heuristic ones. Exact methods
allow to find a set of optimal solutions in the
Pareto sense for a given optimization problem,
but are not suitable for most practical applica-
tions due to the very high computational cost
algorithms. Heuristic methods do not guaran-
tee to find a complete set of non dominated
solutions, but they are able to significantly re-
duce the execution time of the algorithm.

The examples of heuristic methods are: genetic algorithms, simulated anneal-
ing, tabu-search and ant colony algorithms.

4.3 The Pareto Front Aproximation

The task of the algorithm approximating the Pareto front is to determine the set
of non dominated solutions that approximates a set of Pareto optimal solutions as
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Fig. 3. Pareto front aproximation

precisely as possible. Exact methods, deter-
mining the full set of Pareto optimal solutions,
tend to have high computational complexity,
of the order of O(n2). The high computational
complexity of conventional algorithms encour-
ages the use of heuristic methods, such as ge-
netic algorithms (VEGA, SPEA). An example
of such a method can also be ant colony opti-
mization algorithms.

If it is possible to determine the complete
set of Pareto optimal solutions with an exact
method, this set can be used to evaluate the
quality of approximation (fig. 3) as the dis-
tance between the two sets (Hausdorff met-
ric). This volume should be minimized. The
desired solution has a uniform distribution (a
dispersed set and not concentrated within a
small range of values of the criteria) and as wide as possible Pareto front, so
that set of possible solutions for each criterion is as large as possible.

5 Ant Colony Optimization and Multi-criteria Problems

Ant Colony Optimization algorithms have been successfully used to solve many
optimization problems. The overall concept of the method is presented among
others in [6]. Examples of the use of ACO for solving specific problems may
include: Ant algorithm to optimize the supply chain [10], the algorithm to solve
the bi-criteria shortest path problem [7], and algorithm to optimize production
and maintenance scheduling [1]. Examples from the literature encouraged us to
develop our own Ant Colony Optimization algorithms to solve complex multi-
criteria optimization problems.

5.1 Multi-criteria Ant Colony Optimization in Pareto Sense

The general form of the algorithm is somewhat similar to the single objective
optimization, but one should clearly distinguish new elements related to the
methods of handling multiple criteria, including:

– one common pheromone table or separate tables for each criterion;
– separate heuristic information (the visibility) for each criterion or substitute

criterion (e.g. weighted objectives method);
– global update of pheromone for non dominated solutions or for the best one

in the series;
– one or more castes of ants - each caste responsible for the selected criterion.

In the case of one caste and separate heuristic information the ant when calculat-
ing the probability of edge selection randomly chooses a criterion. Algorithm 2)
presents a skeleton of the ant algorithm which takes into account several criteria,
which seeks a set of solutions approximating the Pareto front.
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Fig. 4. The process of selecting the final solution

5.2 Selection of the Final Solution

InitializePheromone;
InitializeHeuristic;
InitializeParetoSet;
foreach loop do

BuildSolutionsForAnts;
UpdateParetoSet;
UpdatePheromone;

ReturnParetoSet;

Algorithm 2. MultiACO

Determining a set of Pareto optimal solutions
is a first step of multi-criteria optimization.
The aim is to appoint one, a compromise so-
lution (fig. 4).

Selection of the final solution of the Pareto
front set can be implemented in different
ways, among others using: dialogue method,
metacriterion or hierarchy of objectives.

6 Application of the Pareto Optimality for Ant Vehicle
Navigation Algorithm

A general Ant Colony Optimization algorithm, seeking non dominated solutions,
which was presented in section 5.1, can be applied to solving many multi-criteria
combinatorial problems. The following is proposed a modification of the original
algorithm NAVN, so that it can be used to determine the set of nondominated
solutions approximating the Pareto front in the way presented in section 4.3.

PrepareNormalization;
Initialize;
InitializeParetoSet;
foreach loop do

LocateAnts;
foreach iteration do

foreach ant do
if ant is active then

ConstructProbability;
if ant has no move
then MoveBack;
else

SelectRoute;
UpdateTABUList;

ValueAnts;
UpdateParetoSet;
AwardBestSolution;
PunishLoserAnts;
Modify Q;

ReturnParetoSet;

Algorithm 3. MultiNAVN

The proposed algorithm returns
the set of solutions. In comparison
with the original version of algorithm
elements associated with the set of
Pareto optimal solutions were intro-
duced. There are different variants of
realization of the ConstructProbabil-
ity procedure depending on the struc-
ture of the pheromone array. Pro-
cedure AwardBestSolution may take
into consideration solutions from the
set of Pareto optimal solutions or from
the best solution in the cycle.

A pseudocode of modified NAVN
algorithm is presented as Algorithm
3. It is able to determine a set of non-
dominated solutions.
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The key change is the introduction of elements related to search of the set of
Pareto optimal solutions:

UpdateParetoSet. The procedure is responsible for comparing the solutions
created by the ant with the solutions found so far and recognized as Pareto
optimal. If the new solution is nondominated by any solution found so far it is
added to the list of nondominated solutions. Solutions dominated by the new
solution are removed from this list.

ReturnParetoSet. The algorithm returns a list of solutions identified as Pareto
optimal.

It is planned to test the different versions of a modified NAVN algorithm which
is able to find a set of non dominated solutions — the Pareto front approximation:

– single caste with randomly selected criteria and a separate array of
pheromones;

– muli-caste system with constant and variable population;
– hybrid version (Dijkstra ⇒ AVN ⇒ local search);
– various options for the selection of the final solution from a designated set

of Pareto optimal solutions.

7 Computational Experiments

In order to verify the described approach, computational experiments were per-
formed with the modified NAVN algorithm. As in the previous experiments [2–4],
data were collected from the Open Street Map (OSM) in the area of the city of
Katowice.

In terms of size the datasets are comparable to those which were used in the
experiments with the algorithm NAVN [2, 3]. Cartographic data downloaded
from the OSM has been supplemented with information on accidents and colli-
sions resulting from Sewik ’99 system operated by the Polish Police.

Table 1. Algorithm’s parameters

Parameter Value
α 1
β 3
pv 0.95
bv 0.15
ρ 0.2
Q 0.95
ϕ 0.9
τ0 0.000025
ant count 16
loop count 50

The map consisted of more than 25,000
nodes and more than 50,000 edges. Cri-
teria taken into account were: distance,
width (number of lanes) and travel safety.

The detailed data for the experiments
were (other parameters of the NAVN are
presented in tab. 1): OSM start node id:
383783583 (suburbs of Katowice), OSM
end node id: 384912139 (downtown of Ka-
towice), departure time: 17:30, and speed:
40 km/h.

Experiments were performed with the
algorithm using internally substitue cri-
terion (section 4.1), and therefore it was
necessary to determine the user’s prefer-
ences before running the experiments.



Ant Colony Optimization for the Pareto Front Approximation 501

NAVN algorithm parameter values are presented in tab. 1. These values were
chosen empirically during preliminary trials, to provide optimum performance
in solving a problem that is the subject of the work.

In one experiment, the algorithm has found five different non dominated so-
lutions, which are presented in tab. 2. In the subsequent rows of the table are
included the cost function values for each criterion: distance, width (number of
lanes), and safety. The purpose of the NAVN algorithm is to determine solutions
with the lowest cost for each criterion (minimization).

Subsequently, from a designated set of non dominated solutions a compro-
mise solution should be selected, in accordance with the principles described in
subsection 5.2.

If we decide to use the method of selection of the final solution based on a
hierarchy of criteria and adopt the following order of criteria: distance, width,
safety then the solution number 4 is chosen, because it has the lowest cost of the
criterion of distance. If we feel that we care most about the safety then solution
number 3 is selected with the lowest value of the cost for the safety criterion,
although it is a solution with the greatest cost associated with the distance.

Table 2. Example of the set of non dominated solutions found by the NAVN

Solution number Distance Width Safety

1 21040 1746 217

2 19353 1396 227

3 27025 1857 175

4 19219 1331 230

5 25738 2144 212

8 Conclusion

In the paper, we presented different approaches to solving multi-criteria opti-
mization problems using Ant Colony Optimization algorithms. Ant Colony Op-
timization algorithms are a promising method of solving this type of complex
optimization problems.

It is planned to examine the different versions of the AVN algorithm modified
so that it determine the set of solutions forming the Pareto front approximation,
including multi-cast system.
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Abstract. This paper introduces a new Discrete Particle Swarm Op-
timization algorithm for solving Dynamic Traveling Salesman Problem
(DTSP). An experimental environment is stochastic and dynamic, based
on Benchmark Generator was prepared for testing DTSP solvers.
Changeability requires quick adaptation ability from the algorithm. The
introduced technique presents a set of advantages that fulfill this re-
quirement. The proposed solution is based on the virtual pheromone
first applied in Ant Colony Optimization. The pheromone serves as a
communication topology and information about the landscape of global
discrete space. Experimental results demonstrate the effectiveness and
efficiency of the algorithm.

Keywords: dynamic traveling salesman problem, pheromone, particle
swarm optimization.

1 Introduction

There has been a growing interest in studying evolutionary algorithms in dy-
namic environments in recent years due to its importance in real applications
[4]. A problem where input data are changeable depending on time is called Dy-
namic Optimization Problem (DOP). The purpose of the optimization for DOPs
is to continuously track and adapt the changes through time and to find quickly
the currently best solution [15]. Metaheuristics that proved their effectiveness
for static problems are being modified by different adaptation strategies for use
in dynamic environments. Especially Evolutionary Algorithms with Gene Pool
[14] and Ant Colony Optimization [6,22] provide good results.
Particle Swarm Optimization is a technique based on swarm population cre-

ated by Russell Eberhart and James Kennedy in 1995 [12]. This technique is
inspired by the social behavior of a bird flocking or fish schooling. The algo-
rithm was created primarily to optimize the function of a continuous field of
space exploration. The PSO algorithms quickly became popular due to the fact
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that it has small number of parameters and it is easy to implement [12]. The
growing interest has caused that this technique was adapted to solve different
problems: static and dynamic [25,19].
In contrast with the classic Traveling Salesman Problem in the DTSP dis-

tances between the cities which are subjected to changes and cause that it in-
creases the computational complexity of the algorithm. The PSO algorithm in
the problem of dynamic TSP is unexplored, but there are many publications of
the PSO in a dynamic environment. The PSO in the dynamic environment was
presented by [3,24]. First it was adapted for the Moving Peaks Benchmark, sec-
ondly for automatically tracks various changes in a dynamic system. The PSO
with the virtual pheromone had first appeared in [11]. Kalivarapu [11] modified
the parameters so that the pheromone was treated as additional information on
the global landscape of optimized functions. Senthilkumar et al. [20] combined
PSO with ACO for combinatorial problem. The PSO in this algorithm generates
the initial solution which optimizes the ACO.
In this paper we introduce the algorithm for solving Dynamic Traveling Sales-

man Problem based on digital pheromone trail known in the ACO. The main
idea is to use various proven techniques rather than creating a new one from
scratch. Our research focus also on it as a new topology for communication be-
tween particles. We also propose optimal values for the parameters of the most
successful tests.
This paper is structured as follows: in section 2 we present the basic concepts:

Dynamic Traveling Salesman Problem and miscellaneous implementations of
Discrete Particle Swarm Optimization. Section 3 presents ours DPSO algorithm
proposals. Research results are shown in Section 4. Section 5 contains summary
and conclusions.

2 Background

The Traveling Salesman Problem is a classic discrete combinatorial optimization
problem. The objective of TSP is to find a shortest Hamilton cycles in an undi-
rected graph G = (V,E), where V is a vertex set (cities) and E is the edge set
(routes). This problem plays an important role in the discrete optimization. This
follows from the fact that many problems can be transformed to the problem of
TSP by adjusting the encoding problem [1]. An interesting example is the DNA
Computing [18] where cities represent gene sequences. It has been proved that
the TSP is the NP − complete problem [7]. For this reason, exact algorithms
can not be used practically.
There are several approaches to discrete optimization for the TSP with the

PSO. The first attempt was coded the TSP city as ROV (Ranked Order Value)
[2,17] by converting the continuous position values into a tour. Kennedy and
Eberhart [13,25] defined first discrete binary version of PSO. All particles were
coded as a binary string. The predefined velocity was interpreted as the prob-
ability of a bit state transition from zero to one and from one to zero. In a
velocity formula we can use a sigmoid function restricting value to 0 or 1. Hu,
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Shi and Eberhart [10,25], introduced a modified PSO to deal with permutation
problems. Particles were defined as permutations of a group of unique values.
The velocity is a vector of probability of exchange two elements of permutation.
Pairwise exchanging operations are also called 2-swap or 2-exchange.
Most of studies were carried out for the small size of the TSP problem (14

cities) [9,23]. Shi [21] tried to expand problem size, presenting a new PSO with
two different local search operators for generalized TSP. Both algorithms defined
subtraction in terms of sequences of 2-swap operations as defined in the path-
relinking velocity operator. He based his research on an algorithm proposed by
Wang [23]. Zhong, Zhang and Chen [16,8] proposed a new algorithm for TSP in
which the particle was not a permutation of numbers but a set of edges. It used
the parameter c3 named by the authors a mutation factor, which allowed control
(balance) between exploration and exploration in discrete space. Most current
PSO adaptations to the problem of static TSP were developed and compared in
[8]. The study [16,8] has shown that this is the best adaptation of the PSO to
the problem of static TSP.
The dynamic TSP is expressed through changes in both the number of vertices

and a cost matrix. Younes et al. proposed a tool that unifies these changes - the
Benchmark Generator (BGM) [26].The test began with the optimization of the
static data from the TSP library. Then began the first phase - vertex or matrix
modification cost depending on the BMG mode; which is described later in this
article. Then, the modifications were withdrawn, so that at the end of the second
phase, test data were exactly the same as in the beginning. Then it compares a
priori result (optimal) with the last found by the algorithm.

3 DPSO with Pheromone

The common feature of the PSO implementations is the general symbolic equa-
tion describing steps of the algorithm, which is inspired by the social behavior
of bird flocking or fish schooling (equation 1) [12].

vk+1
i = w · vki + c1rand() · (pBest− xk

i ) + c2rand() · (gBest− xk
i ) (1)

xk+1
i = xk

i + vk+1
i (2)

where i denote the number of particles, k - iteration number, rand() is a random
value from [0, 1]. Variables pBest and gBest denote particle personal best posi-
tion and global best position respectively. Variable w is called an inertia weight
and decide how much the pre-velocity will affected the new position. c1 and c2
are cognitive and social parameters for scaling pBest and gBest respectively. At
the beginning, the algorithm initializes the distributed population and randomly
distributed particles. At the second step this algorithm iteratively assigns veloc-
ity (which means assign the search direction) using equation 1 and it assigns
position from previously calculated velocity using equation 2. After each itera-
tion, variables pbest and gbest are updated. Depending on the problem being
solved particle, position and velocity can be a vector, a set or a number.
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Most PSO algorithms for the TSP problem are based on permutations of
numbers [8]. The algorithm proposed by Zhong et al. [16] is based on the concept
of a set of edges. Its requires the introduction of many new concepts to adapt
PSO and to operate with the edges. Most important concepts are described later
in this article. The concepts are also described in [16].
Edge can be represented by A(x, y), where A denotes the probability of choos-

ing edge, x and y are the endpoints. A is constrained to a number between 0
and 1 and A(x, y) = A(y, x). Edge (2,3) with probability 0.4 takes the form
0.4(2, 3). When the algorithm is on velocity updating phase, a random number
R between 0 and 1 is given, and if R ≤ X this edge is chosen. Velocity v is a
set of elements as A(x, y) like {A(a, b), B(a, c), C(b, d)}. To reduce the size of
the edges set, vertex may be found at most 4 times. Therefore, the velocity can
create sub tours (1-2-3-1) and some vertices can be omitted. The same edge but
with a different probability is also acceptable. A substation between two posi-
tions is defined as a set of edges which exist in x1 but not in x2. To adapt this
result to edge representation form, the probability 1 is added to these edges and
makes its uniform as velocity. A multiplication between a real number and a
set of edges is defined like multiplication number and probability. Sum of two
velocities v1,v2 is a set of v1 ∪ v2, but vertex can’t exist more than 4 times in
edges. The new parameter c3 is introduced. Equation 1 and 2 take a new form
given by equations 3 and 4. New position is calculated in three steps. There are
also more restrictive rules that obtained edge must fulfill like added edge can
not create sub-cycle, or vertex can not occur more than 2 times.

vk+1
i = c2rand() · (gBest− xk

i ) + c1rand() · (pBest− xk
i ) + w · vki (3)

xk+1
i = vk+1

i ⊕ c3rand() · xk
i (4)

In the first step we choose edges depending on their corresponding probability in
vi to construct temporary position x′

i. If edge is chosen but construct an incorrect
tour it will discard this edge. In second step, the algorithm selects edges from
xi according to the probability to complete the x′

i. Like before, an illegal edge is
discarded. Third, if the first two steps not make a whole Hamiltonian cycle, it will
add the absent with nearest principle heuristic. First and second steps have more
restricted rules because third step must create feasible tour. Changing the order
of performed operations in equation 3 is caused due to increasing importance of
gBest rather than pBest.
If parameters c1, c2, c3 are more than 1, the probability of some edges after

multiplied a random number may be larger than 1, then probability would be
limited to 1. The full description of the algorithm may be found in [16].
The above algorithm is designed for searching of the solution space from the

random position. In dynamic environment the DPSO algorithm starts from some
partial solutions, which are the solutions obtained from previous calculations.
To adapt this algorithm and to exploit the partial solutions, virtual pheromone
was used as a form of attraction to the edges, which are frequently visited in
best positions. So the algorithm starts running with some information about
searching space. This use of the virtual pheromone works like backbones concept.
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The backbone of a TSP instance consists of all edges, which are contained in
each optimum tour of the instance [5]. However in our case, the edges of the
backbones are not constant but depend on the frequency of visits. In addition, the
global pheromone stores information about the best solutions better than gBest
because the information is more complete. Edge diversity depends on pheromone
distribution. When just some edges will accumulate much pheromone value,
the diversity is decreasing. The pheromone value depends on a frequency visit
matrix and function that calculates value stored in matrix to the real amount of
pheromone. The matrix is presented in the formula 5. If the edge (a, b) is chosen
to be part of the current position, the matrix is modified (cell located by pair
a, b is increased by 1). In the following example the edge (a, c) is visited 2 times,
edge (a, d) only once. The matrix is also symmetric, so the edge (a, b) = (b, a).

fvm =

⎛⎜⎜⎜⎜⎝

a b c d e

a − 0 2 1 0
b 0 − 1 1 0
c 2 1 − 1 1
d 1 1 1 − 0
e 0 0 1 0 −

⎞⎟⎟⎟⎟⎠ (5)

The pheromone amount is calculated according to the formula 6 that control an
importance of pheromone. The amount of pheromone controls diversity and a
number of allowed edges. The value range and formula 6 are the subjects of the
research presented in section 4.

amount(a, b) =

{
0 fvm(a, b) = 0
4−1 · log(1 + x) fvm(a, b) > 0

(6)

Set-based algorithm with pheromone is combined by changing all edges proba-
bility by the parameter calculated according to the formula 6. Before selection
in line 6 (Algorithm 1) the pheromone amount is added to edge probability. If
the pheromone amount is equal 0, then no change to original will be done. The
pseudo code presents algorithm 1, N denotes number of cities.

4 Experimental Results

The set-based algorithm proposed by Zhong et al. originally has been adapted
to the static environment. The ability of the algorithm to quickly find the short-
est path requires large number of viewed edges. In the DTSP such large variety
is not desirable because it increases the algorithm working time and makes the
transition to exploration. Our first experiments focused on reducing the diversity
of the edges and force the algorithm to focus mainly on attractors - edges with
large amounts of pheromone. In other words, it was necessary to force the algo-
rithm to exploitation instead of exploration. However, the algorithm shouldn’t
lose the ability to find the shorter path. The results were also used to develop the
formula 6. At this stage of research the pheromone was applied on edges obtained
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Algorithm 1. DPSO with pheromone outline
1: procedure DPSO
2: calibrate pheromone using formula 6
3: for k = 1 → N · 10 do
4: for i = 1 → 30 do  DPSO phase
5: calculate velocity
6: do selection from vi and make result as x′

i

7: select edges from xi to complete x′
i with probability c3rand()

8: add missing edges using nearest principle
9: exchange pBest, gBest by new xi if necessary
10: end for
11: end for
12: end procedure
13: procedure DPSO Solver
14: random initial population for n  Initial phase
15: do full initial running of DPSO
16: overlap pheromone, set pBest and gBest
17: repeat  1st phase
18: modify one edge in the best tour
19: do DPSO with 0.25 iterations
20: promote pheromone for best positions
21: until half the required instances
22: repeat  2nd phase
23: remove latest modification
24: modify one edge in the best tour
25: make DPSO with 0.25 iterations
26: promote pheromone for best positions
27: until half the required instances
28: return best tours for all instances
29: end procedure

from gBest− xi, pBest− xi and w · vi edges with the same pheromone amount.
Figure 1 presents diversity of edges with different values of the pheromone. Con-
figuration was set to c1 = 1.5, c2 = 2, c3 = 2, w = 0.6, i - iterations = 1000
(n cities ·10), ns - swarm size = 30, data set is kroA100. This configuration was
originally proposed by Zhong et al. in [16].
Our observations has shown that the algorithm is very dynamic and difficult

to control. As expected, the greatest impact on diversity have the parameters c1,
c2, c3, and w. The higher value means more edges selected from gBest, pBest
and vi. The diversity is decreased only for the probability nearest 1. Due to the
large algorithm’s dynamic, is not necessary to use the spread of the pheromone.
The algorithm itself exploit the nearest edges. Experimental results have shown
that pheromone should be value between 0 and 1. This follows from the fact that
the new edges are only obtained in the last phase of the algorithm (Algorithm
1 line 8). If edges from previous phase creates Hamiltonian cycles, new edges
will be omitted. Pheromone value near 1 is large enough to fix a small random
value. Even if random value is equal 0.1 edge will be selected to the next position.
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Fig. 1. Uniques edges with different amount of pheromone from left 0 - neutral, 0.9

However, the value of pheromone close to 1 reduces the ability to browse the new
potential solutions. Algorithm shouldn’t lost the ability to find short paths, which
means value near 1 must be selected only in extreme cases. Figure 2 presents
the performance of original algorithm and our algorithm with pheromone. The
configuration is the same as in previous experiments.

Fig. 2. New edges obtained from nearest principle. Left picture is from original algo-
rithm and right from our modification.

Up to 30 iterations of the algorithm has a similar number of new edges.
This is due to a large difference between the current position and gBest. The
new position is medley with edges from gBest, pBest and previous velocity vi.
Previous position is not able to cover the set of the new position. To complete
the tour new edges are obtained from the nearest principle algorithm.
Table 1 presents results of Dynamic Traveling Salesman Problem benchmark.

The benchmark is generated by BGM with Edge Change Mode described in
section 2. The pseudo code, which was used for testing is presents in Algorithm
1. After changes of city length, set-based DPSO with pheromone iterations are
reduced to full algorithm iterations divided by 4. Changes in city distances are
equal to 10. It means in five instances distance matrix is modified and in five in-
stances this modifications have been withdrawn. Table 1 presents result repeated
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Table 1. Experiment results for DTSP with pheromone

Problem
Changes Eil51 Berlin52 Eil76 KroA100 KroA200

Before
Avg. time [s] 1,34 1,39 5,05 15,1 102,67
Avg. distance 482 8894 655 27205 53341
Best 447 8023 585 23713 47266

1
Avg. time [s] 0,27 0,27 0,8 1,98 7,11
Avg. distance 468 8664 637 26130 48334
Best 443 7766 578 23334 41193

2
Avg. time [s] 0,22 0,23 0,62 1,59 6,46
Avg. distance 463 8548 627 25604 45923
Best 427 7762 578 21951 41193

3
Avg. time [s] 0,22 0,22 0,63 1,44 5,57
Avg. distance 457 8454 621 25421 45339
Best 426 7626 571 21774 41193

4
Avg. time [s] 0,2 0,21 0,63 1,47 5,53
Avg. distance 453 8417 615 25300 45076
Best 426 7626 568 21774 40806

5
Avg. time [s] 0,2 0,2 0,6 1,43 5,3
Avg. distance 451 8387 611 25184 44821
Best 426 7626 564 21774 39682

6
Avg. time [s] 0,19 0,2 0,58 1,35 5,1
Avg. distance 450 8383 610 25082 44757
Best 426 7626 560 21774 39682

7
Avg. time [s] 0,18 0,2 0,54 1,34 5,2
Avg. distance 447 8369 609 25056 44757
Best 426 7626 560 21597 39682

8
Avg. time [s] 0,18 0,19 0,54 1,44 5,81
Avg. distance 446 8358 609 24916 44161
Best 426 7626 560 21597 39682

9
Avg. time [s] 0,18 0,2 0,62 1,45 5,41
Avg. distance 447 8328 604 24611 44061
Best 426 7626 560 21597 39682

10
Avg. time [s] 0,18 0,2 0,61 1,42 5,19
Avg. distance 446 8266 598 24453 43428
Best 426 7626 560 21597 39682
Optimal 426 7542 538 21282 29368

50 times. The exception to this rule is KroA200 where it was 10 repeats. This
is due to a very long execution. The DPSO configuration remains unchanged.
Experiments were run on computer with Intel i7 processor 3.2 GHz and 12 GB
of RAM memory. Operating systems is Microsoft Windows Server 2008 R2. All
tests were run on single core.
The most important results can be occur in the initial (before changes) and

the last iteration of the algorithm. All benchmark iterations between them may
contains Hamiltonian cycle, shorter than optimal. It is due to randomly edge
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length changed by the BGM. From the standpoint of TSPLIB correct cycles are
received before the changes and in the last iteration. Each iteration is indepen-
dent of the others. This means that the best position obtained in one iteration
will be reflected with changes in the distance matrix in the context of the sec-
ond iteration. As can be seen in Table 1 the running time is decreasing when
pheromone amount is increased. It was one of the objectives. Due to the fact
that the pheromone increases the probability of choosing the edge from the pre-
vious position to the new position, the addition of new edges will be blocked. At
the same time the algorithm through formula 6 not lost the ability to search for
short edges because the latter result is better than the initial score.

5 Conclusions

In this paper, a set-based DPSO with pheromone to the DTSP was proposed.
Although the algorithm is very dynamic, we were able to adapt it for its intended
purpose. It should also be noted that the algorithm is fast enough to solve
Dynamic Traveling Salesman Problem which are demonstrated in experiments.
The aim was to limit the search to those solutions which are attractors - edges
with large amount of pheromone. As demonstrated by the study the objective has
been completed. The future work will focus on improving the nearest principle
heuristic. In our solution this is the only place where we do not control the
algorithm by using pheromone.
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Abstract. In this work, we propose modified versions of shuffled frog
leaping algorithm (SFLA) to solve multiple knapsack problems (MKP).
The proposed algorithm includes two important operations: repair oper-
ator and genetic mutation with a small probability. The former is uti-
lizing the pseudo-utility to repair infeasible solutions, and the later can
effectively prevent the algorithm from trapping into the local optimal
solution. Computational experiments with a large set of instances show
that the proposed algorithm can be an efficient alternative for solving
0/1 multidimensional knapsack problem.

Keywords: Genetic mutation, metaheuristics, multidimensional knap-
sack problem, repair operator, shuffled frog leaping algorithm.

1 Introduction

The 0/1 multidimensional (multiple constrained) knapsack problem (01MKP) is
a well-studied, strongly NP-hard combinatorial optimization problem occurring
in many different applications, such as the capital budgeting problem, allocating
processors and databases in a distributed computer system, project selection,
cargo loading, and cutting stock problems. The most common formulation of
01MKP is as follows:

Maximize f(x1, x2, ..., xn) =

n∑
j=1

cjxj

Subject to

n∑
j=1

aijxj ≤ bi, i = 1, 2, ...,m

xj ∈ {0, 1}, j = 1, 2, .., n

cj > 0, aij ≥ 0, bi > 0.

(1)

The objective function f(x1, x2, ..., xn) should be maximized subject to the con-
straints. For 01MKP problems the variable xj can take only two values 0 and

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 513–522, 2012.
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1. Here in a 01MKP, it is necessary that aij is non negative. This necessary
condition paves a way for better heuristics to obtain near optimal solutions.

Exact and heuristic algorithms have been developed for the 01MKP , like many
NP-hard combinatorial optimization problems. Existing exact algorithms are es-
sentially based on branch and bound method [1], dynamic programming [2], sys-
tematic approach [3] and 01MKP relaxation techniques [4] such as Lagrangian,
surrogate and composite relaxations. Due to their exponential time complexity,
exact algorithms are limited to small size instances. On the other hand heuristic
and metaheuristic algorithms are designed to produce near-optimal solutions for
larger problem instances. The greedymethod is used as the first heuristic approach
to solve 01MKP.Metaheuristics are also used to solve 01MKP, like tabu search [5],
simulated annealing [6], genetic algorithm [7], ant colony optimization [8], and
particle swarm optimization (PSO) [9].

SFLA is one of the most recent developed metaheuristic which is based on
observing, imitating, and modeling the behavior of a group of frogs when search-
ing for the location that has the maximum amount of available food [10]. SFLA,
originally developed by Eusuff and Lansey in 2003, can be used to solve many
complex optimization problems, which are nonlinear, non-differentiable, and
multi-modal [11]. The most distinguished benefit of SFLA is its fast conver-
gence speed [12]. The SFLA combines the benefits of both the genetic-based
memetic algorithm (MA) and the social behavior-based PSO algorithm [13].

In this present study we test the convergence property of SFLA on different
types of 01MKP instances. Two quantitative measures are considered in order
to assess the performance of the algorithms concerning the deviation from the
optimal value and number of iterations to reach the best solution, respectively.
Further, computational experiments with a set of large-scale instances are also
tested. The work is organized as follows. Section 2 introduces key concepts of
shuffled frog leaping algorithm. Different modified versions of SFLA is the subject
of Section 3. Experiments and computational results are presented in Section 4.
The last section offers concluding remarks and direction of future work.

2 Shuffled Frog Leaping Algorithm

The SFLA is a combination of deterministic and random approaches. The de-
terministic strategy allows the algorithm to use response surface information
effectively to guide the heuristic search as in PSO. The random elements en-
sure the flexibility and robustness of the search pattern.The SFLA, in essence,
combines the benefits of the genetic-based memetic algorithms and the social
behavior-based PSO algorithms. An initial population of P frogs is created
randomly. For S-dimensional problems (S variables), a frog i is represented as
Xi = (xi1, xi2, ..., xiS). Afterwards, the frogs are sorted in a descending order
according to their fitness. Then, the entire population is divided into m meme-
plexes, each containing n frogs (i.e. P = m × n). In this process, the first frog
goes to the first memeplex, the second frog goes to the second memeplex, frog
m goes to the m-th memeplex, and frog m+ 1 goes back to the first memeplex,
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etc. Within each memeplex, the frogs with the best and the worst fitness are
identified as Xb and Xw, respectively. Also, the frog with the global best fitness
is identified as Xg. Then, a process similar to PSO is applied to improve only
the frog with the worst fitness in each cycle. Accordingly, the position of the frog
with the worst fitness is adjusted as follows:

Di = Rand()× (Xb −Xw), (2)

where Di is the change in i-th frog position and new position is given by:

Xw(new) = Xw +Di,

−Dmax ≤ Di ≤ Dmax;
(3)

where Rand() is a random number(Rand() ∼ U(0, 1)); and Dmax is the maxi-
mum allowed change in a frog’s position. If this process produces a better so-
lution, it replaces the worst frog. Otherwise, the calculations in Eqs. 2 and 3
are repeated but with respect to the global best frog (i.e. Xg replaces Xb). If no
improvement becomes possible in this case, then a new solution is randomly gen-
erated to replace that frog. The calculations then continue for a specific number
of iterations [14].

3 Modified Shuffled Frog Leaping Algorithms for 01MKP

01MKP has a special structure as shown by Eq. 1, which can not be handled
by SFLA. For this reason original SFLA is modified and the modified binary
shuffled frog leaping algorithm (MBSFLA) is discussed in this section in full
details.

3.1 Process for Binary Variables

01MKP problem is an integer programming problem. There are only two possible
values for the decision variable xj (j = 1, 2, ..., n). For this reason, in this work
we have used three different kinds of discretization techniques to solve it.

1. Method 1: the worst frog Xw of each memeplex is replaced according to

t = Xw +D;

Xw(new) =

⎧⎪⎨⎪⎩
0 if t ≤ 0,

round(t) if 0 < t < 1,

1 if t ≥ 1.

(4)

2. Method 2: D is transformed to the interval [0, 1] by using sigmoid function.
The worst frog is replaced according to Eq. 5.

3. Method 3: the updating formula for the worst frog is given by Eq. 6. The
parameter α is called static probability.
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t = 1/(1 + exp(−D));

u ∼ U(0, 1)

Xw(new) =

{
0 if t ≤ u,

1 if t > u.

(5)

t = 1/(1 + exp(−D));

Xw(new) =

⎧⎪⎨
⎪⎩
0 if t ≤ α,

Xw if α < t ≤ 1
2
(1 + α),

1 if t ≥ 1
2
(1 + α).

(6)

3.2 Pseudo-utility and Repair Operator

When the binary string violates the constraint of the given problem, then repair
algorithm is employed to make infeasible solutions to feasible one. Infeasible
solutions will be repaired by using a repair operator, which is a kind of greedy
heuristic based on the pseudo-utility.

At the initialization step, MBSFLA sorts and renumbers variables according
to the decreasing order of their pseudo-utility, which were calculated by the
surrogate duality approach introduced by Pirkul [15].

The surrogate relaxation problem of the 01MKP can be defined as:

Maximize
n∑

j=1

cjxj

Subject to

n∑
j=1

(

m∑
i=1

ωiaij)xj ≤
m∑
i=1

ωibi, i = 1, ...,m

xj ∈ {0, 1}, j = 1, ..., n

(7)

where ω = {ω1, ω2, ..., ωm} is a set of surrogate multipliers (or weights) of some
positive real numbers. The pseudo-utility ratio for each variable, based on the
surrogate constraint coefficient, is defined as

uj =
cj∑m

i=1 ωiaij
. (8)

The repair operator is inspired from the idea of Chu and Beasley [16], which con-
sists of two phases. The pseudo-code of the repair operator is given in Algorithm
a of Figure 1.

3.3 Genetic Mutation

Discrete shuffled frog leaping algorithm sometimes trapped in the local optimal
point. To avoid this situation we utilize the genetic mutation to avoid premature
convergence. After shuffling the memeplexes we use the genetic mutation opera-
tor to modify the population as x̄ij = |xij − 1| with a small mutation probability
pm.

The pseudocode for MBSFLA is given in Algorithm b of Figure 1. Accordingly,
the main parameters of MBSFLA are: number of frogs P ; number of memeplexes
m; number of generation for each memeplex before shuffling n; number of shuf-
fling iterations it; maximum number of iterations iMax; static probability α (for
Method 2); and genetic mutation probability pm.
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(a) a) Pseudocode for Repair Op-
erator

Let: Ri = accumulated resources of con-
straint i in x
Initialize Ri =

∑n
j=1 aijxj,∀i ∈ I

{DROP Phase}
for j = n to 1 do

if (xj = 1) and (Ri > bi, for any i ∈ I)

then
xj := 0

Ri := Ri − aij, ∀i ∈ I

end if
end for
{ADD Phase}
for j = 1 to n do

if (xj = 0) and (Ri + aij ≤ bi, ∀i ∈ I)

then
xj := 1

Ri := Ri + aij, ∀i ∈ I

end if
end for

(b) b) Pseudocode for Main Procedure

Generate random population of P solutions (frogs)
for each individual i ∈ P do

Calculate fitness(i)
end for
Sort the population P in descending order of their fitness
Divide P into m memeplexes
for each memeplex do

Determine the best and worst frogs
Improve the worst frog position using Eq. 4, 5 or 6
Repeat for a specific number of iterations

end for
Combine the evolved memeplexes
Mutate
Repair the population P
Sort the population P in descending order of their fitness
if termination = true then

Return best solution
end if

Fig. 1. Pseudocode for MBSFLA Procedure

4 Experiments and Computational Results

In this section, the performance of shuffled frog leaping algorithm is extensively
investigated by a large number of experimental studies. For performance analysis
we select total 56 benchmark problem instances of 01MKP from OR-Library
( [17]) corresponding to small and medium class; items are ranging from 6 to
105; and number of knapsack is 2 to 30. All computational experiments are
conducted with MATLAB 7.6.0 in Intel(R) Core(TM)2 Duo CPU E7400 @2.80
GHz with 4GB of RAM.

4.1 Effect of Static Probability

Among first seven test problems of small class, f7 is much more difficult to solve,
because the capacity constraints are of the type of average knapsack capacity. So
the initial parameter setting is done with this problem instance. The population
size is P = 200 along with m = 10 memeplexes, number of iterations within
each memeplex it = 10 and maximum number of iterations is considered as
iMax = 100. The performance criteria of binary shuffled frog leaping algorithm
(BSFLA) for different static probabilities (α values) for the function f7 is given
in Fig. a of Figure 2. Average profit for 30 individual runs corresponding to
different α values is plotted corresponding to the range of α values ([0.05, 0.95])
in the figure. The objective function value deteriorates as one moves far from
the mid point. Therefore we may choose α = 0.5.

4.2 Comparison among Three Binary Shuffled Frog Leaping
Algorithms

For first seven test problems best solution and worst solution among 30 indepen-
dent runs are reported in Table 1 for three binary shuffled frog leaping algorithms
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Fig. 2. Effect of Static Probability (α) and Genetic Mutation Probability (pm)

Table 1. Comparison between Three Binary Shuffled Frog Leaping Algorithms

f op
Criteria

f op
Criteria

best worst average std ATT best worst average std ATT

f1 3800
3800 3800 3800 0 0.01

f5 12400
12400 12400 12400 0 0.25

3800 3800 3800 0 0 12400 12165 12357.84 57.48 1.39
3800 3800 3800 0 0 12400 12360 12383 16.65 1

f2 8706.1
8706.1 8706.1 8706.1 0 0.03

f6 10618
10605 10570 10585.84 8.7 1.73

8706.1 8706.1 8706.1 0 0.03 10604 10547 10565.74 19.7 1.79
8706.1 8706.1 8706.1 0 0.06 10604 10547 10553.14 14.35 1.77

f3 4015
4015 4005 4013.67 3.46 0.3

f7 16537
16537 16421 16485.47 27.22 2.18

4015 4005 4014.34 2.54 0.18 16501 16358 16442 42.46 2.27
4015 4005 4011.67 4.8 0.44 16511 16436 16460.07 30.28 2.24

f4 6120
6120 6110 6119 3.06 0.26
6120 6110 6119.67 1.83 0.11
6120 6100 6118 4.85 0.28

as discussed in Section 3.1. Also average, median and standard deviation (std)
for all the solutions are given here along with average total time (ATT) to solve
the problem. Maximum number of iterations is considered as iMax = 100, and
population size is P = 200 along with m = 10 memeplexes.

From Table 1, it is clear that, Method 1 is much more effective to find out
best solution with respect to others. In most of the cases Method 1 performs
better with respect to average, median, standard deviation and ATT (except for
the function f3 and f4, Method 2 performs better with respect to average and
standard deviation (std)).

4.3 Effect of Genetic Mutation

For the standard test problem f7 of small size, population size of MBSFLA is set
to P = 200 along with m = 10 memeplexes, and the number of iterations in each
memeplex is set to it = 10. Total 30 independent experiments are carried out
in each case. The performance of MBSFLA with respect to different mutation
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Table 2. Comparison between BSFLA and MBSFLA

f
iMax = 50 iMax = 100 iMax = 150

best worst average std ATT best worst average std ATT best worst average std ATT

f1
3800 3800 3800 0 0.01 3800 3800 3800 0 0.01 3800 3800 3800 0 0.01
3800 3800 3800 0 0.01 3800 3800 3800 0 0.01 3800 3800 3800 0 0.01

f2
8706.1 8706.1 8706.1 0 0.02 8706.1 8706.1 8706.1 0 0.03 8706.1 8706.1 8706.1 0 0.03
8706.1 8706.1 8706.1 0 0.03 8706.1 8706.1 8706.1 0 0.02 8706.1 8706.1 8706.1 0 0.02

f3
4015 4005 4014 3.06 0.11 4015 4005 4014 3.06 0.16 4015 4005 4014 3.06 0.25
4015 4015 4015 0 0.03 4015 4015 4015 0 0.03 4015 4015 4015 0 0.03

f4
6120 6110 6119 3.06 0.11 6120 6110 6119.67 1.83 0.16 6120 6110 6119.67 1.83 0.18
6120 6120 6120 0 0.03 6120 6120 6120 0 0.03 6120 6120 6120 0 0.03

f5
12400 12370 12398.34 6.48 0.31 12400 12400 12400 0 0.3 12400 12400 12400 0 0.3
12400 12400 12400 0 0.06 12400 12400 12400 0 0.06 12400 12400 12400 0 0.07

f6
10618 10547 10580.37 17.92 0.79 10618 10552 10586.8 11.84 1.55 10618 10570 10585.74 11.06 2.33
10618 10584 10592.5 9.55 0.82 10618 10584 10596.57 8.61 1.64 10618 10584 10604.17 7.65 2.26

f7
16520 16371 16473.14 35.61 0.99 16537 16356 16485.24 35.87 1.92 16537 16436 16489.87 20.35 2.88
16518 16499 16500.47 3.9 1.01 16537 16499 16506.27 9.61 1.96 16537 16499 16505.37 8.83 2.97

probabilities is shown in Fig. b of Figure 2. Range of pm is taken as [0.01, 0.2],
as beyond this range the performance of MBSFLA degraded gradually.

The best results were obtained at more than one point (pm = 0.06, 0.12 and
0.16). As the complexity of the multiple knapsack problem increases with its size
and the adaptivity of pm to problems with higher dimension sizes may decrease
more or less within this region. So for finding dynamic balance between problem
size and pm value, we fixed the value of pm = 2/n for large problem instances,
where n is the number of items. And for small and medium size problems we
fixed pm value at 0.06.

4.4 Comparison among BSFLA and MBSFLA

We consider the same seven standard test problems to compare the performance
of BSFLA and MBSFLA. In the first case, we present the comparison between
these two with respect to objective function value, and in the second case we only
consider the maximum number of iterations. The parameter setting for these two
algorithms is given below.

We consider population size P = 200, number of memeplexes m = 10 and
number of iterations within each memeplex it = 10 for both the cases. For MB-
SFLA mutation probability is pm = 0.06. Three values of maximum number

Table 3. Comparison between BSFLA and MBSFLA with respect to Iteration Number

f
BSFLA MBSFLA

best worst average std ATT best worst average std ATT

f1 1 1 1 0 0.01 1 1 1 0 0.01
f2 1 11 2.44 2.78 0.03 1 23 2.17 4.2 0.02
f3 1 500 74.8 152.26 0.84 1 7 2.1 1.25 0.03
f4 1 500 24.97 91.99 0.34 1 30 2.97 5.21 0.05
f5 1 74 19.17 19.19 0.3 1 6 3.74 1.29 0.06
f6 500 500 500 0 7.77 22 500 438.77 159.04 7.06
f7 500 500 500 0 9.4 74 500 440.47 119.04 8.62
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Table 4. Solutions of Medium Size 01MKP Instances

f n m op
Solution quality No of iterations

ATT
best worst average std dev best worst average std

f1 28 2 141278 141278 141278 141278 0 0 1 4 2.04 0.97 0.1
f2 60 30 7772 7772 7772 7772 0 0 2 112 35.34 24.64 3.58
f3 60 30 8722 8722 8722 8722 0 0 3 15 7.64 2.52 0.7
f4 28 2 141278 141278 141278 141278 0 0 1 8 2.24 1.39 0.11
f5 28 2 130883 130883 130883 130883 0 0 1 22 6.47 4.51 0.32
f6 28 2 95677 95677 95677 95677 0 0 2 58 12.1 12.53 0.69
f7 28 2 119337 119337 119337 119337 0 0 1 25 7.3 8.38 0.34
f8 28 2 98796 98796 98796 98796 0 0 1 2 1.77 0.44 0.1
f9 28 2 130623 130623 130623 130623 0 0 1 56 14.6 14.17 0.73
f10 105 2 1095445 1095445 1095382 1095384.1 11.51 0 38 150 146.27 20.45 11.79
f11 105 2 624319 624319 623612 624295.44 129.08 0 1 150 44.47 40.19 6.61
f12 30 5 4554 4554 4554 4554 0 0 2 6 3.2 1.13 0.18
f13 30 5 4536 4536 4536 4536 0 0 2 16 7.3 4.19 0.41
f14 30 5 4115 4115 4115 4115 0 0 1 8 3.07 1.51 0.18
f15 30 5 4561 4561 4561 4561 0 0 1 2 1.9 0.31 0.11
f16 30 5 4514 4514 4514 4514 0 0 1 2 1.9 0.31 0.11
f17 40 5 5557 5557 5557 5557 0 0 2 7 3.64 1.83 0.25
f18 40 5 5567 5567 5567 5567 0 0 2 6 3.64 1.33 0.25
f19 40 5 5605 5605 5605 5605 0 0 2 32 14.17 8.98 0.89
f20 40 5 5246 5246 5246 5246 0 0 2 5 2.37 0.72 0.17
f21 50 5 6339 6339 6339 6339 0 0 4 38 15.97 8.21 1.28
f22 50 5 5643 5643 5643 5643 0 0 2 4 2.2 0.49 0.2
f23 50 5 6339 6339 6339 6339 0 0 2 29 11.57 6.79 0.95
f24 50 5 6159 6159 6159 6159 0 0 2 7 3.37 1.52 0.29
f25 60 5 6954 6954 6954 6954 0 0 2 8 4.54 1.95 0.41
f26 60 5 7486 7486 7486 7486 0 0 2 20 11.37 4.62 0.99
f27 60 5 7289 7289 7288 7288.84 0.38 0 5 150 70.5 50.16 5.92
f28 60 5 8633 8633 8633 8633 0 0 3 12 7.44 2.2 0.54
f29 70 5 9580 9580 9580 9580 0 0 15 117 41.64 23.51 3.63
f30 70 5 7698 7698 7698 7698 0 0 2 19 6.54 4.3 0.68
f31 70 5 9450 9450 9450 9450 0 0 8 96 41.04 25.04 3.76
f32 70 5 9074 9074 9074 9074 0 0 5 56 21.6 12.51 2.01
f33 80 5 8947 8947 8929 8939.8 8.97 0 18 150 99.1 53.49 10.58
f34 80 5 8344 8344 8344 8344 0 0 7 108 32.44 24.59 3.58
f35 80 5 10220 10220 10198 10209.57 6.8 0 52 150 145.5 18.91 13.61
f36 80 5 9939 9939 9923 9932.4 6.33 0 38 150 143.87 22.54 14.32
f37 90 5 9584 9584 9552 9578.94 8.38 0 7 150 109.17 47.68 13.11
f38 90 5 9819 9819 9819 9819 0 0 8 144 33.67 34.15 4.02
f39 90 5 9492 9492 9492 9492 0 0 4 99 33.6 27.03 4.05
f40 90 5 9410 9410 9410 9410 0 0 4 82 22.67 15.12 2.8
f41 90 5 11191 11191 11191 11191 0 0 12 142 41.84 27.12 4.39
f42 27 4 3090 3090 3076 3082.2 6.95 0 2 150 97.07 65.05 4.15
f43 34 4 3186 3186 3156 3174.1 9.93 0 12 150 123.7 44.47 5.92
f44 29 2 95168 95168 95168 95168 0 0 1 1 1 0 0.05
f45 20 10 2139 2139 2139 2139 0 0 1 4 2.17 0.75 0.09
f46 40 30 776 776 776 776 0 0 2 17 6.07 4.08 0.52
f47 37 30 1035 1035 1035 1035 0 0 1 2 1.97 0.19 0.15
f48 28 4 3418 3418 3404 3408.3 6.47 0 4 150 123.3 47.65 5.3
f49 35 4 3186 3186 3153 3170.94 10.35 0 38 150 134.57 32.08 6.88
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of iterations (iMax) 50, 100 and 150 respectively, are considered. Total 30 inde-
pendent runs are made and corresponding results are given in Table 2.

In Table 2, for each problem instance the first row represents the solution
correspond to BSFLA, and the second row produced by MBSFLA. As we can
see in Table 2, MBSFLA performs better than BSFLA, and it can easily find the
optimal solution for all the cases (except for f7 when iMax = 50). MBSFLA is
also performing well with respect to other performance criteria like average and
standard deviation (std).

In the second case, we consider the maximum number of iterations iMax =
500. The parameter settings of the two algorithms are same as the previous
case. From Table 3 we find out that BSFLA fails to find best solutions for f6
and f7, and it successfully solve function f3 only for 26 cases out of 30 and 29
out of 30 cases for function f4. Whereas MBSFLA needs iMax on an average 3
(for function f3)and 4 (for function f4). The fewer number of iterations shows
that MBSFLA has higher efficiency than BSFLA on finding best solutions for
01 multidimensional knapsack problems.

4.5 01MKP Instances with Medium Dimension Size

In this case the parameter settings of the MBSFLA is as follows: population
size P = 400, number of memeplexes m = 20, number of iterations within
each memeplex it = 10, mutation probability pm = 0.06 and maximum number
of iterations iMax = 500. Total 30 independent runs are considered and the
corresponding results for all test problems are reported in Table 4.

Table 4 presents the best solution, worst solution, average solution and stan-
dard deviation with respect to solution quality and number of iterations. Also
time of execution (ATT) and deviation from the best known solution are given
for 49 test instances. Deviation from the optimum values are calculated as

D = (OptimumV alue−BestSolution)
OptimumV alue × 100%. MBSFLA finds optimum solutions

for all the test cases. On an average only 35 iterations required to solve this type
of problem instances. MBSFLA finds best solutions for every independent runs
in 38 cases and the average execution time is much lower (within 3 seconds).

5 Conclusion

In this work a relatively new member of memetic based meta-heuristics called
shuffled frog leaping algorithm is explained. Most of the studies on SFLA is
carried out in last five years and researchers mainly concentrated on continuous
optimization and TSP problems in the literature. In this study, the performance
of MBSFLA has been extensively investigated by using a large number of prob-
lem instances. The experimental results show that MBSFLA has demonstrated
strong convergence and stability for 01MKP and it has strong ability to prevent
premature convergence by utilizing genetic mutation. The proposed algorithm
thus provides a new method for 01MKP, and it may find the required optima in
cases when the problem is too complicated and complex. It may also be used for
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solving multi-objective knapsack problems and other combinatorial optimization
problems like generalized assignment problems, set covering problems etc. and
is scheduled as the future work.
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Abstract. In order to improving the quality of higher education, sever strategies 
or models are proposed from universities.   Evaluation system is one of these 
strategies  for  checking  the  performance  and  keeping  the  high  quality. 
However, it is easy to describe the evaluation system but it will be hard to 
implement in higher education environment.   When there is a goal to be 
achieved, evaluation system is used.    By the time past, more paper works and 
more tables are required to fill in for different evaluation systems.   Due to 
these problems, the purpose of this paper is to propose an objective weak tie 
system to integrate four different curriculum and instruction systems.   The 
benefits of this weak tie system will not increase the loading for teachers and 
will  increase  the  efficiency  for  administration  by  remaining  the  original 
system  and  using  the  objective  to  make  linking  with  each  other  as  an 
integrating curriculum and instruction system. 

Keywords: curriculum and instruction, weak tie, integrating system, higher 
education, knowledge management. 

1 Introduction 

Due  to  the  low birth  rate,  a  dramatic  change  in  higher  education causes  a  big 
competition in Taiwan. Every university is making efforts on improving the 
quality of higher education.   In order to improving the quality of higher 
education, sever strategies or models are proposed from universities.   Evaluation 
system is one of these strategies for checking the performance and keeping the 
high quality.    As a result, the higher education become more business-oriented than 
liberal art oriented [1][2].    The  performance and  outcome  turn  out  to  be  the  
main  leadership.    In addition, it is easy to describe the usage of evaluation system 
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but it will be hard to implement in higher education environment.   When there is 
a goal to be achieved, evaluation system is used.   By the time past, more paper 
works and more tables are required to fill in for different evaluation systems.    This 
phenomenon leads to a lot of working loads for teachers and administrators because 
of many paper works need to be done.   The performance evaluation system causes 
faculties over work in higher education. 

The technology will help solve the problem mention above.   Therefore, how to 
build up a system for higher education keeping high quality is the main issue.    For 
one purpose, one computer system is developed.   For another purpose, another 
computer system is established.   It raises a question which is how to the use these 
computer system efficiently for user among these computer systems.   Whether to 
integrate these computer systems or to build up a new computer system will be 
considered.   If building up a computer system for higher education, It will be a 
complicated to design for many purposes since the curriculum and instruction 
emphasizes in many different aspects.   Hence, integrating different computer will be 
another choice.   However, it  will be harder than to build a new system for  the 
program system point of  view.    How to  link these different purposes computer 
system will be a big problem. 

This paper will base on evaluating the university existing system and then find the 
way to link these systems.   The purpose of this study will propose an objective 
weak  tie  approach  to  integrate  the  existing  computer  system.     Since  Mark 
Granovetter (1973) brought up an idea of strong tie and weak tie, many scholars paid 
attention in weak tie for innovation, opportunity, chance or improving[3][4][5].   In 
this study, the link will be defined as “weak tie” since the integration system needs 
these linkage but every existing computer system may work independently without 
the linkages.   So, this paper will find the links as weak tie to integrate systems for 
higher education quality purpose. 

Many decision making researches applied Keeney’s (1992) value focused 
Thanking [6].   Although the weak tie approach was used to integrate the existing 
computer system in this study, the decision making skill was also important in 
differentiating between the noises and chances. 

1.1 Research Purpose and Significance 

The purpose of this study is to integrate the curriculum and instruction system using 
objective weak tie approach.   In detail, the purposes below: 

• Find the elements in each existing computer system in order to possible weak 
ties. 

• Use value focus think technology to investigate the alternative 
objective in curriculum and instruction system. 

• Integrate a curriculum and instruction system 

This study proposes an objective weak tie approach to integrate the existing 
computer systems into a new and virtual curriculum and instruction system.   In 
practical point of view, the significance of this study is to save the money, human 
power and time.   The benefit of the integrating curriculum and instruction system  
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will provide the linkages among the existing computing system; however, the existing 
computer systems will remain independently by themselves without the linkage. 
Therefore, it will be easy to maintain the individual computer system.   In theoretical 
point of view, the significance of the weak tie theory will extend with value focus 
thinking and will be apply to higher education environment. 

2 Relative Literature 

This study is based on the objective weak tie approach which was come up from 
different theories. The innovation and weak tie theories were the foundation. Then, in 
order to finding the weak ties among the existing, the value focus thinking model 
was  applied.  A  trial  was  implemented in  higher  education  for  curriculum and 
instruction. So, the literature review related to innovation, weak tie, value focus 
thinking, curriculum and instruction. 

2.1 Innovation and Weak Tie 

The technologies of finding weak tie are variety.    Wang, Hong, Sung, and Hsu 
applied the KeyGraph technology to find the rare and important element [7].   The 
results indicated that although the statistics data showed no significant difference, the 
KeyGraph technology provided more information.   Hsu and other educators also 
applied the KeyGraph technology in education setting.   The results pointed out that 
the learners’ scenario map would tell more information than the traditional statistics 
results.   Huang, Tsai, & Hsu also applied the KeyGraph technology to exploring the 
learners’ thinking [8].   Tsai, Huang, Hong, Wang, Sung, and Hsu [9] used KeyGraph 
technology and tried to find the chances in instructional activity. 

The studies above were concerned in finding weak tie in text data.   Some weak 
tie research was related to knowledge creation and transfer.   Levin and Cross (2004) 
found that weak ties provide access to no redundant information [10]. 

2.2 Value Focus Thinking 

Thinking about value was to decide what you want and then to figure out how you 
can get it.   So, it was a nature way for alternative-focus thinking.   Hsu, Hong, Wang, 
Chiu, and Chang (2009) used the VFT model in instruction design to improving the teaching 
quality [11]. 

2.3 Curriculum and Instruction 

In the domain of curriculum and instruction are emphasizes not only designing an 
effective curriculum or instruction but also evaluation the students learning outcomes. 
No matter what approach the research used would lead to a reflection of instruction 
[12][13][14][15][16]. Marsh and Willis (1999) indicated that different school 
implemented the curriculum and instruction differently but it only a few models in 
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total, the objective model, Countenance model, illuminative model and educational 
connoisseurship model [17]. 

3 Research Method 

This study was to analyze the existing computer systems and to fine the weak ties 
among them. Then, an objective weak tie approach was applied to integrate a 
curriculum and instruction system.   Finally, the integrated and innovated virtual 
curriculum and instruction system would be appeared.   Research method of this 
study was followed by the process of Ground Theory.   Although the ground theory 
was usually used in qualitative research, the method was universally for any research 
as long as the research purpose was to understand phenomenon, cause effects or 
relationships.  Using the process of ground theory, this study would provide an 
integrated and innovated virtual curriculum and instruction system by the objective 
weak tie approach.   Therefore, the research procedure bellows in figure 1. 

 

Fig. 1.  Research Procedure 

3.1 Objective Weak Tie Model 

The objective weak tie model is begun with some existing computers which were 
established by different purposes. Each computer system contains its own attributes. 
Thus, it is important to find all the elements in each computer.   In addition, the 
strong ties are easily to define by the administration department.   The visualization 
will be in figure 2. 

Each of the computer system will belong to one administration department with 
one special  aim.  Therefore, in  practically,  there  are  some  strong  ties  among  
these systems. The  strong  ties  usually  will  link  to  one  administration  
department. Different department develops its own computer system when there is 
one goal to achieve once at a time.   Then, there will be more than one computer 
systems under one administration department.   However, in the functional aspect, 
the linkage may be mission or on the surface.   This situation causes the computer 
systems independently although all the computer systems are managed by one 
administration department. 
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Fig. 2. The strong ties in one organization 

In order to achieving the particular goal, the weak ties are needed to be 
established.   Nevertheless, it will be hard to look for the relationships among the 
individual physical existing system.   In other words, these computer systems are 
independently.   Usually, when the particular aim to achieve, staffs would make up 
forms to the persons or departments which will relate to this particular aim and would 
ask these people to check the individual computer system to fill out the form and then 
to hand in to the organization.   As a result, it costs a lot of time consume and paper 
works.   Therefore, this study would provide an objective weak ties approach to look 
for weak ties beneath the particular goal to link the individual computer system as a 
virtual connected system in order to achieving the particular goal of tasks within 
organization.   The figure 3 will demonstrate the objective weak tie model. 

When the special main goal is defined, the essential elements or attributes will 
be determined.   Using these elements or attributes as weak ties in different existing 
computer systems, an integrated and innovated virtual system will then be formed. 
The objective weak tie model will be established without rebuilding a new computer 
system. 
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Fig. 3. The Objective Weak tie Model 

4 Case Illustration 

Now, a real case in higher education is used to illustrate the objective weak tie model. 
The administration department named Office of Academic Affairs in a university 
established four computer systems independently for four aims.    The four computer 
systems were the syllabus system, class selection system, test system, and score 
system.   The syllabus system asked teachers to  provide their  syllabuses on line 
before the class begin.   The class selection system asked students to choose all they 
would take courses in a semester.   The test system asked teachers to give a paper and 
pencil test for students.   Finally, the score system will asked teachers to grade the 
score for whole semester. 

So, the first step for this model was to indicate the important attributes in each 
computer system.   In syllabus system, the attributes were the instructional goals, 
objectives, core competence indicators, and some other attributes.   Figure 4 was part 
of the syllabus system shown the core competence indicators.   In addition to these 
attributes, there are the basic attribute such as the course number, course name and 
publish their syllabus on line. 

The other computer system will be the test system.   In test system would ask 
instructors to produce tests for midterm and final exam.   Then, another computer 
system called score system would demand faculties to submit and upload the detail 
score and final score for whole semester.   Figure 5 shown part of the score system. 
The attributes in score system were the midterm score, final exam score, and term 
score, homework or quiz score; moreover, the course id, course name, instructor name 
student name were also included. 
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Fig. 4. Part of the syllabus system 

 

Fig. 5. Part of the score system 

Examining these three existing computer system, there were some attribute related 
to each other; however, each system had its own different purposes.    These 
attributes would connect to each other for relationship.   Nevertheless, if there was no 
particular goal to achieve, these computer systems would be stand along by 
themselves.   So, the reason why used these relationship as weak ties to link these 
individual system would be to accomplish a particular value.   In this case the value 
is to reflect the student learning.   The thinking would be focus on this value only. 
With  this  value,  only  one  task  needed  to  be  done,  defining  the  student  core 
competence indicators for each course as table 1. 

 

 



530 C.-L. Hsu et al. 

 

Table 1. The student core competence indicators for each course 

Course Name Goal A Goal B Goal C 100%  

Education Theory 30 40 30  100 

Education Technology 50 50 ---  100 

 
Using these values in the table, each individual computer system would be an 

integrated and innovated virtual student core competence system without making a 
new system or a heaver working load for staffs and faculties. 

5 Conclusion 

This study is to provide a frame work for using objective weak ties approach for 
integrated individual computer as a virtual curriculum and instruction system.    The 
new virtual system combines the value focus thinking technology and curriculum 
developing model to enhance the strength of the weak ties. The result, namely the 
final outcomes indicated that the attributes such as course id, course name, student id, 
score, would be the weak ties within the whole system by the one goal, the student 
core competence indicators. 

5.1 Results and Discussion 

The result indicated that the student core competence indicators would be the main 
goal for curriculum and instruction in higher education.   Based on these indicators 
the weak ties would link each individual computer system.   This virtual system 
would be one system as well as each physical computer system alone.   This frame 
work would save time and human power by virtual computer system.   The strength 
of weak ties is proof in this study the same as the point of Granovetter.    In order to 
making  the  organization  more  efficiency,  the  knowledge  management  would  be 
taking care within the organization.   The student core competence indicator value 
would  be  spread  in  each  staff  and  faculties  as  the  organization  value.     The 
knowledge management and innovation diffusion would be the future studies. 

6 Conclusion and Suggestion 

The objective weak ties approach for integrating or innovating systems is one of the 
simple ways to make a reform in curriculum and instruction in higher education. 
The reason is that many individual computer systems already exist in university 
usually.   So, using the value and the strengths of weak ties saves a lot of work.    In 
addition, it is also important that by using this model would not increase the working 
loading.   Therefore, only making slice differences with weak ties will make a big 
successful in higher education quality.   However, the quality of the student 
competence indicators will be the main value for people in higher education to 
concern.   As the results, the main value and the strength of the weak ties are the two 
essential factors for improving higher education quality. 

More research is needed for future study. 
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Abstract. In this study we assume that the opportunity is already exists in the 
world. Furthermore, the weak-tie strategy is used to recognize two or more 
useful tribes and compare what differences between tribes to find out useful 
infor-mation, such as business opportunity for creating innovative service. At 
last, this model is used to design new Bali service to evidences our model is 
useful. 

Keywords: business opportunity, consuming tribe, weak-tie, value-focused 
thinking. 

1 Introduction 

Because of people preferences particular products or brands, or has similar life 
expe-riences or ideas, which could help them to build their social blocks, as tribes 
or neo-tribes (Cova, 1997). Furthermore, Granovetter [4] illustrates social net-
works how to work: friends from other groups (tribes) came to see him and bring 
information about new jobs for him is more important than he and his close friends 
(strong tie) have. 

This social phenomenon means that early adopters roam among the tribes, to get 
a chance for integrating differential use innovations of tribes to create an innova-
tive use. In that time, they should be “values first” to iterate between articulating 
values and creating alternative for identifying objectives, and helps researcher to 
discover hidden objectives [7], such as early adopters, they may accept new  
products and may create innovative ways of using the products (business opportu-
nity) and that innovative use can convince the early majority to accept the new 
product [12]. 

Summary above discussion, this study includes two contributions: the first is to 
emerge the features of all tribes and find out tribal weak-tie as the business opportuni-
ty. Second is based on weak-tie to extend the linkages and to connect with other tri-
bes, that differential successful experiences will be brought into tribe, and help us to 
generate innovative alternative for building new market.  
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2 Literature Review 

When new products are introduced to the market, according to Roger’s IDM [12] only 
early adopters will purchase new products and create innovative ways of using them. 
Furthermore, if more tribes are merged, we could build a larger market. In this sec-
tion, we will review relevant literature to demonstrate our research is executable. 

2.1 The Innovative Use, Social Influence and Business Opportunity 

In this section we are going to do detail discussing with the early adopters how to 
influence innovation diffusion. Firstly, [10] defined innovative use as "the degree to 
which an individual is relatively earlier in adopting an innovation than other members 
of his social system." This definition of innovation is limited to a purchasing context. 
In addition, creative consumers may possess special skills and abilities required for 
using the product in a wide variety of ways [9]. [5] extends the concept of innovation 
to two other categories - use innovation and vicarious innovation. But for innovative 
product, consumer always cares when he/she need to use innovative product to solve 
the novel problem.  

From other view spot, social influence is the interactions within individuals of a 
group, or the fundamental role as a medium for spreading information, ideas, and 
influence among its members [1]. Besides, [13] tell us that individuals must possess 
prior knowledge to perceive the value of innovative product and to identify an oppor-
tunity. These actions state that the process is start from human, who compares ideas 
of new product, as “business opportunity” processing to build new market [14]. This 
implies that recognizing key early adopters (neo-tribes) to understand their innovative 
ways of using new product are very important for triggering social influence. 

As mention above, the uses of innovative products are conceptualized as a con-
sumer’s receptivity/attraction to and creativity with using innovative products in new 
ways [9], and innovative ways of using products are created by early adopters. To 
return to Rogers’ IDM [12], if the early majority could not obtain or accept the uses of 
the innovative products of the early adopters, a chasm will exist between them 
[Moore].  This means that the uses of innovative products are the key factors of so-
cial influence (SI) for influencing the majority to cross the chasm. Then, innovative 
use is the opportunity of crossing chasm, and help decision maker to format the new 
business. In the next section we try to discuss the technologies how to extract oppor-
tunity. 

2.2 Grounded Theory and Text Mining 

Grounded theory (GT) is used to analyze the data to find new uses of innovative 
products. Nevertheless, the validity in its traditional sense is consequently not an issue 
in GT, which instead judges by fit, relevance, workability, and modifiability. There-
fore, how to develop workable information technology to reduce human power on GT 
analysis will become an important research issue. Furthermore, Qualitative Chance 
Discovery model (QCD) [6] and Human-Centered Computing System (HCCS) [8], 
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they try to reduce human power in GT analysis, there combine GT with text mining to 
extract new ideas.  

As previously discussing, we may have two rough ideas to let innovative idea dif-
fuse on the social network. First is that the social network has to be constructed. Se-
cond is innovative idea, such as weak-tie, must be discovered and is used to bridge 
tribes. Therefore, we attempt to develop a new method to find out innovative idea. 

3 Methodology 

The innovative use is the opportunity to cross the chasm, which can help decision 
maker to construct new business and to influence other consumers. In addition, if he 
also is the member of different tribes, he may serve as a weak tie, bridging and affect-
ing members of the entire tribes to create an innovative market. Therefore, this study 
aims to propose a two cycle model: first cycle, he has to identify first tribal innovative 
use and it is used to discover other tribes, second cycle, in that tribe the innovative use 
is not special, there are various innovative uses richen their daily life. The researcher 
can based on difference between two tribes finds out useful information to design an 
influential alternative, such as Medici effect. The research flowchart is shown as fol-
lows. 
 

 

Fig. 1. A research flowchart for extracting key early adopter 
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3.1 Two Cycle Human-Centered Computing System 

In Rogers’ IDM [12], the uses of innovative products also are the business opportuni-
ty, or the key factors of Social Influence (SI) for influencing the majority to accept the 
innovative products and to format new product market. Therefore, this study wants 
using two concepts to develop a process model for discovering business opportunity. 
The first concept is value-focused thinking (VFT) [7],  because VFT is not only 
includes a process for identifying objectives, but also involves discussions with rele-
vant decision makers and stakeholders to move quickly away from the ill-defined to 
the well-defined, from constraint- free thinking to constrained thinking. And then, 
they focus on the useful values for guiding the decision situation remove the anchor 
on narrowly defined alternatives and make the search for new alternatives a creative 
and productive exercise. The other concept is that we used grounded theory (GT) [15] 
and employed text-mining method to extract new use or innovative idea. After first 
cycle analysis, the innovative idea is, as weak-tie, which bridges into other tribes for 
finding out their key successful factors, which will be brought back for designing 
innovative service, in second cycle analysis. The detailed process is listed as follows: 

First Cycle Analysis.  
Phase 1: Preparation for data and labeling process.  
Start from value driven: based on researching interesting, researcher defines the do-
main and relevant keywords he/she intends to study. Then entering data driven 
process: system sifts out the data which correspond to keywords from the Internet. 
Based on his/her domain knowledge, the researcher interprets the texts, and at the 
same time, segments texts into words, and removes useless words. System calculates 
the co-occurrence of words in all sentences, to analyze the associative relationship 
between all words and visualize the analysis result. The researcher identifies key-
words as concepts and the clusters as categories derived from the co-occurrence asso-
ciation diagram, and gives the clusters’ label, such as topic1, topic2, and so on, which 
helps the researcher to preliminarily realize the various theme values presented in the 
data. 

Phase 2: Construct the tribe (social network) by template of consumers.  
In this step, customers create many uses and freely share their innovations to others 
[11]. So, the researcher uses “the technical capabilities and use” as the template of 
tribe to extracts the documents and search out the useful sentences data to create a use 
clusters. Then based on the analysis done in phase 1, which the researcher discovers 
various types of clusters/tribes, the different types of use key factors also are used to 
assign tribes, and clusters/tribes are derived from consuming data. Therefore, in the 
same cluster/tribe, they have similar techniques and use, such as tribal values. 

Phase 3: Extract key innovative idea from consumers. 
After phase 2, researcher discovers various type tribes, the decision maker adjusts 
values, such as integrate relative values, then he/she integrates and analysis data. 
Some tribes are linked by terms that terms are called innovative idea. 



536 C.-F. Hong, M.-H. Lin, and H.-F. Yang 

Second Cycle Analysis.  
Phase 4: Weak-tie strategy to extract another tribal use as key successful factors.  
The researcher uses innovative idea to find out the relative Weblogs, and follows 
Phase 1 to Phase 3 analysis. Then various key uses are found in another type tribe. 

Phase 5: Construct the innovative alternative.  
The researcher compares two tribal terms (values), to discover relative innovative 
terms (values), and to help him/her generating an innovative alternative. 

4 A Case Study  

In 2011, according to bulletin of Department of budget, accounting and statistics of 
New Taipei city government, number of consumers visited Bali district is third big 
number of traveler to visit all districts of New Taipei city, but the number of visiting 
is still less than the number of first place about 350,000. In addition, Bali has many 
nature sciences, such as Shihsanhang Museum of Archaeology, left bank (rive 
Gauche). That Bali has many chances to improve traveling service or to create inno-
vative traveling service, for attracting more travelers to visit it. For this reason, we try 
to discover new service for Bali. 

4.1 Data Resources  

The researchers collected data posted on blogs relevant to traveling Bali. These data 
ranged from January 1, 2011 to December 31, 2011. Using Google blogs 
(http://blogsearch.google.com/ blogsearch) and the keywords, Bali traveling, to search 
for the data, the researchers obtained 63 related data from blog articles. After we care-
fully read the collected data and removed the articles that did not contain innovative 
uses. Then researcher executed a value from these 60 articles.  

4.2 Experimental Results  

Based on novel HCCS, the researchers used their knowledge to extract the traveling 
thought from weblogs to investigate the travel saturation. The results are shown in 
Fig. 2. From Fig. 2, the researchers identified some consuming characteristics in trav-
eling Bali, e.g. Shihsanhang Museum of Archaeology, left bank (rive Gauche), Paris 
and Café. Additionally, the researchers also found that consumers have planned when 
they visit Bali, cycling in left bank (rive Gauche), visiting museum, and have a coffee. 
Following phase 2 and phase 3, basically, there are many axial clusters, such as cus-
tomers walking or riding bicycle in left bank (rive Gauche) to support consumers 
leisure life etc., are emerged. These consuming lifestyles are famous but not innova-
tive in Taiwan. From rare information, the innovative idea is discovered from few 
consumers, that they are not only enjoy leisure time in left bank (rive Gauche) to  
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Fig. 2. The consuming characteristics of Bail 

drink coffee, ride bicycle, and enjoy nature science, but also thought the mood of Bali 
is like romantic Paris. This scenario helps the researchers perceive the innovative 
service is the mood of left bank (rive Gauche) in Bali may support consumers to enjoy 
the romantic mood like in Paris. But the experimental results do not clearly pointed 
out how to do. 

The romantic Paris, as Granovetter’s story illustrates, friends who were not so 
close served as the weak tie (bridge), are connected with other clusters (tribes) and 
gave them a different piece of information. Therefore, in phase 4, romantic Paris is 
used to collect another data, and follows phase 1-3 to analyze what romantic exits in 
Paris. Compare these two tribes (Bali and Paris); the researchers identified some con-
suming characteristics in traveling Paris shown in Fig. 3. From Fig. 3, we could un-
derstand that on Paris there have many palaces romantic stories are happen in right 
bank (rive Droite). Therefore, litterateurs or novelists always drink coffee, see right 
bank (rive Droite), and write down the constructed story in left bank (rive Gauche). 
The environment of Bali is similar with Paris. Tamsui district stands in right bank 
(rive Droite). Tamsui had been the Spain’s colony, Holland’s colony and English’s 
colony, European style architectures are still stood on right bank (rive Droite). In 
addition, Mackey taught Christian religion in Tamsui also is a famous story in Tai-
wan. In order to implement key successful factor of left bank (rive Gauche) of Paris  
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Fig. 3. The consuming characteristics of Paris 

into Bali, they must not only sell the coffee, but also have to serve consumers seeing 
the architectures and understanding the stories in right bank (rive Droite) for creating 
innovative service. 

5 Conclusion 

To recognize business opportunity, it not only needs prior knowledge, but also has a 
good framework to discover opportunity. In this paper we propose a two cycles 
HCCS: in first cycle, VFT is used to guide value driven for recognizing useful values, 
and then the useful values are used to guide data driven for finding weak-tie, as inno-
vative idea. In second cycle, a weak-tie is a bridge to start value driven, to discover 
other tribe. After second data driven, the key factor of managing coffee shop is dis-
covered in left bank (rive Gauche) on Paris. This key successful factor of managing 
coffee shop in left bank (rive Gauche) on Paris maybe is a good strategy for us man-
ages coffee shop in left bank (rive Gauche) on Bali. This experimental result explains 
that our two cycle novel HCCS is good for discovering innovative service. 
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Abstract. To explore the clues of an emerging technology is essential for a 
company or an industry so that the company can consider the feasibility of 
resource allocation to the technology and the industry can observe the 
developing directions of the technology. Patent data contains plentiful 
technological information from which it is worthwhile to extract further 
knowledge. Therefore, a research framework for emerging technology 
exploration has been formed where rare information retrieval is designed to sift 
out the rare patents, cluster analysis is employed to generate the clusters, and 
link analysis is adopted to measure the link strength between the rare patents 
and clusters. Consequently, the rare patents were found, the clusters were 
generated and named, the notable rare patents were recognized, and the 
potentiality of emerging technology was discussed. Finally, the notable rare 
patents and the potentiality of emerging technology would be provided to the 
decision makers of companies and industries. 

Keywords: emerging technology, rare information retrieval, link analysis, 
patent data, thin-film solar cell. 

1 Introduction 

Emerging technology is often viewed as a complementary or substitute solution and 
the opportunity to create entirely new business which is neglected [1]. It is also 
essential for a company or an industry to realize the starting point of a possible 
technology so that the company can consider the feasibility of resource allocation to 
the technology and the industry can monitor the developing directions of the 
technology. In addition, a rare and notable information appears in a technical area 
could be a non-ignorable idea or clue of an emerging technology. As up to 80% of the 
disclosures in patents are never published in any other form [2], it would be 
worthwhile for researchers and practitioners to explore the potentiality of an emerging 
technology upon the patent database. Therefore, a rare information retrieval technique 
will be proposed so as to find out the rare patents from the patent database; a link 
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strength measure method will be designed so as to identify the notable rare patents 
from the possible ones. Afterward, the notable rare patents and its linked clusters will 
be utilized to describe the emerging technology. 

2 Related Work 

As this study is aimed to explore the emerging technology of thin-film solar cell, a 
research framework needs to be constructed via a consideration of rare information 
retrieval, link analysis, and cluster analysis. Therefore, the related areas of this study 
would be emerging technology exploration, patent data, thin-film solar cell, rare 
information retrieval, link analysis, and cluster analysis. 

2.1 Emerging Technology Exploration 

Emerging technology is a science-based innovation that has the potential to create a 
new industry or transform an existing one [3]. It is often viewed as a complementary 
or substitute solution and the opportunity to create entirely new business which is 
neglected [1]. The commonly used methods for identifying emerging technology are: 
citation-based or text-based analysis for indexing categories and vocabularies, data 
mining (mainly clustering and factor analysis), and scientometric analysis (including 
co-authorship analysis, co-word analysis and citation analysis) [4]. In this study, a 
research framework, formed by rare information retrieval, link analysis, and cluster 
analysis, will be used for conducting an emerging technology exploration upon thin-
film solar cell via patent data. 

2.2 Patent Data and Thin-Film Solar Cell 

A patent document is similar to a general document, but includes rich and varied 
technical information as well as important research results [5]. Patents can be 
gathered from a variety of sources, such as the Intellectual Property Office in Taiwan 
(TIPO), the United States Patent and Trademark Office (USPTO), the European 
Patent Office (EPO), and so on. A patent document contains numerous fields, such as: 
patent number, title, abstract, issue date, application date, application type, assignee 
name, international classification (IPC), US references, claims, description, etc. 

Solar cell, a sort of green energy, is clean, renewable, and good for protecting our 
environment. It can be mainly divided into two categories (according to the light 
absorbing material): crystalline silicon (in a wafer form) and thin films (of other 
materials) [6]. A thin-film solar cell (TFSC), also called a thin-film photovoltaic cell 
(TFPV), is made by depositing one or more thin layers (i.e., thin film) of photovoltaic 
material on a substrate [7]. The most common materials of TFSC are amorphous 
silicon or polycrystalline materials (such as: CdTe, CIS, and CIGS) [6]. In recent 
years (2003-2007), total PV production grew in average by almost 50% worldwide, 
whereas the thin film segment grew in average by over 80% and reached 400 MW or 
10% of total PV production in 2007 [8]. Thin film is the most potential segment with 



542 T.-F. Chiu, C.-F. Hong, and Y.-T. Chiu 

 

its highest production growth rate in the solar cell industry, and it would be 
appropriate for academic and practical researchers to contribute efforts to this 
technology. 

2.3 Rare Information Retrieval 

Rare information sometimes grows into a prevalent concept, if they satisfy the desire 
of people for information [9]. A rare and notable information appears in a technical 
area could be a non-ignorable idea or clue of an emerging technology. As up to 80% 
of the disclosures in patents are never published in any other form [2], this study tries 
to find out the rare information from the patent database so as to explore the clues of 
an emerging technology. Meanwhile, an IPC (International Patent Classification) is a 
classification derived from the International Patent Classification System (supported 
by WIPO) which provides a hierarchical system of symbols for the classification of 
patents according to the different areas of technology to which they pertain [10]. The 
IPC of patents are assigned by the examiners of the national patent office and contain 
the professional knowledge of the experienced examiners [11]. Therefore, it would be 
reasonable for a research to base on the IPC to extract out the rare information [12]. 
Here, an IPC-based rare patent retrieval technique will be proposed and described as 
follows: 

(1) To generate a dataset of patents, D, with regard to a technical area for a certain 
period of time. 

(2) To calculate the number of IPC codes contained in a patent, Num-of-IPC-in-
Patent, according to D. 

(3) To calculate the number of patents connecting to the same IPC code, Num-of-
Patent-in-IPC, according to D. 

(4) To identify a patent as a rare information if the Num-of-IPC-in-Patent = 1 and 
Num-of-Patent-in-IPC = 1 simultaneously. 

2.4 Link Analysis 

Link analysis is a collection of techniques that operate on data that can be represented 
as nodes and links [13]. A node represents an entity such as a person, a document, or 
a bank account. A link represents a relationship between two entities such as a 
reference relationship between two documents, or a transaction between two bank 
accounts. The focus of link analysis is to analyze the relationships between entities. 
The areas related to link analysis are: social network analysis, search engines, viral 
marketing, law enforcement, and fraud detection [13]. In search engines, the page 
rank of page A, PR(A), can be calculated as in Equation (1), where Tj is a page 
pointing to A; C(Tj) is the number of going out links from page T; and d is a minimum 
value assigned to any page [14]. In social network analysis, the degree centrality of a 
node can be measured as in Equation (2), where a(Pi, Pk) = 1 if and only if Pi and Pk 
are connected by a link (0 otherwise) and n is the number of all nodes [15]. 
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In this study, the link strength of node H in a cluster is measured by Equation (3), 
where Vj is a node linking to the node H; Fr(H) is the frequency of node H (which is 
already divided by the maximum frequency of that cluster); Ja(H,Vj) is the Jaccard 
Coefficient between nodes H and Vj; n is the number of nodes linking to node H; and 
w is a weight assigned to the node H. The link strength of node R in a rare patent is 
measured by Equation (4), where Hi is a node in the clusters linked by the node R; and 
m is the number of nodes linked by the node R. The link strength of a rare patent is 
also measured by Equation (4), where m is the number of nodes in the rare patent. 
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2.5 Cluster Analysis 

Cluster analysis divides data into groups (clusters) that are meaningful, useful, or both 
[16]. Classes, or conceptually meaningful groups of objects that share common 
characteristics, play an important role in how people analyze and describe the world. 
Clusters are potential classes and cluster analysis is the study of techniques for 
automatically finding classes [16]. Cluster analysis will be employed in this study for 
measuring the similarity nature of documents, so as to divide patent data into groups and 
to represent the mainstream directions of thin-film solar cell. The storylines of rare 
information will be organized and stated based on the related mainstream directions. 

3 A Research Framework for Emerging technology Exploration 

As this study is attempted to observe the potentiality of emerging directions in thin-
film solar cell, a research framework for emerging technology exploration, based on 
rare information retrieval, link analysis, and cluster analysis, has been developed and 
shown in Fig. 1. It consists of five phases: data preprocessing, rare patent retrieval,  
 
 

 

Fig. 1. A research framework for emerging technology exploration 
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cluster analysis, notable rare patent recognition, and new findings; and will be 
described in the following subsections. 

3.1 Data Preprocessing 

In first phase, the patent data of thin-film solar cell (during a certain period of time) 
will be downloaded from the USPTO [17]. For considering an essential part to 
represent a complex patent data, the Title, Abstract, Assignee, and Issue Date fields 
are selected as the objects for this study. Afterward, two processes, POS tagging and 
data cleaning, will be executed to clean up the source textual data. 

(1) POS Tagging: An English POS tagger (i.e., a Part-Of-Speech tagger for English) 
from the Stanford Natural Language Processing Group [18] will be employed to 
perform word segmenting and labeling on the patents (i.e., the abstract field). Then, a 
list of proper morphological features of words needs to be decided for sifting out the 
initial words. 

(2) Data Cleaning: Upon these initial words, files of n-grams, stop words, and 
synonyms will be built so as to combine relevant words into compound terms, to 
eliminate less meaningful words, and to aggregate synonymous words. Consequently, 
the meaningful terms will be obtained from this process. 

3.2 Rare Patent Retrieval 

Second phase is intended to perform an IPC-based rare patent retrieval function for 
finding out the rare patents. 

IPC-Based Rare Patent Retrieval: According to the description of an IPC-based 
rare patent retrieval technique in Subsection 2.3, a program will be written for sifting 
out the rare patents based on the IPC field of patents. The rare patents will be 
described by its Patent Number, IPC, Issue Date, and Title fields and will be utilized 
for notable rare patent recognition in a later phase. 

3.3 Cluster Analysis 

Third phase is designed to conduct the cluster analysis via TwoStep clustering and 
cluster identification so as to obtain the clusters of thin-film solar cell. 

(1) TwoStep Clustering: In order to carry out cluster analysis, a TwoStep clustering 
is adopted from SPSS Clementine for grouping patents into clusters [19]. TwoStep 
clustering is a scalable cluster analysis algorithm designed to handle very large data 
sets. It can handle both continuous and categorical variables (or attributes). It requires 
only one data pass. It has two steps: (a) to pre-cluster the cases (or records) into many 
small sub-clusters; (b) to cluster the sub-clusters resulting from pre-cluster step into 
the desired number of clusters [19]. 
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(2) Cluster Identification: The above clusters will be named via summarizing the 
Title field of its composed patents and checking over the domain knowledge. Each 
named cluster is then identified as a mainstream direction and will be utilized in the 
following phases. 

3.4 Notable Rare Patent Recognition 

Fourth phase, including link analysis and notable rare patent identification, is used to 
measure the link strength between rare patents and clusters and then to find out the 
notable rare patents. 

(1) Link Analysis: Referring to Equation (3) and Equation (4) in Subsection 2.4, the 
link strength between rare patents and clusters will be calculated and prepared for the 
next step. 

(2) Notable Rare Patent Identification: According to the score of link strength 
between rare patents and clusters and considering the issue date of rare patents, the 
notable rare patents will be selected. As the rare patents in recent years are more 
likely to be the clues of emerging technology, the time frame is divided into three 
periods of time: earlier (1999 to 2002), middle (2003 to 2006), and later (2007 to 
2010). Therefore, the rare patents with higher score of link strength and in the later 
period of time will be identified as the notable ones. 

3.5 New Findings 

In last phase, emerging technology recognition will be used to figure out the potential 
emerging technologies based on the notable rare patents, clusters, and link strength. 

Emerging Technology Recognition: According to the notable rare patents, named 
clusters, and the link strength between the rare patents and clusters, the developing 
potentiality of notable rare patents will be explored. The possible emerging 
technologies will be recognized. Both the notable rare patents and possible emerging 
technologies will be provided to facilitate the decision-making of managers and 
stakeholders. 

4 Experimental Results and Explanation 

The experiment has been implemented according to the research framework. The 
experimental results would be explained in the following five subsections: result of 
data preprocessing, result of rare patent retrieval, result of cluster analysis, result of 
notable rare patent recognition, and result of emerging technology recognition. 

4.1 Result of Data Preprocessing 

As the aim of this study was to explore the emerging technology via patent data, the 
patents of thin-film solar cell were the target data for the experiment. Mainly, the 
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Title, Abstract, Assignee, and Issue Date fields were used in this study. 213 issued 
patents during year 1999 to 2010 were collected from USPTO, using key words: 
“‘thin film’ and (‘solar cell’ or ‘solar cells’ or ‘photovoltaic cell’ or ‘photovoltaic 
cells’ or ‘PV cell’ or ‘PV cells’)” on “title field or abstract field”. The POS tagger was 
then triggered to do data preprocessing. Consequently, the patents were cleaned up 
and the meaningful terms were obtained. 

4.2 Result of Rare Patent Retrieval 

Using the Patent Number and IPC fields of 213 patents, the program of IPC-based 
rare patent retrieval was executed. 14 rare patents were obtained and depicted below 
in Table 1. 

Table 1. Depiction of 14 rare patents 

No Patent No IPC Issue date Title 
1 06974976 H01L031/109 2005/12/13 Thin-film solar cells 

2 07022585 H01L021/46 2006/04/04 
Method for making thin film devices intended 
for solar cells or silicon-on-insulator (SOI) 
applications 

3 07109517 H01L029/06 2006/09/19 
Method of making an enhanced optical 
absorption and radiation tolerance in thin-film 
solar cells and photodetectors 

4 07143451 A42B001/24 2006/12/05 Hat including active ventilation 
5 07163179 B64G001/10 2007/01/16 Commercial service platform in space 
6 07166161 C30B029/54 2007/01/23 Anisotropic film manufacturing 

7 07208756 H01L029/08 2007/04/24 
Organic semiconductor devices having low 
contact resistance 

8 07252781 C08K005/01 2007/08/07 Solutions of polymer semiconductors 

9 07281334 B43L013/00 2007/10/16 
Mechanical scribing apparatus with 
controlling force of a scribing cutter 

10 07554346 G01R031/302 2009/06/30 
Test equipment for automated quality control 
of thin film solar modules 

11 07671083 A61K031/381 2010/03/02 
P-alkoxyphenylen-thiophene oligomers as 
organic semiconductors for use in electronic 
devices 

12 07754841 C08G079/08 2010/07/13 Polymer 
13 07754847 C08G075/00 2010/07/13 Soluble polythiophene derivatives 

14 07824563 C03C025/68 2010/11/02 
Etching media for oxidic, transparent, 
conductive layers 

4.3 Result of Cluster Analysis 

Using the meaningful terms from data preprocessing, the clusters of 199 (213 minus 
14) patents were generated (via the TwoStep clustering) in Table 2. In the table, 
eleven clusters were identified with the number of composed patents for cluster-1 to 
cluster-11: 16, 32, 16, 20, 16, 16, 16, 7, 34, 11, and 15 respectively. According to the 
title field and domain knowledge, these eleven clusters were named as in the ‘Name 
of cluster’ field of the table. 
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Table 2. 11 clusters of thin-film solar cell 

Id Name of cluster Num. of records 
cluster-1 ‘SOI (silicon on insulator) & light-absorbing-film’ 16 

cluster-2 ‘amorphous-film & organic-light-emitting & thermal-annealing’ 32 

cluster-3 ‘CIGS-material & film-deposition’ 16 

cluster-4 ‘anti-reflection & light-trapping’ 20 

cluster-5 ‘thermal-emissive-coating & metal-organic-compound’ 16 

cluster-6 ‘porous-layer & etching-process’ 16 

cluster-7 ‘PECVD-method & RF(radio frequency)-sputtering’ 16 

cluster-8 ‘organic-chemical-vapor & OLED (organic light-emitting diode)’ 7 

cluster-9 ‘roll-to-roll-process & porous-structure & transparent-substrate’ 34 

cluster-10 ‘CdTe-film & thermal-radiator’ 11 

cluster-11 ‘aromatic-enediyne & organic-semiconductor’ 15 

4.4 Result of Notable Rare Patent Recognition 

Using the results of rare patent retrieval and cluster analysis, the link strength of 14 
rare patents were calculated and summarized as in Table 3. Subsequently, according 
to the selection criterion in Subsection 3.4, the notable rare patents were determined 
via the rank of link strength and focusing on the later period of time (2007 to 2010). 
They were patents: ‘07252781’ and ‘07281334’ in year 2007 as well as ‘07754841’ 
and ‘07824563’ in year 2010, with italic face and purple color in Table 3. 

Table 3. Notable rare patents of thin-film solar cell 

No Patent No Link strength Rank Issue date 
1 06974976 0.939739737 1 2005/12/13 

2 07022585 0.886278523 4 2006/04/04 

3 07109517 0.914101627 2 2006/09/19 

4 07143451 0 13 2006/12/05 

5 07163179 0 13 2007/01/16 

6 07166161 0.494747223 8 2007/01/23 

7 07208756 0.345699571 10 2007/04/24 

8 07252781 0.721626569 7 2007/08/07 

9 07281334 0.904466718 3 2007/10/16 

10 07554346 0.119544877 12 2009/06/30 

11 07671083 0.452324995 9 2010/03/02 

12 07754841 0.797246441 5 2010/07/13 

13 07754847 0.29195807 11 2010/07/13 

14 07824563 0.765514354 6 2010/11/02 

4.5 Result of Emerging Technology Recognition 

According to the above notable rare patents, named clusters, and link strength 
between rare patents and clusters, the developing potentiality of four notable rare 
patents were explored and summarized in Fig. 2 and would be stated in detail as 
follows. 



548 T.-F. Chiu, C.-F. Hong, and Y.-T. Chiu 

 

 

Fig. 2. Developing potentiality of four notable rare patents 

(1) Potentiality of ‘07252781’: Referring to Fig. 2, this rare patent, with a ‘polymer 
semiconductors’ feature, mainly linked to cluster 1, 8, and 11. It would be appropriate 
for the patent to move on to the ‘light-absorbing-film’, ‘OLED (organic light-emitting 
diode)’, and ‘organic-semiconductor’ directions. 

(2) Potentiality of ‘07281334’: According to Fig. 2, this rare patent, with a 
‘mechanical scribing apparatus’ feature, strongly linked to cluster 2, 8, 9, and 11. It 
would be reasonable for the patent to move towards the ‘amorphous-film’, ‘OLED’, 
‘roll-to-roll-process’, and ‘organic-semiconductor’ directions. 

(3) Potentiality of ‘07754841’: Learning from Fig. 2, this rare patent, with a 
‘polymer’ feature, strongly linked to cluster 2 and 9; lightly linked to cluster 1, 7, and 
11. It would be suitable for the patent to walk towards the ‘amorphous-film’, ‘roll-to-
roll-process’, ‘PECVD-method’, and ‘organic-semiconductor’ directions. 

(4) Potentiality of ‘07824563’: Referring to Fig. 2, this rare patent, with a ‘etching 
media’ feature, significantly linked to cluster 1; lightly linked to cluster 8, 10, and 11. 
It would be proper for the patent to move towards the ‘amorphous-film’, ‘OLED’, 
‘thermal-radiator’, and ‘organic-semiconductor’ directions. 

5 Conclusions 

The research framework for emerging technology exploration has been formed and 
applied to thin-film solar cell using patent data. The experiment was performed and 
the experimental results were obtained. Fourteen rare patents of thin-film solar cell 
during 1999 to 2010 were found via IPC-based rare patent retrieval. Eleven clusters 
were also generated through TwoStep clustering of SPSS Clementine. Among 14 rare 
patents, four notable rare patents were recognized via link strength measurement. The 
potentiality of emerging technology was explored and stated according to the notable 
rare patents, named clusters, and link strength between notable patents and clusters. 
The directions of emerging technology on thin-film solar cell would be helpful for 
managers and stakeholders to facilitate their decision-making. 

In the future work, the research framework may be joined by some other methods 
such as co-authorship analysis or citation analysis so as to enhance the validity of 
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experimental results. In addition, the data source can be expanded from USPTO to 
WIPO or TIPO in order to explore the emerging technology on thin-film solar cell 
widely. 
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Abstract. An aim of this research is to create methods for a provision of
textual information to users of a distributed multi-agent information sys-
tem. In particular we focus on a traffic information system where agents
transform the numerical data about states of the city traffic obtained us-
ing a distributed sensor network into natural language summaries. The
basis for the transformation from numerical data into a linguistic do-
main are zadehian fuzzy-linguistic models of concepts. Unlike in typi-
cal Natural Language Generation approaches, this paper focuses on the
provision of summaries in situations where data is incomplete and on
conveying this incompleteness to the user using belief-based language
statements. We provide an algorithm based on a theory of grounding for
an agent-based evaluation of local summaries with autoepistemic opera-
tors of possibility, belief, and knowledge. We also propose a method for
an aggregation of summaries generated by local agents in order to obtain
a textual summary of complex structures of the road network (e.g. areas,
districts, precise routes).

Keywords: intelligent agents, fuzzy labels, language summaries.

1 Introduction

The ease of use is one of the key aspects when it comes to designing systems
targeted at casual users. It can be partially obtained by introducing a natural
language communication between users and the system. In particular, the sys-
tem can provide the user with information using natural language statements.
We outline a multiagent system providing natural language-based messages to
the user. Messages contain a semantic summary of numerical data acquired lo-
cally by a distributed group of independent agents. Existing solutions in an
area of Natural Language Generation [3,7,15] focus mostly on a precision, short
length, and lack of ambiguity of the summary in situations in which data is
complete.

N.-T. Nguyen et al. (Eds.): ICCCI 2012, Part II, LNAI 7654, pp. 550–561, 2012.
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The focus of this research is set to handling situations in which data is partially
missing. Instead of discarding such data or using imputation procedures [10], the
information about the original incompleteness is conveyed to the user. It is ac-
complished by building textual summaries including autoepistemic operators of
possibility, belief, and knowledge. In a presented setting each agent periodically
observes its local environment and stores the data in a private database. Based
on the proposed algorithm an agent can generate a local summary in a textual
form based on collected data. To obtain a summary of a wider area (i.e. consist-
ing of sub-areas assigned to single agents) the corresponding agent performs an
aggregation of local summaries obtained from respective agents.

Enabling an agent to use semantic messages is not a straightforward task and
it is strongly related to the Symbol Grounding Problem stated by Harnad [5].
We base our approach on existing partial solutions for grounding of modal state-
ments involving binary [9] and discrete [14] properties and extend it to the case
of values of properties modelled using zadehian fuzzy-linguistic concepts [16].

Section 2 contains an application scenario for a proposed system. In Section 3
we present a general structure of the system focusing on an assumed model of
a cognitive agent. Section 4 describes proposed algorithm for the evaluation of
local summaries. In Section 5 we describe an algorithm for an aggregation of local
summaries obtained from a given region. In Section 6 we provide a discussion
on the proposed solution followed by conclusions in Section 7.

2 Application Scenario

In this paper we assume a similar application scenario as in [14]. We focus on
a traffic information system where agents transform the numerical data about
states of city traffic into natural language summaries. The basis for the scenario
is data gathered by VicRoads1 which consists of car volumes passing through
key road links in Melbourne in 15-minutes intervals.

A single agent is deployed at each main crossroad of the road network. The
crossroad is treated as an environment for the respective agent. Usually cross-
roads consist of four links represented as objects of the environment. Each link
is characterized by a numerical property (a volume of cars) changing over time.

If an agent observed the current state of traffic within the link (i.e., if the
volume of cars during the last time interval has been measured), it can assign
fitting linguistic concepts and in result, generate textual summary using a simple
traffic description pattern “There is a 〈traffic〉 〈object text〉”, where traffic is
a linguistic concept describing a state of property traffic and object text is a
textual description assigned to the object (e.g., “at Camberwell Junction moving
east into Riversdale Road”). Models of linguistic concepts are based on a local
context. In the assumed traffic scenario the local context can be understood as
properties of traffic-light cycles at a given crossroad, maximal observed volume
of cars passing through the link in the past or maximal throughput of the link
stated by a traffic expert.

1 VicRoads assists the Australian Gov. to achieve its transport policy objectives.
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Complex Summaries

Local Summaries

Fig. 1. Processing of summaries within a hierarchical architecture

In a situation where a respective piece of data is missing (e.g., due to a
measurement failure) the agent cannot directly assign a summary. It processes
the historical data in order to assign a modal summary containing one of au-
toepistemic modal operators of possibility, belief, and knowledge. The final tex-
tual summary is generated in an analogical way using the following pattern
“〈belief〉 there is a 〈traffic〉 〈object text〉”, where the belief is one out of the fol-
lowing three: “It is possible that”, “I believe that”, “I know that”.

Summaries of complex areas (routes, districts) are constructed based on local
summaries by assigned agents. In a hierarchical setting presented in Figure 1
additional agents are assigned to sub-areas and are responsible for generation of
aggregated summaries. An alternative solution can be based on assigning of the
aggregation task to a subset of local agents instead of deploying additional ones.

Regardless of an organisational structure used for the final implementation
and for the deployment of the system, a mechanism of aggregation is needed.
The mechanism which transforms multiple local summaries into an aggregated
summary of a complex network structure.

Summaries of complex network structures are constructed using textual pat-
terns which are analogical to the ones presented above for the case of generation
of local summaries. There are existing predefined names for certain subset of
links (e.g. districts: Hawthorn East, regions: East Melbourne, special patterns:
MCG Traffic), others need to be constructed (e.g. routes: “from Hawthorn Bridge
to Eastern Fwy via Church St, High St, Doncaster Rd”).

As it can be seen, the presented scenario presents a need for two main mech-
anisms to be developed: the mechanism for a generation of local summaries and
the mechanism for an aggregation of local summaries.

3 Structure of the Agent

An agent is located in a relational environment consisting of objects � ∈ �. Ob-
jects exhibit discrete properties changing over discrete time. The agent observes
the environment and stores results of its observations in its private database. It
is assumed that agents do not make mistakes in their observation, i.e., their ob-
servations are consistent with an objective state of the external world. However,
observations can be incomplete. Generation of a message about an observed
property of a given object is straightforward as there is an answer which can
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Fig. 2. A general structure of the processing performed by an agent (after [14])

be directly transformed into a textual message using patterns presented before.
However, it cannot be done directly when a respective piece of data is missing.

In the assumed approach [8,9] the agent in presence of missing data reduces
its lack of knowledge using its previous experiences. One of natural assumptions
accepted in a theory of grounding is an ability of natural cognitive agents to fill
gaps experienced in an autonomously created model for actual worlds with some
mental ‘patterns’ extracted from previous empirical experiences.

Pieces of experience connected to concurrent states of the ‘gap’ are gathered
in disjunctive grounding sets and lead to a raise of multiple alternative models.
Each of these models can be assigned with a grounding strength with which it
influences subjective convictions of the agent. Based on a distribution of these
strengths and based on a system of modality thresholds (presented further) an
agent grounds a certain set of statements using epistemic modal operators of
possibility, belief, and knowledge.

As shown in Figure 2 an agent receives a query. In case of an incomplete
observational data the agent describes its cognitive attitude toward a state of
unobserved property in a given object from an environment. Epistemic opera-
tors of possibility/belief/knowledge are used to reflect an agent’s internal state.
Semantic messages based on such operators (constructed according to rational
restrictions) are assumed to be naturally understood by a user of the system.

The approach follows works of Johnson-Laird [1] addressing a possibility of use
of a model theory to deal with modal reasoning. Dennett[2] states that “exposure
to x – that is, sensory confrontation with x over suitable period of time – is
the normally sufficient condition for knowing (or having true beliefs) about x’ ’.
Katarzyniak [9] uses mental models to support a choice of a modal statement
related to a state of a chosen property in an object of an external environment in
case where an actual observation regarding the state of the property is missing.

In the current approach a mapping between the experience base and grounding
sets is not direct. Values of properties are not uniquely represented by concepts
used in an external language of communication.
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Each agent is equipped with a set of fuzzy mappings μ
�
1 , μ

�
2 , . . . representing

meaning of respective language concepts �
�
1 , �

�
2 , . . . related to a particular prop-

erty ϕ of an object �. Mappings may be different for each particular object. In
the assumed scenario mappings for respective concepts used to describe a prop-
erty Traffic are context-dependent. They depend on the maximal volume of cars
for a corresponding link (provided by an expert or derived from past data).

4 Generation of Local Summaries

As it has been mentioned before, generation of fitting non-modal summaries –
i.e. summaries generated when a respective piece of data is present in the agent’s
database – is relatively straightforward. Traffic experts together with a system
designer need to provide a value of μmin which will be used as a threshold of
activation of concepts.

For the notational simplicity we will represent language statements in a struc-

tured form:
(
� = ��

)
(�), Pos

(
� = ��

)
(�), Bel

(
� = ��

)
(�), Know

(
� = ��

)
(�).

For example, in the assumed scenario an expressionBel (Traffic = Heavy) (r4402)
represents a following statement of an external language of communication (i.e.
in a form in which it would be provided to the external user of the system): I
believe that there is heavy traffic going north into Glenferrie Rd at the crossroad
with Riversdale Rd. It has to be pointed out that the notion of time is completely
omitted as we consider only summaries of the most recent finished 15-minutes
time slot which is treated here as a present state of agents’ discrete time.

When the value �∈�� has been observed by an agent in an object �, respective

evaluations of membership functions for each linguistic concept �� related to a
property � are compared against the threshold μmin. If the evaluation overcomes

the threshold, i.e. if μ
�

��
(�) ≥ μmin then

(
� = ��

)
(�) is considered to be a well-

grounded non-modal summary.

4.1 Incomplete Data – Modal Summaries

When a respective piece of data is missing an agent is supposed to perform an
internal reasoning to generate a modal summary. In an original approach to the
problem pieces of experience were gathered in disjunctive grounding sets and
lead to the raise of multiple alternative models representing potential states of
the experienced ‘gap’. Cardinalities of these sets were strengthening beliefs cor-
related with respective models. As a result, certain groups of modal statements
could be grounded within agent’s experience. Although the model has been ex-
tended in [14], all terms of the used external language of communication were
still disjunctively matched with states of a property perceived by an agent.

In the current setting meaning of concepts represented with fuzzy mappings
μϕ can overlap. It has been pointed out in the literature [13] that it is a natural
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situation and that it is possible to analyse actual dependencies between fuzzy-
linguistic terms used by an agent to describe a certain universe (in this work
concepts describe a single property) and build a personal thesaurus. It is also
possible to derive new concepts from existing ones using linguistic hedges [16].

There are two basic approaches which can be used to approach the problem
of an induction of mental models in an assumed setting. The first approach is
to build grounding sets consisting of these pieces of experience which activate
the respective concept in relation to the threshold μmin. In such a situation the
grounding set is defined as follows:

Definition 1. Crisp Grounding Set. A grounding set A
�
(t, �,�) related to a lin-

guistic concept � describing property � is a set of all those past experiences in
which a state � of the property � in a particular object � has been observed by an

agent and μ
�
�
(�) ≥ μmin. The grounding strength G

�
(t, �,�) (see [8,9]) of such

a grounding set is evaluated as its cardinality.

The second approach – rather than on a grounding set itself – focuses on how
its grounding strength is evaluated. The grounding set in this case consists of all
pieces of experience which activated the respective concept (the value of assigned
fuzzy mapping was non-zero). Formally:

Definition 2. Fuzzy Grounding Set. A grounding set A
�
(t, �,�) related to a lin-

guistic concept � describing property � is a set of all those past experiences in
which a state � of the property � in a particular object � has been observed by an

agent and μ
�
�
(�) > 0. The grounding strength G

�
(t, �,�) is evaluated as a sum

of evaluations of fuzzy mappings for all respective pieces of agent’s experience
located in this grounding set (or – equivalently – over all pieces of experience as
the ones which are not located in the grounding set yield a value of 0).

As in original approaches grounding sets support alternative ‘non-overlapping’
models, it is natural to compare grounding strengths against each other to see
how strongly respective models are induced. It is important to notice that it can
be seen as a comparison of a numerical evaluation of the supporting experience
against a numerical evaluation of the whole relevant experience. This intuition
can be directly carried over to the current model resulting with a following
definition of a relative grounding strength:

Definition 3. Relative Grounding Strength – Crisp Grounding Set. For a given
linguistic concept � describing property � a relative grounding strength λ

�
(t, �,�)

of a grounding set A
�
(t, �,�) is given as follows

λ� (t, �,�)=
G
�
(t, �,�)

card

⎛⎜⎝ ⋃
�� describing �

A
��
(t, �,�)

⎞⎟⎠
.
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For a case of fuzzy grounding set (as given by Definition 2) the relative ground-
ing strength can be defined in an analogical way. It is advised to use in such a case
in a denominator – instead of a cardinality function – a similar aggregation to
the one used to evaluate the grounding strength. The most basic example would
be to sum maximal membership values (evaluated over all relevant concepts) for
each single piece of experience.

Please take a note that this task is strongly related to a task of aggregation
of multiple fuzzy relations – and further – to a task of quantifying over them.
When designing a particular method for the evaluation of the relative grounding
strength in the final implementation a system designer should keep in mind
interpretational properties of different types of fuzzy aggregations [4].

It is possible to limit grounding experience based on a current local context.
The idea is to strengthen an influence of these pieces of agent’s experience which
are in some way similar to the currently perceived state. Relevant methods can
be adopted from [12]. We highly encourage the usage of contextual methods for
grounding experience determination as they provide mechanisms used to filter
relevant experiences based on the external situation.

4.2 Relation of Epistemic Satisfaction

The so-called relation of epistemic satisfaction describes conditions which have
to be fulfilled by an agent’s knowledge state (summarized in a form of relative
grounding strengths) in order to make a modal statement grounded. An existing
theory defines a system of modality thresholds 〈λminPos, λmaxPos, λminBel, λmaxBel〉
and discusses in detail dependencies between thresholds which need to be fulfilled
in order to guarantee a rational language behaviour of an agent.

In the assumed setting during the process of grounding each concept should
be treated separately and grounded separately from the other concepts used to
describe the same property. It should be possible to derive dependencies between
acceptability of grounding of certain groups of modal statements and relations
between concepts present in the agent’s personal thesaurus [13], however we
leave this part uninvestigated for now.

We propose a following definition for the relation of epistemic satisfaction:

Definition 4. Relation of Epistemic Satisfaction for Modal Statements. For a
given system of modality thresholds, a moment t, an object �, a property � and
for each of its values �: Know(� = �)(�) is grounded if and only if λ

�
(t, �,�)= 1,

Bel(� = �)(�) is grounded if and only if λminBel ≤ λ
�
(t, �,�) < λmaxBel, and

Pos(� = �)(�) is grounded if and only if λminPos ≤ λ
�
(t, �,�)< λmaxPos.

To preserve a rational behaviour of the agent the system of modality thresholds
needs to fulfil following inequalities [9,14]:{

0 < λminPos < λmaxPos ≤ λminBel < λmaxBel ≤ 1
λminPos ≤ 0.5 < λmaxPos, λminBel
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It should be noted that even though there is an order between agent’s beliefs (i.e.
possibility is weaker than belief and both are weaker than certainty/knowledge),
they are grounded exclusively. It means, that to describe dependencies between
beliefs one cannot use basic models which often contain equivalents of axioms
like B (p→�♦p) and D (�p→♦p) used in modal logic (for more discussion on
interpretation of particular axioms see [6]).

4.3 Algorithm

The process of response generation is initiated when an agent receives a query
about a state of the property within a certain object (it is represented as (� =
?)(�)). The agent grounds possible answers according to the Algorithm 1. In the
assumed scenario, possible answers grounded here are candidates for the final
summary of a local traffic state.

Input: State query (ϕ =?)(�)
Output: Set of grounded statements
foreach Concept � describing � do

if property � in object � is observed and is equal to � then
Add (� = �)(�) to grounded.

else
Calculate λ� (t, �,�).;

if λ� (t, �,�)= 1 then

Add Know(� = �)(�) to grounded.;
end
if λminBel ≤ λ� (t, �,�)< λmaxBel then

Add Bel(� = �)(�) to grounded.;
end
if λminPos ≤ λ� (t, �,�)< λmaxPos then

Add Pos(� = �)(�) to grounded.;
end

end

end
Algorithm 1. Generation of grounded statements

The algorithm generates as an output a set of all grounded formulas, i.e. a set
of all semantically fitting summaries. The final task which needs to be performed
in order to provide a single summary to the user is to make a choice of the final
summary. The usual methods from the NLG literature – involving such quality
measures as the length of the summary, its informativeness and precision – can
be adopted to complete this task.

5 Aggregation of Summaries

An aggregation of summaries about values of a property ϕ is performed according
to predefined patterns. Patterns are simply sets of objects with an assigned tex-
tual description of the whole pattern. Within a traffic scenario it allows to model
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following types of traffic aggregations: areas at different scale, e.g. Boroondara,
East Melbourne; precise routes; complex patterns, e.g. traffic leaving MCG.

An aggregated description (a summary) for a given pattern �={�1, �2, . . . , �N}
is evaluated based on summaries generated for its components. Components can
be single links (objects) or subpatterns (sets of objects). Each object � of the
world is globally correlated with an assigned numerical weight w(�) representing
its importance, e.g., in an assumed traffic scenario weights are highly correlated
with an average flow through the link. A weight of the pattern is equal to a sum
of weights of objects included in it.

It allows for a straightforward propagation of summaries of regions although
one should be wary of the properties of systems with multi-level aggregations.
This aggregation may yield different results depending on the number of de-
composition levels as it does not conserve any additive property apart from
aforementioned weights.

A major problem is – yet again – caused by the fact that concepts describing
a certain property have an overlapping meaning. It leads to a situation where
concepts need to be reinterpreted; in a sense that the presence of a certain
concept in a local summary will support (with the varying strength) all related
concepts as candidates to be used in the aggregated summary.

A numerical strength of this induction is technically a similarity of two fuzzy
mappings. We will denote it as σ(�1, �2). We expect non-symmetric similarity
functions (e.g. recall and precision similarity indices) to be used in final im-
plementations as it seems unwanted that a broader term induces strongly all
narrower terms.

The task of an aggregation in an assumed system is to generate all relevant
summaries given a set of ‘local’ summaries, weights of objects (or patterns)
related to these summaries, a set of fuzzy mappings μ� representing meaning

of respective language concepts � related to a particular property ϕ (object-
independent mappings can be used at the aggregation level), a system of modal-
ity thresholds, and the similarity function σ. The basis for an aggregation is an
evaluation of a strength w(�, �) with which each particular concept � is induced
by a set of local summaries within a pattern � (the notion of time is omitted).

Definition 5. Induced Strength of Concept. For a given a set S of ‘local’ sum-
maries s, weights of objects �s (or patterns) related to these summaries, a set of
fuzzy mappings μ� representing meaning of respective language concepts � related

to a particular property ϕ (object-independent mappings can be used here), a sys-
tem of modality thresholds, and the similarity function σ an induced strength of
a concept � is given as: w(�, �)=

∑
s∈S

(
ŵ(�s) · σ(�, �s)

)
, where ŵ(�s) is modified

weight equal to: w(�s) if no modality or a modality Know is present in the local
summary s; λminBel · w(�s) if a modality Bel is present in the local summary s;
λminPos · w(�s) if a modality Pos is present in the local summary s.

Modified weights are used to reflect a lowered impact on the final outcome
of those local summaries which come from an incomplete knowledge. In above
formulas lowest modality thresholds for respective modal operators are used to
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modify their impact. Used values depend on a particular application however they
should be chosen from intervals related to respective modalities.

Unlike in [14], an execution of the aggregation procedure described by Algorithm
2 does not result in a single language statement. This is again related to the fact
that multiple concepts can be overlapping in terms of their meaning and therefore
multiple summaries can be semantically fitting. Analogically to the process of
generation of local summaries, the final textual summary should be chosen based
on criteria adopted from the NLG literature.

Input: State query (ϕ =?)(�)
Output: Set of aggregated summaries
foreach concept � describing property � do

Calculate w(�, �);
if w(�, �)= 1 then

Add (� = �)(�) to aggregated summaries;
Add Know(� = �)(�) to aggregated summaries;

end
if λminBel ≤ w(�, �)< λmaxBel then

Add Bel(� = �)(�) to aggregated summaries;
end
if λminPos ≤ w(�, �)< λmaxPos then

Add Pos(� = �)(�) to aggregated summaries;
end

end
Algorithm 2. Generation of aggregated summaries

An example of an aggregated summary: I believe that there is heavy traffic
from Hawthorn Bridge to Eastern Fwy via Church St, High St, Doncaster Rd.

6 Discussion

The main advantage of providing messages using autoepistemic operators of
possibility, belief, and knowledge is an information conveyed to the user about
a fact that the obtained summary does not directly come from an empirical
measurement of a described object, but is a result of a reasoning procedure. In
typical systems entries containing incomplete data are either removed or filled
using imputation procedures (see [10] for a discussion on approaches to dealing
with missing data). It should be pointed out that the proposed method does not
take into consideration an order of links within the pattern making it potentially
more suitable for aggregating descriptions of traffic within regions rather then
related to a specific route.

The theory of grounding provides a set of restrictions for the system of modal-
ity thresholds 〈λminPos, λmaxPos, λminBel, λmaxBel〉, but it does not specify final val-
ues to be used in a specific implementation. It is possible to incorporate an
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adaptation procedure into an agent calibrate the system based on users’ feed-
back. This would also address the fact, that different communities may have
different understanding of used terms of natural language. This feedback can be
also used to evaluate the preferences of terms’ usage in textual summaries[15].

Automated modification of modality thresholds are already partially anal-
ysed in the literature. A language game mechanism used in [11] works based on
messages exchanged about a common context shared by multiple agents. The
mechanism causes the convergence of systems of modality thresholds for groups
of agents interacting with each other.

7 Conclusions and Further Work

We outlined a distributed multi-agent system capable of a generation of textual
summaries of a partially observed environment. The system provides summaries
involving auto-epistemic operators of possibility, belief, and knowledge in situ-
ations where data is incomplete. In such cases the internal reasoning procedure
is performed in order to evaluate the summary. Summaries are generated in a
natural language form in order to make them comprehensible by an external
user of the system.

The proposed system is based on numerical data about traffic volumes pro-
vided systematically over time. This enhances the previous approach presented
in [14] which used predefined direct bijective mapping between observed values
of the properties and linguistic concepts. Existing systems providing traffic in-
formation use simple indicators (e.g. colours) based on the local counts and do
not reflect the quality of observation data (e.g. missing data) in their summaries.

We have presented an algorithm derived from the theory of grounding of
modal statements in artificial cognitive agents. The algorithm lets an agent use
its private observational history in order to generate a set of fitting summaries
in situations where a respective piece of data is missing.

Summaries can be easily converted into a textual form using provided pat-
terns, however we have not specified algorithm for the choice of the final sum-
mary. It is not directly a problem, as there are methods in NLG literature for
an evaluation of summaries, however this should be further investigated as they
do not address situations where autoepistemic operators are used.

An algorithm for an aggregation of local summaries according to predefined
patterns provided by a domain expert is proposed. It can result in a set of
multiple alternative summaries because concepts used to describe a property
can have overlapping meaning. The same method for the choice of the final
summary should be used as in the case of a generation of local summary.

What is particularly interesting is how relations between meaning of con-
cepts should influence the relation of epistemic satisfaction. The constraints de-
fined within the relation should be reinvestigated in the future based on sets of
statements which can or cannot be grounded at the same time with respect to
semantic relation present in the agent’s thesaurus.
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