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Abstract. In this paper an automatic image segmentation methodology
based on Multiple Kernel Learning (MKL) is proposed. In this regard,
we compute some image features for each input pixel, and then combine
such features by means of a MKL framework. We automatically fix the
weights of the MKL approach based on a relevance analysis over the
original input feature space. Moreover, an unsupervised image segmen-
tation measure is used as a tool to establish the employed kernel free
parameter. A Kernel Kmeans algorithm is used as spectral clustering
method to segment a given image. Experiments are carried out aiming
to test the efficiency of the incorporation of weighted feature information
into clustering procedure, and to compare the performance against state
of the art algorithms, using a supervised image segmentation measure.
Attained results show that our approach is able to compute a meaning-
ful segmentations, demonstrating its capability to support further vision
computer applications.
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1 Introduction

Image segmentation is an important stage in computer vision and image pro-
cessing applications, it consists in splitting an image into disjoint regions such
that the pixels have a high similarity according to a preset property or measure
for each region and contrast difference among regions. The main goal is to ob-
tain a proper segmentation that can be used in processes such as video object
extraction [I6], in which for partitioning the image into homogeneous regions
that correspond to relevant objects, and then, to extract the moving object, the
regions are merged according to temporal information of the sequence. Image
segmentation is also used in object recognition systems [2]. Most of these systems
partition the object to be recognized into sub-regions and attempt to character-
ize each region separately to simplify the matching process. Moreover, tracking
systems that are region-based techniques [I] use the information of the entire
objects regions. They track the homogeneous regions from the object by their
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color, luminance or texture. At the end, a merging technique based on motion
estimation is carried out to obtain the complete object in the next frame.

Several image segmentation methods have been proposed, which can mainly
be divided into the following categories: Histogram-based algorithms, which con-
sider the histogram of an image as a probability density function of a Gaussian,
hence the segmentation problem is reformulated as a parameter estimation fol-
lowed by pixel classification. However, the parameter estimation and the selec-
tion of a global threshold in 3D histograms for color images represent a difficult
task and could slant the algorithm to work with only some images. The sec-
ond category are Boundary-based algorithms, the basic idea of this approach
is that changes in pixels values among neighboring pixels inside a region is not
as significant as changes in pixels values on the boundary of a region, therefore
regions can be identified when the boundaries are detected. The main drawback
of this approach is that boundaries may not be not totally closed. Many post-
processing algorithms have been created in order to connect open boundaries [3],
however these algorithms always tend to attain over-segmented results. Finally,
Grouping-based algorithms aim to group pixels in the same cluster if they have
similar patterns or characteristics, while pixels grouped into different clusters
have different characteristics. Nonetheless, traditional grouping algorithms, e.g.,
Kmeans and Expected Maximization, tend to fall into local optimal, whereas
spectral clustering algorithms can converge in a global optimal and can be used
on arbitrary datasets [§]. Conventional spectral clustering algorithms used for
image segmentation, use as input, similarity matrices based only on pixel inten-
sity. Mostly, this information source is not enough to obtain a good performance
by the spectral clustering algorithm.

In this sense, we propose a methodology for image segmentation based on a
grouping approach that incorporates multiple sources of information for each
input pixel by using a Multiple Kernel Learning (MKL) framework and a rele-
vance analysis for the automatic weight selection of the MKL approach. Taking
into account the survey of unsupervised measures presented in [I7], we propose
to use the unsupervised measure FRC [13] as a feedback control to determine
a proper free parameter for the employed kernel. Also, we propose to use the
Kernel Kmeans technique as spectral clustering algorithm and a post-processing
stage to relabel clusters that are spatially split. Finally, a supervised measure
Probabilistic Rand Index, described in [15], is used to objectively evaluate the
proposed algorithm performance.

This paper is structured as follow. In Sect. 2Tl we describe the incorporation of
multiple sources of information into the image segmentation problem by means of
MKL. Section explains the automatic weight selection of the MKL approach.
In Sect. [3] we present the proposed image segmentation methodology. Section [,
describes the experimental scheme used for the proposed methodology and we
expose the performed experiments. Finally in Sect. Bl and [ discussions and
conclusions over attained results are exposed.
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2 Theoretical Background

2.1 Image Analysis by Multi-Kernel Learning

Recently, machine learning approaches have shown that the use of multiple ker-
nels instead of only one can be useful to improve the interpretation of data
[12]. Given a set of p feature representations for each image pixel h; = {h? : z =
1,...,p}, based on the Multi-Kernel Learning (MKL) methods [7], the similarity
among pixels can be computed via the function:

o (0, 15) = 07 wers (W 15) )

subject to w, >0, and > 0_, w, = 1 (Vw, € R). Thereby, the input data can be
analyzed from different information sources by means of a convex combination
of basis kernels. Regarding to image segmentation procedures, each pixel of an
image can be represented by including p different image features, which are
properly combined by MKL as shown in (I}, in order to enhance the performance
of further spectral clustering stages. Nonetheless, as can be seen from (), it is
necessary to fix the w, free parameters, to take advantage, as well as possible,
of each feature representation.

2.2 MKL Weight Selection Based on Feature Relevance Analysis

We propose to select the weights values w, in MKL by means of a relevance anal-
ysis over the original image features. This type of analysis is applied to find out
a low-dimensional representations, searching for directions with greater variance
to project the data, such as Principal Component Analysis (PCA). Although
PCA is commonly used as a feature extraction method, it is useful to quantify
the relevance of the original features, which also provides weighting factors tak-
ing into consideration that the best representation from an explained variance
point of view will be reached [5]. Given a set of features (n, : z = 1,...,p) corre-
sponding to each column of the input data matrix X € R™*P (a set of p features
describing a pixel image h;), the relevance of 5, can be identified as w,, which
is calculated as w = Z?Zl |\;v;], with w € RP*1 and where \; and v; are the
eigenvalues and eigenvectors of the covariance matrix V.= X X, respectively.

Therefore, the main assumption is that the largest values of w, lead to the
best input attributes, since they exhibit higher overall correlations with principal
components. The d value is fixed as the number of dimensions needed to conserve
a percentage of the input data variability.

3 Weighted Gaussian Kernel Image Segmentation

Taking into account the above mentioned techniques, we propose a new image
segmentation methodology called Weighted Gaussian Kernel Image Segmenta-
tion (WGKS). The main goal of the proposed methodology is to properly identify
the objects contained in an image.
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The first step of WGKS is to conform a feature space from the original image
H, «,,. In this sense, p different features are extracted for each pixel. Thus, a
feature space X« is obtained, with » = n x m. A MKL framework is employed
to identify the similarities among pixels, by combining the obtained features
using a Gaussian kernel G* € R™*" as shown in (2]
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where ¢ is the kernel band-width and the term |x]z | in the denominator stands
for comparing the samples x7 and z3 by means of a relative error. Therefore,
as described in (), a weighted gaussian kernel G € R"*"can be inferred as
G = Zle w,G?, where each w, is estimated by a feature relevance analysis
over the original input space.

In order to exploit the data representation obtained by G, a Kernel Kmeans
algorithm [0] is used to segment the original image H. Moreover, the number of
groups k is calculated from an eigenvalue analysis over a weighted linear kernel,
which is computed as K;, = XW X7T, where Wyxp = diag(wpx1), in a similar
way as described in [I1].

4 Experiments

To verify the effectiveness of the proposed methodology, natural images drawn
from the Berkeley Image Segmentation Database are tested [9]. The Database
contains hand-labeled segmentations made by 30 human subjects for 300 color
images of 481 x 321 pixels. Natural images are in jpg format and human seg-
mentation results in seg format. The images exhibit large variety of objects and
real world scenes. For concrete testing, images are resized to 97 x 65, and the
following features are extracted: RGB components, row position x, column posi-
tion y, normalized rgb components, HSV components and YCbCr components.
Thus, for each image an input feature space X € R%305%14 ig obtained.

It is important to note that for all the provided experiments the Kernel-
Kmeans (KN-Kmeans) technique is used as a spectral clustering approach. More-
over, the Probabilistic Rand Index (PR) is employed as a supervised segmen-
tation measure. The PR allows to compare a test segmentation with multiple
hand labeled ground-truth images, through soft nonuniform weighting of pixel
pairs as function of the variability in the ground-truth set [15]. Consider a set
of manual segmentations {Y1,...,Yr} of an image H {hg,...,h,} consisting of
r pixels. Let S be the segmentation that is to be compared with the manually
labeled set. The label of point h; is denoted by [ in segmentation S, and by
lth in the manually segmented image Y;, with {t = 1,...,T}. It is assumed that
each label lth can take values in a discrete set of size [¥¢, and correspondingly
I¥ takes one of the IS values. The PR index chooses to model label relationships
for each pixel pair by an unknown underlying distribution. It can be seen as if
each human segmenter provides information about the segmentation Y; of the
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Fig. 1. WGKS scheme

image in the form of binary numbers 5(lth = ZJY*), for each pair of pixels (h;, hj).
Therefore, this measure allows us to compare the segmented image by an image
segmentation algorithm against a set of ground truth images as
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being ¢ the attained PR value. This measure is widely used because it can retains
the uncertainty of the hand labeled segmentations, weighting it in a balanced
way. Also, it has the capability to perform comparisons even if the number of
groups of each segmented image is different [14].

Note that, the o free parameter of the Gaussian kernel is selected from the set
o =1[0.150.30.450.6 0.75 0.9], using as a cost function the unsupervised measure
FRC [13]. Given the optimum o value according to FRC, a post-processing stage
is employed, which consists in relabeling clusters that are split into different
groups. The proposed WGKS scheme is shown in Figdl

Two different experiments are performed. The first one aims to prove the effec-
tiveness of the proposed WGKS approach when incorporating more information
into the segmentation process with automatic parameter selection. To this end,
image 388016 (blond-girl) of the Berkeley dataset is used. The WGKS segmen-
tation result over blond-girl image is compared against GKS (WGKS with all
equal weigths), and against traditional KN-Kmeans computing a gaussian kernel
just over the RGB components. The attained segmentation results for blond-girl
image are shown in Fig. 2 and the obtained relevance weights for WGKS are
shown in Fig. Bl

The second kind of experiments are performed to compare the WGKS algo-
rithm against a traditional image segmentation algorithm named Edge Detection
and Image Segmentation System (EDISON), which is a low-level feature extrac-
tion tool that integrates confidence based edge detection and mean shift-based
image segmentation [4]. The EDISON system has been widely used as a reference
to compare image segmentation approaches [I7J10]. For testing, the parameters
of the EDISON system: scale bandwidth (bs) and color bandwidth (b.), are set
as suggested in [10]. 50 randomly selected images from the Berkeley database are
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Fig. 2. a) Original Image, b) Single Gaussian Kernel RGB, ¢) GKS (WGKS Equally
Weighted), d) WGKS
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Fig. 3. Weight Selection by Relevance Feature Analysis for blond-girl Image 388016

used. The PR results for the second kind of experiments are presented in Fig. [4l
Moreover, the mean estimated number of groups and the mean PR accuracy for
all the 50 tested images are described in Table [[l Finally, some relevant results
of the studied images are shown in Table [ and Fig.

Table 1. Segmentation Performance for 50 images drawn from the database

Method k 10}
EDISON1 79.68 4+ 47.65 0.660 £+ 0.191
EDISON2 21.68 4 25.53 0.473 +0.208
EDISON3  54.68 4 43.46 0.589 + 0.205
WGKS 9.862 +£4.412 0.742+0.142

k : Number of Groups, ¢ : PR measure.
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Fig. 4. Image segmentation results for 50 images. WGKS(b). EDISON1(r), EDI-
SON2(g), EDISON3(m), are EDISON segmentation results using (bs = 7,7,20) and
(be = 7,15, 7) respectively.

Table 2. Segmentation Performance for Images of Fig.

Method a b c d e f
k 100 61 76 43 32 46

EDISON 10} 0.659  0.671 0.532  0.666  0.456  0.554
k 8 6 4 4 9 10

WGK 10} 0.890 0.894 0.897 0.936 0.932  0.842

k : Number of Groups, ¢ : PR measure.

5 Discussion

From the image segmentation results attained for the blond-girl image, it can
be seen how the single Gaussian kernel based segmentation using only RGB
components poorly performs, lacking of extra information that could improves
the estimation of the number of groups and the Kn-Kmeans clustering (see
Fig. @ b). The latter can be corroborated by a PR measure of 0.055. When the
spatial and color spaces information are incorporated into the spectral clustering
algorithm based on MKL, the performance improves dramatically, obtaining a
PR or 0.721 (see Fig. @l ¢). Finally, using the proposed WGKS methodology,
the best result is achieved obtaining a PR of 0.774. It can be explained by the
estimated weights using the relevance analysis, which allows to identify the most
relevant features, avoiding redundant information which could affects the pixel
representation (see Fig. 2 d).

The results for the 50 images are exposed in Figll For the EDISON system 3
different combinations of parameters are used. The first combination (EDISONT1)
is set as by = 7 and b. = 7, the second one as (EDISON2) b, = 7 and b. = 15
and the last one a as (EDISON3) by = 20 and b, = 7. From the figure it can
be observed that our methodology obtains the best results in most of the cases,
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Fig. 5. Image segmentation results. (1) Original Images. (2) WGK. (3) EDISON.
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obtaining the first place for 29 images, while EDISON 1 for 16. In Table [1 are
exposed the mean results for the 50 images, it can be seen that the WGKS
algorithm obtains the best results with the highest mean PR measure 0.742,
furthermore, obtains the best stability for all images having the lowest standard
deviation 0.142. It also can be seen that the EDISON system always obtains
over-segmented results, generating a large amount of groups for each image,
whereas the proposed algorithm can correctly identify the number of objects in
the scene in most of the cases, it can be explained by the estimation of groups
made by the eigenvalue analysis of the weighted linear kernel.

Image segmentation results attained by WGKS mehtodology, and EDISON
system using by = 7 and b, = 7 shown in Fig. [f] demonstrate that the proposed
methodology produces more accurate and better segmentation results than the
EDISON system, which clearly generate over-segmented images. The results in
Table[2 expose that according to the PR measure, WGKS methodology generate
very similar segmentations as those realized by each human person, identifying
the objects present in the scene. By the other hand, EDISON system generates
a large amount of groups for each image, hence, the PR measure penalizes the
results, whereas the group estimation of our method was accurate for all images.
It is important to note that all the approaches based on spectral techniques
require a high computational cost due to the similarity matrix estimation.

6 Conclusions

We have proposed a grouping-based methodology for image segmentation called
WGKS, which aims to incorporate different information sources by means of a
MKL approach, each information source is weighted using a relevance analysis
and a Kernel Kmeans algorithm is used to segment the resulting kernel. Ex-
periments showed that the weighted incorporation of spatial and different color
spaces information can enhance the data separability for further spectral clus-
tering procedures. The attained results also showed that the estimation of the
number of groups made by means of the eigenvalue analysis of the weighted lin-
ear kernel was accurate, supporting the performance of the spectral clustering
algorithm. Moreover, the use of the FRC measure gave an effective feedback for
the correct selection of the kernel bandwidth. As a future work, other differ-
ent free parameter estimations are to be studied, as well as the extension for
temporal analysis is to be designed such that the WGKS methodology can be
performed and tested into a complete computer vision process. Furthermore, due
to the complexity of the proposed WGKS, a GPU computation scheme could be
proposed in order to achieve a real-time application over full size images.
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