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Preface

IBERAMIA is the biennial Ibero-American Conference on Artificial
Intelligence. This volume presents the proceedings of the 13th edition in this
series, IBERAMIA 2012, held during November 13–16, 2012, in Cartagena de
Indias (Colombia). The conference is supported by the main Ibero-American
societies of artificial intelligence (AI), and provides researchers from Portugal,
Spain, and Latin America the opportunity to meet with AI researchers from all
over the world. Since its inception (Barcelona, 1988), IBERAMIA has expanded
its scope to become a well-recognized international conference in the AI field.
Its papers have been published in English by Springer in the LNCS/LNAI series
since the sixth edition in Lisbon (1998).

The organizational structure of IBERAMIA 2012 was similar to other inter-
national scientific conferences. The backbone of the conference was the scientific
program, which is complemented by tutorials, workshops, and open debates on
the principal topics of AI.

The scientific program of the conference was organized along several areas, co-
ordinated by Area Chairs. Each submitted paper was reviewed by three members
of the Program Committee (PC), coordinated by the corresponding Area Chair.
In certain cases, extra reviewers were recruited to write additional reviews. The
PC consisted of 220 researchers from 29 different countries. The statistics of the
PC members are shown in Table 1; the full list of Area Chairs, PC members,
and reviewers can be found in the pages after this preface.

Table 1. PC members by country

Country PC Members

Argentina 16
Australia 1
Austria 1
Belgium 3
Brazil 46
Canada 2
Chile 5
Cuba 3
Cyprus 1
Czech Republic 1
France 6
Germany 4
Greece 1
Ireland 1
Italy 5

Country PC Members

Korea 1
Malaysia 1
Mexico 25
The Netherlands 1
Norway 1
Poland 2
Portugal 32
Slovenia 1
Spain 45
Turkey 1
UK 5
USA 5
Uruguay 1
Venezuela 3

Total: 220
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IBERAMIA 2012 received 170 papers from 23 different countries, 11 from
Ibero-America, and 12 from other regions of the world, attesting to the truly
international nature of the conference. After review by the international PC,
75 papers were accepted for presentation and publication in this volume. The
number of submissions to IBERAMIA is similar to the last edition, but it seems
that the quality has considerably improved, according to the reviews that papers
received. The Program Chair together with the Area Chairs considered whether
to maintain a lower rate of acceptance, as in previous editions at around 30%,
but this would imply rejecting papers that did not receive any negative review
or relevant points against them. Because of this, the acceptance rate is around
44% this time. By areas, the distribution of submissions and accepted papers is
the following:

Table 2. Contributions for each area

Area Submitted Accepted

AI in Education 14 7
Bioninspired computing 17 7
Information and Knowledge Processing 3 1
Knowledge Discovery and Data Mining 19 10
Knowledge Engineering and Applications 12 5
Knowledge Representation and Reasoning 4 4
Machine Learning and Data Mining 26 10
Multi-Agent Systems 15 4
Natural Language Processing 9 4
Planning and Scheduling 10 4
Computer Vision and Robotics 20 10
Uncertainty and Fuzzy Systems 4 4
Modelling and Simulation 9 3
Human-Computer Interface 5 1
Ambient Intelligence 3 1

Total: 170 75

We would like to express our sincere gratitude to all the people who helped
to bring about IBERAMIA 2012. First of all, thanks to the contributing au-
thors, for ensuring the richness of the conference and for their cooperation in
the preparation of this volume. Special thanks are due to the members of the PC
and reviewers for their professionalism and their dedication in selecting the best
papers for the conference. Thanks also to the IBERAMIA Executive Committee
for its guidance and continuous support.

We owe particular gratitude to the invited speakers, Ajith Abraham, the di-
rector of MIR Labs (USA), Hector Geffner, research professor at the ICREA
and University Pompeu Fabra in Barcelona (Spain), Maŕıa Manez, senior re-
searcher at the Climate Service Center in Hamburg (Germany), and Jaime Simão
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Sichman, professor at Universidade de São Paulo (Brazil), for sharing with us
their experiences and their most recent research results.

Nothing would have been possible without the initiative and dedication of
the Organizing Committee from the Universidad Nacional de Colombia. We are
very grateful to all the people who helped in the large variety of organizing tasks.

Also, we thank IBERAMIA’s Secretariat for their continuous support in ad-
ministrative matters, as well as Federico Barber and his team from Universidad
Politécnica de Valencia (Spain) for supporting the website of the conference.
We also want to acknowledge EasyChair for the facilities provided to support
the submission and review of the papers, as well as for the preparation of the
proceedings.

Finally, we would like to acknowledge the role of the IBERAMIA 2012 spon-
sors: Universidad Nacional de Colombia, Sociedad Colombiana de Computación
(SCo2), Universidad Tecnológica de Boĺıvar en Cartagena, Universidad de Cal-
das, and Universidad Tecnológica de Pereira. All of them provided constant
support for both the conference organization and the proceedings publication.

November 2012 Juan Pavón
Néstor Daŕıo Duque Méndez

Rubén Fuentes-Fernández
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José Alfredo F. Costa Universidade Federal do Rio Grande do Norte,

Brazil



X Organization

Fabio Cozman Universidade de São Paulo, Brazil
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Cristina Garćıa Bicharra Universidade Federal Fluminense, Brazil
Alejandro Guerra-Hernández Universidad Veracruzana, Mexico
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Echeverŕıa, Cuba
Fernando Lobo Universidade do Algarve, Portugal
Brian Logan University of Nottingham, UK
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Jorge Kanda
Bartosz Krawczyk
Thibault Langlois
Orestes Llanes-Santiago
Pedro Lopes
Rigoberto Lopez
Sérgio Matos
João Mendes-Moreira
Silvia Moraes
Tatiane Nogueira
Davide Nunes

John Osborne
Fernando Osorio
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Oscar José Alejo Machado, Juan Manuel Fernández Luna,
Juan Francisco Huete Guadix, and Eduardo R. Concepción Morales

Adaptation of Robot Behaviour through Online Evolution and
Neuromodulated Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 300

Fernando Silva, Paulo Urbano, and Anders Lyhne Christensen

A Hierarchical Clustering Strategy to Improve the Biological
Plausibility of an Ecology-Based Evolutionary Algorithm . . . . . . . . . . . . . . 310

Rafael Stubs Parpinelli and Heitor Silvério Lopes
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Contradiction Detection and Ontology Extension

in a Never-Ending Learning System�

Vinicius Oliverio and Estevam R. Hruschka Jr.

Federal University of Sao Carlos, UFSCar Sao Carlos, Brazil

Abstract. The notion of Contradiction is present in many aspects of
the world and human information processing. As a consequence, more
and more computer systems have been pushed into dealing with the con-
tradiction detection task. Contradiction Detection (CD) is not a simple
task, thus, it is subject to many discussions and approaches in different
areas of human knowledge, such as Philosophy, Ethics, Linguistics, Com-
puter Science, etc. and, as such, approached under different perspectives
and goals. In this paper we focus on CD in a never-ending learning system
called NELL (Never-ending Language Learner). Considering that NELL
is intended to be self-supervised, as well as, self-reflective, it takes advan-
tage of every new acquired knowledge (and stored its Knowledge Base
- KB) to learn better and better each day. In this sense, NELL uses its
own knowledge to achieve better performance in every new learning task.
Therefore, the presence of contradictions in the KB of a never-ending
learning system, like NELL, can result in the exponential propagation
of incorrect knowledge that can lead to concept-drift. Following along
these lines, in this work we proposed an approach to detect and elim-
inate contradictions from NELL’s KB. The results obtained from the
performed experiments shows that the proposed approach can detect
contradictions, as well as, eliminating them by deletion or by extending
the KB hierarchy structure.

Keywords: contradiction detection and elimination, knowledge based
system, machine learning, never-ending learning system.

1 Introduction

The notion of Contradiction is present in many aspects of the world and human
information processing. As a consequence, more and more computer systems
have been pushed into dealing with the contradiction detection task. Contra-
diction Detection (CD) is not a simple task, thus, it is subject to many dis-
cussions and approaches in different areas of human knowledge, such as Phi-
losophy, Ethics, Linguistics, Computer Science, etc. and, as such, approached
under different perspectives and goals. Computational knowledge-based sys-
tems can take advantage of CD in order to enhance their performance on
knowledge representation, knowledge acquisition and inference tasks. The many
proposals for dealing and representing the notion contradiction found in the
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literature can be seen as evidence of its importance. NELL1 (Never-Ending
Language Learner) is a computer system that runs 24 hours per day, 7 days
per week. It was started up on January, 12th, 2010 and should be running
forever, gathering more and more facts from the web to grow and populate
its own knowledge base. In a nutshell, NELL’s initial knowledge base (KB) is
an ontology defining hundreds of categories (e.g., person, sportsTeam, fruit,
emotion) and relations (e.g., athletePlaysForTeam(athlete, sportsTeam),
musicianPlaysInstrument(musician, instrument)) and a handful of ex-
amples (instances) for each one of the categories (e.g. person(Angelina Jolie),
fruit(strawberry), etc.) and the relations (e.g. athletePlaysForTeam(Kobe
Bryant, LA Lakers), musicianPlaysInstrument(Eric Clapton, guitar), etc.).
The system is based on a number of different learning components (or subsys-
tems). These learning subsystem are coupled in a way they can cooperate and
continuously grow the initial KB [5] in the number of instances (number of facts)
and, also, in the number of categories and relations. The creation of new rela-
tions might be seen as an ontology extension procedure as proposed in [1] [14]
and can provide NELL the ability to automatically decide on new knowledge
that is relevant to be learned, but was not previously defined as target in its
initial ontology.

Considering that NELL is intended to be self-supervised, as well as, self-
reflective, it takes advantage of every new acquired knowledge (and stored in
its KB) to learn better and better each day. In this sense, NELL uses its own
knowledge to achieve better performance in every new learning task. Therefore,
the presence of contradictions in the KB of a never-ending learning system, such
as NELL, can result in the exponential propagation of incorrect knowledge that
can lead to concept-drift as addressed in [6]. Therefore, when a contradiction is
present in NELL’s KB and it is used as input to NELL’s learning algorithms,
the contradiction is propagated generating new contradictions (and mistakes),
which will be used to feed again the never-ending learning process in a snowball
effect. Thus, it is easy to see why contradiction detection and removal is key for
a good performance in a never-ending learning system like NELL.

One example of contradictions, in NELL’s knowledge base, are facts that
are correctly learned independently, but become contradictory when put to-
gether. Consider, for instance, the following three predicates representing three
independent facts:

– athlethePlaysSport(Joe Smith, basketball): representing the fact: Joe
Smith is an athlete who plays basketball ;

– athletePlaysForTeam(Joe Smith, Mets): representing the fact: Joe Smith
is an athlete who plays for the Mets ;

– teamPlaysSport(Mets, baseball): representing the fact: Mets is a sports
team that plays baseball ;

The three facts above, are not, by themselves, contradictory. But, when putting
them all together, they represent a contradiction. In other words, if Joe Smith

1 http://rtw.ml.cmu.edu
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plays basketball and plays for Mets, then, Mets should play basketball, but
not baseball. This contradiction is observed in Nell’s KB because there are two
homonyms Joe Smiths in the KB, the first one who plays basketball and second
one who plays baseball.

The main goal of this paper is to describe an approach prosed to identify
and eliminate contradictions present in NELL’s KB. The approach is based on
a method that takes advantage of NELL’s knowledge about every item stored in
its own KB. The proposed method (presented in Sect. 3) is based on first order
rules automatically induced (by NELL) from its own KB (as described in [5] as
the “Rule Learner”).

2 Related Work

In this section, an overview on related work that has been done in the con-
tradiction detection field is presented. Considering the broadness of the area,
we divided the related works in 3 subgroups, namely Contradiction Detection
in General, Contradiction Detection Based on Dictionaries and Contradiction
Detection in Text Reading tasks.

2.1 Contradiction Detection in General

Among some of the most relevant work in Contradiction Detection (CD), such as
[9,11,13,17,18,19] , the paper [11] has an interesting contradiction definition, that
fits the most with the contradiction definition used in this paper. In its paper
Lembo brings two important concepts created by [2], the TBox and the ABox
and differentiates contradictions based on those two TBox and ABox ideas. The
TBox contradiction includes axioms sanctioning properties of concepts and rela-
tions (such as Cat is a Mammal), whereas the ABox contains axioms asserting
properties of instances of concepts and relations (such as Felix is an instance of
Cat). Taking these two concepts into account, the author shows that the contra-
dictions can be in both components (TBox and ABox). The TBox alone might be
consistent but the ABox might contradict the axioms in the TBox. In addition,
they both can be inconsistent. These ideas are present in the method described
in Sect. 3 of this paper and also presented in the examples shown in Sect. 1, but
as will be seen the focus of the proposed method is to detect contradicitions in
the TBox.

2.2 Contradiction Detection Based on Dictionaries

When focusing our attention to Contradiction Detection based on dictionaries,
some of the most relevant works are [3,4,12,17]. Among them, the work pre-
sented in [17] brings a complete idea of application of this type of contradiction
detection incorporating some ideas from the other authors. Ritter describes in
this paper, a system for contradiction detection based in functional relations
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(i.e. born in(Person) = Place) called AuContraire, that automatically discov-
ers phrases that denotes functional relations with high precision. The system
proposed in [17] statistically identifies functional phrases after creating a large
corpus of apparent contradictions. Then, the system filters this corpus to find
genuine contradictions using knowledge about synonymy, meronymy, argument
types, and ambiguity using information from dictionaries such as WordNet and
Gazetteer.

2.3 Contradiction Detection in Text Reading

There are some interesting works base on Contradiction Detection in Text Read-
ing. Among various works such as [3,4,8,9,10], the work described in [9] presents
a framework for contradiction detection using multiple text sources by relying
on three forms of linguistic information, namely: (a) negation; (b) antonymy;
and (c) semantic and pragmatic information associated with the discourse re-
lations. The paper considers two views of contradictions, in which a method of
recognizing contrast and of finding antonyms is described. These two views are:

– View 1: Contradictions are recognized by identifying and removing nega-
tions of propositions and then testing for textual entailment;

– View 2: Contradictions are recognized by deriving linguistic information
from the text inputs, including information that identifies (a) negation, (b)
contrasts, or (c) oppositions (antonyms) and by training a classifier based
on examples, similarly the way a classifier for entailment is trained.

The authors claim that in some cases their systems achieved a precision of 75.63%
in identifying contradictions in Question Answering (Q/A) tasks, where the sys-
tem have to detect contradicting answers for a common question.

3 Detecting and Eliminating Contradictions in NELL’s
Knowledge Base

NELL’s Rule Learner (RL) component [5] induces first order rules from NELL’s
KB using a FOIL-based [16] probabilistic algorithm. These rules are are used to
inform the system how different categories can interact with each other (semantic
relations inference). When the induced rules are applied to the system, NELL’s
beliefs on the categories (covered by the rules) are updated.

An example of a rule created by RL can be:

Rule1: athletePlaysSport(x,Basketball) :- athletePlaysInLeague(x,NBA)

where athletePlaysSport(athlete, sport) as well as athletePlaysInLeague(
athlete, sportsLeague) are binary predicates, x is a variable, Basketball and
NBA are constants, and finally, athlete, sport and sportsLeague are NELL’s
categories.

If “Rule1” is introduced as knowledge into NELL’s KB, the system will raise
its belief that all athlete who plays in the NBA plays Basketball. Nevertheless,



Contradiction Detection and Ontology Extension in a NELL 5

some of the rules learned by RL might be wrong. Thus, before being introduced
into the system as knowledge, these rules are, currently, validated by human
inspection. Following along these lines, the first CD method, herein presented,
is called Rule-Based Contradiction Detection (RBCD) and is intended to work
with NELL allowing an automated way for identifying contradictions in rules
induced by RL. Therefore, RBCD first step is to detect the contradictions
by testing RL’s rules against NELL’s KB to find negative examples. To do
so, based on a Prolog-like syntax, a modified form (called R’) of every rule
R is automatically created in order to extract (from the KB) all the negative
examples. The modified form (Rule1’) of “Rule1” shown above would be:

Rule1’:

athletePlaysSport(x,Basketball):-athletePlaysInLeague(x,y),
y/==NBA

where athletePlaysSport(athlete, sport) and athletePlaysInLeague(athlete, sport-
sLeague) are binary predicates, x and y are variables, Basketball and NBA are
constants, and athlete, sport and sportsLeague are NELL’s categories.

Then, using the original rule (R), as well as, the modified version of it (R’),
is possible to extract (from the KB) all the positive examples, as well as all the
negative examples for each rule, thus, generating a dataset D2 .

The main idea of this method is to use, for each rule R, the same dataset D to
find out whether its negative examples form a homogeneous group or not. In the
case they do form a homogeneous group, a new subcategory should be added
to the KB and the contradiction will be eliminated. The process creates new
subcategories in NELL’s KB whenever it can help to eliminate contradictions.
RBCD can be summarized as follows:

Consider a rule R1:

predicate1 (x,A):-emphpredicate2(x,B)

and its modified version R1’:

predicate1 (x,A):-predicate2 (x,y), y/==B

where predicate1 (C1,C2) and predicate2 (C1,C3) are predicates, x and y are
variables, A and B are constants, and C1, C2 and C3 are NELL’s categories.
Also, consider that the set of positive examples (all C1 possible values that
satisfy R) are given by P , and the set of negative examples (all C1 possible
values that satisfy R’) are given by N . Thus, in this case D = P + N . If we can
cluster D in M groups and find a single group G (where G ⊂ D) and G = N ,
then we can suggest the creation of two new categories (C4 and C5) in NELL’s
KB. In addition, C4 and C5 will be subcategories of C1 (in the KB hierarchy),
and ∀x, x∈N ⇒ x∈C5, as well as, ∀x, x∈P ⇒ x∈C4.

2 In order to automate the process of dataset D creation, an algorithm was imple-
mented to, having a rule R as input, generate R’ as output.
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Fig. 1. EM-based clustering process

Having these modifications in the KB will impose some different patterns to
be learned, and the results obtained by RL (when trying to induce the same rule
R1) based on the modified KB will be different, generating R1”. The new rule
(R”) to be induced by RL (free of contradictions) will be:

predicate3 (x,A):-predicate4 (x,B)

where predicate3 (C4,C2) and predicate3 (C4,C3) are predicates, x is a vari-
able, A, B are constants, andC2,C3 andC4 are NELL’s categories. In addition,
C4 is a subcategory of category C1.

One of the key issues in this method is to define the optimal number M of
clusters to be found when applying the clustering algorithm in D (in our ex-
periments we have used the EM [7] clustering algorithm). Thus, the process
shown in Fig. 1 was used to invoke the EM clustering algorithm until the right
number of clusters have been found. Notice that in spite of using an unsu-
pervised method (EM clustering algorithm) we guide identification of the cor-
rect number of clusters using the labeled instances (positive or negative exam-
ples) given by the instances which satisfy (or not) the rules induced by RL.
Thus, the definition of the number of clusters to be used follows a supervised
approach.



Contradiction Detection and Ontology Extension in a NELL 7

4 Experiments and Discussion

For all the experiments, however, the 140th iteration NELL’s KB was
used. It is worth mentioning that, as can be seen in NELL’s website
(http://rtw.ml.cmu.edu/), this version of the KB have received “shallow” hu-
man supervision to correct inconsistencies and mistakes, thus, we do not expect
to find a great number of contradictions in these experiments. What we do in-
tend, however, is to show that our method can help finding contradictions that
were not found by the “shallow” human supervision periodically performed on
NELL’s KB. In the proposed experiments, NELL’s KB was retrieved with all
information and all the rules generated by the rule learner RL. This information
was used to feed the proposed method and contradictions were found in 6 rules:

1. R1: citylocatedinstate(x, y) :- citycapitalofstate(x, y), statelocatedin-
country(y, united states).

2. R2: athleteplayssport(x,y):-athleteplaysforteam(x,z ), teamplayssport
(z, y)

3. R3: athleteplaysforteam(x,y):-teammate(x, z ), athleteplaysforteam(z,
y)

4. R4: athleteplaysinleague(x,y):-athleteplaysforteam(x, z ), team-
playsinleague(z, y)

5. R5: teamplaysincity(x, y) :- teamhomestadium(x,z ), stadiumlocated-
incity (z,y)

6. R6: teamplaysinleague(x,y):- teamplaysagainstteam(x,z ), team-
playsinleague(z,y)

After identifying the rules having contradictions, RBCD started the contra-
diction elimination step. For rule R1, RBCD created two new subcategories
(City1 and City2) for the category City. Thus, the predicate citylocatedin-
state(City,State) was substituted by citylocatedinstate(City1,State) in the
new induced rule R1”. And all instances in the new subcategory City1 (grouped
by RBCD clustering method) are cities inside the US. After this KB modification
no contradiction was detected in the new induced rule. It is interesting noticing
that the name of a new subcategory is used only internally (by NELL), thus,
there is no need to generate a meaningful name.

As for rule R2, after creating two new subcategories (Athlete1 and Ath-
lete2) for the category Athlete, RBCD did not converged and created, again,
two new subcategories (Athlete3 and Athlete4) as subcategories of Athlete1.
Analyzing the clustering results, all instances in Athele1 are NHL and MBL
players. All instances in subcategory Athlete2 are from sports different from
baseball and hockey. All instances clustered together in subcategory Athlete3
are NHL players, while the instances in subcategory Athlete4 are MBL players.
After the KB modifications, the new induced rules presented 85% less negative
examples (contradictions) than R2.

When concerning rule R4 the same new subcategories (created when deal-
ing with rule R2: Athlete1 and Athlete2 as subcategories of Athlete, and
Athlete3 and Athlete4 as subcategories of Athlete1) were suggested by
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Fig. 2. Average

RBCD. The new subcategories reduced in 75.3% the number of contradictions for
this rule. For rule R6, RBCD created subcategories SpotsTeam1 and Sport-
sTeam2 as subcategories for SportsTeam, and AportsTeam3 and Sport-
sTeam4 as subcategories for SportsTeam1 following the same pattern identi-
fied for rules R2 and R4. After the insertion of the new subcategories in the KB,
the number of contradictions was reduced in 75% for this rule.

When considering rules R3 and R5, RBCD could not find homogeneous clus-
ters, thus no new subcategory was created and no contradiction could be elim-
inated based on these rules. The most probable explanation for such RBCD
behavior is that NELL’s KB did not have many instances learned for the predi-
cates involved in the rules and/or there are too many mistakes (wrong instances)
in these predicates instances. Based on this behavior, and, aiming at having a
better idea on how robust RBCD is, another experiment was conducted as de-
scribed in the sequel.

Based on rules R1, R2, R4 and R6, artificial contradictions were inserted in
the KB to simulate a situation where RBCD have to cope with very noisy KBs.
Therefore, for each rule were inserted 20%, 30% and 50% of contradictions in
the KB and then, RBCD was used to try to eliminate the artificially inserted
mistakes. Figure 2 summarizes the obtained results.

From the chart depicted in Fig. 2 is possible to see that when 50% of contra-
diction were inserted in the KB, RBCD was not able to solve any contradiction.
It means that for a very noise KB (where 50% of the facts are wrong) RBCD
can not find any pattern among the instances and cannot help in eliminating
contradictions. On the other hand, when the KB is not so noisy (20% or 30% of
contradictions), RBCD could help eliminating around 80% of the contradictions
from the KB for all 4 rules.

5 Conclusions

NELL (Never-Ending Language Learning) is a system that seeks to learn how to
learn better and better in an continuous way, extracting structured information
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from unstructured web pages and uses a set of learning algorithms and com-
ponents. As the result of this system a continuously growing knowledge base is
being built. Currently, however, NELL’s knowledge base in not free from con-
tradictions. Considering that the current KB content is continuously used to
feed NELL’s never-ending learning process, contradiction detection, as well as,
contradiction elimination both play a critical role in NELL’s ability to keep
learning and avoiding the concept-drift problem. Based on the contradiction de-
tection and contradiction elimination in the never-ending learning scenario, this
paper proposes an approach based on the idea of identifying contradictions using
first order logic rules automatically generated by NELL. This method makes use
of a clustering algorithm and a specific way of identifying the suitable number of
clusters to be found in the KB. After finding how instances can be arranged in
groups, the method proposes new subcategories to be added to the KB (automat-
ically extending the KB hierarchical structure) so that the found contractions
can be corrected without having to delete information from the KB.

The performed experiments revealed that the proposed approach achieved
good results, finding and solving the contradictions that it was supposed to solve.
Based on the experiments it was possible to observe that the proposed addition
of new subcategories (done by RBCD) can eliminate contradictions without the
need of deleting information from the KB. The experiments also revealed that
for a very noisy KB RBCD can face difficulties in eliminating contradictions.
Considering however that NELL’s KB has on average 75% of precision (correct
facts), RBCD seems to be a suitable method to be used with NELL.

As future work, we intend to report on some collaboration among other
NELL’s components, i.e., the system could ask in the Internet (Twitter, Ya-
hoo Answer, etc.) if the information that it has found in steps two and three is
really contradictory, so depending on the answers it could take an action [15].
Another possibility is to implement a method to name the created subcategories
in a human readable way. Also, we intend to show in a long term experiment how
other two proposed methods for solving contradictions can benefit the method
shown in this paper and help NELL to keep its KB free from contradictions in
the long term run.
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Abstract. Go gaming automation is AI relevant because during a match the 
search space is enormous and the game tree size is around10360, versus the 10123 
for Chess. Thus, finding out methods providing efficient solutions to, is truly 
relevant. The Monte-Carlo-based approaches have leading Go gaming automa-
tion but efficiency is distant: to strengthen on efficiency, a hybrid automated Go 
player Neural-Networks-based for learning and recognition on tactics/strategic 
patterns, in average, during the first 2/3 parts of a match is introduced; by  
the remaining match’s part it uses RAVE Monte-Carlo Tree Search (MCTS). 
Results on the precision of pattern recognition and a comparison against  
competitive automated Go players are presented. 

Keywords: Go tactics patterns recognition, MCTS, neural network learning and 
recognition, Go gaming and game theory. 

1 Introduction  

The two-player Go game is a zero-sum, deterministic and perfect information game 
[1] being one of the most complex board games. Go has a growing interest on Artifi-
cial Intelligence (AI) community because the huge search space. Complexity in com-
puter gaming is measured by the game tree size and the state space size; in Go is 
around 10360 for game tree size, 10172 for state space and up to 361 legal moves [2]. 
Nowadays, computer Go is considered as the new drosophila of AI1and the new grand 
challenge task [3]. Go board official size is shaped 19 x19 horizontal-vertical lines, 
taking turn, each player places one black/white stone on a board’s empty intersection, 
the black playing first [4]; connection of two or more same color single stones form a 
chain. From now on, the term stone is used to refer to both, single and chain, but if 
required the explicit difference is made; black player takes the white stones and con-
versely. The aim of Go players is to control as much territory as possible, so the play-
er who controls the largest territory when game ends is the winner, see Fig 1. The 
control is done by constructing eyes, nets and ladders as the basic tactics, see exam-
ples in Fig 3; as well by invasion, reduction, connection, capture, among others [5]. 
An enclosed liberty is called eyes; a ladder is a sequence of connection moves that 

                                                           
* Corresponding author. 
1 Drosophila is the fruit fly. 
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forces the enemy into a capture circumstance; a net is a sequence of connection 
moves that surrounds the enemy’s stones avoiding it escape in any direction and cap-
turing in successive moves. Placing a live-stone into enemy’s area is invasion; put a 
stone far enough into enemy’s area but not so far from a friend-stone is reduction. 
Capture is by removing of enemy’s stones. 

 

 

Fig. 1. Go game process flow 

 
Once a stone is placed on the board it cannot be moved unless is captured. A 

stone’s liberty is an empty adjacent intersection, vertical or horizontal, to the stone. If 
a black stone is surrounded by a white stones and direct adjacent intersection is not 
empty the black stone is dead, and conversely. A dead stone is removed from the 
board. The game ends when both players pass and the score is calculated. White play-
er receives a compensation komi because black player plays first. 

Go’s tactics correspond to local situations where there exist confrontation between 
stones to dominate an area locally or life-threatening conditions e.g., nets, ladders [5]. 
The strategies correspond to global situations [5], and are developed from tactics. 

The playing level of the best current Go automated simulator versus human being 
is still modest compared to the great successes achieved in other games of skill such 
as chess [6]. Currently, the best Go automated players mostly use MCTS and Artifi-
cial Neural Networks. The main focus for Go automation is on evaluating non-final 
positions for estimating potential territory [4, 7, 8].  Prospective methods for pro-
gramming Go gaming are being deployed in AI related domains like evaluation func-
tions, heuristic search, machine learning and automatic knowledge generation [9]. 

The SANE (Symbiotic, Adaptive Neuro-Evolution) is used to evolve networks ca-
pable of playing Go on small boards with no pre-programmed go knowledge [7]. The 
Honte go-playing program uses neural nets together with alpha-beta search [10], and 
Go AI program based on BP-Neural Network [11]. 

Monte-Carlo (MC) methods root in statistical physics [12] used to obtain approxi-
mations to intractable integrals, in numerical algorithms being successful in various AI 
game. MCTS is a best-first search technique uses stochastic simulations, see Fig. 2. It 
uses that the true value of an action may be approximated using random simulations; 
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and that value may be used efficiently to adjust the policy towards a best-first strategy 
[12]. The algorithm progressively builds a partial game tree, guided by the results of 
previous exploration of that tree; the tree is built to more accurate estimate the values 
of moves; the algorithm builds a tree according to the following mechanisms 
[13]:selection, expansion, simulation and back-propagation. 

 

Fig. 2. MCTS Approach 

Gelly and Silver present two extensions to the MCTS algorithm. The Rapid Action 
Value Estimation (RAVE) shares the value of actions across each sub-tree of the tree 
search and the heuristic MCTS uses a heuristic function to initializes the value of the 
new positions in the tree search [14]. Go programs based on MCTS now play at hu-
man-master level [15], Rave MCTS is a relevant Go gaming work and the one our 
proposal advantages as is shown in Section 3.  

A Go match can be represented as a tree, where each node corresponds to a par-
ticular board configuration. The root node is for game beginning. The children of each 
node are the positions reachable in one move. A complete strategy for Go, even on the 
9 x 9 board is astronomically large. Even the disarming simplicity of the rules of Go, 
it conceals a formidable combinatorial complexity [16], being measured by the state 
space complexity and the game tree size [2]. Table 1 shows a comparative analysis 
of complexity of games. 

The rest of this paper follows by Section 2 being devoted to our Go game automa-
tion. Section 3 is for experiments and the analytical comparison and conclusion. 

Table 1. Complexity of Go, Chess and Checkers games 

Game Board size State space Game tree size 

Go 19 x 19 10172 10360 
Chess 8 x 8 1050 10123 

Checkers 8 x 8 1018 1054 
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2 Hybrid Automated Go Player 

The Go game simulator is formal based on a regular grammar [17]; the Go game dia-
gram flow is in Fig.1, that indicates the states/moves. The simulator is implemented 
in Java, is a heuristic method having running variability, sometimes giving an optimal 
result. The simulator comprises a set of automated players, using random, strategic 
based on pattern recognition, hybrid based on strategic based on pattern recognition 
with MC-Rave and MC-Rave method. 

2.1 Tactics Pattern Recognition 

The automated Go player rationally plays by using strategies and tactics in order to 
reach the victory [17]. To identify the opponent intentions, should recognize the tac-
tics it is performing, in order to respond adequately. A classical Back-Propagation 
Neural Networks (BPNN) to identify and recognize tactics that are being applied 
during a Go match is trained; then by using strategic reasoning proposes gaming ac-
tions. The idea is to identify the Go tactics pattern of eyes, ladders and nets, see some 
examples in Fig 3: board game is divided into window size of 3 x 3 for eyes patterns 
and 5 x 5 for ladders and nets patterns. We claim that for eyes patterns, window size 
of 3 x 3 is enough to determine these kinds of patterns and for ladders and nets pat-
terns, window size of 5 x 5 is enough too. 

The architecture of the BPNN is as follows, for the input layer, the number of neu-
rons is fixed according to the window size, e.g., for eyes is 9 and for ladders and  
nets 25, the input layer receives a set of positions from the board. The number of neu-
rons in the hidden layer is obtained experimentally and for output layer, the number of 
neurons is 2 which define if a pattern is recognized. 

 
 

 

Fig. 3. Patterns examples 
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For the training stage, we identified some general patterns, in which includes don´t 
care symbols, which roughly speaking does not matter what things are on these posi-
tions. The only matter is the positions in where appear symbols of 1s or 0s; some 
examples are illustrated in Fig. 3. 

To create a robust reliable network, in some cases, some noise or other randomness 
is added to the training data [5]. We added noise and randomness replacing don not 
care symbols by 1s or 0s and through this way, we create a robust training set. 

2.2 Strategic Reasoning by Pattern Recognition and MCTS 

The strategic Go player additional to use BPNNs is capable to perform strategies 
through use of a strategic reasoning. Analyzing the Go game stages, we identified 
that, in the beginning and middle stages, there are more opportunities to apply pattern 
recognition method along with a strategic reasoning to form strategies because there 
exist more probabilities to develop a desirable strategy, e.g., capture, form eyes, lad-
ders, nets, invasion, among other. In the final stage, the space on the board is small, 
reducing the opportunities to develop a desired strategy; under this circumstance one 
way is to evaluate the set of free positions on the board to determine which one is the 
best position to play. 

Hybrid Go player uses a pattern recognition to identify tactics such as ladders, 
nets, eyes, a strategic reasoning to form strategies and MCTS to evaluate some posi-
tions in the final stage of Go match, we developed MCTS(Rave) following the ideas 
from Gelly and Silver [14], see hybrid player in Fig.4. 

 

 

Fig. 4. Hybrid Go player 

The pattern recognition and the strategic reasoning are applied in the game’s be-
ginning and middle stages: reason is that the board is few occupied and it allows the 
deployment of a priori Go-knowledge-based strategies. On the opposite when a 
match is ending the thin board spaces make difficult to deploy these kinds of methods, 
and the usage of MCTS is helpful to assess the next play to occupy empty board posi-
tions. In our Go automated player the stages are roughly determined by the number of 
moves played, e.g., to 9 x 9 board size the number of moves is around 40 per player 
so each stage is around 13 moves. 
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Pattern recognition and strategic reasoning work as follows: once the BPNNs have 
identified a pattern that looks like a Go tactic on the board, previously encoded Go 
game actions, eyes, nets, ladders, invasion, reduction, connection, capture, among 
others, are used to perform an offensive/defensive gaming. Thus, the hybrid approach 
allows the automation of Go player by recognizing well known Go’s tactics patterns 
to first and middle game actions in a match, then use MCTS for closing.  

3 Experiments and the Results Analytical Comparison 

The recognizing of eyes, ladders and nets patterns on the Go board is highly complex. 
The BPNNs were trained and tested as described below. A correct design of multi-
layers NN is needed that implies the right number of hidden neurons so the NN be 
able for recognizing and learning the expected (complex) patterns; as well, the train-
ing time should not be large to avoid over-learn producing noise and/or redundancy. 
For present proposal the best recognition performance is fixing to five the number of 
neurons of the hidden layer. The average recognition performances got by different 
number of hidden neurons are shown in Fig. 5. 

 

 

Fig. 5. Tradeoff between number of neurons in the hidden layer and recognition percentage 

Eyes patterns. 900 tests were performed, divided into groups of 150. 400 eyes positive 
examples and 100 not-eyes negative examples were used to test the BPNN. In each 
group the means, minimums and maximums accuracies obtained in eyes/no-eyes ex-
amples, and the mean accuracy of BPNN are calculated. The average accuracy is 
above 70% as shown in Table 2. 
Ladders and Nets patterns. A similar analysis was done for ladders and nets, applying 
900 tests. Each test uses 100 hundred ladders-nets positive examples and one 100 no-
ladders-nets negative examples; 70% accuracy is obtained, see Table 3. 

Major difficulty to identify Go tactics patterns is to characterize a wide variety of 
shapes and sizes that in the Go match can appear. Obtained results prove certain im-
proving on the BPNNs effectiveness to recognize complex patterns for Go gaming. In 
[18] focus on find Go patterns in game records e.g., edge and corner patterns but few 
represent proper Go play patterns. In our approach, the recognized patterns are through 
a wide variety of shapes, not obvious (too complex) sometimes, but representing true 
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Go’s tactics. See results in Tables 2 and 3 that show only the accuracy of nets. Even 
the around 70% of efficiency recognition, results are good due to the complexity of 
these kinds of patterns. 

Table 2. Results of BPNN eyes 

 

Number of 

tests 

Eyes positive ex-

amples 

 

No-eyes negative ex-

amples 

 

Total classification 

Eyes + No-eyes 

(Correct classification cases %) 

Mean Min. Max. Mean Min. Max Mean 

1 -150 83.68 80 90 67.58 58 74 75.77 

151-300 83.24 80 88 68.04 60 74 75.64 

301-450 83.58 80 91 67.72 56 74 75.65 

451-600 83.78 80 91 67.45 60 74 75.62 

601-750 83.62 80 90 67.69 60 74 75.65 

751-900 83.32 81 88 67.96 60 74 75.64 

Table 3. Results of BPNN Ladders and nets 

 

Number of 

tests 

Ladders-nets positive 

examples 

No-ladders-nets nega-

tive examples 

Total classification 

Ladders-net + No-

ladders-nets 

(Correct classification cases %) 

Mean Min. Max. Mean Min. Max. Mean 

1 -150 86.96 60 100 56.06 21 75 71.51 

151-300 87.19 61 100 56.16 30 75 71.67 

301-450 86.7 48 100 56.89 26 90 71.79 

451-600 85.88 29 100 57.58 25 100 71.73 

601-750 86.34 43 100 56.83 25 90 71.58 

751-900 87.78 63 100 55.09 22 80 71.44 

3.1 Performance Comparison among Go Automated Players 

Hybrid player uses recognition patterns, strategic reasoning along with MCTS (MC-
Rave) [14]. Strategic player uses recognition patterns and strategic reasoning. MC-
Rave player [14]. 30 tests on board size of 9 x 9 of the following combination were 
performed to make a comparison among them; with this amount of simulations we 
obtain a certain degree of confidence but do not rule out a larger set. 1). Hybrid vs. 
Hybrid, 2). Hybrid vs. Strategic player, 3). Strategic player vs. Hybrid, 4). Hybrid vs. 
MC-Rave, 5). MC-Rave vs. MC-Rave. 

In Fig. 6 is shown the performing of automated players based on 30 simulations. 
Result on black (hybrid) player vs. white (hybrid) player is 14/16 wins see Fig. 6 (A). 
Result on: black (hybrid) player vs. white (strategic) player is 16/14winssee Fig. 6 (B). 
Black (strategic) player vs. white (hybrid) player is 19/11 wins see Fig. 6 (C). In Fig. 6 
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(D) black (hybrid) player vs. white (MC-Rave) player is 22/8 wins and Fig. 6 (E) black 
(MC-Rave) player vs. white (MC-Rave) player is 13/17 wins. 

The main idea to hybridize is to use techniques that have proven to be good in au-
tomating Go game. Our approach combine a learning technique along with a strategic 
reasoning in early and middle stages to improve the development of tactics and strate-
gies that serves as the basis for the game progress and also with a simulation-based 
search algorithm MCTS to help to estimate the best positions in the final stage. As 
shown in the results, there is an advantage to the hybrid automated player vs. the other 
automated players: the hybrid method improves the performing of automated player 
with the use of different techniques depending on the evolution of Go match, i.e., in 
the Go game stages. 

 

 

Fig. 6. Results of performing of automated players 

3.2 Discussion 

Learning methods help identify potential Go patterns. In some way, be aware of what 
the enemy is doing is good to propose game actions that inhibit enemy. The way hu-
man being think is varied and complex, and by observing people make decisions. In 
Go gaming, observed patterns in the Go board could be attractive to do something by 
offensive/defensive role, so being critical to decide the action to do. BPNNs identify 
forms that could be Go tactics patterns and provide information for a strategic reason-
ing method to make decisions. 
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Methods focused on simulation-based search algorithm such as Rave MCTS [12, 
14, 15] tend to be very random in the beginning of any Go match. However, due to 
the large set of free positions the search is too complex for selecting a position; in 
contrast, by using strategic method makes efficiently the selection of a position. The 
Go game is the long-term influence moves [15], that means that moves made in the 
beginning affect the outcome of the later moves. 

Our approach, from the beginning tries to make the best moves through the con-
structions of standard but previously known effective tactics and strategies; but when 
this method performance is coming down MCTS opportunely takes place. 

The results show that the combination of pattern recognition, strategic reasoning 
and MCTS improves the performing of the player, according to results in Section 3.2. 
In the beginning and middle of match the use of a strategic reasoning is appropriated 
because allows the formations of the strategies and in the end of the game MCTS 
helps to evaluate the remainder free positions on the board. 

4 Conclusions 

Go automation is a complex task due to the enormous search space despite the sim-
plicity of its rules. The automated Go player presented in this paper combines learn-
ing methods to enrich the automated player for recognizing Go tactics patterns, a 
strategic reasoning to make decisions with the aim of forming strategies and MCTS to 
choose free positions in the end of the game. The automated Go player is a work in 
progress, so open to be improved. Our approach combines some techniques to over-
come a few the highly complex Go gaming decision making. The combination of 
these techniques merit further investigations since it shows results potentially can be 
applied to huge search space problem.  
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Abstract. Most merging operators are defined by semantics methods
which have very high computational complexity. In order to have oper-
ators with a lower computational complexity, some merging operators
defined in a syntactical way have been proposed. In this work we define
some syntactical merging operators and explore its rationality proper-
ties. To do that we constrain the belief bases to be sets of formulas very
close to logic programs and the underlying logic is defined through for-
ward chaining rule (Modus Ponens). We propose two types of operators:
arbitration operators when the inputs are only two bases and fusion with
integrity constraints operators. We introduce a set of postulates inspired
on postulates LS, proposed by Liberatore and Shaerf and then we analyze
the first class of operators through these postulates. We also introduce a
set of postulates inspired on postulates KP, proposed by Konieczny and
Pino Pérez and then we analyze the second class of operators through
these postulates.

Keywords: belief revision, information fusion, merging operators,
syntactic logic based belief change, postulates of rationality.

1 Introduction

Belief merging [2, 18, 24–27, 30] aims at combining several pieces of information
when there is no strict precedence between them, unlike belief revision [1, 12, 17]
where one combines two pieces of information one of which has higher priority.
The agent faces several conflicting pieces of information coming from several
sources of equal reliability1, and he has to build a coherent description of the
world from them. One important aspect of belief merging, differentiating this
theory from belief revision -even from non-prioritized belief revision (see [13])-
is the fact that n sources of information (with n ≥ 2) are considered.

This work is about belief merging in the framework of logic-based represen-
tation of beliefs. In this framework beliefs are sets of propositional formulas.

1 More generally the sources can have different reliability, but we will focus on the
case where all the sources have the same reliability. There is already a lot to say in
this case.
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Many merging operators have been defined in that setting (a complete survey
of logic-based merging is [19]). Most merging operators are based in semantical
representations and the computational complexity of the entailment problem is
at least in the second level of the polynomial hierarchy. Precisely, the problem
of deciding if a formula is entailed by the revised base is in the class ΠP

2 [9, 28]
and the fact that belief revision operators are a particular case of belief merging
operators [18] tells us that the last operators are complex at least concerning
the entailment problem.

In recent years there has been a growing interest in studying belief revision
and merging in some particular fragments of propositional logic. In particular
Horn clauses [5, 6, 8, 22], logic programs [7, 14] and other more general definable
fragments [4].

Some works have been done to define change operators in a syntactic way
[3, 10, 11, 15]. One interesting feature of some operators defined in [3] is that
the computational complexity is polynomial. In that work some revision oper-
ators and update operators are syntactically defined with a restriction of the
language and the logic. Therein the only inference rule is Modus Ponens and the
formulas are very close to clauses in Logic Programming. But the semantics is
classical and very simple and natural. Our representation of beliefs will be close
to Logic Programs but with the natural and classical semantics. In the present
work we study some operators of merging for which the beliefs have this simple
representation.

The first idea we explore is the use of a revision operator ∗ to define binary
merging operator �. The key point is trying to emulate the following equation2

ϕ�ψ = (ϕ ∗ ψ) ∨ (ψ ∗ ϕ) (1)

Notice that this kind of operators have been called arbitration operators by
Liberatore and Schaerf [23, 24]. Actually they characterized these operators by
a set of postulates of rationality. Here we adapt the postulates to the simple logic
we use, we define syntactic arbitration operators and we study them in light of
Liberatore and Shaerf postulates modified.

We explore afterwards the idea of defining merging operators with integrity
constraints using the following equation as a guide:

Δμ(ϕ1, . . . , ϕn) =

{
ϕ1 ∧ · · · ∧ ϕn ∧ μ, if consistent;∨
(ϕi ∗ μ), otherwise.

(2)

We shall define syntactic merging operators with integrity constraints adapting
the previous equation to the logic of forward chaining we use; we shall define
the postulates characterizing merging operators (the natural adaptation of KP
postulates [18]) in this simple setting and then we shall analyze the satisfaction
of these postulates by our syntactic integrity constraint merging operators.

For the two kinds of operators we will see, on one hand, that the computa-
tional complexity is polynomial. This is a considerable gain with respect to the

2 The symbols ϕ, ψ and μ (with subscripts if necessary) denote propositional formulas
which are usually used to represent beliefs.
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more classical merging operators; on the other hand, some postulates are not
satisfied. That is the compromise in order to have tractable operators: you gain
in computational complexity but you lose some properties.

The rest of the paper is organized as follows: Section 2 contains the basic
definitions and the syntactic revision operators (first defined in [3]) used later.
Section 3 is devoted to study a syntactic arbitrage operator following the lines
of Equation 1. Section 4 is devoted to analyzing the syntactic merging operators
defined following the lines of Equation 2. We finish with a section containing
some concluding remarks. Due to space limitations, we have omitted the proofs
and some examples. All this can be found in an extended version of this work
at arXiv.org.

2 Preliminaries

Let V be a finite set of propositional variables. The elements of V are called
atoms. A literal (or fact) is an atom or the negation of an atom. The set of literals
will be denoted Lit. A rule is a formula of the shape l1 ∧ l2 · · · ∧ ln → ln+1 where
li is a literal for i = 1, . . . , n+1. Such a rule will be denoted l1, l2, · · · , ln → ln+1;
the part l1, l2, · · · , ln is called the body of the rule and ln+1 is called the head of
the rule. A fact l can be seen as a rule → l with empty body.

Let R and L be a finite set of rules with non empty body and a finite set of
facts respectively. A program P is a set of the form R∪L. In such a case we will
say that the elements of R are the rules of P and the elements of L are the facts
of P . The set of programs will be denoted Prog. Let P = R ∪ L be a program.
We define the consequences by forward chaining of P , denoted Cfc(P ), as the
smallest set of literals (with respect to inclusion) L′ such that:

(i) L ⊆ L′

(ii) If l1, l2, . . . , ln → l is in R and li ∈ L′ for i = 1, . . . , n then l ∈ L′.
(iii) If L′ contains two opposed literals (an atom and its negation) then L′ = Lit .

A program P is consistent if Cfc(P ) does not contain two opposed literals (or
alternatively Cfc(P ) = Lit), otherwise we say that P is inconsistent and it will
be denoted P � ⊥. Let R, L and L′ be a finite set of rules and two finite sets
of facts respectively. L is said to be R-consistent if R ∪L is consistent. L is said
to be R ∪ L′ consistent if L ∪ (R ∪ L′) is consistent. Thus, if P is a program,
L is P -consistent if L ∪ P is consistent. Let L and P be a set of literals and a
program respectively. L is said to be fc-consequence of P if L ⊆ Cfc(P ).

It is important to note that in this setting the problem of the consistency is
polynomial and the problem of a literal entailment is also polynomial.

We can define a very natural hierarchy over Cfc(P ) for a program P . Let
L be Cfc(P ). We define a partition of L, L = L0 ∪ L1 · · · ∪ Lr, inductively
in the following way: L0 is the set of facts of program P ; Li are the literals
l ∈ L \ {L0 ∪ L1 · · · ∪ Li−1} such that there is a rule l1, l2, . . . , lk → l ∈ P
satisfying {l1, . . . , lk} ⊂ L0 ∪ L1 · · · ∪ Li−1. Thus, in L1 we find the literals not
in L0 and obtained by the rules of P using the literals of L0. In Li we find the
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literals not in Lj with 0 ≤ j < i obtained by the rules of P using the literals of
L0 ∪ · · · ∪ Li−1. Since P = R ∪ L0, where R is a finite set of rules and L0 is a
finite set of facts, it follows that |L| ≤ |L0|+ |R|, so each Li is a finite set.

Now we shall recall some definitions of operators in [3].

Definition 1 (Exceptional sets of literals and rules). Let P be a program.
A set of literals L is said to be exceptional for P if L is not P -consistent. A rule
L → l in P is exceptional for P if L is exceptional for P .

The point that makes all computations simple is the fact that, given the def-
inition of entailment and consistency we have, to know if a set of literals is
P -consistent is polynomial.

Notice that if P is not consistent all its rules are exceptional. The following
hierarchy of a program appears in [29]. It has been very useful (e.g. [21]).

Definition 2 (Base). Let P be a program. We define (Pi)i∈w a decreasing se-
quence of programs in the following way: P0 is P and Pi+1 is the set of exceptional
rules of Pi. Since P is finite, there is a first integer n0 such that for all m > n0,
Pm = Pn0 . If Pn0 = ∅ we say that 〈P0, . . . , Pn0 ,∅〉 is the base of P . If Pn0 = ∅,
then 〈P0, . . . , Pn0〉 will be the base of P .

Definition 3 (Rank function). Let P be a program and let 〈P0, . . . , Pn〉 be its
base. We define ρ(P, ·) : Prog → N, the rank function, as follows: ρ(P,Q) =
min{i ∈ N : Q is Pi−consistent} ifP andQ are consistent, otherwise ρ(P,Q) = n.

Notice that if Q1 ⊆ Q2 then ρ(P,Q1) ≤ ρ(P,Q2).

Definition 4 (Rank revision). Let P and P ′ be two programs. We define the
rank revision operator of P by P ′, denoted P ◦rk P ′, as follows:

P ◦rk P ′ = Pρ(P,P ′) ∪ P ′

That is, we take the new piece of information P ′ together with the first program
in the base (the least exceptional) which is consistent with P ′.

In order to generalize this operator we need to define the hull of a program P
with respect to another program P ′. Let IP (P ′) be the set of subsets of P which
are consistent with P ′, contain Pρ(P,P ′) and maximal with these properties. We
define hP : Prog → P(P ) by letting hP (P

′) =
⋂
IP (P

′). The computation of
IP (P

′) is exponential.

Definition 5 (Hull revision). Let P and P ′ be two programs. We define the
hull revision operator of P by P ′, denoted P ◦h P ′, as follows:

P ◦h P ′ = hP (P
′) ∪ P ′

Observation 1. It is easy to see, by the definitions, that Cfc(P ◦rk P ′) ⊆
Cfc(P ◦h P ′). In such a case we say that ◦h is a conservative extension of ◦rk.
Actually, there are examples in which the inclusion is strict.

In order to define the extended hull revision we define first what is a flock of
programs. This is simply a vector 〈Q0, . . . , Qn〉 where each Qi is a program. We
use the letters A, F (with subscripts if necessary) to denote flocks. We define
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the concatenation of flocks in the natural way: 〈P1, . . . , Pn〉 · 〈Q1, . . . , Qm〉 def
=

〈P1, . . . , Pn, Q1, . . . , Qm〉. Suppose that A is a flock, say A = 〈Q1, . . . , Qn〉, we
define Cfc(A) =

⋂n
i=1 Cfc(Qi). We identify a program P with the flock 〈P 〉.

With this identification flocks are more general objects than programs. We are
going to define revision operators of flocks by programs in which the output will
be a flock. First we consider IP (Q) as a flock and we give the following definition:

Definition 6. Let P , P ′ be two programs. Let IP (P
′) be as before. We put

P ◦eh P ′ =
{ 〈H1 ∪ P ′, . . . , Hn ∪ P ′〉 if IP (P

′) = {H1, . . . , Hn}
P ′ if IP (P

′) = ∅

More generally, if A = 〈Q1, . . . , Qn〉, we define

A ◦eh P = (Q1 ◦eh P ) · (Q2 ◦eh P ) · · · (Qn ◦eh P )

where the symbol · denotes the concatenation of flocks.

Observation 2. With the previous definition ◦eh is a conservative extension of
◦h, that is, Cfc(P ◦h P ′) ⊆ Cfc(P ◦eh P ′). To see that, it is enough to notice
that hP (P

′) ⊆ Hi for all Hi ∈ IP (P
′). For this reason the operator ◦eh is called

extended hull revision.

For a study of AGM postulates satisfied by the previous operators we suggest
the reader see the work in [3].

3 Syntactic Arbitrage Operators

Liberatore and Schaerf [23, 24] define a kind of merging operators called arbitrage
operators (or commutative revision operators). They consider beliefs that are
represented by propositional formulas built in a finite propositional language.
Their operators, denoted �, map two belief bases in a new belief base and they
are characterized by a set of postulates of rationality. Actually, Liberatore and
Schaerf [24] prove that if ◦ is a revision operator (see [16]) then � defined by
letting ϕ � μ = (ϕ ◦ μ) ∨ (μ ◦ ϕ) is an arbitrage operator.

Inspired by the previous ideas and having syntactic revision operators we are
going to define syntactic arbitrage operators. We shall redefine the postulates
of arbitrage in the syntactical framework and we shall analyze the relationships
between our operators and these new postulates.

In order to define the syntactic operators and state the new postulates, we
must provide operators simulating over programs the conjunction and the dis-
junction over formulas respectively. Thus, the operator � : Prog2 → P(Lit)
(simulating the conjunction) is defined by:

P1 � P2 = Cfc(P1 ∪ P2)

and the operator ⊕ : Prog2 → P(Lit) (simulating the disjunction) is defined by:

P1 ⊕ P2 = Cfc(P1) ∩ Cfc(P2)



26 J.L. Chacón and R. Pino Pérez

The operator � over programs corresponds to operator ∧ over formulas and the
operator ⊕ over programs corresponds to operator ∨.

Now we define three syntactic arbitrage operators of the shape � : Prog2 →
P(Lit) in the following way:

P1 � P2 = (P1 � P2)⊕ (P2 � P1) (3)

where � ∈ {◦rk, ◦h, ◦eh} with ◦rk, ◦h, ◦eh the rank revision, the hull revision
and the extended hull revision respectively. Thus we dispose of three syntactic
operators: �rk, �h, �eh called rank arbitration operator, hull arbitration operator
and extended hull arbitration operator respectively.

The following postulates are the natural translation of the postulates of Lib-
eratore and Shaerf [24] for arbitration operators to our framework (SA states
Syntactic Arbitration):

(SA1) P �Q = Q � P
(SA2) P �Q ⊆ P �Q
(SA3) If P �Q � ⊥ then P �Q ⊆ P �Q
(SA4) P �Q � ⊥ if and only if P � ⊥ and Q � ⊥
(SA5) If Cfc(P1) = Cfc(P2) and Cfc(Q1) = Cfc(Q2) then P1 �Q1 = P2 �Q2

(SA6) P � (Q1 ⊕Q2) =

⎧⎨⎩
P �Q1 or
P �Q2 or
(P �Q1)⊕ (P �Q2)

(SA7) P ⊕Q ⊆ P �Q
(SA8) If P � ⊥ then P � (P �Q) � ⊥
Postulate SA1 states that the two pieces of information have equal priority.
Postulate SA2 says that “conjunction” is stronger than arbitration. Postulate
SA3, together with SA2, say that under the consistency of the “conjunction” of
programs, such a “conjunction” is the result of arbitration of programs. Postulate
SA4 says that the only possibility for the inconsistency of arbitration is the
inconsistency of each input. Postulate SA5 is the equivalence of the syntax in
our context. Postulate SA6 is the trichotomy postulate in our context. Postulate
SA7 says that arbitration is stronger than “disjunction”. Postulate SA8 says that
the output of arbitration will be consistent with any consistent input.

The following result summarizes the behavior of our arbitration operators
with respect to the postulates above defined.

Theorem 1. The operators �rk, �h, �eh satisfy the postulates SA1, SA2, SA3,
SA4, SA7 and SA8. They don’t satisfy SA5 nor SA6.

Next example will illustrate the behavior of our three syntactic operators. In
particular we shall see that they have behaviors well differentiated.

Example 1. Let P and Q be two programs defined as follows: P = {a, b →
¬c ; b → d ; b → ¬c ; ¬c → e ; a,¬c → f ; a} and Q = {a, b → c ; a → e ; a, e →
c ; a, e → d ; c → d ; c → f ; b}. Then Cfc(P ) = {a} and Cfc(Q) = {b}. It is easy
to verify that the bases of P and Q have two levels. No rule is exceptional, thus
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P1 = Q1 = ∅. Since P ∪ Q is not consistent, we have Pρ(P,Q) = Qρ(Q,P ) = ∅.
Therefore IQ(P ) is the set of maximal subsets of Q which are P -consistent. With
a simple computation, we can verify that IQ(P ) = {T1, T2} where T1 = {a →
e ; a, e → d ; c → d ; c → f ; b} and T2 = {a, b → c ; a → e ; a, e → c ; a, e →
d ; c → d ; c → f}. Moreover Cfc(T1 ∪ P ) = {a, b,¬c, d, e, f} and Cfc(T2 ∪ P ) =
{a, d, e}. For the same reasons as before, IP (Q) is the set of maximal subsets
of P which are Q-consistent. This can be easily computed: IP (Q) = {H1, H2}
where H1 = {b → d ; ¬c → e ; a,¬c → f ; a} and H2 = {a, b → ¬c ; b →
d ; b → ¬c ; ¬c → e ; a,¬c → f}. Then, Cfc(H1 ∪ Q) = {a, b, c, d, e, f} and
Cfc(H2 ∪ Q) = {b,¬c, d, e}. Thus, ∩IQ(P ) = {a → e ; c → d ; c → f} and
∩IP (Q) = {b → d ; ¬c → e ; a,¬c → f}. Therefore, Cfc(∩IQ(P )∪P ) = {a, e, d}
and Cfc(∩IP (Q)∪Q) = {b, d}}. Finally we can compute the outputs for the three
operators. P �hQ = (P ◦hQ)⊕(Q◦hP ) = Cfc(P ◦hQ)∩Cfc(Q◦hP ) = {d}. Since
Pρ(P,Q)∪Q = Q and Qρ(Q,P )∪P = P , we have P �rkQ = Cfc(P )∩Cfc(Q) = ∅.
For the last operator we have P �ehQ = (P ◦ehQ)⊕ (Q ◦eh P ) = Cfc(P ◦ehQ)∩
Cfc(Q ◦eh P ) where Cfc(P ◦eh Q) = Cfc(H1 ∪Q) ∩Cfc(H2 ∪Q) = {b, d, e} and
Cfc(Q◦ehP ) = Cfc(T1∪P )∩Cfc(T2∪P ) = {a, d, e}. Therefore P �ehQ = {d, e}.
Summarizing, we have:

P �rk Q = ∅ ⊂ {d} = P �h Q ⊂ {d, e} = P �eh Q

4 Merging Programs

Merging operators with integrity constraints were defined in [18]. Therein we
can find a characterization in terms of postulates. The aim of this section will
be to define merging operators for the representation of beliefs as programs, as
those presented in Sect. 2 with the logic of forward chaining defined therein. We
shall also define the merging postulates in this syntactical framework and we
shall study the relationships between our new operators and the postulates.

We denote by Prog the set of all the programs; M(Prog) will denote the set
of finite and nonempty multisets of nonempty programs. The merging operators
Δ we are interested in, are operators from M(Prog)× Prog into subsets of Lit .
The multisets of programs are called profiles and we shall use the letters Φ and
Ψ (with subscripts if necessary) to denote them. If Φ = {P1, . . . , Pn} is a profile
and P is a program, Δ(Φ, P ) must be understood as the result of merging the
programs in Φ under the constraint P . We shall write ΔP (Φ) or ΔP (P1, . . . , Pn)
instead of Δ(Φ, P ). For a profile Φ we denote by ∪Φ the union of all programs
in Φ. If Φ1 and Φ2 are profiles we denote by Φ1 � Φ2 the new profile resulting of
the union of multisets (e.g. {P} � {P} = {P, P}).

Guided by Equation 2, and the interpretation of “disjunction” already defined,
we set the following definition for ∗ ∈ {rk, h, eh}:

Δ∗
P (P1, . . . , Pn) =

{
Cfc(P ∪ P1 . . . ∪ Pn), if this is consistent;⋂
Cfc(Pi ◦∗ P ), otherwise.

(4)

where the profile is {P1, . . . , Pn} (the programs to merge), under the integrity
constraint P and ◦∗ is the rank revision, hull revision or extended hull revision
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if ∗ is rk, h or eh respectively. We adopt the following definition of entailment
for programs P and Q: we put P � Q whenever Cfc(Q) ⊂ Cfc(P ).

The following postulates are the adaptation of postulates characterizing merg-
ing operators with integrity constraints (see [18]):
Let Φ = {P1, . . . , Pn}.
(FP0) ΔP (Φ) � P
(FP1) If P is consistent, then ΔP (Φ) is consistent.
(FP2) If Cfc(∪Φ ∪ P ) is consistent, then ΔP (Φ) = Cfc(∪Φ ∪ P ).
(FP3) If Φ1 = {P1, . . . Pn}, Φ2 = {Q1, . . . , Qn}, Cfc(Pi) = Cfc(Qi), Cfc(P ) =

Cfc(Q), then ΔP (Φ1) = ΔQ(Φ2)
(FP4) If P1 � P , P2 � P and P1 and P2 are consistent, then

Cfc(ΔP (P1, P2) ∪ P1) = Lit ⇒ Cfc(ΔP (P1, P2) ∪ P2) = Lit

(FP5) ΔP (Φ1) ∪ΔP (Φ2) � ΔP (Φ1 � Φ2)
(FP6) If ΔP (Φ1)∪ΔP (Φ2) is consistent, then ΔP (Φ1�Φ2) � ΔP (Φ1)∪ΔP (Φ2)
(FP7) ΔP (Φ) ∪Q � ΔP∪Q(Φ)
(FP8) If ΔP (Φ) ∪Q is consistent, then ΔP∪Q(Φ) � ΔP (Φ) ∪Q

Postulate FP0 means that the integrity constraint is respected. Postulate FP1
establishes the consistency of the merging whenever the integrity constraints
are consistent. Postulate FP2 establishes that in the case where there is no
conflict between the pieces of information, the output is the consequence of
putting all pieces together. Postulate FP3 is the independence of the syntax in
our framework. Postulate FP4 is the postulate of fairness. Postulates FP5 and
FP6 refer to a good behavior of the merging of subgroups: if the merging of
subgroups agree on some facts and it is consistent, the result of the merging
on the whole group is the set of facts on which the subgroups agree. Postulates
FP7 and FP8 concern the iteration of the process (see [18] for more detailed
explanations about the postulates).

The following theorem shows the behavior of the operator defined by Equa-
tion (4) with respect to the postulates in the case of ranked revision.

Theorem 2. The operator Δrk satisfies the postulates FP0, FP1, FP2 and FP4.
It doesn’t satisfy FP3 nor FP5-FP8

The following theorem shows the behavior of the merging operators defined by
Equation (4) with respect to hull revision and extended hull revision.

Theorem 3. The operators Δh and Δehsatisfy the postulates FP0, FP1 and
FP4. They don’t satisfy FP3-FP8

5 Conclusions

We have defined three syntactic arbitration operators. They satisfy Postulates
(SA1)−(SA4) and (SA7)−(SA8) but they fail to satisfy Postulates (SA5)−(SA6).
These operators seem to be a good compromise between rationality and compu-
tation, good properties and tractability. The operator �rk is polynomial because
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◦rk is clearly polynomial. The other operators have a higher computational com-
plexity inherent to computation of maximal consistent sets.

Concerning merging with integrity constraints, we have also three syntactic
operators. The operator defined using rank revision satisfies Postulates (FP0),
(FP1), (FP2) and (FP4), whereas the merging operators defined using hull revi-
sion and extended hull revision satisfy only Postulates (FP0), (FP1) and (FP2).
Thus in the case of merging with integrity constraints the operator Δ defined
with rank revision is better than the two other operators both from the point of
view of rational behavior as from the point of view of computational complexity.

In order to satisfy more rational properties, it will be interesting to explore
other alternatives to definition given by Equation (4), in particular, the use of
some kinds of aggregation functions (like majority) to produce the resulting
facts(see for instance [20]) could lead to operators having a better behavior. It
remains also to explore the exact relationships between properties of arbitration
and merging operators defined in Equations (3), (4) and the properties of revision
operators used in those definitions.
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Abstract. The high mutability of Human Immunodeficiency Virus (HIV) leads 
to serious problems on designing efficient antiviral drugs. In fact, in last years 
the study of drug resistance prediction for HIV mutations has become an open 
problem for researchers. Several machine learning techniques have been 
proposed for modelling this sequence classification problem, but most of them 
are difficult to interpret. This paper presents a modelling of the protease protein 
as a dynamic system through Fuzzy Cognitive Maps, using the amino acid 
contact energies for the sequence description. In addition, a Particle Swarm 
Optimization based learning scheme called PSO-RSVN is used to estimate the 
causal weight matrix that characterize these structures. Finally, a study with 
statistical techniques for knowledge discovery is conducted, for determining 
patterns in the causal influences of each sequence position on the resistance to 
five well-known inhibitor drugs. 

Keywords: HIV, drug resistance, fuzzy cognitive maps, particle swarm 
optimization, clustering, knowledge discovery. 

1 Introduction 

The Human Immunodeficiency Virus is a complex and dynamical Lentivirus plaguing 
humanity harshly causing millions of deaths yearly. Although antiviral drugs are not 
able to eradicate the HIV, they are designed to inhibit the function of three essential 
proteins in the virus replication process: protease, reverse transcriptase and integrase. 
For example, protease inhibitors avoid the maturation of released viral particles by 
cleaving precursor proteins. However, due to a high mutation rate, this virus is capable 
to develop resistance to existing drugs, eventually causing the treatment failure. Thus, 
modelling of resistance mechanism requires the study of viral genome for designing 
more effective therapies using existing drugs [1]. 

Resistance testing can be performed either by measuring viral activity in the 
presence and absence of a drug (phenotypic resistance testing), or by sequencing the 
viral genes coding for the drug targets (genotypic resistance testing). Genotypic assays 
are much faster and cheaper, but sequence data provide only indirect evidence of 
resistance [2], giving a limited knowledge of the HIV behaviour. Therefore, in order to 
discover more relevant and consistent information, other biological, mathematical or 
computational approaches are required. 
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Several machine learning techniques have been proposed to predict phenotypic 
resistance using genotypic information including Neural Networks [3], Recurrent 
Neural Networks [4], Support Vector Machine regression [5] and Decision Tree 
classification [6]. These models have achieved good performance in terms of 
prediction accuracy, but only a few can be interpreted in order to explain the effect of 
mutational patterns on the resistance phenotype, that is, the relationships among the 
amino acids and its influence on the resistance. 

In this work, Fuzzy Cognitive Maps (FCMs) are used for modelling the protease 
protein as a dynamic system. These neural structures are useful to create models that 
emulate the behaviour of complex processes using fuzzy causal relationships. For this 
reason, this technique allows us to predict drug resistance from a given mutation 
sequence and to interpret the effect of a punctual mutation on the resistance. 

The rest of the paper is organized as follows: in next Sect. 2 the theoretical 
background of FCMs is described, and also the proposal for the modelling problem. 
In Sect. 3 we introduce a learning scheme to estimate the FCMs weight matrixes or 
causal relation values. Section 4 gives the experimental settings, while Sect. 4.1 
provides details about the knowledge discovery process. Finally, conclusions and 
further research aspects are discussed in Sect. 5. 

2 Fuzzy Cognitive Maps 

Fuzzy Cognitive Maps [7] are an effective Soft Computing technique for modelling 
and simulation of dynamic systems that combine some aspects of Fuzzy Logic and 
Neural Networks in their representation schemes: the heuristic and common sense 
rules of Fuzzy Logic with the learning heuristics of the Neural Networks. They are 
directed graphs with feedback, consisting of nodes and weighted arcs (see Fig. 1). 
Nodes of the graph stand for the concepts that are used to describe the behaviour of 
the system and they are connected by signed and weighted arcs representing the 
causal relationships that exist among the concepts. 

It must be mentioned that the values in the graph are fuzzy, so concepts take values 
in the range between [0,1] and also the weights of the arcs are in the interval [-1,1]. 
The weights of the arcs between concept Ci and concept Cj could be positive which 
means that an augment in the value of concept Ci leads to the increase of the Cj value, 
whereas a decrease in the value of concept Ci leads to a reduce of the Cj value; or 
there is negative causality which means that an increase in the value of concept Ci 
leads to the decrease of the Cj value and vice versa [8]. 
 

 

Fig. 1. Simple Fuzzy Cognitive Map. Concept activation level 
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The FCMs inference process involves a mathematical model. It consists of a state 
vector A1xn which includes the values of the n concepts and a weight matrix Wnxn 
which gathers the weights wij of the interconnections among the n concepts. For each 
concept, its value is influenced by the values of the connected concepts with the 
appropriate weights and by its previous value. The activation value for each concept 
is iteratively calculated by the following rule (1): 

A  w A , i j .                                             1  

where t indexes the current time, Ai is the activation level of concept Ci, Aj is the 
activation level of concept Cj, and wij is the weight of the interconnection between Ci 
and Cj, whereas f is a threshold or normalization function. The new vector shows the 
effect of the change in the value of one concept in the whole map. 

In order to build a single FCM, the knowledge and experience of one expert on the 
system operations must be used. The expert determines the concepts that best 
illustrate the system; where a concept can be a feature of the system, a state or a 
system variable; identifying which factors are central for the system modelling and 
representing a concept for each one. Moreover, the expert has observed which 
elements influences other elements, and for corresponding concepts the experts could 
be determine the negative or positive effect of one concept on the others. 

2.1 Modelling Protease Proteins through Fuzzy Cognitive Maps 

The main proposition in this work is to model the protease protein as a dynamic 
system using FCMs theory. This modelling is able to support the prediction of the 
drug resistance from a given protease mutation sequence and to interpret the causal 
relations among the amino acids and its influence on the resistance. 

Protease sequence is defined by 99 amino acids where each one is characterized by 
the contact energy. The contact energy [9] of an amino acid is a numerical descriptor 
that corresponds to the tridimensional structure of proteins and it is calculated 
statistically from a large number of diverse sequences. So, for modelling this, each 
sequence position (amino acid) is taken as a map concept, and another extra concept 
for the resistance is also defined. Moreover we establish causal relations among all 
amino acids, and between each one of them and the resistance concept. This proposal 
is supported by the fact that exist relations among not necessarily adjacent positions 
of the sequence; where a change in the contact energy of a specific amino acid (to be 
considered as a mutation) could be relevant in the drug resistance. 

To predict the resistance concept (phenotype) from predictor concepts (genotype) 
means to solve, for each drug, the related sequence classification problem; where the 
activation value for each predictor is taken as its normalized contact energy (in the 
range [0,1]). Following this idea, the resistance concept should be considered as a 
binary concept (1-resistent, 0-susceptible) defined by a drug-specified cut-off. The 
causal relations among concepts are defined by a causal weight matrix (W ). This 
augmented matrix defines, for each amino acid AAi, the interaction with the others 
(AAj), and additionally characterizes the causal interaction between each descriptor 
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AAi and the resistance concept (denoted as R). In this model we assume that self-
connections are not allowed in the graph, which means that i ≠ j. Figure 2 shows the 
general scheme for the modelling process. 

 

 

Fig. 2. General scheme for modelling protease through FCMs theory 

Although developing an FCM using automatic approaches is relevant, could be 
complex to find the causal weight matrix W, since the knowledge from experts is not 
enough and it is difficult to handle knowledge from different sources of information. 
For this reason, in the next Sect. 3, a Particle Swarm Optimization based learning 
method to estimate this matrix using historical data is also proposed. 

3 Weight Matrix Estimation Using Particle Swarm 
Optimization 

Problems associated with automatic (or manual) modelling of an FCM encourage 
researchers to work on automated or semi-automated computational methods for 
learning FCMs structures using historical data. Semi-automated methods still require 
a relatively limited human intervention, whereas fully automated approaches are able 
to compute an FCM model solely based on historical data [10]. In this section is 
proposed an automated learning scheme to estimate the causal weight matrix using an 
evolutionary meta-heuristic: Particle Swarm Optimization (PSO). 

The PSO algorithm is a stochastic technique that simulates the social behaviour 
observed in groups or swarms of biological individuals [11]. This meta-heuristic is 
based on the principle that intelligence does not lie in individuals but in the collective, 
allowing for the solution of complex optimization problems from a distributed point 
of view, without centralized control in a specific individual. Each organism (particle) 
adjusts its position by using a combination of an attraction to the best solution that 
they individually have found, and an attraction to the best solutions that any particle 
has found [12], imitating those who have a better performance. 

The particles are interpreted as possible solutions for the optimization problem and 
are represented as points in n-dimensional search space. In the case of standard PSO, 
each particle (Xi) has its own velocity (Vi) bounded by a maximum value (Vmax), a 
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memory of the best position it has obtained (Xpi) and knowledge of the best or global 
solution found in its neighbourhood (Xg). In the search process each particle adjusts it 
position and velocity according to the following equations (2) and (3): Vi   χ Vi  c1r1 Xpi Xi   c2r2 Xg Xi  .                    (2) 

 Xi k 1   Xi k  Vi k 1  .                                                 (3) 

where k indexes the current generation, c1 and c2 are positive constants, r1 and r2 are 
random numbers with uniform distribution on the interval [0, 1], whereas χ represents 
the constriction coefficient introduced by Clerc et al. [13] and it can be expressed in 
terms of c1 and c2 as shown in (4):   χ  2 2 φ φ2  4φ   and  φ  c1  c2 , φ  4 .                      (4) 

In this model, the swarm is often attracted by sub-optimal solutions when solving 
complex multimodal problems, causing premature convergence of the algorithm and 
swarm stagnation [14]. Once the particles have converged prematurely, they continue 
converging to within extremely close proximity of one another so that the global best 
and all personal bests are within one minuscule region of the search space, limiting 
the algorithm exploration. For this reason, we use in this paper a variant of constricted 
PSO called PSO-RSVN [15] that uses random samples in variable neighbourhoods for 
dispersing the particle swarm whenever a premature convergence state is detected, 
offering an escaping alternative from local optima. 

The causal weight matrix estimation could be modelled as an optimization problem 
where each agent of the swarm represents a possible weight matrix; in this design the 
particles will encoded as vectors; following equation (5) shows this idea: x w , … , w , w , w , … , w , w … , w , … w , w  .        (5) 

As mentioned, PSO-RSVN can be used to learn FCMs structures based on historical 
data, consisting of a sequence of state vectors that leads to a desired fixed-point 
attractor state. In the optimization process the search space is explored, trying to find 
the best configuration that guarantees a convergence or expected results [16], [17]. 
This scheme improves the quality of resulting FCMs models by minimizing the 
following objective or heuristic function (6) characterized as: 

x, Φ | x, Φ Φ | .| |                                              (6) 

where Φ represents the set of protease mutations or train-cases, whereas I is a binary 
function that calculates the map inference for the i-th mutation using the x as weight 
matrix. Moreover, another binary function R is used for compute the drug resistance 
(or objective attribute) for the current train-case Φi. 
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4 Results and Discussion 

In this section we evaluate the proposed model using historical data of five protease 
inhibitors1: Atazanavir (ATV), Indinavir (IDV), Lopinavir (LPV), Nelfinavir (NFV) 
and Saquinavir (SQV). As mentioned, a stored case represents a protease mutation 
having 99 attributes or descriptors and a binary class for the resistance. 

From previous studies of HIV proteins, it is known that not all the amino acids that 
characterize the sequence are determinant in predicting resistance, since only a subset 
of them are in the active centre of the protein. In fact, the action of the existing drugs 
is targeted to these amino acids; inhibiting the protein function. Thus, we use a feature 
selection based on positions that are previously associated with resistance, from both 
experimental and numerical perspective [19]. 

So, for each drug we get 100 maps (trials), where the causal weight matrix is 
estimated using the learning scheme described in Sect. 3. Table 1 shows the average 
prediction accuracy obtained by several machine learning techniques implemented in 
WEKA toolkit [20]: a Decision Tree (J48), a Bayesian Network (BN) with K2 as 
learning algorithm, a Support Vector Machine (SVM) with linear kernel function and 
a Multilayer Perceptron (MLP). Also a Recurrent Neural Network (RNN) model from 
[21] was considered. FCM accuracy values were achieved using as parameter settings 
of the learning scheme: 100 particles, 500 generations, five variable neighbourhoods 
(M = 5), and a tolerance (threshold) for the maximum radius of the swarm a = 1.0E-5. 

Table 1. Comparison of the performance of FCM against other machine learning techniques in 
terms of classification accuracy (the best performing algorithm is emphasized in boldface) 

Drug J48 BN SVM MLP RNN FCM 

ATV 0.653 0.678 0.752 0.760 0.744 0.837 

IDV 0.899 0.894 0.897 0.881 0.875 0.914 

LPV 0.891 0.897 0.874 0.897 0.897 0.904 

NFV 0.901 0.859 0.881 0.881 0.916 0.859 

SQV 0.928 0.905 0.905 0.905 0.915 0.848 

 
Although the average prediction accuracies are promising, this work is more 

focused on identifying the effect of mutational patterns on the resistance phenotype, 
i.e. the causal influences of each sequence position on resistance concept. However, 
we first need to justify if the further study is reasonable. So, the accuracy is used as a 
quality measure of the knowledge expressed in the causal relationships. The obtained 
accuracies are best ranked at ATV, IDV, and LPV; and only differ about 5% to the 
other techniques at NFV and SQV. Therefore, in the next section a qualitative study 
with statistical techniques for knowledge discovery to determine these patterns is 
conducted, using the knowledge of the causal weight matrix.  
                                                           
1 The five knowledge bases were extracted from Stanford HIV Drug Resistance Database [18]. 
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4.1 Knowledge Discovery and Interpretation 

In order to find patterns in the causal relationships between each amino acid and the 
resistance concept (direct relations), five new knowledge bases are designed by 
extracting these relations from the 100 weight matrixes obtained before for each drug. 
Following this idea, an instance of a new base is a vector V  that represents all direct 
relations from the i-th weight matrix, as shown in (7): V w , w , … , w  .                                         (7) 

Next, a cluster analysis takes place in order to gather similar vectors; i.e., weight 
vectors with similar behaviour for analogue relationships. Clustering is a common 
technique for statistical data analysis used in many fields, including machine learning, 
pattern recognition, image analysis, information retrieval, and bioinformatics. We 
choose the SPSS Two Step Cluster algorithm [22] since it performs well with 
continuous data and the priori estimation of the number of clusters is not required. In 
addition, the Akaike’s Information Criterion (AIC) was used as clustering criterion, 
whereas Log-likelihood was taken as distance measurement. 

In the experimental results a stable behaviour is observed: for all drugs the causal 
vectors were grouped in two clusters (Ci). Using the charts of the simultaneous 95% 
confidence intervals for means we found the signs for each direct relation. Following 
Tables 2, 3, 4, 5 and 6 show the discovered patterns; where (+) means that a positive 
causality is detected, (-) means that there is a negative causality and (?) means that 
there is no causal pattern between the amino acid and the resistance. Occasionally, no 
causal patterns are observed, due to the confidence intervals for means are too large 
and include both negative and positive causality. 

Table 2. Amino acid causal influences over resistance for ATV 

Ci AA10 AA20 AA24 AA32 AA33 AA36 AA46 AA47 AA48 AA50 

C1 - + - ? ? ? ? ? + + 

C2 - + - ? - ? ? ? + + 

Ci AA53 AA54 AA63 AA71 AA73 AA82 AA84 AA88 AA90 AA93 

C1 ? + - + + - - ? - + 

C2 ? + - + ? - - ? - + 

Table 3. Amino acid causal influences over resistance for LPV 

Ci AA10 AA20 AA24 AA32 AA33 AA36 AA46 AA47 AA48 AA50 

C1 - ? ? ? ? + + ? + - 
C2 - + ? + ? + + + ? + 

Ci AA53 AA54 AA63 AA71 AA73 AA82 AA84 AA88 AA90 AA93 

C1 + - + + ? - - + ? ? 
C2 ? ? + + ? ? ? ? ? + 
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Table 4. Amino acid causal influences over resistance for IDV 

Ci AA10 AA20 AA24 AA32 AA33 AA36 AA46 AA47 AA48 AA50 

C1 - + ? + + - + + + + 
C2 - + ? + + - + + + + 

Ci AA53 AA54 AA63 AA71 AA73 AA82 AA84 AA88 AA90 AA93 

C1 + - - + + - - + - + 
C2 + - - + + - - + - + 

Table 5. Amino acid causal influences over resistance for NFV 

Ci AA10 AA20 AA30 AA36 AA46 AA48 AA50 AA53 AA54 AA63 

C1 - + + + + + + + - ? 
C2 - + + + + + + + - - 

Ci AA71 AA73 AA77 AA82 AA84 AA88 AA90 AA93   

C1 + ? + - - ? - ?   
C2 + + + - - ? - ?   

Table 6. Amino acid causal influences over resistance for SQV 

Ci AA10 AA20 AA36 AA46 AA48 AA50 AA53 AA54 AA63 AA71 

C1 + - ? - - - - + + - 
C2 + - - - - - - + + - 

Ci AA73 AA82 AA84 AA90 AA93      

C1 - - + + ?      
C2 - - + + ?      

For example, analysing the causal patterns for IDV described in Table 4, some 
conclusions came out. (i) In both clusters a positive causality for the direct relations 
from AA20, AA32, AA33, AA46, AA47, AA48, AA50, AA53, AA71, AA73, AA88 and AA93 
exists; which means that when a mutation in one of these amino acids takes place, the 
resistance value is proportionally affected. More specifically, if one of these amino 
acids mutes to another one with higher (lower) contact energy then the resistance 
value increases (decreases). (ii) In both clusters a negative causality for the direct 
relations from AA10, AA36, AA54, AA63, AA82, AA84 and AA90 is observed; this 
behaviour means that when a mutation in one of these amino acids occurs, the 
resistance value is reverse-proportionally affected. More specifically, if one of these 
amino acids mutes to another one with higher (lower) contact energy, then the 
resistance value decreases (increases). (iii) For the direct relation from AA24 there is 
an unstable causal behaviour over the resistance concept, i.e. the confidence interval 
for this direct relation include negative and positive causality. Likewise can be drawn 
conclusions about causal patterns in the direct relations of the other four modelled 
drugs. In fact, following this logic, the knowledge extraction process also could be 
applied to other protease inhibitors that are often used in the treatments. 

These patterns characterize the direct effect of a mutation on the resistance value, 
allowing to the drugs designer a more competent compression of this complex 
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biological system. For example, this knowledge could be useful to reconstruct the 
chemical reactions that occur in the active centre of the protein between the enzyme 
and its substrate, which is relevant information for creating inhibitor drugs for specific 
enzymes. We know that the proposed study of the direct relations is not yet enough 
for designing more effective drugs; due to the effect of a position mutation in other 
amino acids and consequently on the drugs resistance is omitted. However, the 
proposed methodology provides a strong scheme for representing and discovering 
knowledge that describe the dynamics of HIV proteins. Future work will be focused 
on extending the knowledge discovery process to all relations on the map (using the 
whole protein), for studying how all the amino acids influence to each other and the 
resistance, after multiple mutations take place. 

5 Conclusions 

In this paper was proposed a novel FCMs based scheme for modelling the dynamic of 
the protease protein; the behaviour of this complex system is very difficult to be 
described by a precise mathematical model, due to its high mutation rate. Although 
several machine learning techniques have been proposed for predicting the drug 
resistance, most of them are difficult to interpret. However, through FCMs theory it is 
easier and more practical to represent it in a graphical way, showing the causal 
relationships between all the protein positions and the resistance. 

We showed the benefits of the application of a learning method inspired in the PSO 
meta-heuristic to fine-tune the causal relationships of a modelled FCM. This 
supervised weight adaptation methodology adjusts the maps parameters based only on 
historical data, without human intervention. Experimental results showed that the 
FCMs based model and the learning method proposed get promising classification 
accuracies against other approaches reported in the literature. 

The cluster analysis was used as a knowledge discovery tool for finding patterns in 
the causal influences of each sequence position on resistance to five inhibitor drugs. 
The knowledge about how the modelled system behaves when mutation takes place is 
helpful for characterizing the chemical processes that occurs in active centre of the 
protease, making more understandable the behaviour of this protein. So, the proposal 
is a first approximation to modelling and studying the dynamics of the HIV proteins 
on the drug resistance problems, through FCMs. As future work, the knowledge 
discovery process will be extended and deeper assessed by modelling and interpreting 
all the relations on the maps. Moreover this methodology will be applied to reverse 
transcriptase and integrase inhibitors, also other descriptors must be used in order to 
characterize the amino acids sequence. 
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Abstract. Knowledge engineers have had difficulty in automatically construct-
ing and populating domain ontologies, mainly due to the well-known know-
ledge acquisition bottleneck. In this paper, we attempt to alleviate this problem 
by proposing an iterative unsupervised approach to identifying and extracting 
ontological class instances from the Web. The proposed approach considers the 
Web as a big corpus and relies on a confidence-weighted metric based on se-
mantic measures and web-scale statistics as types of evidence. Moreover, our 
iterative method is able to learn, to some extent, domain-specific linguistic pat-
terns for extracting ontological class instances. We obtained encouraging results 
for the final ranking of candidate instances as well as an accuracy performance 
up to 97% for the patterns found by our method. 

Keywords: ontology population, ontology-based information extraction, 
confidence metric, pattern learning, similarity measure. 

1 Introduction 

In recent years, there has been an increasing interest in ontologies, mainly because 
they have become very popular as a means for representing and sharing machine-
readable semantic knowledge. From the computer science point of view, ontologies 
are also defined as logical theories able to encode knowledge about a certain domain 
in a declarative way. Also, ontologies are extensively used in the Semantic Web [1]. 

Although domain ontologies are recognized as essential resources for the Semantic 
Web, it turns out that the manual development of ontologies is very time-consuming 
and error-prone [2]. Thus, an automated or semi-automated mechanism able to con-
vert the information contained in existing web pages into ontologies is highly desired. 
In this scenario, Ontology-Based Information Extraction (OBIE) [3] seems as a prom-
ising candidate of such a mechanism. The main reason is that an OBIE system can 
process natural language text through a mechanism guided by ontologies in order to 
extract certain types of information, and present the output using ontologies [3]. 

This paper describes our method for extracting class instances from the Web. The 
proposed method integrates: (i) linguistic patterns to identify text realizations of onto-
logical classes; (ii) shallow syntactic information for disambiguation purposes; and, 
iii) a component able to learn new specific surface text patterns in order to expand the 
initial set of patterns. Additionally, we use a confidence-weighted metric based on the 
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Pointwise Mutual Information (PMI) metric [4], WordNet similarity measures, and 
simple heuristics in order to calculate the final confidence score for a given candidate 
instance. The PMI metric is a web-scale statistics to assess the degree of relationship 
between two terms that is estimated from the hit count given by a web search engine. 

Moreover, this work proposes an iterative unsupervised method that considers the 
Web as an enormous corpus, overcoming in this manner the data sparseness problem. 
The method relies on the basic idea of splitting up the entire learning process into 
several simpler steps. These steps are integrated in a cyclic process in which a step 
takes profit of the knowledge previously acquired, and that might be useful in post-
erior iterations of the method. 

The rest of this paper is organized as follows: Section 2 is dedicated to related 
work. Section 3 presents the assumptions and a detailed description of our method for 
ontology population. We report experimental results in Sect. 4. Finally, Sect. 5 
concludes this paper and outlines future work. 

2 Related Work 

Much research work has already followed the central idea of using the Web as a big 
corpus and applying Hearst´s patterns for the ontology population task. In the follow-
ing, we present some representative systems that adopted a similar approach to ours. 

The KnowItAll system [4] extracts instances of classes and relations from the Web 
using domain-independent patterns. For assessing candidate instances, KnowItAll 
uses the PMI metric to compute features, and a Naive Bayes classifier to combine 
such features for achieving a rough estimate of the probability that each candidate 
instance is correct. 

The OntoSyphon approach [5] focuses on learning instances of ontological classes 
from two representative corpora: a local one, containing 60 million web pages, and 
the whole Web. In [5], the authors have performed many experiments for evaluating 
normalized confidence metrics based on hit counts for instance ranking. 

In [6] it was proposed a domain-independent method to learn effective surface text 
patterns representing relations (taxonomic or non-taxonomic) using a web search 
engine. The proposed method uses three criteria to identify the most effective patterns 
among the candidates found. The authors reported precision results up to 95% for 
learned patterns. 

The learning patterns algorithm proposed by [7] is based on the idea of learning 
patterns and uses them as extractors and discriminators in an ontology population 
task. They extract patterns and assess them using both estimated precision and recall, 
and some heuristics. The authors evaluated the impact of using the learned patterns 
along with an initial set of baseline patterns. 

The current work focuses on the evaluation of a confidence-weighted metric that, 
besides PMI information, also considers semantic features, and some simple heuris-
tics for improving the classification performance. That constitutes the main difference 
between the method presented in this paper and previous work. Moreover, this paper 
introduces a component in our functional architecture responsible for learning do-
main-specific linguistic pattern. This component allows the expansion of the initial set 
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of pattern used for retrieving candidate instances from the Web. In [6,7] they followed 
the same idea of our learning process, but they differ from ours w.r.t the steps of pat-
tern classification. Our research hypothesis is that using web-scale statistics along 
with other type of evidences (heuristics), we should improve the set of learned pat-
terns and, consequently, the overall extraction process of class instances. 

3 The Proposed Method 

The Unsupervised Method for Ontology Population from the Web (UMOPOW) takes 
profit of the high redundancy present in the web content, considering it as a big cor-
pus. Sharing the same idea, several authors pointed it out as an important feature be-
cause the amount of redundant information can represent a measure of its relevance 
[4,5,8]. Moreover, we take into account the portability issue, i.e., the method should 
be able to perform independently of the domain ontology.  

Basically the UMOPOW relies on an initial set of domain-independent linguistic 
patterns [8] that are used as both discriminators and extractors of candidate instances 
for domain ontologies. These patterns have been successfully used in many previous 
works [4, 5, 8]. However, a problem with this initial set of patterns is that they do not 
produce a reasonable recall, due to different ways that class instances can be expressed 
in natural language texts. Aiming to address this problem, we integrated a module for 
learning domain-specific linguistics patterns for each class in domain ontology in order 
to increase the number of different patterns that our prototype recognizes. 

The whole process of the UMOPOW is composed in 4 main steps as shown in Fig. 1. 
It essentially consists of an iterative cycle that is executed for each class of the input 
ontology. It is quite reasonable to accept that is not possible to acquire all possible in-
stances for a class in just one big iteration, instead, we split up the entire learning 
process into several simpler steps. Each iteration of the UMOPOW receives acquired 
knowledge information from the previous one. 

 
 
 
 

 

Fig. 1. Steps of the UMOPOW 

The prototype system implemented for validating the UMOPOW uses the 
OpenNLP1 shallow syntactic parser for English, which performs the preprocessing 
task of identifying Noun Phrases (NP) containing instances of ontological classes. In 
order to assess and rank candidate instances, we proposed, in a previous work [9], a 
combination of different semantic measures and web-scale statistics that explores 
various levels of evidence. The following subsections further describe the main steps 
presented in Fig. 1. 

                                                           
1 http://opennlp.apache.org 
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3.1 Extracting Candidate Instances 

Firstly, we select a class C of the input ontology and them, by using a set of domain-
independent linguistic patterns P and a web search engine, we formulate queries that are 
performed for collecting relevant documents. We use seven patterns adapted from [6,8]: 

P1:   <CANDIDATE>   is   a/an   <CLASS> 
P2:   <CLASS>(s)   such   as   <CANDIDATES>   and 
P3:   such   <CLASS>(s)   as   <CANDIDATES>   and 
P4   and   P5:   <CLASS>(s)   (especially/including)   <CANDIDATES>   and 
P6   and   P7:   and   <CANDIDATE>   (and/or)   other   <CLASS>(s) 

The above patterns would match sentences in natural language such as “is a city”, 
“cities such as”, “such cities as”, “cities especially”, “cities including”, “and other 
cities”, “or other cities”. These phrases likely indicate instances of C in the 
<CANDIDATE(s)> part [8].  

Next, the first N web documents fetched by each pattern are processed for match-
ing occurrences of the patterns into the document content. We are interested in sen-
tences like “such cities as CANDIDATES” or “CANDIDATE is a city”, in which 
CANDIDATE(S) denotes a single noun phrase or a list of noun phrases. For instance, 
in the sentence: “Why did cities such as Pittsburgh, Cincinnati grow rapidly in the 
1830's”, the “Pittsburgh” and “Cincinnati” words are extracted as candidate instances 
of the City class. In addition, each candidate instance keeps a list containing the  
patterns that extracted it. 

In order to avoid invalid and repeated candidate instances, the method performs 
some filtering actions: (1) removing all candidate instances found in a StopList; (2) 
deleting a candidate instance that either represents a class in the ontology or already is 
an instance of the class; (3) by using a stemming algorithm, the method identifies 
syntactic variations of candidate instances. In this case, if two candidate instances are 
syntactically equivalent, just one of the syntactic forms is maintained and the lists of 
extraction patterns of both forms are merged; and finally, (4) two candidate instances 
can be syntactically different, but semantically equivalent. For instance, the candidate 
instances "USA" and "The United States of America” both refer to the same instance 
of the Country class. In order to identify these cases among the set of candidate in-
stances, the system retrieves a list of synonyms of the two candidates using the 
WordNet2. Then, in case of one candidate instance is a synonym of the other they are 
considered semantically equivalent. This semantic filtering is restricted only to in-
stance candidates having an entry in the WordNet. The list of extraction patterns are 
merged in analogous way as in the previous action. 

3.2 Classifying Candidate Instances 

The above step produces a list of candidate instances. Next, it is necessary to decide 
which candidate instance is an actual instance for a given class in the input ontology. 
Thus, the UMOPOW uses several web-scale statistics, semantic metrics, and heuristics 

                                                           
2 http://wordnet.princeton.edu 
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for evaluating confidence scores to be applied on each candidate instance. Such a com-
bined confidence metric should estimate the likelihood that a candidate instance is an 
actual instance of the related class. In the following, we explain how the aforemen-
tioned elements are used in order to calculate the final confidence score. 

Pointwise Mutual Information (PMI)[4]. The PMI metric gives the number of hits 
for a pair (ci, c), corresponding to a candidate instance ci and a class c, for each pat-
tern p belonging to the set of extraction patterns P listed in Sect. 3.1. There exist some 
variants of PMI in the literature [4] [5]. We chose the variant in Formula 1 because it 
achieved better performance in experiments carried out in our previous work [9]. In 
this formula, the sum of the hits (ci, c, p) is normalized by a value determined by 
sorting the set of candidate instances by hits (ci) and then selecting the hit count that 
appears at the 25th percentile (Count25).  We refer the reader to [5] for details about 
this formula. 

 
25

( , , )

Str-INorm-Thresh(ci,c)
max( ( ), )

p P

hits ci c p

hits ci Count
∈=


 (1) 

This processing step will use the patterns listed in Section 3.1 to calculate the PMI 
value by formulating queries like "cities such as Barcelona and". In this step, it is very 
important the presence of the word "and", either after or before a candidate instance 
using the patterns P2 to P7. As pointed out by [6], the use of this word should avoid 
some misclassifications. For instance, if we had extracted the candidate instance 
"Las" instead of "Las Vegas", and since this candidate has a high PMI value because 
of the query hits for "cities such as Las" include the hit count for the correct phrases 
like "cities such as Las Vegas", this would lead to a misclassification. Hence, the 
presence of the word "and" would alleviate this kind of problem. 

WordNet Similarity. Semantic similarity measures based on WordNet have been 
widely used in NLP applications [10], and they typically take into account the Word-
Net structure to produce a numerical value for assessing the degree of the semantic 
similarity between two concepts. In this work we will use two well-known similarity 
measures based on WordNet proposed by Lin [11], and Wu and Palmer [12]. In our 
method, these similarity measures provide the degree of similarity between the class c 
and the candidate instance ci. The two above-mentioned measures range from 0 to 1. 
We use the sum of them (WNS) as our semantic similarity score. Therefore, the max-
imum similarity score (MaxWNS) assigned to each candidate instance is 2. 

Number of Extra Patterns. This heuristic is based on the main idea that if a candi-
date instance is extracted by many extraction patterns, this gives strong evidence that 
this candidate instance is a valid instance for the selected class. Based on this assump-
tion, we defined the Extra Pattern Score (EPS) as the number of extraction patterns 
that extracted a particular candidate instance. In this manner, the maximum score 
(MaxEPS) assigned to a candidate instance is equal to the size of the initial list of 
extractions patterns, i. e., MaxEPS = 7. 
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Direct Matching. This last heuristic is based on the idea of finding the label of the 
class within the instance candidate [13]. To this end, we employ a classical stemming 
algorithm on both labels of the class and the candidate instance. If they match, 1 is 
assigned to the Direct Matching Score (DMS), or 0 otherwise. For example, given the 
University class and the candidate instance "University of London", then the DMS for 
this candidate instance is 1. 

We can finally define the confidence-weighted score (ConfScore) of a candidate 
instance as the weighted sum of all constituent scores shown above, i.e., PMI com-
bined with WordNet similarity measures, number of extra patterns utilized, and direct 
matching of candidate instances. Formula 2 shows how to calculate the final score 
ConfScore for a candidate instance ci of a class c. 

1
( , ) ( , )

1

EPS WNS DMS
ConfScore ci c PMI ci c

MaxEPS MaxWNS MaxDMS

+ + += ×
+ + +

 (2) 

The idea behind Formula 2 is to give more weight to heuristics that we believe are 
more reliable for the task at hand. More information about our approach to the classi-
fication of candidate instances can be found in [9]. By the end of this step, a list of 
candidate instances sorted in decreasing order of their confidence values is built. 

3.3 Population of the Input Ontology 

Typical noisy information found on the Web can produce incorrect candidate in-
stances. Such spurious candidate instances may also take place for other reasons, such 
as incorrect parsing of noun phrases, misspelled instance names, etc. We argue that it is 
imperative to provide reliable estimation of the quality of the extracted instances. Ac-
cordingly, the UMOPOW removes candidate instances having a confidence value be-
low a given threshold. Finally, the promoted candidate instances selected by the 
UMOPOW are used as input for the learning pattern module described in next section. 

3.4 Learning and Classifying New Patterns 

The objective of this step is to expand the initial set of domain-independent patterns 
by learning specific patterns for each class. Therefore, in further iterations of the me-
thod, besides the initial set of patterns, all the specific patterns learned in this step will 
be used by the step of candidate instance extraction. For doing that, the learning pat-
tern step proceeds as follows: 

1. For each instance i of the set of instance I learned by the previous step do: 
(a) formulate two queries using the pairs (i∈ I, class): (1) “class * i” and (2) “i * 

class”. The * is a regular expression operator that indicates zero or more 
words between i and class. Perform the queries to a web search engine and 
fetch the first D retrieved documents for each query; 

(b) for each occurrence of i in the set of documents retrieved by query (1), ex-
tract w words before i; analogously, extract w words after i from the docu-
ments returned by query (2). The obtained text fragment is a candidate for a 
new pattern p; 
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(c) using a stemming algorithm, remove patterns that do not have an occurrence 
of the class in its content; 

(d) before inserting a pattern p in the list of candidate patterns P, verify if this 
pattern was already extracted. Otherwise, insert the instance I used for 
extracting p in its list of instances L. 

2.  Classify the best patterns according to the confidence metric described below. 

The last step of the cited algorithm is in charge of ranking the patterns based on a 
confidence score. Formula 3 shows how to calculate the confidence score for each 
new learned pattern. 

 

( , )

( )
( )

i I
size

hits p i

Conf p L
hits p
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 (3) 

Where p is a pattern in P; i is each instance in I; and Lsize is the size of distinct 
instances i of L.A candidate pattern is eliminated if one of the hit count of a pair (p, i) 
is zero. Our underlying idea of this constraint is to remove patterns that are too specif-
ic for just one instance. 

By the end of this ranking step, a list of new extraction patterns, sorted by the con-
fidence score, is produced. In order to keep control of the extractions, just patterns 
with a confidence score higher than a given threshold will be promoted as actual ex-
traction patterns. These patterns are specific for one class and will be used in further 
iterations of the UMOPOW for this class in the domain ontology. 

4 Experimental Evaluation 

Dataset Description. The dataset used for the experiments reported in this section 
was created using the seven initial extraction patterns listed in Sect. 3.1. We used an 
ontology containing 15 classes3, most of them used in related work. For each extrac-
tion pattern, we gathered 700 web pages snippets, totalizing 4,900 snippets for each 
class. The snippets were gathered using the Bing Search Engine API4. 

After the first iteration of the UMOPOW on this dataset, for each class, we selected 
the first 100 candidate instances sorted by confidence score in descending order. Fi-
nally, a considerable annotation effort was necessary in which two humans evaluators 
were in charge of manually confirming the system predictions. 

Evaluation Measures and Preliminary Results. Aiming at evaluating the effective-
ness of the UMOPOW, firstly we report the classification results at a given cut-off 
rank, considering only the n topmost candidate instances returned by the method. In 
our experimental setup, we determined four cut-off points corresponding to the top 
10, 25, 50, and 100 in the list of candidate results. Thus, the Accuracy at the top n 
candidate instances, A(n), is defined as follows: 
                                                           
3 Mammal, Amphibian, Reptile, Bird, Fish, Insect, City, Country, River, Disease, Symptom, 

Movie, Sport, TV Series, and University. 
4
 http://www.bing.com/developers/s/APIBasics.html 
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( )  
number of correct system predictions

A n
n

=  (4) 

Figure 2 presents the results of our experiments using the 15 aforementioned classes. 
We can observe in Fig. 2 four grouped bar graphs representing the variations (top 10, 
25, 50, and 100) for each class. 

 

Fig. 2. Classification results in Top N 

The results shown in Fig. 2 are encouraging, since our proposed method showed to 
be able to successfully extract a considerable amount of positive instances for 
several classes. In the first iteration, we only used domain-independent linguistic 
patterns, and we can see that some classes yielded better results than others did. 

In general, the best score results were obtained by the classes City, Country, 
Mammal, and TV Series. One possible reason is that the above classes have a higher 
frequency of using with the initial patterns, i. e., it is very likely to find the surface 
text pattern “cities such as” followed by positive instances of the City class. On the 
other hand, other classes like Amphibian and River did not seem to have the same 
behavior. For instance, considering the River class some wrong classifications happen 
because of the false facts found on the Web. We can cite the wrong instance "Life" 
taken as a positive instance for the River class, mainly due to the high PMI value cal-
culated for the pattern in some sentences like "Life is a River". Of course, to tackle 
this problem would be necessary to have a more sophisticated treatment of some se-
mantic aspects of the natural language. 

Secondly, we wanted to evaluate the pattern learning task in our method. For that, 
we selected the 10 best candidate instances, according to the ConfScore metric 
(marked as CS in table below), and fetched 100 snippets for each candidate instance, 
totalizing 1,000 web snippets. We defined w = 5 as the window size, the number of 
words extracted before and after a given instance i. Table 1 shows the performance 
results of the 10 best patterns that we have extracted in terms of accuracy (A). 

 
 



 An Unsupervised Method for Ontology Population from the Web 49 

Table 1. Extraction results of the learned patterns 

Pattern CS A Pattern CS A 

city of candidate 0.8303 92% city guide to candidates 0.0749 52% 

candidate is a large city 0.3866 89% candidate is the capital city 0.0559 89% 

cities near candidates 0.2644 52% candidate is the largest city 0.0425 85% 

city centre of candidate 0.1646 97% cities in candidates 0.0271 6% 

cities like candidate 0.1041 86% cities from candidates 0.0239 29% 

In order to evaluate our hypothesis that patterns with higher confidence score  
values correlates to good accuracy results, we first selected the 10 more effective 
patterns for each class, according to our CS. Then, we used the selected patterns indi-
vidually as both extractors and discriminators for the extraction task, collecting 500 
snippets for each pattern. Next, we took the 100 best candidate instances learned by 
each new pattern and we calculated accuracy on this sample. Analyzing the results in 
Table 1, we can observe that most of the learned patterns obtained high accuracy 
scores (column A) in the extraction task, such as "city centre of candidate" achieving 
accuracy up to 97%, and "city of candidate" scoring 92%. These patterns present high 
frequency of co-occurrence with actual instances of the City class, e.g., "city centre of 
Brussels" and "city of Ottawa". On the other hand, some misclassification occurred 
with the patterns "cities in candidates" and "cities from candidates". Despite these 
two patterns have been classified in top 10 in the previous step, they did not achieve 
acceptable accuracy results here. This happened because these patterns are not fre-
quently followed by instances of the City class, e.g., "cities in France", "cities from 
Brazil", leading to an extraction of wrong candidate instances. 

The above results of UMOPOW suggest that it produces satisfactory performance in 
terms of high accuracy values for the majority of the learned patterns. In order to keep 
the control of the accuracy of the instance learning process, we decided to promote 
only the best 5 linguistic patterns classified by Formula 3 for each class per iteration. 

As a final remark, we considered to conduct comparative evaluations with other 
approaches presented in Related Work section, but that would only be possible if the 
compared approaches were under the same experimental setup (same corpus, same 
domain ontology, etc). Since we are using the Web as a big corpus, and considering 
the dynamic nature of it, we cannot provide a fair and direct comparison in this case. 

5 Conclusions and Future Work 

We have proposed an unsupervised method for ontology population, the UMOPOW, 
which is based on a confidence-weighted metric for assessing candidate instances 
extracted from the Web. In this method, we split up the entire learning process into 
several simpler steps in an iterative cycle, which is executed for each class of the 
input ontology. In addition, this method is able to learn specific extraction patterns 
that expand an initial set of domain-independent patterns. We presented an evaluation 
of the UMOPOW on two tasks: candidate instance classification and pattern learning. 

Although we achieved encouraging results, there are many opportunities for im-
provement. Thus, a detailed quantitative analysis of the actual contribution of each 
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weight factor would suggest the more reliable factors for instance ranking. Moreover, 
further work is needed for improving accuracy by using more efficient filters, allow-
ing the elimination of false candidate instances. Finally, we intend to evaluate the 
impact on accuracy when the learning module considers the initial and the learned set 
of extraction patterns at the same time. 

Acknowledgments. The authors would like to thank the National Council for Scien-
tific and Technological Development (CNPq/Brazil) for financial support (Grant No. 
140791/2010-8).  
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Abstract. Although clustering is an unsupervised learning approach,
most clustering algorithms require setting several parameters (such as the
number of clusters, minimum density or distance threshold) in advance
to work properly. In this paper, we eliminate the necessity of setting
the minimum cluster size parameter of the Randomized Gravitational
Clustering algorithm proposed by Gomez et al. Basically, the minimum
cluster size is estimated using a heuristic that takes in consideration
the functional relation between the number of clusters and the clusters
with at least a given number of points. Then a data point’s region of
action (region of the space assigned to a point) is defined and a cluster
refinement process is proposed in order to merge overlapping clusters.
Our experimental results show that the proposed algorithm is able to
deal with noise, while finding an appropriate number of clusters without
requiring a manual setting of the minimum cluster size1.

Keywords: data mining, data clustering, gravitational clustering, clus-
ter refinement, cluster size estimation.

1 Introduction

Clustering is a learning technique that accepts unlabeled data points (data
records) and classifies them into different groups or clusters according to some
similarity measure (points assigned to the same cluster have high similarity be-
tween them, while points assigned to different clusters have low similarity be-
tween them) [1,6,7,11,13]. Although clustering is considered an unsupervised
learning approach, most of the clustering algorithms require the setting of some
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parameters like the number of clusters k. Such is the case of partitional algo-
rithms like k-means [11]. However, finding the right clusters is a difficult task
since clusters can vary in shape, size and density and can suffer from the pres-
ence of noise. In fact, the presence of noise can deteriorate the results of many
of the clustering techniques that are based on the Least Squares estimate [13].
DBSCAN [3] is a density-based clustering algorithm used to discover arbitraily
shaped clusters in the presence of noise. Basically, a concept of data point neigh-
borhood is defined as the set of points located within a distance smaller than
a certain threshold (Epsilon). Then points are categorized into core point (if
they have at least a number of predefined neighbors (MinPoints)), border point
if they have fewer than such a predefined number of neighbors and belong to
some neighborhood of a core point and noise point if they have fewer than such
a predefined number of neighbors and do not belong to some neighborhood of a
core point. Then, a cluster is defined as a set of density-conected points that is
maximal with respect to density-reachability. One difficulty in using DBScan is
its sensitivity to the setting of the parameters Epsilon and MinPoints [8].

Data clustering algorithms inspired by natural phenomena such as natural
evolution [10,12], and gravitational force have also been proposed in order to
tackle these problems. In particular, gravitational clustering algorithms are a
type of agglomerative hierarchical algorithms that are based on concepts inspired
from field theory in physics [14,9], but suffer from the relatively high complexity
of the algorithm. One such case is the GC algorithm [14] that simulates the
universal gravitational system by considering each data point as a particle in a
space exposed to gravitational fields. A unit mass is associated with each data
point, and they are moved toward the cluster centers due to gravitational fields.
In [4,5], a gravitational clustering algorithm (Rgc) that is robust to noise and
does not require the number of clusters was proposed. Like GC, it is inspired
from gravitational theory, however it redefined the clustering target and the
dynamics of the system, thus reducing the time complexity of the original GC to
less than quadratic in addition to being able to resist noise. The computational
complexity was reduced mainly by considering only a sample instead of all the
other data points when making a decision about moving a given data point.
Both interacting data points are moved according to a simplified version of the
Universal Gravitational Law and Newton’s Second Motion Law. Points that are
close enough end up merged into virtual clusters. Finally, the big crunch effect
(convergence to one single big cluster at the end) was eliminated by introducing
a cooling mechanism similar to the one used in simulated annealing.

In this paper, we extend the Rgc algorithm by defining a heuristic for estimat-
ing the minimum cluster size parameter that is based on analyzing the behavior
of the number of clusters (cm) with at least m points. A notion of data point’s
region of action based on the merging process is defined and a heuristic for re-
fining the extracted clusters (merging overlapping clusters), based on the newly
developed notion of data point’s region of action. The remainder of this paper
is organized as follow. An overview of the Randomized Gravitational Clustering
algorithm is done in Sect. 2. Then we introduce the heuristic for estimating the
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minimum cluster size, the data points’ region of action concept and the cluster
refinement heuristic in Sect. 3 and 4. Our Experimental results are presented in
Sect. 5, and finally, some conclusions are drawn in Sect. 6.

2 Randomized Gravitational Clustering (Rgc)

Gravitational clustering is an agglomerative hierarchical clustering algorithm
based on the concepts of field theory in physics [9,14]. The algorithm simu-
lates a gravitational system, following Newton’s gravitational law, where each
data point is considered as a single particle, with unit mass, exposed to some
gravitational fields in the feature space (defined by the data set) and is moved
toward the cluster centers due to these gravitational fields generated by other
data points. Finally, the hierarchy of emergent clusters of particles is extracted
[14]. When two particles are close enough to be merged, they are considered to
belong to the same cluster, one of them is removed from the simulation, and
the mass of the other is increased by the amount of the mass of the particle
being removed. The process is stopped when only one particle remains in the
system. The main problem with Wright’s algorithm is its high time complexity,
O
(
N3
)
, with respect to the size of the data set (N) [9]. Also, the gravitational

clustering algorithm does not automatically detect noise. In order to reduce the
time complexity of the Gravitational clustering algorithm, Gomez et al proposed
a randomized version in [4], that modifies four components of the original al-
gorithm: First, every particle is moved according to the gravitational force field
induced by a single randomly selected particle. In this way, Equation 1 is used
for defining the force vector applied to a given particle and Equation 2 is used
for moving, in an asynchronous fashion2, both particles (the particle under con-
sideration and the randomly selected one).

Fx,y =
Gmxmy

d2x,y
(1)

yt+1 = yt +
Gmxmy∥∥∥−−→dx,y∥∥∥3

−−→
dx,y (2)

Second, when the given particles are close enough to be merged, both of them
are kept in the system and an optimal disjoin-union set structure (see [2]) is
updated to track the formation of clusters. Since no data points are removed
from the system, nor are modifications on the mass of the particles considered,
Equation 2 is simplified as follows:

yt+1 = yt +
−−→
dx,y

G∥∥∥−−→dx,y∥∥∥3 (3)

2 The original gravitational clustering works in a synchronous fashion, since every
change movement is computed for every particle before they are moved.
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Algorithm 1 Randomized Gravitational Clustering
Rgc( x, G, �(G), M, ε)
1. for i=1 to N do
2. Make(i)
3. for i=1 to M do
4. for j=1 to N do
5. k = random point index such that k �= j
6. Move( xj , xk ) //Move both points using Eq 3.
7. if dxj ,xk ≤ ε then Union( j, k)
8. G = (1-�(G))*G
9. for i=1 to N do
10. Find(i)
11. return disjoint-sets

Algorithm 2 Cluster Extraction.
GetClusters( clusters, α, N )
1. newClusters = ∅
2. for i=0 to number of clusters do
4. if size( clusteri ) ≥ α then
5. newClusters = newClusters ∪ { clusteri }
6. return newClusters

Third, a cooling factor (�(G)), that reduces the “Gravitation constant” value
G, is introduced in order to reduce or eliminate the big crunch effect. In this
way, a new parameter, the number of iterations (M), is introduced. Fourth, a
parameter (α) is used to determine the minimum number of data points that a
cluster should include in order to be considered a valid cluster.

Algorithm 1 shows the randomized gravitational clustering algorithm (Rgc)
producing the disjoint-union set structure while Algorithm 2 is used for extract-
ing the set of clusters that are considered valid.

In [5], Gomez et al introduced two elements in the Rgc algorithm: the first
one to reduce the effect of the data set size in the system’s dynamics and the
second one to automatically set the initial gravitational constant value. In order
to determine an appropriate value of G, an extended bisection search algorithm
is used [2]. Basically, the value of G is considered appropriate if the number of
clustered points is close to N

2 , i.e. N
2 ±τ , after

⌊√
N
⌋

iterations (these values were
obtained after analyzing the behavior of the cluster formation when running the
Rgc algorithm on different data sets). If more than half of the points (N2 ) are
clustered, then G is reduced, otherwise G is increased.

3 Estimation of the Minimum Cluster Size (α)

The minimum cluster size, i.e., the number of data points that a cluster should
contain in order to be considered a valid cluster, can be estimated by analyzing
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Fig. 1. Expected relation between the number of cluster with at least m points

the behavior of the number of clusters (cm) with at least m points. First, noise
points are expected to be far enough from any other point, thus reducing the
possibility of being merged into clusters, so noisy points would be merged in
clusters with a low number of points. Second, noise is expected to be present in
different regions of the space, so it is expected that the number of clusters with
a low number of points (noise points) will be high. Third, it is expected that real
clusters will be defined by a large number of points. Fourth, it is expected, in
general, that the number of clusters defining the data set is very small compared
to the number of points represented by such clusters. Figure 1 shows the expected
behavior of the number of clusters cm with at least m points.

Therefore, we compute the behavior of cm and obtain the size α where the
slope is closest to π

4 , i.e., we choose the valueα where the number of clusters
((nc) with at least α points is higher than the value α (nc > α), see Fig. 1.

4 Data Point Region of Action and Cluster Refinement

Due to the random nature of the merging process of the Rgc algorithm, it is
possible that some good points, points that already belong to some cluster, will
not be assigned to some cluster. Moreover, it is possible that some ’overlapping’
clusters will not be merged at all. In order to tackle these disadvantages, we
introduce a notion of a data point’s region of action based on the merging process
and we propose a heuristic for refining the extracted clusters based on this notion.
Due to the dynamic behavior of the Rgc, it is possible not only to track the
cluster formation, but also to track the real distance (distance in the original
space before points were moved) between points that have been merged. This
distance gives us an indication of the strength of attraction force exerted by the
region of action of the data point. In this way, we associate with every data point
k, two values: the aggregated merging distance of data point k (noted dk) and
the total number of data points that data point k has being merged with (noted
nk). Notice that dk and nk can be computed in constant time, by incrementing
dk and nk every time that a data point j is merged with data point k (just by
adding to dk the distance between data points k and j and by adding one to
nk). Finally, we compute the average merging distance (dk = dk

nk
) of data point
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k, and we use it as the radius of the region of action (a hyper-sphere centered at
the data point with radius dk) defined by data point k. We define the concept
of a data point’s region of action, having in mind two main objectives: The first
one is to be able to determine the cluster that an unknown and potentially new
data point should belong to, and the second one is to be able to refine clusters
by merging ’overlapping clusters’. In this direction, we define the sub-cluster
relation between clusters as follows:

One cluster c1 is said to be a sub-cluster of a cluster c2 if every data point
x of cluster c1 falls inside the region of action of some data point y in cluster c2.
As expected, two clusters will be merged if one of them is a sub-cluster of the
other one. This process can be repeated until no further clusters are merged.

5 Experimental Results

Experiments were conducted on synthetic data sets with Gaussian clusters and
with clusters of different shapes.

5.1 Gaussian Cluster Data Sets

Tests were conducted on four synthetic data sets with different cluster densities
and sizes, and with different levels of noise (10% and 20%), see Fig. 2.

(a) (b) (c) (d)

Fig. 2. Data sets with Gaussian clusters: (a) Two clusters, (b) Five clusters, (c) Ten
clusters, and (d) Fifteen clusters

Due to the lack of space, we show the results for only the most challenging
data set, i.e. the ten clusters’ data set with 20% noise. Figure 4 shows the typical
clustering result obtained after each 500 iterations, up to the end of the process
(when the stopping criterion is applied). Notice that the majority of data points
inside the clusters are moving towards the cluster centers (see first column) while
almost all noisy points remain still or barely move. As expected, clusters emerge
as in a dynamic system , first the most dense clusters (see point labels’ column
at iteration 250) and then the less dense clusters (see point labels’ column at
iteration 1000). Moreover, noisy data points either do not form clusters or they
form very tiny clusters. It can be seen that the proposed heuristic for determining
the minimum size of valid clusters works well since almost every noise point is
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removed and only ’real’ clusters are extracted (see third column). Finally, it looks
like both the simplification of the heuristic for estimating the initial gravitational
constant G and the heuristic for stopping the Rgc algorithm work well, since, in
general, no ’real’ clusters were merged and the structure of the extracted clusters
does not change much between the last two shown iterations (see iteration 1000
and 1500) indicating that no further changes are expected. Figure 5 shows the
behavior of the PFRgc algorithm on all the four Gaussian clusters data sets
(when applying the refinement to the extracted clusters) and compares them
against the results obtained by DBScan. As can be noticed, some small clusters
were merged with bigger clusters producing a more compact cluster model 3.
However, for the 15 cluster data set, PFRgc divided one of the clusters into a
few smaller ones. This can be due to the fact that this cluster is not dense and is
located between two very dense cluster. In the end, all the clusters are extracted
and noise is removed.

5.2 Data Sets with Clusters of different Shapes

Tests were conducted on three Chameleon benchmark data sets, see Fig. 3.

(a) (b) (c)

Fig. 3. Chameleon Data sets (a) Six clusters, (b) Nine Clusters, and (c) Eight clusters

Due to the lack of space, we show results for only the nine clusters’ data set.
Figure 6 shows the typical clustering result obtained after each 400 iterations up
to the end of the process (when the stopping criteria is applied). As expected, the
behavior is similar to the one observed on the data sets with Gaussian clusters.
Interestingly, the majority of data points inside the clusters are seen to be moving
towards some kinds of cluster cores (see first column) while almost all the noisy
points remain still or barely move. In this way, any cluster shape is detected by
the PFRgc algorithm. Notice that some ’overlapping’ clusters are generated by
the PFRgc, but such clusters are merged when using the refinement process, see
Fig. 7. As expected, the behavior for all the data sets is similar to that observed
on the nine cluster data set. However, for the eight clusters data set, PFRgc
merges three clusters and splits one of them., which can be due to the fact that
3 It is possible to apply the refinement process to the generated clusters before extract-

ing them. However, we just perform it after extracting the clusters for simplifying
the analysis of the refinement process.
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500 1000 1500

Fig. 4. Typical clustering result for the Gaussian 10 clusters data set with 20% noise
each 500 iterations. Row one shows the position of the data points after the given
number of iterations, and row two shows the extracted clusters after the given number
of iterations.

(a)

(b)

(c)

Fig. 5. Typical clustering results obtained by the Rgc algorithm on the Gaussian data
sets: (a) Extracted clusters, (b) Refined clusters, and (c) DBScan results with Max
Distance 0.014 and MinPoints 5.

one of the clusters is not dense and is located very close to a dense cluster. As
in the previous experiments, all the clusters are extracted and noise is removed.
Notice that PFRgc generally performs better than DBScan .
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400 800 1200

Fig. 6. Typical clustering result for the nine clusters chameleon data set (t7.10) after
each 400 iterations. Row one shows the position of the points after the given number
of iterations, and row two shows the extracted clusters after that many iterations.

(a)

(b)

(c)

Fig. 7. Typical clustering results obtained by the Rgc algorithm on the Chameleon
data sets (last iteration): (a) Extracted clusters, (b) Refined clusters, and (c) DBScan
results with Max Distance 0.014 and MinPoints 5

6 Conclusions

In this paper, we established a heuristic for estimating the minimum cluster size
parameter by analyzing the behavior of the number of clusters (cm) with at least
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m points, we defined the notion of a data point’s region of action based on the
merging process, and we developed a heuristic for refining the extracted clusters
(merging overlapping clusters), based on the notion of a data point’s region
of action. Since the PFRgc algorithm neither requires a special initialization,
nor assumes a parametric model, PFRgc is able to find good clusters, without
knowing the number of clusters in advance, regardless of their arbitrary shape,
and in the presence of noise. As shown, the rich dynamic system behavior of the
Rgc algorithm allows us to get useful information for the clustering process.
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Abstract. Data clustering is a popular data mining technique for dis-
covering the structure of a data set. However, the power of the results
depends on the nature of the clusters prototypes generated by the clus-
tering technique. Some cluster algorithms just label the data points pro-
ducing a prototype for the cluster as the full set of data points belonging
to the clusters. Some techniques produce a single ’abstract’ data point
as the model for the full cluster losing the information of the shape, size
and structure of the cluster. This paper proposes an on-line cluster pro-
totype generation mechanism for the Gravitational Clustering algorithm.
The idea is to use the gravitational system dynamic and the inherent hi-
erarchical property of the gravitational algorithm for determining some
summarized prototypes of clusters at the same time the gravitational
clustering algorithm is finding such clusters. In this way, a cluster is
represented by several different ’abstract’ data points allowing the algo-
rithm to find an appropriated representation of clusters that are found.
The performance of the proposed mechanism is evaluated experimentally
on two types of synthetic data sets: data sets with Gaussian clusters and
with non parametric clusters. Our results show that the proposed mecha-
nism is able to deal with noise, finds the appropriated number of clusters
and finds an appropriated set of cluster prototypes.

Keywords: clustering, gravitational, hierarchical, prototype.

1 Introduction

The rapid development of information technologies have influenced major
changes in may processes of science and industry [6,10,17,20]. Systems to capture,
store, and manage data have evolved from primitive file processing systems to
sophisticated and powerful database systems. The enormous amount of available
data has exceeded the human abilities of exploring, analyzing and understand-
ing such data, making necessary to use advanced computational data mining
techniques such as data clustering.

Clustering is a learning technique that accepts unlabeled data points (data
records) and classifies them into different groups or clusters according to some
similarity measure. The grouping is done in such a way that points assigned to
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the same cluster have high similarity between them, while points assigned to dif-
ferent clusters have low similarity between them . Different clustering techniques
have been developed [2,6,7,15,18]. A partitional clustering algorithm starts with
a selection of k samples from the data set to be clustered. These samples define
the initial set of candidate cluster centers. Next, the algorithm assigns the data
samples to these clusters based on some similarity measure. Finally, the candi-
date cluster centers are recomputed. This process is repeated until a stopping
criteria is satisfied [6,15,20]. Hierarchical clustering algorithms build a hierar-
chical structure of the data (clusters) in an iterative process using one of two
approaches : agglomerative or divisive. Agglomerative hierarchical clustering is
a bottom-up approach. At the beginning, each data sample is a single cluster;
then clusters are merged based on some similarity measure in an iterative process
that stops when there is only one cluster remaining [6,20]. Divisive clustering
is a top-down clustering approach that starts with all data samples belonging
to one cluster , then splits this cluster recursively until each data sample forms
its own cluster. Chameleon is an agglomerative hierarchical clustering algorithm
based on a dynamic model [8]. It is a two-phase algorithm that operates on a
sparse graph of the data to be clustered (requires a similarity matrix), in which
nodes represent data items and links represent the similarity among the data
items. Chameleon is able to find clusters of different shapes, densities, sizes, and
can handle noise and artifacts.

Data clustering algorithms inspired by natural phenomena such as natural
evolution [12,16], and gravitational force have also been proposed. In particular,
gravitational data clustering algorithms are considered agglomerative hierarchi-
cal algorithms based on concepts of field theory in physics [9,19], but suffer from
the problem of the complexity of the algorithm, such as the case of the GC al-
gorithm [19], that simulates the universal gravitational system considering each
data point as a particle in a space exposed to gravitational fields. A unit mass is
associated with each data point, and they are moved toward the cluster centers
due to gravitational fields. In [4,5], a gravitational clustering algorithm that is
robust to noise and does not require the number of clusters was proposed. Like
GC, it is inspired from the theory of gravitation, however it redefined the clus-
tering target and the dynamics of the system, thus reducing the time complexity
of the original GC to less than quadratic in addition to being able to resist noise.
The computational complexity was reduced mainly by considering only a sam-
ple instead of all the other data points when making a decision about moving
a given data point. Then, both interacting data points are moved according to
a simplified version of the Universal Gravitational Law and Second Newton’s
Motion Law. Points that are close enough end up merged into virtual clusters.
Finally, the big crunch effect (convergence to one single big cluster at the end)
was eliminated by introducing a cooling mechanism similar to the one used in
simulated annealing. Although, the Randomized Gravitational Clustering algo-
rithm proposed by Gomez et al in [5] works well on a variety of data sets, it does
not produced a model or prototype for the clusters as the k-means does.
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In other work, Liu et al. proposed multi-prototype instead of single prototype
in order to represent a cluster. For a given dataset, the dataset is partitioned
into a relatively large number of small subclusters where each one is represented
by a prototype.The squared-error clustering is employed in this stage to produce
P prototypes [13].

Ben et al, proposed Guided fuzzy clustering with multi-prototypes. The al-
gorithm starts with a sequence of splitting operations under the guidance of
intra-cluster non-consistency. Using FCM (Fuzzy c-means), the dataset is first
partitioned into p initial subclusters with each one represented by a proto-
type [1]. Finally, the prototypes are merged until there are onlyc cluster in the
partition.

Luo et al, proposed a Multi-prototype Clustering Algorithm Based on Mini-
mum Spanning Tree (MST). it is a split and merge scheme. In the split stage,
the suitable patterns are determined to be prototypes in terms of their degrees
in the corresponding MST, while in the merge stage, a two-step merge strategy
is designed to group the prototypes [14].

The purpose of this paper is to introduce an on-line mechanism for the Rgc
algorithm that is able to generate good prototypes for the found clusters at the
same time it is finding such clusters. Basically, the gravitational system dynam-
ics is used along with the inherent hierarchical property of the gravitational
algorithm for determining some summarized prototypes of clusters at the same
time the gravitational clustering algorithm is finding such clusters. Each certain
number of iterations, the labeled data points are analyzed to determine if they
define a cluster with a size higher than a threshold. Then, such sub-clusters are
organized and summarized in a hierarchical structure that maintains the relation
of such clusters with previously found sub-clusters. Finally, a cluster is repre-
sented by several different ’abstract’ data points allowing the algorithm to find
an appropriated representation of clusters that are found.

The remainder of this paper is organized as follow. An introduction to the
Randomized Gravitational clustering algorithm is presented in Sect. 2. Then we
introduce the on-line cluster prototype generation mechanism in Sect. 3. Our
Experimental results are presented in Sect. 4, and finally, some conclusions are
drawn in Sect. 5.

2 Randomized Gravitational Clustering (Rgc)

Gravitational clustering is an agglomerative hierarchical clustering algorithm
based on the concepts of field theory in physics [9,19]. The algorithm simulates
a gravitational system where each data point is considered as a single particle
exposed to some gravitational fields in the feature space (defined by the data
set) and is moved toward the cluster centers due to these gravitational fields
generated by other data points. Therefore, the data clustering problem is solved
by considering each data point as a particle1, with unitary mass, in a space

1 Notice that we talk about particle instead of data points, since, in general, particles
are allowed to be defined as the fusion of several data points.
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exposed to gravitational fields, then simulating the dynamics of this gravitational
system following Newton’s gravitational law, and finally extracting the hierarchy
of emergent clusters of particles [19]. When two particles are close enough to be
merged, they are considered to belong to the same cluster, one of them is removed
from the simulation, and the mass of the other is increased by the amount of
the mass of the particle being removed. The process is stopped when only one
particle remains in the system. The main problem with Wright’s algorithm is
its high time complexity, O

(
N3
)
, with respect to the size of the data set (N)

[9]. Also, the gravitational clustering algorithm does not automatically detect
noise.

In order to reduce the time complexity of the Gravitational clustering algo-
rithm, Gomez et al proposed a randomized version in [4], that modifies four
components of the original algorithm: First, every particle is moved according
to the gravitational force field induced by a single randomly selected particle.
In this way, Equation 1 is used for defining the force vector applied to a given
particle and Equation 2 is used for moving, in an asynchronous fashion2, both
particles (the particle under consideration and the randomly selected one).

Fx,y =
Gmxmy

d2x,y
(1)

yt+1 = yt +
Gmxmy∥∥∥−−→dx,y∥∥∥3

−−→
dx,y (2)

Second, when the given particles are close enough to be merged, both of them are
kept in the system and an optimal disjoin-union set structure (see [3]) is updated
to track the conformation of clusters. Since no data points are removed from
the system, neither modifications on the mass of the particles are considered,
Equation 2 is simplified as follows:

yt+1 = yt +
−−→
dx,y

G∥∥∥−−→dx,y∥∥∥3 (3)

Third, a cooling factor (�(G)), that reduces the “Gravitation constant” value
G, is introduced in order to reduce or eliminate the big crunch effect. In this
way, an extra parameter, the number of iterations (M), is introduced. Fourth,
an extra parameter (α) is used to determine the minimum number of data points
that a cluster should include in order to be considered a valid cluster. Algorithm
1 shows the randomized gravitational clustering algorithm (Rgc) producing the
disjoint-union set structure.

In [5], Gomez et al introduced two elements in the Rgc algorithm: the first
one to reduce the effect of the data set size in the system dynamics and the
second one to automatically set the initial gravitational constant value. In order
to determine an appropriated value of G, an extended bisection search algorithm

2 The original gravitational clustering works in a synchronous fashion, since every
change movement is computed for every particle before they are moved.
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Algorithm 1. Randomized Gravitational Clustering

Rgc( x, G, �(G), M, ε)
1. for i=1 to N do
2. Make(i)
3. for i=1 to M do
4. for j=1 to N do
5. k = random point index such that k �= j
6. Move( xj , xk ) //Move both points using Eq 3.
7. if dxj ,xk ≤ ε then Union( j, k)
8. G = (1-�(G))*G
9. for i=1 to N do
10. Find(i)
11. return disjoint-sets

is used [3]. Basically, the number of clustered points (points that were assigned
to some cluster with two or more points), after some checking iterations of the
Rgc algorithm, is used as an indicator of the quality of G. In this way, the value
of G is considered appropriated if the number of clustered points is close to N

2 ,

i.e. N
2 ±τ , after

⌊√
N
⌋
iterations (these values were obtained after analyzing the

behavior of the cluster formation when running the Rgc algorithm on different
data sets). If more than half of the points (N2 ) are clustered, then G is reduced,
otherwise G is increased.

3 Model for On-Line Cluster Prototypes Generation

Because the Rgc algorithm can be seen as a hierarchical and agglomerative algo-
rithm, it is possible to use the conceptual hierarchical structure created by Rgc
to on-line summarize the clusters (sub-clusters) being formed iteration through
iteration, See Algorithm 2. Such analysis and summarization process are applied
each certain number of iterations in order to allow the gravitational dynamic
system to create new clusters and merge some old clusters (line 8a, added to
the Rgc algorithm). When the prototypes generation module is applied, the
union/disjoint set structure (labels structure) is analyzed in order to determine
if new clusters prototypes or high level clusters prototypes are introduced. We
considered a cluster as candidate prototype if such cluster contains a number of
points higher than a certain predefined threshold α (line 4). Therefore, we check
the labels structure to find clusters with size higher than the given threshold
(line 4). Such new prototypes are added to the clusters prototype hierarchical
structure as leaves (lines 5-7). Then, we check if old clusters are merged (clusters
being re-labeled). If so, we introduce a high level cluster prototype (prototype
defined by other cluster prototypes) as an inner node having as child nodes the
cluster prototypes defining it, (lines 9-28). At the same time clusters prototypes
are defined, they are also summarized, i.e., the average of the points defining the
cluster is computed and store in the cluster prototypes hierarchy along with the
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cluster size (line 17). The same is done when two cluster prototypes are merged
but taking in consideration the average and the size of the prototypes (additive
property of the clusters prototype). Finally, some cluster prototypes can absorb
some points. Such points information is also used in order to recompute the
summarized information of the cluster (line 4).

Algorithm 2. Prototype Generation and Rgcmodification

Rgc( x, G, �(G), M, ε, IS, α)
8. G = (1-�(G))*G
8a. if i=IS then PrototypeGeneration(α)
9. for i=1 to N do
10. ....

PrototypeGeneration(α)
1. clustersIndex = GETCLUSTER()
2. for k=0; to size (clustersIndex) do
3. c = Get (clusterIndex, k)
4. if size(c) > α && !absorbed(c.getLabel()) then
5. if(!exist(c, groups)) then
6. simple = create (SimpleGroup (c.getLabel, c));
7. ADD (simple, groups)
8. else
9. composite={}, father = {} ,childrenGroup = {}
10. for l=0 to size(groups) do
11. if(groups(l).getLabel() == c.getLabel()) then
12. father=groups(l);
13. else
14. if(getSets()[groups(l),getLabel()]==c.getLabel()) then
15. ADD(groups(l),childrenGroup)
16. ADD(groups(l).getLabel ,absorbedGroup)
17. ADD(microCluster, summarization (groups(l)))
18. if(size (childrenGroup>0)) then
19. if(father instanceof SimpleGroup) then
20. composite = Convert(father)
21. else
22. composite = father();
23. ADD(childrenGroups ,composite)
24. REMOVE (childrenGroups ,groups)
25. REMOVE (father , groups)
26. ADD(composite ,groups)
27. else
28. ADD(searchNewPoint(c.getIndex(), father)

Figure 1 shows an example of the application of the mechanism of clustering
prototype generation (anaysis performed each two iterations and min cluster size
α set to 3). At iteration 1 two clusters are formed: point 1 and 2 are merged, and
points 8 and 9 are merged. At iteration 2, point 3 is absorbed by cluster {1,2},
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and point 10 is absorbed by cluster {8,9}. Since iteration 2 is a summarization
and analysis iteration (checkpoint) and the minimum cluster size is 3 for defin-
ing a cluster prototype then two clusters prototype are added in the clusters
prototype hierarchy ({1,2,3} and {8,9,10}). When the checkpoint 2 is reached,
a new cluster prototype ({5,6,7}) is formed and merged with cluster {1,2,3,4}.
Notice that point 4 was absorbed by cluster {1,2,3}. So, a new hight level cluster
prototype was added to the clusters prototype hierarchy.

Fig. 1. Example of mechanism of clustering prototype generation. Left part shows the
fusion of data points, right part shows the cluster prototype hierarchy obtained at each
checkpoint.

4 Experimental Results

In order to determine the performance of the on-line cluster prototype generation
mechanism, experiments were conducted on five synthetic data sets with different
clusters density, size, shape and percentages of noise (10% and 20%) (see Fig. 2).

Fig. 2. Synthetic Data Sets. [Up] Data sets with Gaussian clusters (10 and 15 clusters
with 10% noise). [Down] Chameleon data sets.

The last three data sets are taken from the chameleon data set collection [8].
The Rgc with cluster prototypes (RgcPG) was run for 1000 iterations for each
tested data set.
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Figure 3.a shows the typical results obtained by the RgcPG algorithm when
applied to the 10 cluster data set without noise and with 10% of noise. In this case
70 representative points (cluster prototypes) are obtained. These representative
points capture the structure of the original data set, determines appropriately
the clusters in the data set and are almost 1% of the original data set in size
(from 6400 data points to 70 representative points). As can be noticed, noisy
points are removed and no representative points are generated for noise data
points. Figure 3.b shows the results obtained by the RgcPG on the 15 clusters
data set. Clearly, the representative points capture the structure of the data set
as well as the cluster obtained with the gravitational algorithm.

(a) (b)

Fig. 3. Results on Gaussian cluster data sets. (a) 10 cluster data set, (b) 15 cluster
data set.

Figure 4 shows the typical results obtained by the RgcPG algorithm when
applied to the chameleon data sets. In the first chameleon data set (see Fig.
4.a), the RgcPG generates 149 representative points capturing the structure
of the original data set, determining appropriately the clusters in the data set
and are less than 2% of the original data set in size (from 8000 data points to
149 representative points). As can be noticed, noisy points are almost totally
removed. Similar behavior is observed when applying the RgcPG algorithm to

(a) (b)

(c)

Fig. 4. Results on Chameleon data sets
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the second and third chameleon data sets, see Fig. 4.b and 4.c. In these cases the
set of representative points is shows the results obtained by the RgcPG on the
15 clusters data set. Clearly, the size of the set of representative points capture
are 147 and 167 respectively, (close to the 2% of the data set).

Additionally, making a comparison with previous work, the gravitational algo-
rithm performs the clustering process and select of prototypes in a single phase
(Online), while in [1,13] requires two phases: in the first instance to partition
the original data set and then join these prototypes in order to obtain the final
result of the clustering process. Additionally, prototypes that represent groups
with irregular shaped in some cases are few, being limited to 3 or 5 representative
points, causing not represent the dynamic of data set.

5 Conclusions

The paper introduce a mechanisms for cluster summarization and clustering pro-
totype generation using the randomized gravitational clustering algorithm pro-
posed by Gomez et al in [5]. The summarization process, from the sub-cluster
obtained by the gravitational clustering algorithm ensures that representative
points are obtained while maintaining the original group structure. The effec-
tiveness of the proposed summarization scheme, allows us to extend the original
algorithm to be used in data streams [11]. Since a reduction up to 98% is obtained
from the original data set without losing its structure and dynamic behaviors.
This feature is crucial given the constraints of existing memory. Moreover, the
summarization scheme can be extend using a heuristic for adapting the size of
the sub-cluster. This would guarantee finding the most suitable set of representa-
tives for a given set of points. In order to extend the algorithm to data stream, it
is important to further study the effect of the mass in representative areas. If the
mass is a function of number of points, it can cause new points in the flow to be
quickly attracted to such previously found clusters. As shown, the rich dynamic
system behavior of the Rgc algorithm allows us to get useful information for
the clustering process. In this direction, our future work will concentrate on ex-
ploring and understanding the dynamic system behavior, in such a way, that we
can extend it to non Euclidean spaces, to deal with the curse of dimensionality
when moving to high dimensional spaces, and making it work for data streams.

Acknowledgments. This paper was partially funded by a Colciencias Grant
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Abstract. Association rules are a very popular non-supervised data
mining technique for extracting co-relation in large set of data trans-
actions. Although the vast use, the analysis of mined rules may be in-
tricate for non-experts, and the technique effectiveness is constrained by
the data dimensionality. This paper presents a pre-processing approach
that uses (1) dual scaling in order to present the mined rules with some
semantic contextualization that assists interpretation, and (2) mean shift
clustering to reduce data dimensionality. We tested our model with real
data collected from accident reports in petroleum industry.

Keywords: data mining, Apriori, association rules, pruning, dimension
reduction, clustering, dual scaling, mean shift.

1 Introduction

Association rules (AR) are one of the most popular non-supervised data mining
techniques that aim to discover relations between sets of variables. The popu-
larity comes from the availability and efficiency of Apriori [1] family algorithms.
AR are “if/then” statements, such as X ⇒ Y , that obey the following directives:

– X ∪ Y compose an itemset in which X and Y are sets of elements (or items)
obtainable in the dataset; and

– All elements composing a rule are frequently find together in the dataset,
i.e., (X ∪Y )≥σ, for which σ is the minimum support defined by the user; and

– The conditioning probability of finding the elements of right hand side of the
rule (Y , the conclusion), given the left hand side elements of the rules (X ,
the conditions), is also high, i.e., (X ∪ Y ) ≥ γ, for which γ is the minimum
confidence of the rule, defined by the user.

From the user’s perspective, one of the main challenges of dealing with AR-based
techniques is to perceive from the set of resulting rules whether there might be
some relation among them, or whether the mining process may have been influ-
enced by noisy data. Based on his/her perception, the user filters input data and
set minimum support and confidence in an exploratory way in order to obtain
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better rules. Another challenge is that, typically, the number of AR generated
from a large dataset is at an unmanageable size. Increasing minimum support
threshold mitigate this problem. On the other hand, this strategy removes novel
and more interesting rules hidden behind low frequency appearance.

In this paper we propose mapping the input data into a response-style space
where AR may be graphically presented with some semantic contextualization
that emerges from the relationship among input data entries. The contextual-
ization helps the user to best understand: (i) the influence of each element in
the composition of a rule; (ii) the possible influence of elements that were not
reported as part of any rule due to the values chosen as minimum support and
confidence; and (iii) to perceive the intrinsic relations among all mined rules.
Our approach is completely independent of the mining process itself. It is based
on dual scaling [15], a technique typically applied in marketing research on sur-
vey questionnaire data to generate a graphical representation of response-style
patterns among surveyed subjects and their preference over given stimuli.

As we demonstrate in this paper, the response-style space produced by dual
scaling guarantees that the spatial organization of mapped elements is consistent
with the expected relationship of those elements as part of the mined rules.
Such a relationship is approximated in the response-style space by the Euclidean
distance between mapped elements, i.e., related elements are mapped close to
each other while unrelated elements are kept apart (see Fig. 1, right).

Since the use of dual scaling is independent of the mining process itself, in
this paper we show that it can be applied as a pre-processing stage and that
the organization of data in the response-style space can be explored in order
to prune elements that are unlikely to become part of any useful itemset (see
Fig. 1, left). The proposed pruning method is based on anisotropic kernels mean
shift [21], a non-parametric feature-space analysis technique that is typically
used for clustering in image and video segmentation.

2 Related Work

A great effort has been dedicated to address the combinatorial explosion is-
sue typically related to AR-based approaches [2,3]. Reduction methods can be
classified considering the data discovery process phase, the amount of domain
dependence and the need for human interaction. Pre-processing methods aim to
filter the data to be mined, while post-processing methods aim to prune the out-
put set, i.e., to prune the generated AR. In either approach, reduction methods
can be domain dependent or independent. The use of statistic metrics, such as
support and confidence, and visualization techniques to highlight outliers and
filter are examples of domain-independent methods. Including existing domain
knowledge, such as domain taxonomy and ontology, to empower or weaken exist-
ing relationships are considered domain-dependent methods. Finally, the role of
human intervention defines the degree of subjectivity of the methods. The pro-
posed approach is classified as an automatic pre-processing domain-independent
method for element pruning that also assists users in the analysis of minned AR.
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Statistic measures, such as median, average, standard deviation and items’
correlations, indicate outliers, inconsistent values or even irrelevant items that
can be filtered by pre-processing techniques. In addition to filter, data can be
transformed and combined to facilitate manipulation, for instance, transforming
the “age” item (varying from 0 to 100 years) to “age range” (young, adult, middle
age or old) or combining “height” and “weight” items into “mass corporal index”.

While statistics compute data correlations, visualization techniques offer
graphical representations to allow human perception on data correlations. The
representation model should be comprehensible for the user, but also it should
be able to group a high level of information. The idea behind visualization tech-
niques is clusterization. Data dimensionality and data sparseness are addressed
by presenting rules in clusters. Commonly, k-means is the clusterization algo-
rithm considering a function of the number of transactions covered by different
rules as the distance metric [4,13]. In this case, users must provide the number of
clusters (k). Our research presents a new technique for clustering based on dual
scale metric and without human definition on the expected number of clusters.

There are other visualization techniques for finding correlation in AR, such
as: scatter plots for rules [2], grouped matrix visualizations, mosaic plots and
their variant called Double-Decker [12], factorial planes and parallel coordinates
plots [5,22]. The usefulness of visualization, as pruning techniques, has made it
built-in components of most data mining software systems [6]. They differ with
respect to the type of represented rules (one-to-one, many-to-one, etc.), to the
number of associations that can be visualized, to the type of visualized informa-
tion (items or measures characterizing the rules), to the number of dimensions
(2D or 3D) and to the possibility to interact with the graph.

Domain knowledge can also be included in the pre-processing phase to en-
rich the mining process. Domain taxonomy [8] and domain ontology [11] are
examples of using domain knowledge to guide and prune AR generation applied
to market sales and petroleum domains, respectively. The combination of the
pruning power offered by domain knowledge techniques with human perception
offered by the proposed visualization technique is in our current future work list.

Although preventing rules of being generated should be preferred, most re-
search effort to reduce AR output has been concentrated in post-processing
techniques. Objective metrics based on statistics aim to decrease the number
of extracted rules, maintaining the interestingness of the output AR. The most
popular statistic measures include lift, conviction, X2 test, leverage, Jaccard and
cosine [20]. All these metrics are used monotonically. A rule with a higher value
in a metric is more interesting than a rule with a lower one. Our pre-processing
approach can be combined to any of these post-processing techniques.

Generalization is an alternative way of reducing the number of AR. Instead
of specializing the relationships between antecedent and consequent parts and
restricting rules to support values, taxonomy structures [8] organize concepts
related with the “is-a” relation in function of their shared characteristics to
reduce the amount of uninteresting itemsets. Item-Relatedness [18] measures
the relatedness between the items of already discovered AR. The use of ontology
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to filter AR has been studied from the very beginning of AR development, but
the domain dependency makes it harder to be systematically used [14,19].

3 The Proposed Approach

The approach proposed in this paper includes a visualization technique for mined
AR (see Sect. 3.1) and an element pruning method (see Sects. 3.2 and 3.3). It is
applied in the pre-processing stage in a straightforward way, and visualization
results are used together with the mined rules.

3.1 Response-Style Space Construction

Dual scaling is a versatile method for the analysis of a wide range of dominance
and categorical data types, including rank-order data, paired-comparisons, suc-
cessive categories, contingency tables, multiple-choice data, and sorting data [15].
It is usually applied in the mapping of latent preferences/behaviors of surveyed
subjects to a rating scale that is common among a certain group of individuals.
With such a mapping, each surveyed subject and stimulus is represented as a
point in the resulting response-style space. The latent preferences and behav-
iors of subjects emerge from the visual inspection of the distribution of subjects
points along the axes of the space and from the distance between subjects points
and stimuli points. For instance, one of the axes of the resulting response-style
space may organize subjects in ascending order by “age” (e.g., the left side of the
axis includes children, while the right side includes teenagers and adults) and,
within each age group, one may notice the presence of subgroups of subjects that
approach a certain “film category” (e.g., animations, cult, documentary, silent)
and a “place” where subjects might prefer to see the movie (e.g., at movie the-
ater, at home). In this example, film categories and places are the stimuli.

Although dual scaling has been proposed for the analysis of preferences of
human subjects, we claim that it is a more general approach which can be used
to discover response styles on virtually any database that may be analyzed by AR
learning techniques. In this work, we treat database entries as multiple-choice
data and represent them in a (1, 0) response-pattern matrix with the form:

Stem 1 Stem 2 Stem 3
a b c a b c a b c

Subject 1 1 0 0 0 1 0 1 0 0
Subject 2 0 1 0 1 0 0 0 0 1
Subject 3 1 0 0 0 0 1 1 0 0

where each transaction from the database is treated as a subject, and the el-
ements are grouped as possible answers of some multiple-choice stem. In dual
scaling, each column of the response-pattern matrix is a different stimulus. Thus,
the use of several stems is for organizational purposes only (e.g., transforming
the “age” item into “age range” and keep the choices under the same steam).
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Once we have the raw data converted into a N ×m response-pattern matrix
F , where N is the number of transactions and m the number of elements, we
apply dual scaling to this incidence data as usual. Due to space restrictions, the
formulation of dual scaling is not presented in this paper. See [16] for details.

The transactions points mapped to the response-style space are computed
by dual scaling as the rows of the N ×Ns matrix ynormed, while the mapped
elements points are the rows of the m×Ns matrix xprojected. The maximum
number of dimensions of the response-style is Ns = (m− rank (F ) + 1) (i.e., the
total number of nontrivial solutions); and projected and normed denote whether
a kind of point is projected onto the space spanned by the other kind of point.
See [17] for a discussion on the importance of using projected and normed data
for, respectively, mapped subjects and stimuli.

According to our experience, for viewing purposes it is sufficient to present
to the user only the first two dimensions of the response-style space (i.e., the
two most significant dimensions, capable of explain most data). However, for
clustering purposes (see Sect. 3.2), the use of the first kmax dimensions is suffi-
cient. Following the notation convention adopted in [17], the total information
explained by each dimension of the response-style space is given by δk, where
k = {1, 2, · · · , Ns}. We have chosen the value of kmax subject to:

argmax
kmax

(
kmax∑
k=1

δk

)
≤ 16%,

where 16% was defined empirically from our experiments.
In contrast to conventional application of dual scaling, here we are concerned

neither on displaying the transactions points (ynormed) to the user nor using
the transactions for clustering, pruning or thresholding. The rationale for our
strategy lies on the fact that subsequent mining procedures will retrieve rules
that are comprised only by the dataset elements. Therefore, the visualization
is much cleaner when presenting only xprojected points. Handling transactions
and elements together while performing dual scaling was key for approximating
and repealing elements in the response-style space. However, after computing
the xprojected points, the ynormed points can be disposed.

3.2 Clustering Dataset Elements

The Euclidean distance of points in the response-style space can be interpreted
as how related those points are in some context. A context emerges from the
existence of groups and subgroups of subjects (i.e, transactions) having similar
preferences (i.e., containing approximately the same set of elements). Conven-
tionally, the visual inspection of dual scaling charts is performed by looking for
near points defining those groups and subgroups. Therefore, it is natural to ex-
pect that by clustering elements points in the response-style space one will get
an indication of which elements are likely to be combined in the formation of
itemsets that result in significant rules. In this work we perform clustering using
the anisotropic kernel mean shift (AKMS) algorithm [21].
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Mean shift [10] is an iterative procedure that treats the points in the feature
space as probability density functions (PDFs), and makes local maxima of the
underlying distribution correspond to dense regions in the feature space. Its
original formulation estimates the local density using a radially symmetric kernel
(e.g., Gaussian kernels). Wang et al. [21] extended the mean shift procedure to
use anisotropic kernels and make the shape, scale, and orientation of the PDF
better adapt to the local density of the space. We follow Wang et al. and use
multivariate Gaussian kernels while clustering dataset items. In our approach,
the feature space correspond to the kmax most significant dimensions of the
response-style space and the underlying density distribution is the concentration
of mapped elements points in such a space. It is important to emphasize that the
use of kmax dimensions does not characterize a reduction in the amount of data,
since all mapped elements points xprojected are used for clustering. Such a choice
for a lower dimensional space helps to reduce the sparsity of points and, in a
conservative way, it promotes the identification of more numerous clusters. This
outcome is important for defining a safe element pruning scheme (see Sect. 3.3).

For each data point in the feature space, mean shift-based techniques perform
a gradient ascent procedure on the local estimated density until convergence or
until the maximum number of iterations is reached. The stationary points of this
procedure represent the modes of the underlying distribution, while data points
associated with the same stationary point are considered members of the same
cluster. Due to space restrictions, the formulation of the AKMS procedure is not
presented in this paper. See [21] for details.

Wang et al. applied the AKMS to color image and video segmentation. In such
a case, the data points are comprised by spatial and color range coordinates. Our
data is comprised only by spatial coordinates. Therefore, we simplified the orig-
inal equations by removing the terms related to color range. In our experiments
we set the initial spatial bandwidth hs

0 (see [21]) to the Euclidean distance of the
two most distant xprojected points in the dataset. Such a conservative choice for
hs
0 guarantees that the initial PDF of data points will not be ill-defined, i.e., it

will not leave an actual neighbor point out of the limits of the neighborhood.

3.3 Element Pruning

The result of the clustering stage is a set of clusters comprised by the elements
that are more likely to be combined in the composition of some itemset, and
hence in the formation of some significant rule. Therefore, if a cluster includes
only one element entry them it is unlikely that this element will be important
to the formation of any interesting rule.

Our safe element pruning method consists on dispose all elements that are
included in single-entry clusters. A cluster ends with only one data element
when this element is repealed by the transactions and by the other elements
during the application of dual scaling.

Complementary, we allow to the user to specify a threshold value tpruning for
disposing all elements included in clusters having at most tpruning elements.
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4 Proposal Evaluation

Brazilian petroleum reservoir is mostly located in offshore areas. Each explo-
ration unit house hundreds of people to operate a production plant. The nature
of the activity is highly risky and accidents happen, creating economic, envi-
ronmental and human consequences. Government agencies regulate operation
requiring that any accident, even small ones, must be reported. These reports
are rich and enclose causal chains that should be fast identified to prevent recur-
rence. Reports must include a great deal of details such as the involved equip-
ment, task, location and process specifications. Considering each accident report
as a transaction, the itemset describing a transaction contains about 34 different
attributes (or steams in the response-pattern matrix – Sect. 3.1). Each steam is
composed of a different number of choices, totaling 722 elements (or stimuli, in
dual scaling terms). This high dimensionality calls for pre-processing pruning to
let mining feasible. This fact motivated us to use this domain as the application
domain for our visualization technique.

For evaluating our proposal, we present a step-by-step example applied to the
accident report domain. We consider a set of 5, 000 transactions that reported
real accidents from 2006-2009. In order to preserve the confidentiality of informa-
tion, some elements were renamed (e.g., “Company” and “Oil rig”) or omitted
(e.g., “Executive management”) in Figs. 1 and 2.

The mining process is divided into iterative mining cycles, in which each cycle
consists of four main steps :

i) Prepare the data to be mined by selecting the sets of transactions and ele-
ments used;

ii) Calculate the response-style space (see Sect. 3.1) and perform clustering (see
Sect. 3.2) and pruning (see Sect. 3.3);

iii) Run the association rule technique Apriori on the remaining elements; and
iv) Analyze the generated graphic.

In the first mining cycle we used a subset of transactions extracted from the
original dataset. By applying filters we selected the 1, 838 records related to
accidents that led to losses in the production of oil and/or gas. In this mining
cycle, all the 722 elements where considered while computing the response-style
space. However, the set of 233 items identified as being unlikely to be part of
any interesting rule were disposed by our pruning strategy, and only the 499
remaining elements were used in the Apriori procedure. Figure 1 (left) shows
the organization of the elements in the response-style space. Close to the center
of the image it is possible to identify a red star representing the conclusion
itemset of all the 322 rules retrieved. Such an itemset is comprised by a single
item: “Production loss”. The green circles represent the items that compose
some condition itemset. The label of most items was omitted for clarity. We
show the location of items “Company 1, 2, 3 and 4” in order to demonstrate
that the emergent overall organization of the space seems to be related to the
occurrence of specific subsets of items in the records related to each company. In
other words, the elements next to a company are more related to such a company
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Company 1

Company 2

Company 3

Company 4

Production loss

Conclusion

Condition

Other elements

Pruned elements

Oil rig: unit 1

Company 1

Failure type: maintenance

Gas loss (Y/N): no

Executive management: [classified]

Anomaly class: class 1

Oil loss (Y/N): no

Anomaly type: production loss

Shift change (Y/N): no

Daylight saving (Y/N): no
Critical variable: not applicable
Underlying cause: management

Production loss

Location: offshore

Shift: not informed
Oil loss (Y/N): yes

Daylight saving (Y/N): yes

Conclusion

Condition

Other elements
Rule connector

Shift: dawn

Fig. 1. Response-style space computed from 1, 838 transactions reporting accidents
related to production loss in four petroleum companies. The circles and squares at left
represent, respectively, the 499 items (or elements) used in the mining procedure, and
the 223 items pruned in a pre-processing stage. The green circles represent items that
compose some condition itemsets, while the red star represents the conclusion itemset
of all the 322 AR retrieved. A detailed view of one of the mined rules is presented
at right. Note that it is possible to perceive the importance of each condition from its
distance to the conclusion itemset. Please see electronic version for better visualization.

than to the others. Therefore, a possible interpretation of the graphic depicted
in Fig. 1 (left) is that the mined rules are more likely to apply to “Company 1”.

It is important to comment that, according to Sect. 3.1, clustering is performed
in a kmax-dimensional space (in this mining cycle, kmax = 27) while visualization
is presented in a 2D space. Hence, the existence of pruned elements mixed with
significant ones in Fig. 1 (left) is just an illusion caused by the projection of data
into a lower dimensional space.

Figure 1 (right) presents a detailed view of one of the mined rules. Notice
that, by proximity, one can see that the antecedents of different rules, such
as “Critical variable: not applicable” and “Shift: not informed”, are strongly
related to “Production loss”. However, it turns out that these values are in fact
irrelevant in the application domain. By post-pruning the rules that include
these conditions we reduced the set of AR from 322 to 47 mined rules. Also, by
inspecting the location of the “Shift” steam it was observed that the element
“Steam: dawn” is the only shift that is close to mined rules. However, due to the
parameterization of the Apriori algorithm, such an element was prevented to be
pointed as a condition. In all experiments we used σ = 30% and γ = 80%.

From the visual cues provided by the proposed visualization scheme we de-
signed filters and performed a new mining cycle. In such a cycle we selected
from the dataset a subset of 157 transactions related to accidents that happened
during the dawn shift and led to losses in the production of oil and/or gas.
Also, we removed from the set of items the steam choices that could assume the
values “not informed” or “not applicable”. The resulting response-style space is
presented in Fig. 2 (left). The mining procedure retrieved only 55 rules, one of
which is shown in Fig. 2 (right).
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Conclusion

Condition

Other elements

Production loss

Company 1

Company 2

Company 3

Company 1

Gas loss (Y/N): yes

Executive
management: [classified]

Anomaly class: class 1

Gas loss (Y/N): no

Failure type: maintenance

Anomaly type: production loss

Oil loss (Y/N): yes
Production loss

Location: offshore

Underlying cause: management

Daylight saving (Y/N): no

Shift change (Y/N): no

Nature of the
cause: physics

Basic cause: failure in equipment or component

Conclusion

Condition

Other elements
Rule connector

Fig. 2. Response-style space computed from 157 transactions reporting accidents re-
lated to production loss during the dawn shift. (left) 11 items are marked as a condi-
tion of one of the 55 mined rules. (right) Detailed view of the rule having “Failure in
equipment or component”, “Physical cause” and “Oil loss” as conditions that leads to
“Production loss”. Please see electronic version for better visualization.

In our experiments, we observed that the number and the composition of
mined rules is the same both with and without the use of the proposed safe
pruning approach. However, the pruning procedure helps reduce the amount
of itemsets and hence helps to alleviate the computational load of the mining
technique. For instance, without pruning, the mining process depicted in Fig. 1
would generate ∼ 2.21× 10217 itemsets in worst case. By applying our element-
pruning scheme the amount of itemsets drops to ∼ 1.64× 10150 in worst case.

5 Summary and Future Work

This paper presented a data mining pre-processing visualization technique based
on dual scale metric. The technique assists users to identify elements (items
or attributes) that can be removed from the dataset leading to dimensionality
reduction without impoverishing the quality of the extracted association rules.
Although we did not obtain conclusive evidences, the placement of objects in a
2D space should also provide good hints of the adequate minimum support value
to be used during association rules mining. There are some limitations to our
approach. Mean shift is sensible to the initial bandwidth selection hs

0. We adopt a
conservative strategy to minimize this problem by increasing the value, however
the iterative process will take longer and sometimes lead to unacceptable answer
time. There are other approaches to minimize the bandwidth problem by using
techniques dependent on the dataset entry [7,9]. Automatic bandwidth selection
is still an open research issue that will be addressed in our future work.
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Abstract. Association rules is the traditional way used to study mar-
ket basket or transactional data. One drawback of this analysis is the
huge number of rules generated. As a complement to association rules,
Association Rules Network (ARN), based on Social Network Analysis
(SNA) has been proposed by several researchers. In this work we study a
real market basket analysis problem, available in a Belgian supermarket,
using ARNs. We learn ARNs by considering the relationships between
items that appear more often in the consequent of the association rules.
Moreover, we propose a more compact variant of ARNs: the Maximal
Itemsets Social Network. In order to assess the quality of these struc-
tures, we compute SNA based metrics, like weighted degree and utility of
community.

Keywords: social network analysis, association rules network.

1 Introduction

Every day the consumers satisfy their needs with the acquisition of products and
services that they choose according to factors such as the price, the brand and the
quality. To study the behavior and preferences of the consumers market basket
analysis can be a powerful tool to help food chains, recommendation systems
and other businesses to promote their products or services.

The traditional way to find relationships among products available in trans-
actional databases is to run an association rule miner [1] and obtain association
rules that represent valuable knowledge. The association rule miner algorithm
generates a set of rules and each rule is associated with one, or more, interest
measures, like support and confidence. The problem with this approach is the
huge number of rules found by the association rule miner, most of them are
redundant and uninteresting. A more recent framework used in market basket
analysis is to use Social Networks Analysis (SNA) [2]. Using this framework a
social network of products is built [13]. Social networks of products are graph
structures where vertices can be products and edges represent products bought
together in the same transaction. These networks can represent valuable rela-
tionships among products.

In this work we study the problem of identifying meaningful relationships
available in the transactions database of a Belgian supermarket. We use two
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different strategies to study this data. One strategy is to represent our data in
a global social network (GSN), that includes all products, and use this repre-
sentation to extract interesting information about the best seller products. We
extract some interesting information about the products and network by com-
puting statistical measures according to the vertex and according to the network.
Moreover, we choose the weighted degree measure to find the best seller products
[9]. The problem with this approach is that we have a large number of products
and get highly complex networks that can not represent the motivation for two
products appearing in the same transaction. To address this issue of our GSN we
developed a new pipeline methodology that is grounded in the Association Rule
analysis. First, we run an association rule miner to obtain the most interesting
association rules. Then, and also to reduce the size of the ruleset, we put the fo-
cus on the most interesting products [13] and learn meaningful Association Rules
Networks (ARNs) [12]. The most interesting products are the ones that appear
more often in the consequent of the association rules found by the association
rule miner. Moreover, we compute the same metrics that we use in the SNA, plus
some communities measures used to detect and study communities [13] available
in the obtained ARNs. We obtain some interesting results but we would like to
study a more compact way to represent only the more meaningful relationships
among products. Thus, we introduce in this work the Maximal Itemsets Social
Network (MISN). First we find the maximal itemsets [14] and then we generate
the MISN.

The paper is organized as follows. In Sect. 2 we present some related work
and concepts. In Sect. 3 we describe the methodology that we use to study our
data and present the obtained results. Last, in Sect. 4, we conclude and present
some work that we will develop in the near future.

2 Related Work

Identifying relationships in transactional data is the primary focus of market
basket analysis [4,12,13].

According to [4], finding the hit-list of products in transactional data can be
done by using an association rule framework but it is required to integrate the
search for frequent itemsets within a microeconomic model. Otherwise we will
obtain meaningless association rules. In this work the authors study a dataset
of transactions acquired from a fully-automated convenience store and obtained
interesting association rules. The authors also show that by exploring frequent
itemsets, it is possible to identify the cross-sales potential of product items and
use this information for better product selection.

Another work that discovers meaningful relationships among the products is
[13]. In this work the authors model the data as a product network and present
a new metric to study communities. To find interesting communities the authors
introduce the utility of community metric. According to these authors, the set
of communities and the ARN structure, along with the actual list of association
rules, can provide important insights on the supermarket customer behavior. By
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exploring data collected from a convenience store they found several interesting
communities. For instance, the community associated with the highest value of
the utility of community metric shows that chips and salsa are complementary
products and that people often buy these two products together.

3 Methodology and Analysis of the Results

In this section we present the methodologies that we use to identify meaningful
relationships available in the Retail database [4] while presenting and analyzing
the results that we obtained. First, we represent the entire transactional data
using a social network(GSN ) and study some statistical measures according to
the vertex and according to the network. Second, grounded in the association rule
framework we present a sequence of steps that uncover interesting relationships.
We start by finding the most interesting association rules using the Apriori
algorithm [1]. Then, to reduce the ruleset and network complexity, we select
the association rules having each one of the five products that appear more
often in the consequent of the ruleset and use these findings to generate five
ARNs, one ARN for each one of the five most frequent products. We analyze
the obtained ARNs using the same statistical measures that we use to study the
social network plus measures suitable to study communities. Next, we introduce
a more compact representation based on the maximal itemsets [14] that we found
in the entire Retail dataset, we introduce the MISN. To study this later social
network we use the same metrics that we use to study the ARNs.

Concerning to the Retail dataset [4], this dataset registers 250 transactions
and 1209 products sold in a small Belgium supermarket during 5 years and a
half. We do not have assess to the identification of any of the products. Each
product identity is mapped into an integer number and here we work only with
the coded data.

3.1 Social Network Analysis

In this section we use SNA to represent the entire set of Retail transactions into a
social network of products [13]. In the next sections this network is called GSN.
In this network representation, each product defines a vertex. And every two
products appearing in the same transaction are represented by an edge. Using
this mapping strategy we obtain the social network represented in Fig. 1. This
network has 1209 vertices and 12257 edges. We use Gephi software [15] to draw
the social network represented in this figure. To characterize, understand and
explain the structure of this social network we compute and analyze a set of
statistical metrics. We compute metrics for the vertices: degree, weighted degree,
betweenness and eigenvector centrality and compute metrics for the network:
density, path length, number of the shortest paths, diameter and agglomeration
coefficient [2,10]. Moreover, due to the poor viewing, we use the Fruchterman
Reingold algorithm [7] to improve the networks’ perception.
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Fig. 1. Social network of Retail database Fig. 2. MISN of Retail database

In Table 1 we present the average value of each metric that we use to analyze
the vertices of the generated social network, the one presented in Fig. 1. We can
see that each vertex is connected to approximately 20 vertices. Regarding the
weighted degree, the total weight average of the edges in each vertex is 21.838.
On the other hand, the average value of the metric betweenness shows that a
given vertex appears 810 times in the shortest paths of the Social Network. Last,
by inspecting the average eigenvector centrality we can see that the vertices are
connected about 0.057 among them.

In Table 2 we present the metrics that we use to analyze our social network.We
see that we have a low density (0.017) network. This means that the network
is far to become complete (complete networks have density equal to 1). The
analysis of the metric average length path indicates that the average distance
between all vertices pairs in the network is 2.364. Moreover, we can say that
there exist 1436418 different shortest paths. Furthermore, we can see that the
longest distance between two vertices, diameter, is 5 edges. The network presents
a high agglomeration coefficient value (0.886) which suggests a tendency of the
network to form cliques.

In Table 3 we present the five products with the highest weighted degree in
the social network. The weighted degree is defined as the sum of the weights of
all edges connected to a particular vertex [9]. Using this metric, we identify the
five best seller products: 39, 48, 38, 41 and 32. Then, we represent the network
of each product using self-social networks. These individual structures represent
only the direct edges among each one of the best seller products and all the others
products. We analyze these structures and get an agglomeration coefficient equal
to zero. This shows that the best seller products play a central role and they can
be seen as a communication channel among products [8]. Moreover, we get for
all five self-social networks a diameter equal to 2.

Table 1. Statistical measures by vertex

Av. degree Av. weighted Av. betweenness Av. eigenvector
degree centrality

20.276 21.838 810.300 0.057

Table 2. Statistical measures by network

Density Av. length Nr of shortest Diameter Av. agglomeration
path paths coefficient

0.017 2.364 1436418 5 0.886
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Table 3. Products with highest weighted degree

Products Weighted degree

39 1155
48 1092
38 618
41 556
32 233

3.2 Association Rules-Based Approaches

In this section, grounded in the association rule framework, we use method-
ologies to reduce the complexity of the social networks. We learn an ARN for
each one of the most interesting products. Moreover, we introduce the MISN, a
more compact representation of the entire Retail database that uses the maximal
itemsets.

Association Rules. We use association rules to explore the relationships be-
tween items frequently purchased together. These rules have two parts, the an-
tecedent part and the consequent part. For instance, in a supermarket dataset
we can obtain the following rule: {cake, bread} => coffee. This rule represents
a partial implication that means that people buying cake and bread also buy
coffee. To find association rules there exist a wide number of algorithms that we
can use [1,6]. In this work we will use the Apriori algorithm [1] to find the most
interesting rules. The Apriori algorithm can be parameterized to find both the
association rules and the most frequent itemsets [1]. Moreover we can use a naive
post-processing strategy to find the subset of maximal itemsets. An itemset is
maximal if it is frequent but none of their proper supersets is frequent [14].

Typically, when we run an association rule miner to find either the frequent
itemsets or the association rules on a database of transactions, we get a huge
number of uninteresting and redundant patterns. If we increase the minimum
support or confidence thresholds we get a small number of patterns but we can
fail to detect interesting itemsets or rules having a support or/and confidence
value lower than the user-defined values. To address this issue we can use low
support and confidence thresholds and compute additional metrics like convic-
tion, cosine or lift [6] to select the most interesting association rules. In this work
we compute the lift metric of each association rule to find rules having negative
or positive association. In Table 4 we present a subset of association rules that
we obtained by running Apriori algorithm to find association rules. We use the
implementation available in arules package of the R Project software [16]. We set
the support threshold value equal to 0.01, the confidence threshold equal to 0.50
and the minimum lift value of each rule equal to 2. With this setting we obtained
115 rules. Without the lift constrain and using the other two parameters we get
288 rules, i.e., by using lift we prune 173 rules.

Association Rules Networks. Here we learn an ARN for each one of the top
5 most frequent products available in the consequent of the 115 association rules
presented in the previous section. Then we analyze each one of the ARNs.
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Table 4. Three association rules that we found by setting lift > 2

Rule Nr. Antecedent Consequent Support Confidence Lift

2 281 => 38 0.012 1 3.676
274 36,39,48 => 38 0.016 1 3.676
288 36,38,39,48 => 41 0.012 0.75 3.074

According to [12], an ARN can show the direct and indirect associations
among the products. Each ARN is a unique direct hypergraph that is associated
with only one target-product. Each rule is represented by the directed edge
where the itemsets in the rule antecedent are the source-vertices and the target
item in the consequent of the rule is the destiny-vertex. These authors present
the following sequence of steps to learn an ARN: 1) Given a database D and
the minimum support and confidence threshold, find all association rules using
an algorithm such as Apriori ; 2) Choose a frequent item z that appears in
the consequent of a ruleset and built the direct hypergraph that flows to this
target-vertex z; 3) Prune the constructed hypergraph of opposite hypercycles
and hyperedges. The resulting hypergraph is an ARN.

We analyze the ARNs using the metrics described in Sect. 3.1, we compute
metrics according to the vertex and according to the network. However, due to
space limitations we can only say that we obtained lower degree and weigthed
degree values when we compare with the values that we obtained in the GSN
(see Sect. 3.1). They express few relationships but still get a value higher than
the ones obtained when analyzing the social self-networks. We also find that the
density is high in the ARNs as they represent just the most interesting rulesets.
As ARNs have less relationships compared to the relationships of the GSN, their
agglomeration coefficient is lower, which means a lower tendency to form cliques.

Here we also study the communities in each ARN. A community is a group
of vertices densely connected that has high concentrations of edges connecting
vertices within the group and has low concentrations of edges connecting to
other groups. The metric used to detect this property is called modularity [11,5].
Modularity, Q, values range between −1 and 1:

Q =
∑

(eII − a2I) (1)

where, eII is the fraction of edges that join the vertices to other vertices in the
community I and aI is the fraction that remains in the community I.

To evaluate these groups, a new measure called utility of community U(Gi)
was proposed by [13]. This measure includes two parts: information and infor-
mation density and its range is between 0 and 1. Information, I(Gi), is the sum
of the weights of the intra-community edges, I(Gi) = a0+

∑
P (p1|p2). Informa-

tion density D(Gi) give us the information of the vertex i in the graph Gi, in a

given community, in other words, its weighted degree, D(Gi) =
I(Gi)
|Vi| . This way

we can define the utility of the community:

U(Gi) =
2I(Gi)D(Gi)

I(Gi) +D(Gi)
(2)
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Table 5. Statistical measures by ver-
tex of the MISN

Av. degree Av. weighted Av. Av. eigenvector
degree betweenness centrality

3.806 6.484 34.371 0.199

Table 6. Statistical measures by network
of the MISN

Density Av. length Nr. of short Diameter Av. agg. Modularity
path paths coefficient

0.062 2.127 3782 3 0.534 0.255

There are several algorithms to detect communities, so in this work we use an
algorithm of modularity optimization, the Blondel Algorithm [5]. This algorithm
has two phases. Consider a weighted network where each vertex is a community,
the first phase is to calculate the modularity gain of all neighbors. If a vertice
has a modularity gain (ΔQ) higher in a neighbor community, it will be allocated
to this community. This process continues until there is no improvement. After
creating the network, the second phase is to apply again the first phase of the
algorithm to the weighted network [3,5].

In this work we follow this methodology to discover communities in the five
ARNs. The ARNs correspond to the products 38, 41, 48, 32 and 36 and we
analyze each network by computing the same metrics that we used in Sect. 3.1.
Moreover, we analyze communities available in each ARN by computing some
special purpose measures: modularity, representation percentage and utility of
community.

ARNs provided us to discover expressive relationships between some popular
products. In these informative ARNs we could imagine a similar need, such as
complementary, or products purchased in the nights, for instance. According
to [13], ARNs and association rules failed to find relationships that fall outside
the specified support and confidence thresholds.

Maximal Itemsets Social Network (MISN). Here we introduce the MISN
to get a more compact network representation than the GSN that we found in
Sect. 3.1. We believe that the MISN will help us to discover meaningful rela-
tionships in the entire transactions database. To obtain the MISN we run the
Apriori algorithm to find all frequent itemsets and then use a naive strategy
to find the maximal itemsets. Using this strategy we found 117 maximal item-
sets. Then, we translate the maximal itemsets into an adjacency list. Next, we
use the adjacency list to generate the MISN. Finally, we analyze the statistical
measures of the MISN and detect the communities. We also compare the MISN
communities, where the target products appear, with the corresponding ARNs
communities.

In Table 5 we present MISN vertex statistical measures. The metric degree
shows that the average number of edges connecting to a vertex is approximately 4
edges. This table also shows that the average weighted degree is 6.484. Concerning
the measure betweenness, that reflects the number of times that a given vertex
appears in the shortest paths of the network, we get an average value of 34. In
the last column we present the metric eigenvector centrality. We can see that
each vertex is connected to 0.199 of the vertices.

Relatively to the metric density presented in Table 6 we get a density of 0.062,
which reflects that the MISN is far to be complete. The measure average length
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Table 7. Communities, products, representation percentage and utility in MISN

Communities Products Rep. percentage Utility

1 (violet) 48,859,798,96,260,359,147,357,179,365,548,186,258,242,101,45,493,649,730,11,65 33.87 0.385
2 (light green) 39,79,152,384,150,259,155,272,225,312,9,249,475,278,237,809,255 27.42 0.269
3 (dark green) 248,41,348,956,37,89,105,561,110 14.52 0.235

4 (red) 178,32,170 4.84 0.167
5 (blue) 38,55,604,589,281,161,390,36,740,441,286,47 19.35 0.326

path reveals that 2.127 is the average distance between all the pairs of vertices.
In the total, 3782 is the sum of all shortest paths among each pair of vertices.
The longest distance between any two vertices is obtained using the diameter
metric, which in this case is of 3 edges. The average agglomeration coefficient is
0.534 and this value shows the tendency to cliques formation, which are complete
subgraphs where any two vertices are connected at least by a edge. In this case,
we can see in Figure 2 a central clique, composed by the products 41, 38, 39 and
48, for instance, which correspond exactly to the products with higher weighted
degree in the MISN and in the GSN.

Here, we also study the five products that have the higher weighted degree (39,
48, 38, 41 and 32). Suppose that these products can be bread, apples, cheese,
coffee and sugar. We imagine these because they satisfy needs in all meals, like
bread can be necessary for the breakfast, lunch and dinner and their function can
be complementary with other products, like cheese with ham, a meal composed
by rice, tomatoes, beef, apples and sugar.

Beyond the representation and statistical metrics, it is important to analyze
the communities. In this sense, we apply again the Blondel algorithm. This way
we can obtain the number of discovered communities, the representation percent-
age in the entire network and the utility of community. The MISN modularity
has the value of 0.255, so it has a significant community structure [10] and we
identified 5 communities, as we can see in Fig. 2.

The utility of community helped to quantify the importance of each commu-
nity in the MISN, according to the weights of the edges and the vertices’ weighted
degree. This is the contribution that the groups provide to the social network,
excluding the illusory effect of the representation percentage, that just take into
account the number of the vertices comprised in each community. This way, we
sort the communities of the MISN using the utility metric: the community 1
with 0.385, the community 5 with 0.326, the community 2 with 0.269, the com-
munity 3 with 0.235 and finally the community 4 with 0.167. In the Table 7 we
can see that the second community (second row) in the MISN has the second

Table 8. Community of the target-product, products, representation percentage and
utility of the community of each ARN

Chosen ARN Com. of the target-product (ARN) Products Rep. percentage Utility of the community

38 1 38,55,281,32,589,604,170,740 40 0.242
41 2 41,38,441,105,390,32,37,248 50 0.504
48 1 48,798,357,11,859,96,147 35 0.24
32 1 32,178,39 100 0.889
36 1 36,740 50 0.40
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higher percentage of representation, but its utility of community (0.269) is lower
than the utility of community of community five (0.326). Therefore, communi-
ties that include a higher number of products do not always correspond to the
communities with highest utility of community.

Comparing the communities of theMISN network with the communities of the
five ARNs (products 38, 41, 48, 32 and 36), we found (see Table 8) that: 50%
of the products contained in the community of the 38 -ARN that contains the
product 38 are also contained in community 5 of the MISN (see Table 7), that
also contains the product 38; 37.5% of the products contained in the community
of the 41-ARN that contains the product 41 are also contained in community 3
of the MISN, that also contains the product 41; 66.7% of the products contained
in the community of the 32-ARN that contains the product 32 are also contained
in the community 4 of the MISN; 100% of the products that appear in the ARN
community of the 48-ARN that contains the product 48 and in the community of
the 36-ARN that contains product 36, appear, respectively, in the communities
1 and 5 of the MISN. Thus, we concluded that the MISN is a good approach
to discover meaningful relationships and that most of the communities of the
chosen products in the ARNs are well represented in the MISN.

4 Conclusions

In this work we explore different representations of our supermarket transac-
tional data and discovered very interesting and meaningful relationships. We
start by building a social network of products, our GSN, and found that this
representation generates a highly complex network. This can be the result of
representing all products bought together, including the ones that were bought
without a common motivation. Then we use the association rules to explore
the relationships between the products. The problem with this approach is the
huge number of association rules found by any association rule miner. Then we
introduce the lift measure to get a small and more interesting set of rules. This
way, we get some interesting rules but we need to search for a global overview
on the products. Thus, we select the top five frequent products in the conse-
quent of the lift-pruned rules and generate five ARNs. We analyze each one of
the five ARNs using a set of metrics and search for the best seller products,
the products having the highest weighted degree. Moreover, we found that the
agglomeration coefficient has lower values for the social self-networks when com-
pared with the values that we obtained in the ARNs. This is explained by the
social self-networks representation structure. Social self-networks represent the
edges between the vertices and the best seller vertex, not taking into account
possible edges between the vertices. Last, we use the maximal itemsets that we
find in the entire dataset to generate a more compact network, the MISN. Over-
all we can say that the best seller products, according to the measure weighted
degree, computed from the GSN, do not correspond to the products that appear
more often in the consequent of the association rules, but to the products with
higher weighted degree in the MISN.
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In the future, we will search for other interest measures for the association
rules to obtain high interesting association rules and explore the cliques available
in the MISN to group products that share a significant level of connections.
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Abstract. In the last decade symbolic representations approaches have
shown effectiveness for knowledge discovery in time series, such as the
Symbolic Aggregate Approximation (SAX). However, SAX doesn’t pre-
serve the local slope information of the time series because it uses only the
mean values of the segments. The modification Extended SAX (ESAX)
proposed to treat this problem by the dimensionality increase. In this
paper, we present a symbolic representation method that preserves the
behavior of local slope characteristics in the symbolic representations of
the time series. The proposed method was evaluated with three different
discretization approaches and compared with the SAX and the ESAX al-
gorithms. The experimental evaluation, using artificial and real datasets
with 1-nearest-neighbor classification, demonstrate the method effective-
ness to reduce the error rates of time series classification and to keep the
local slope information in the symbolic representations.

Keywords: time series, knowledge discovery, symbolic representation,
classification, dimensionality reduction.

1 Introduction

The traditional data mining algorithms were developed to analyze data without
temporal relation. However, the storage increase of continuous data with tem-
poral interdependencies, such as time series, has motivated the development of
new data mining approaches [1,2]. The time series are collections of observa-
tions made chronologically and this type of data is present in almost all domains
such as business, industry, medicine, science and entertainment. Time Series
Data Mining (TSDM) is a relatively new area that uses data mining methods
adjusted to take into consideration the temporal nature of data [3,4].

Over the last decade many interesting TSDM techniques were proposed and
have shown to be useful in many applications [5]. Specifically, symbolic represen-
tations have demonstrated to be a very effective tool to reduce the dimensionality
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of the time series [2,6,7,8] and to preserve the underlying information and pro-
duce interpretable symbols within the domain [1,9].

The most common symbolic representation is the Symbolic Aggregate Ap-
proximation (SAX) [2]. The variation Extended SAX (ESAX) was proposed to
keep the slope information into symbolic representation. However, the ESAX
algorithm causes the increase of the dimensionality and uses additional values
of the raw data that can be affected by the noise presence [10].

In previous work [11] we proposed a initial symbolic representation method
to preserve the approximated local slope information between the time series
observations. In this work, we extend the previous work by presenting a sliding
window function to transform the time series data. Furthermore, we propose and
evaluate the application of different discretization approaches.

The rest of this paper is organized as follows. Section 2 presents background
on time series data mining and related works. Section 3 introduces our symbolic
method. Section 4 contains an experimental evaluation of the symbolic method
on a variety of the time series datasets. In Sect. 5 the effectiveness of the symbolic
method is also analyzed. Finally, Sect. 6 presents the conclusions and directions
for future works.

2 Background and Related Works

In the context of TSDM, the time series representation is a fundamental prob-
lem because direct manipulation of high dimensional data in an efficient way is
extremely difficult in traditional data mining techniques. A common approach
is to use a time series representation based on some dimensionality reduction
technique, while preserving the relevant characteristics of a particular dataset
[1,8]. Many numerical time series representation approaches have been proposed
in the literature to reduce the high dimensionality [2,5].

There are domains, such as medicine and finances, where symbolic represen-
tation rather than numerical analysis is needed to produce more comprehensive
knowledge of the time series [12]. Many works have also considered symbolic rep-
resentations of time series, such as Shape Description Alphabet (SDA); Interac-
tive Matching of Patterns with Advanced Constraints in Time Series Databases
(IMPACTS); Clipping; Persist ; and Piecewise Vector Quantized Approximation
(PVQA) [2,3,5].

Most of the symbolic representations cited are affected by two main aspects.
Firstly, the intrinsic dimensionality of the symbolic representation is the same as
the raw data, thus the data mining algorithms scale poorly with high dimensional-
ity. Second, the unavoidable noise presence in time series can produce meaningless
symbols. The SAX is the first symbolic approach that applies dimensionality re-
duction technique as a preprocessing step, in this case the PAA algorithm [2]. The
smoothing property of the PAA contributes to minimize the noise effect.

Piecewise Aggregate Approximation: To transform m-dimensional vector
space X to an w-dimensional vector space Y, the data is divided into w equal-size
segments, and the mean value of each segment is used to represent original time
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series with lower w-dimension. The time series T = {t1, . . . , tm} of length m can
be represented in w-dimensional space by a vector T = {t1, . . . , tw} and the ith
element of T is calculated by the Equation 1 [2]:

ti =
w

m

m
w i∑

j=m
w (i−1)+1

tj (1)

Symbolic Aggregate Approximation: The SAX symbolic representation is
performed in two steps. First the PAA algorithm is applied to the raw time
series (see Fig. 1(a)). Second, the distribution space (y-axis) is divided into
equiprobable regions under a Gaussian curve and the mean segment values from
PAA are converted into symbols corresponding to each segment [2]. The SAX
symbolic representation can be defined by the function SAX(T,w, a) = T̂ =
{t̂1, . . . , t̂w} where t̂i represent the ith symbol, w is the number of segments and
a is the alphabet size. In Fig. 1(b) is presented a SAX example of a symbolic
sequence baabccbc with the alphabet {a, b, c}.

Fig. 1. (a) PAA application example and (b) SAX application example

In the last decade, SAX has been widely applied to many fields and obtained
good results [2,5]. However, the smoothing effect by only using the PAA algo-
rithm may lose useful information, especially the segment slope information. Fur-
thermore, the equiprobable feature of SAX symbols produces low performance
for non-uniform time series [7].

The ESAX approach proposed in [10] is based in addition to the mean value
two new symbols for each segment representation, the maximum value and
the minimum value of the interval. The ESAX symbolic representation can
be defined by the function ESAX(T ,w, a) = T̂ = {t̂1, . . . , t̂w} where t̂i =
{pmin, pmid, pmax} is the ith symbolic segment, w is the number of segments
and a is the alphabet size. The position of the symbols pmin (minimum value),
pmid (mean value) and pmax (maximum value) in each symbolic segment is deter-
mined by the increasing order. However, the ESAX approach has some problems,
such as the dimensionality increase by three times the dimensionality of the SAX
approach. Furthermore, the selection of the maximum value and minimum value
in each segment can be affected by the noise presence in these points.



94 W. Zalewski et al.

In [11] was proposed a symbolic representation method to preserve the ap-
proximated local slope information between the time series observations based
on the first order differences calculus to the PAA representation and the k-means
algorithm to create the symbols. But, this approach also presents some problems
such as computing cost to define the initial centers in k-means application and
the need to use some training set to create the symbols.

3 Symbolic Representation Method

In this section we present a new symbolic representation method for time series.
The method is performed in three sequential steps: Dimensionality Reduction;
Data Transformation; and Symbol Creation. The first step is performed by the
application of PAA algorithm (Equation 1).

In this work, we proposed an intermediate step between dimensionality reduc-
tion and symbolic representation. The data transformation step is used to keep
approximated information about the local slope of the time series. In this step,
we calculated the first order differences between the adjacent values T produced
by PAA algorithm.

For each pair of adjacent elements (i, i+1) in the reduced dimension T , where
1 ≤ i ≤ w − 1, the new first order difference value is δ(i) = ti+1 − ti. After,
a sliding window function θ of size three is applied for each δ(i) value where
1 ≤ i ≤ w − 3. The function θ is defined by the Equation 2. The transformed
time series is given by the values Θ = {θ(1), . . . , θ(w − 3)}.

θ(i) =
δ(i) + 2× δ(i + 1) + δ(i+ 2)

2
(2)

The sliding window function θ is used to emphasize continuous adjacent segments
in the same direction and to minimize the transitions between adjacent segments
with different directions.

Symbol creation is performed based on time series produced by the data
transformation step. A discretization algorithm is used to divide in k groups
the values {θ(1), . . . , θ(w − 3)} and to calculate k centroids C = {c1, .., ck}.
The values in C are used to associate the values in Θ to symbols. The k value
represents the alphabet size for symbolic representation.

The symbol is defined by a function calledSymb (Equation 3) that receives a θ(i)
value and the centroids {c1, .., ck} as input to compute the correspondent symbol.

Symb(θ(i), C) = which.min({|c1 − θ(i)|, . . . , |ck − θ(i)|}) (3)

where the function which.min finds the cj value that has the minimum difference
to the θ(i) value, where 1 ≤ j ≤ w − 3.

The function Symb is applied for each value in Θ and the result set is the
symbolic representation T̂ of the time series T . The values of the symbols in T̂ is
the approximated difference value between the points in T representation. Thus,
it is possible to associate to the symbols one meaningful information, such as the
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slope angle which is given by α = tan−1(cj). By example, suppose the symbolic
sequence CBBDACD considering the alphabet size a = 4 and the respective
centroids C = {+2.5,+1.3,−1.2,−2.8} we can represent the sequence by the
approximated angles values (−50o,+52o,+52o,−70o,+68o,−50o,+68o).

In the symbol creation to compute the centroids we proposed three different
approaches:

Equal Fixed-Values Discretization (EFVD): In this approach the values
from the data transformation step are divided into equal-sized regions between
the predefined values min = tan(−90o×π/180) and max = tan(+90o×π/180).
In Fig. 2(a) is presented a figurative example considering the alphabet size a = 4
where the regions can be viewed as a distribution of angles and the set of symbols
{A,B,C,D} is associated to the mean value of each region. In this example the
centroids are {A = +67.5o, B = +22.5o, C = −22.5o, D = −67.5o}.
EqualWidthDiscretization (EWD): This discretizationmethod is performed
by dividing the range value, provided by the data transformation step, into equal
width regions. In this approach should be used a set of time series to build the
intervals. For each region, the mean of the values are calculated and associated
to one symbol. The figurative example presented in Fig. 2(b) uses a alphabet size
a = 4 and the set of symbols {A,B,C,D}. In this approach the symbol values
depend of the contained values in the time series used to the discretization.

Equal Frequency Discretization (EFD): This discretization method is sim-
ilar to the EWD algorithm, but in this approach the range value is divided into
equal frequency of values in each region (see Fig. 2(c)).

Fig. 2. Discretization algorithms: (a) EFVD; (b) EWD and (c) EFD

4 Experimental Evaluation and Results

In this section we present an extensive empirical comparison between the sym-
bolic representations SAX, ESAX and our method with the proposed discretiza-
tions approaches EFVD, EWD and EFD. As suggested in [13], we performed an
initial experimental classification to the symbolic representations using one near-
est neighbor classifier and Euclidean Distance as similarity measure between two
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symbolic sequences. The method codification and the experimental tests was built
using R Language.

In our experiments we used 20 time series datasets provided by the UCR Time
Series Data Mining Archive [13] that contains artificial and real-world data. The
dataset features are presented in Table 2, such as dataset name, the number of
classes (NC), the size of training set (STr), the size of testing set (STe) and the
time series length (LS).

Table 1. Summary of datasets

Dataset Name NC STr STe LS Dataset Name NC STr STe LS

Synthetic Control 6 300 300 60 FaceFour 4 24 88 350
Gun-Point 2 50 150 150 Lightning2 2 60 61 637

CBF 3 30 900 128 Lightning7 7 70 73 319
FaceAll 14 560 1690 131 ECG 2 100 100 96

OSU Leaf 6 200 242 427 Adiac 37 390 391 176
Swedish Leaf 15 500 625 128 Yoga 2 300 3000 426

50words 50 450 455 270 Fish 7 175 175 463
Trace 4 100 100 275 Beef 5 30 30 470

Two Patterns 4 1000 4000 128 Coffee 2 28 28 286
Wafer 2 1000 6174 152 Olive Oil 4 30 30 570

We performed experiments on different combinations of dimensionality reduc-
tion and alphabet size for each dataset and for each symbolic representation
method. The alphabet size a was evaluated in the interval from 2 until 20 and
the dimensionality w in the interval from 2 until 50% of time series length. Each
time we increase by two the value of w.

In order for select the parameters w and a for the testing set classification we
evaluated the accuracy for each symbolic representation method on training data
using leave-one-out cross validation. Sometimes, the correct selection of the op-
timal values of parameters can be affected in situations where the learning set
cannot fully reflect the structure of the test set [14]. Therefore, we have chosen
the parameters with the ten best accuracy results for the testing data evaluation.
After, the best accuracy among these ten results on each dataset is used for com-
parison with the other symbolic representations approaches.

The experimental results are shown in Table 2. Accuracy performance for the
methods SAX, ESAX, EFVD, EWD and EFD are presented in the 2nt, 3rd, 4th,
5th and 6th columns, respectively (the best accuracy results are bolded). Also the
parametersw and a are presented for the methods ESAX, EFVD, EWD and EFD
in the 7th, 8th, 9th and 10th columns, respectively (the w value for SAX is a third
of ESAX).

As recommended in [15], in order to show that an algorithm is useful, it is
necessary predict ahead of time when the method will have superior accuracy.
They proposed the calculus of the function gain = A/B to measure the ex-
pected gain (on training data) and the actual gain (on testing data). The values
A and B represents the accuracy performance for a method A and for a method
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Table 2. Experimental 1-NN classification results

Name Accur. Accur. Accur. Accur. Accur. w/a w/a w/a w/a
Dataset SAX ESAX EFVD EWD EFD ESAX EFVD EWD EFD

ECG200 0.9000 0.8700 0.9500 0.9400 0.9400 96/7 38/19 38/19 42/19

Synthetic 0.9867 0.9833 0.9633 0.9567 0.9500 36/13 14/17 12/10 12/10

Coffee 0.8929 0.9643 0.9643 0.9286 0.9643 396/19 20/3 46/13 52/20

CBF 0.9170 0.8989 0.9456 0.9856 0.9478 30/14 22/11 8/5 20/9

Beef 0.5667 0.5400 0.8000 0.6333 0.6000 84/16 190/2 50/20 202/10

Trace 0.7300 0.7100 0.8100 0.8200 0.8700 132/16 82/7 106/8 48/6

SwedishLeaf 0.7648 0.7984 0.8272 0.8144 0.8432 126/18 58/20 58/20 48/18

OliveOil 0.1667 0.1667 0.8333 0.8333 0.9000 12/2 220/20 200/18 212/19

OSULeaf 0.5290 0.5248 0.5579 0.5620 0.5827 156/11 58/17 82/8 170/4

Lightining2 0.7705 0.7869 0.8197 0.7869 0.7705 18/19 76/8 52/16 24/18

Lightining7 0.6576 0.5480 0.5617 0.6165 0.5891 18/11 24/19 8/6 4/3

Gun Point 0.8200 0.8267 0.9067 0.9333 0.9267 18/19 44/19 50/19 46/7

FaceFour 0.7387 0.8523 0.7728 0.8296 0.8750 36/18 16/4 28/2 26/7

FaceAll 0.7006 0.7172 0.7385 0.7379 0.7299 108/14 36/19 40/19 38/14

Adiac 0.1637 0.1586 0.5729 0.6599 0.7238 240/19 52/20 82/16 80/18

50words 0.6022 0.6726 0.6374 0.6506 0.6286 48/7 20/14 24/12 32/7

Fish 0.6915 0.6972 0.8343 0.8458 0.8629 312/15 120/19 68/17 202/8

Two Patterns 0.9370 0.7340 0.9085 0.8890 0.8980 54/5 24/5 18/15 18/9

Yoga 0.8220 0.8230 0.8180 0.8320 0.8220 576/16 78/10 106/16 104/6

Wafer 0.9924 0.9926 0.9889 0.9940 0.9932 78/4 12/3 48/2 42/2

B, respectively. In Fig. 3 is presented the comparison gain for EFV D/ESAX ,
EFD/EFD and EFD/ESAX . We remove the datasetsOliveOil (gain > 5) and
Adiac (gain > 2.5) to the best visualization of the charts. The region TP (True
Positive) indicates: the method A is more accurate than B for training and testing;
the region TN (True Negative): the method B is more accurate than A for training
and testing; the region FN (False Negative): the method A is more accurate than
B for testing but not for training; the region FP (False Positive): the method B
than A is more accurate for testing but not for training.

Fig. 3. Gain accuracy comparisons
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In Fig. 4 we summarize some results by plotting the dimensionality reduction
performance for each dataset into pairwise scatter plots. The points above the
diagonal line indicate that the method in the horizontal-axis has a greater di-
mensionality reduction, and the points below the diagonal line indicate that the
method in the vertical-axis has a greater dimensionality reduction.

In the statistical evaluation of the symbolic representations performance, we
use the approach applied in [14]. The Iman and Davenport version of the F-test is
used to test the null-hypothesis that all symbolic representations have the same
performance and the observed differences are merely random. As post hoc test we
used the Nemenyi test to compare all methods to each other.

In our accuracy analysis the corresponding critical value is equal to 3.92 for
α = 0.05 (mean ranks: SAX=3.88, ESAX=3.70, EFVD=2.73, EWD=2.28,
EFD=2.33). The null-hypothesis that all methods has the same accuracy is re-
jected (p-value is 0.025). In the post hoc test the rejected comparisons are:
EWDvsSAX, EFDvsESAX, EWDvsESAX and SAXvsEFD.

Fig. 4. Dimensionality reduction comparisons

5 Discussion

Time series data mining techniques have become an important tool to discover
novel relevant patterns that can help in decision making process. The human de-
cision making in time series analysis is commonly based on domain expert percep-
tions [9]. In this cases, a symbolic representation is preferred instead a numerical
representation [12] and the symbols should preserve the underlying information [6].

The SAX symbolic representation has been widely used in the literature [2,5,7]
due to fast processing and smoothing the noise. However, this approach causes a
high possibility to miss important patterns in time series data, such as the local
trend of the time series [10]. Furthermore, the Gaussian assumption of the sym-
bols distribution has effects on the SAX performance for non-uniformor correlated
time series [7]. The ESAX representation was proposed to minimize the missing of
the local trend information of the symbols, but the ESAX has a poor dimension-
ality reduction and presents the same SAX problems for non-uniform time series.

In this context, we proposed a new symbolic representation method to
exclude the existing problems in SAX and ESAX. Our method introduces one
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intermediate step between dimensionality reduction and symbol creation to pre-
serve the approximated local slope information into the symbols. We also intro-
duce three new discretization algorithms: EFVD, EWD and EFD. The last two
are our modifications of existing methods.

The classification accuracy and the dimensionality reduction are the parame-
ters of interest evaluated in this work. In particular, to the approaches based on
the preservation of the slope information is desirable to maintain a similar perfor-
mance or better than SAX to these parameters.

According the charts in Fig. 4 we can see that our method outperforms the
dimensionality reduction of the ESAX for most datasets. Furthermore, the results
presented in Fig. 3 demonstrate the ability of our method to predict ahead of time
when it will have superior accuracy or not. Note in the charts that the most points
are into region TP.

Comparing our method EFVD/EWD/EFD and the SAX/ESAX approaches
for each dataset accuracy (results in Table 2) we can observe some very good im-
provement cases, such as for the datasets Beef, Olive Oil, Adiac and Fish. By the
other hand, SAX/ESAX approaches do not present expressive improvement for
any dataset. For the dimensionality reduction, only the Olive Oil dataset pre-
sented a poor result to our method.

The statistical evaluation indicates that our method using the EFD and EWD
discretization approaches, are more accurate than SAX and ESAX for one near-
est neighbor classification. For EFVD, no statistical significant difference in com-
parison to the other approaches, therefore we can consider that the EFVD have
equivalent accuracy performance them. Furthermore, the EFVD discretization do
not need to use a training set to calculate the centroids in a previous step, such as
need EWD and EFD.

The experimental evaluation presented in this work has demonstrated the
competitivity of our method in comparison to SAX and ESAX. In particular,
our method is a good symbolic representation alternative to preserve the local
slope information, instead ESAX, since has better performance on dimensionality
reduction and classification accuracy.

6 Conclusions and FutureWorks

In this paper we have presented a symbolic representation method to preserve the
slope information between the time series segments. We have performed a eval-
uation on 20 widely used datasets including artificial and real-world time series.
The experimental results analysis demonstrate the effectiveness of our representa-
tion method in time series classification for low error rates and for dimensionality
reduction in comparison with SAX and ESAX approaches.

Future works include the application of the other techniques on our method to
improve the dimensionality reduction, such as Adaptive Piecewise Constant Ap-
proximation; evaluate other distance measures, such as Dynamic Time Warping
and others Lp-norms; and also test different classification algorithms.
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Abstract. In pattern recognition and data mining a data set is named
skewed or imbalanced if it contains a large number of objects of cer-
tain type and a very small number of objects of the opposite type. The
imbalance in data sets represents a challenging problem for most classi-
fication methods, this is because the generalization power achieved for
classic classifiers is not good for skewed data sets. Many real data sets
are imbalanced, so the development of new methods to face this prob-
lem is necessary. The SVM classifier has an exceptional performance for
data sets that are not skewed, however for imbalanced sets the optimal
separating hyper plane is not enough to achieve acceptable results. In
this paper a novel method that improves the performance of SVM for
skewed data sets is presented. The proposed method works by exciting
the support vectors and displacing the separating hyper plane towards
majority class. According to the results obtained in experiments with
different skewed data sets, the method enhances not only the accuracy
but also the sensitivity of SVM classifier on this kind of data sets.

Keywords: SVM, skewed data sets, imbalanced data sets, SMOTE.

1 Introduction

A data set is said skewed or imbalanced whether it contains a large number of
objects of certain type (majority class) and a very small number of objects of
the opposite type (minority class). There are many real world applications that
present a remarkable imbalance in their training data sets, for example in fraud
detection problems, the imbalance ratio can be from 100 to 1 up to 100,000
to 1 [12], another examples are the classification of protein sequences [3,5,17],
medical diagnosis [10], intrusion detection and text classification [13,14]. Recent
experiments [1,9,18] show that the performance of most classification methods
is affected when they are applied on skewed data sets, this is more evident when
the imbalance ratio is large. The imbalance of data sets considerably affects the
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performance of most classifiers, because in general they are designed to reduce
the global mean error regardless classes distribution and therefore the decision
boundaries are biased to the majority class in the training phase. Support Vector
Machine (SVM) classifier is currently one of the most important classification
techniques[5], it achieves better classification accuracy over other methods such
as artificial neural networks [2], decision trees and Bayesian classifiers[3,19] in
some applications. The generalization power of SVM is one of its most remark-
able characteristics, the reason of the excellent generalization can be explained
by the statistic learning theory [16] related to maximum margin separating hy-
per planes. In spite of maximum margin, in the case of skewed data sets the
slanting to majority class of decision boundary (separating hyper plane) nega-
tively impacts in achieved accuracy because minority class can be considered as
noise and therefore ignored by classifier. Sensitivity and specificity are measures
commonly used to detect this. The development of new techniques to enhance
the performance of classifiers such as SVM to be applied on skewed data sets
is an important challenge in the areas of pattern recognition, data mining and
learning machines. Some authors have proposed methods to reduce the negative
effect of imbalance of data sets. Under sampling and over sampling methods
intent to balance the data sets by randomly selecting a small number of objects
from majority class and taking all or doubling the objects from minority class [1].
A drawback with this is approach is that if objects that are support vectors (SV-
objects that define the separating hyper plane) are removed then the separating
hyper plane is different from optimal one and accuracy, sensibility and sensitiv-
ity are damaged. In addition doubling the number of objects in minority class
increases training time of SVM, whose complexity is about O(n2) [3]. Chawla
et al [4] proposed Synthetic Minority Over sampling Technique (SMOTE) that
generates artificial objects to be included as members of the minority class.
SMOTE takes an object from minority class and produces a new version of it by
multiplying each feature of original object times a random number between 0 an
1 and adding up this result to the original features. SMOTE does not include a
data selection step to recover more important objects from data set. According
to the results presented in [4] the technique is better than under sampling and
over sampling. Applying SMOTE along with over sampling was proposed in [1].
That method also introduces a scheme to penalize errors depending on the ma-
jority (decrease cost) or minority class (increase cost), such combination makes
denser the distribution of minority class and puts closer the separating hyper
plane from the majority class. In [17] different penalization criteria are used to
produce similar effect in separating hyper plane. In [18] a kernelized version of
SMOTE is proposed. Some other proposals inspired in SMOTE can be seen in
[7,8,11]. In [9] an algorithm to populate the minority class is proposed. The new
objects are generated by computing the similarity and dissimilarity among pairs
of objects. Genetic algorithms have been used to face the problem of classifica-
tion on skewed data sets. In [20] a genetic algorithm is used to balance skewed
data sets, the method produces better results than simple random sampling.
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In this paper a new sampling technique to enhance the performance of SVM on
skewed data sets is presented. This novel method differs from previous mainly
in that there is no necessity of changing original SVM formulation, add new
penalization schemes or just randomly add up new artificial objects to data set,
which can lead to unrepeatable experiments. In the proposed method a SVM is
first trained using whole training set in order to find the SV. These SV are then
”excited” to be forced to moved forward majority class, after that a few examples
are added up to data set close to decision boundary to improve classification
accuracy. This approach produces consistent results because examples are not
put on arbitrary locations, but always close to decision boundaries.

The results presented in this paper show that accuracy obtained is improved,
also the sensitivity and specificity of classifier is enhanced.

The rest of the paper is organized as follows. In Sect. 2 a brief overview on
SVM and on metrics for testing classifiers on skewed data sets is presented.
Section 3 presents the proposed method. The results of experiments are shown
in Sect. 4. Discussion and Conclusions are in Sect. 5 and 6 respectively. The
references are in the last part of this paper.

2 Preliminaries

2.1 Support Vector Machines

SVM are inspired on statistical learning theory developed by Vapnik on 70’s [15].
This classifier is one of the most effective methods for complex binary classifi-
cation problems, so it has been applied in many different fields. The training of
SVM begins with a training set Xtr given as (1):

Xtr = {(xi, yi)}ni=1 (1)

with xi ∈ Rd and yi ∈ R {+1,−1}. The classification function is determined as (2)

yi = sign

⎛⎝ n∑
j=1

αiyjK 〈xi · xj〉+ b

⎞⎠ (2)

where αi are the Lagrange multipliers, K 〈xi · xj〉 is the kernel matrix, and b is
the bias. Deeper details can be found in [15].

2.2 Metrics for Testing Classifiers on Skewed Data Sets

Accuracy is most time the measurement used to evaluate and to compare a clas-
sifier method against other ones. For the special case of skewed data sets, using
only accuracy as a metric for evaluating a classifier can lead to wrong conclu-
sions, because minority class has a pretty small impact on accuracy compared
with majority class. Consider for example a data set presenting an imbalance
ratio of 99 to 1. A classifier that achieves 99% of accuracy is considered good for
the general case, however for the skewed example such classifier is not useful.
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In order to evaluate a classifier on large and skewed data sets, it is necessary
to use a different metric. Medical and machine learning communities use more
and more the sensitivity and specificity to evaluate the performance. Sensitivity
is computed with (3)

Strue
n =

TP

TP + FN
(3)

and specificity is computed with (4).

Sfalse
n =

TN

TN + FP
(4)

With
TP is the number of objects (true class +1) that have been predicted as class

+1.
TN is the number of objects (true class) that have been predicted as -1.
FP is the number of objects (true class -1) that have been predicted as class

+1.
FN is the number of objects (true class +1) that have been predicted as class

-1.
Sensitivity is the proportion of positive examples that are correctly identified,

whereas the specificity is the proportion of negative examples that are correctly
identified.

In addition to these numeric performance metrics mentioned above, the area
under the ROC curve (AUC),is also used in this paper. Receiver Operating Char-
acteristic (ROC) analysis is a widely used method for analyzing the performance
of binary classifiers. The area under the ROC curve represents how separable
two objects are.

A ROC curve can be generated using the labels of the input data set and the
classifier output. A detail description on how to plot a ROC curve also can be
found in [6].

The most important advantage of ROC analysis is that it is not necessary
to specify the misclassification costs. The visual and numeric metrics associated
with this method allow for great flexibility in performance analysis.

3 Proposed Method

In order to reduce the effect of imbalance in data sets, we propose to excite
the SV that belong to minority class, and force the decision boundary to move
forward majority class. The main advantage of the proposed method is that the
performance of SVM is enhanced. New points are generated taking as a guide
the optimal separating hyperplane and added close to it. This is different to
other methods such as SMOTE, where some points are just randomly generated
and added up to training set without considering the decision boundary.

The steps of the method can be stated as follows.
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1. Separate majority and minority class examples. The examples in minority
class form a partition called X+

r , and the rest of the examples form the
majority class partition X−

r .
2. Under sample. Some objects from the majority class (X−

r ) are randomly
selected, the subset is renamed as X−

r .
3. Train SVM. A SVM is trained using only X+

r and X−
r , the idea in this step

is to identify the SV.
4. Excite SV. Once the support vectors have been identified, those that belong

to minority class are excited by moving them forward majority class.

The direction of movement is chosen according to (5) and (6)

νi =
x+svi − x−ij∥∥x−ij − x+svi

∥∥
2

, i = 1, ...,
∣∣X−

r

∣∣ (5)

with

x−ij = min
j

‖xsvi − xsvj‖2 , j = 1, ...,
∣∣X+

r

∣∣ (6)

where
x−svi ∈ SV of X−

r

x+svj ∈ SV of X+
r

The SV of minority class are then moved forward majority class using (7). The
step size of the movement is ε, the values of ε are between 1×10−3 and 1×10−6.

xsvi = xsvi + ε · νi (7)

This displacement of SV belonging to minority class moves the decision bound-
ary towards majority class improving the classification accuracy, sensitivity and
sensibility.

The algorithm 1, represents the entire process followed by our proposal:
In the Algorithm Datanew(X

+
sr , X

−
sr) represent the data points created from

the first hyperplane using the ecs (6)(7) and (8). H2 represents the tunned
hyperplane obtained with the data points created and original data points.

4 Experiments

In this section the results the proposed method on skewed data sets are presented.
Training a SVM involves the choosing of some parameters. Such parameters

have an important effect on the performance of classifier. In all the experiments
we use the radial basis function (RBF) as kernel, this function is defined in (8).

K(xi − xj) = e(γ‖xi−xj‖), γ > 0 (8)

Cross validation and grid search was used to find parameters in (8) and also
for computing the regularization parameter of SVM. We use model selection
to get the optimal parameters. The hyper-parameter space is explored on a two
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Algorithm 1. Training Algorithm

Input
X : A skewed data set
Output
Hf : {xi ∈ SV }
Begin
X+

r ← 0 // Training set with positive labels starts empty
X−

r ← 0// Training set with negative labels starts empty
X+

r ← {xi ∈ X : yi = +1}, i=1,...,p
X+

r ← {xi ∈ X : yi = +1}, i=1,...,n
SV ← getSV (X+

r , X−
r ) //Obtain the SV

repeat
Get support vectors SV+, SV− from H1

Move SV according to (7)
Create Datanew(X

+
sr, X

−
sr) from SV+, SV− ∈ H1

H2 ← trainSVM with X+
r , X−

r ∪X+
sr, X

−
sr //Compute tunning hyper plane

SV ← getSV (X+
r , X−

r ∪X+
sr, X

−
sr) //Obtain SV

Acc(t)← TestSVMH2(X
+
rt, X

−
tr) //Test accuracy

while (Acc(t)-Acc(t-1) > 0)
return Hf (X

+
RD, X−

RD)
End

Table 1. Data sets

Data set Cm(+1) CM(-1) Dim Imbalance ratio

australian 307 383 14 1:1.248
diabetes 268 500 8 1:1.866
german numer 300 700 24 1:2.333
yeast1 429 1,055 8 1:2.459
vehicle0 199 647 18 1:3.251
ecoli1 77 259 7 1:3.364
new-thyroid1 35 180 5 1:5.143
ecoli2 52 284 7 1:5.462
segment0 329 1,979 19 1:6.015
glass6 29 185 9 1:6.379
yeast3 163 1,321 8 1:8.104
page-blocks0 559 4,913 10 1:8.789
cleveland-0 vs 4 13 164 13 1:12.615
shuttle-c0-vs-c4 123 1,706 9 1:13.870
p-blocks-1-3 vs 4 28 444 10 1:15.857
shuttle-c2-vs-c4 6 123 9 1:20.500
glass5 9 205 9 1:22.778
yeast4 51 1,433 8 1:28.098
yeast5 44 1440 8 1:32.727
yeast6 35 1,449 8 1:41.400
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dimensional grid with γ =
[
10−2, 10−1, 100, 101

]
and the regularization parameter

C =
[
100, 101, 102, 103, 104

]
. In the experiments all data sets were normalized

and the 10 fold cross validation method was applied for the measurements. A
number of 30 runs were executed in each experiment. For creating the training
set and testing sets, the 80% and 20% of elements of each data set were randomly
selected respectively.

4.1 Datasets

TheKEEL data sets are imbalanced ones (Public available at http:// sci2s.ugr.es/
keel/datasets.php). Table 1 shows the datasets used in the experiments. In order
to measure the performance of the proposed method in different scenarios, the
data sets chosen have an imbalance ratio from 1 to 1.248 up to 1 to 41.4.

Table 2. Performance of the proposed method

Data set (average) (std dev)

AUC Sn Sv
n Sf

n — AUC Sn Sv
n Sf

n

australian 0.897 0.941 0.941 0.783 0.024 0.021 0.021 0.049
diabetes 0.847 0.857 0.857 0.730 0.024 0.034 0.034 0.018
german numer 0.686 0.880 0.880 0.602 0.028 0.040 0.040 0.048
yeast1 0.797 0.773 0.773 0.722 0.018 0.019 0.019 0.029
vehicle0 0.981 0.982 0.982 0.938 0.009 0.012 0.012 0.021
ecoli1 0.959 0.987 0.987 0.869 0.023 0.028 0.028 0.029
new-thyroid1 0.998 1.000 1.000 0.989 0.004 0.000 0.000 0.014
ecoli2 0.959 0.890 0.890 0.954 0.035 0.099 0.099 0.019
segment0 1.000 0.995 0.995 1.000 0.000 0.007 0.007 0.000
glass6 0.982 0.940 0.940 1.000 0.030 0.097 0.097 0.000
yeast3 0.978 0.969 0.969 0.939 0.009 0.021 0.021 0.013
page-blocks0 0.973 0.852 0.852 0.976 0.010 0.031 0.031 0.007
cleveland-0 vs 4 1.000 0.950 0.950 0.994 0.000 0.158 0.158 0.020
shuttle-c0-vs-c4 1.000 1.000 1.000 1.000 0.000 0.000 0.000 0.000
page-blocks-1-3 vs 4 1.000 1.000 1.000 1.000 0.000 0.000 0.000 0.000
shuttle-c2-vs-c4 1.000 1.000 1.000 1.000 0.000 0.000 0.000 0.000
yeast4 0.953 0.710 0.710 0.975 0.034 0.057 0.057 0.007
yeast5 0.994 0.900 0.900 0.990 0.007 0.115 0.115 0.006
yeast6 0.981 0.857 0.857 0.975 0.012 0.095 0.095 0.012

In Table 2 the reader can observe the full test results, the standard devia-
tions for Sfalse

n , Strue
n and AUC were included to compare against other methods

shown in Table 3.
In order to compare the results of the proposed method, Table 3 shows the

results achieved by the following methods.

– SVM (first column of Table 3).
– Under sampling method (second column).
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Table 3. Results of other state of the art methods

Data Set SVM Under sampling
AUC Sn ST

n SF
n AUC Sn ST

n SF
n

australian 0.89 0.73 0.73 0.88 0.89 0.81 0.81 0.85
glass6 0.98 0.86 0.86 0.99 0.97 0.92 0.92 0.90
yeast3 0.98 0.69 0.69 0.98 0.97 0.90 0.90 0.93
page-blocks0 0.96 0.53 0.53 1.00 0.95 0.82 0.82 0.94
cleveland-0 vs 4 0.98 0.20 0.20 1.00 0.90 0.80 0.80 0.78
page-blocks-1-3 vs 4 1.00 0.50 0.50 1.00 0.98 0.96 0.96 0.89
shuttle-c2-vs-c4 1.00 0.90 0.90 1.00 1.00 1.00 1.00 0.95
glass5 0.99 0.00 0.00 1.00 0.91 1.00 1.00 0.79
yeast4 0.75 0.00 0.00 1.00 0.89 0.81 0.81 0.88
yeast5 0.99 0.10 0.10 1.00 0.99 1.00 1.00 0.91
yeast6 0.92 0.00 0.00 1.00 0.94 0.89 0.89 0.89

Data Set Oversampling SMOTE
AUC Sn ST

n SF
n AUC Sn ST

n SF
n

australian 0.88 0.75 0.75 0.87 0.87 0.93 0.93 0.67
glass6 0.97 0.90 0.90 0.99 0.98 0.92 0.92 0.99
yeast3 0.98 0.92 0.92 0.94 0.98 0.85 0.85 0.96
page-blocks0 0.97 0.83 0.83 0.96 0.97 0.66 0.66 0.98
cleveland-0 vs 4 0.97 0.40 0.40 0.99 0.97 0.50 0.50 0.99
page-blocks-1-3 vs 4 1.00 0.90 0.90 0.98 1.00 0.94 0.94 1.00
shuttle-c2-vs-c4 1.00 0.90 0.90 1.00 1.00 1.00 1.00 1.00
glass5 1.00 1.00 1.00 0.93 1.00 1.00 1.00 0.98
yeast4 0.84 0.34 0.34 0.97 0.89 0.52 0.52 0.98
yeast5 0.99 0.64 0.64 0.99 0.99 0.85 0.85 0.98
yeast6 0.94 0.74 0.74 0.97 0.95 0.73 0.73 0.97

– over sampling method (third column)
– SMOTE algorithm (fourth column).

It is notable that when imbalance ratio is large, the performance achieved by the
proposed method is much better that the obtained by using traditional SVM or
the other methods.

5 Discussion

Many works on imbalanced classification use ROC-Curves in order to show the
performance of the proposed algorithms. However, in some cases ROC curves
are not sufficient to evaluate the performance of a classifier on skewed datasets,
because it is possible to achieve a good AUR — St

n with a regular classifier.
In our experiments we use four evaluation metrics to show the performance

of proposed method. Due to the nature of the SVM, the decision surface relies
on the positive/negative support vectors, hence SVM is less sensitive to the
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statistical prosperities of the features. In this way, to create new data points can
be unfavorable, because in some extreme cases, a single misclassified example
of the minority class can create a significant drop in the classifier performance.
in order face this disadvantage, the proposed method only use the data points
created when the performance is improved.

It can be seen in the tables of results that the improvement on the classifier
performance is better when the imbalance radio is large. In some datasets with
small imbalance radio, there is not improvement in the performance. In datasets
with large imbalance radio the threshold can be flexibly set, the goodness of
the decision surface learned from the training data determines the classification
accuracy. In our experiments, we showed that the SVM could learn a good
decision surface generating data points along of the decision surface.

6 Conclusions

Current classification methods produce good results when they are applied on
data sets that are balanced, however for the specific case of skewed data sets
most classifiers cannot obtain acceptable results because decision boundaries
are computed regardless minority and majority class.

In this paper a novel method that enhances the performance of SVM for
skewed data sets was presented. The method reduces the effect of imbalance
ratio by exciting SV and moving separating hyper plane toward majority class.
The method is different from other state of the art methods in that it does not
simply adds artificial objects to training sets, instead the new objects are added
close to optimal separating hyperplane, which has the effect of dramatically
increasing the performance of SVM on skewed data sets.

According to the experiments, the proposed method produces the most no-
ticeable results when the imbalance ration if greater than 10.
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Abstract. In biological populations genetic correlations between individuals are 
the result of genetic relatedness. In its standard form, the data is not stored in a 
way that lets users easily take into account the information in the processes of 
data mining. The aim of this study was to verify whether and to what extent in-
clusion of this additional information (in the form of grandparents and great 
grandparents of data) affects the results of data mining. This paper is one of the 
stages of interdisciplinary research project investigating a population of Silesian 
horses. The database contains breeding history of roughly the complete popula-
tion of Silesian horses bred in Poland over the last 50 years. Tests were  
conducted with a subset of individuals known to their parents due to the  
assumption that we try to predict characteristics of offspring, knowing the char-
acteristics of ancestors (parents, grandparents, great grandparents). 

Keywords: genetic dependences in data mining, biological population data 
base, prediction. 

1 Introduction 

The most important task of the breeder is such selection of parental individuals, that 
their progeny would give the chance to obtains a breeding progress, i.e. was better 
(more efficient, faster, healthier etc.) that their parents. Currently, it is possible to 
perform the direct genetic analysis [1, 2], but for the population from many years ago 
it is only possible to perform the analysis indirectly - using the characteristics of their 
ancestors. Therefore, in planning process the breeder selects parents in such a way to 
get certain features of the child. Usually it is being done on the basis of the ranking of 
the fathers and mothers obtained using methods such as BLUP [3]. Every phenotypes 
of the trait are summary results of the genetics background and environmental effects. 
But of these two factors, which determined animal value, only genetic values of the 
parents (and also other ancestors) are passed to the offspring and can influence their 
phenotypic values. Of course offspring phenotypic values are also influenced by 
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environmental factors, but they are independent and could be significantly different 
from those of their parents 'or grandparents' generation. 

There are many methods that use phenotypic features to estimate genetic value of 
selected features, which indicate what can be expected in the next generation 
provided there will not be significant changes in the environmental conditions. 

A heritability of traits provides also very important information. Breeders select 
animals characterized by the highest level of desirable features that they want to 
strengthen in the offspring. This method works well for the features with high 
heritability level where the phenotypic value at the same time provides a solid 
foundation of genetic traits that will be inherited in offspring. Therefore, the high rate 
of heritability of a feature indicates the possibility of its improvement based on the 
phenotypic value of parents. 

Database of biological populations usually contain information about an individual 
(its characteristics) and information about its parents. The question that arose during 
the work of our team was as follows: will the enlargement of the data on the charac-
teristics of earlier ancestors (grandparents and great grandparents) have an impact on 
improving the quality of the results? As the subject of research of our team is the 
population of Silesian horses [4], experiments were conducted on these data, and 
results of the most interesting of these are outlined later in this work. 

2 Data and Methodology 

2.1 Data 

We analyzed almost complete population of the Silesian horses stallions bred in Po-
land after 1945 year [5]. The data set used in the study contains 16069 observations 
with known value of born year and information on at least one parent. These observa-
tions were used in predictions. Some details are given in subsection together with 
description of experiments (see next section). 

The experimental data, as was described earlier, have been prepared from three 
generations: parents, grandparents, great grandparents – the identifiers of individual 
relatives are shown in Fig. 1. 
 

 

Fig. 1. Identifiers for parents, grandparents and great-grandparents 

According to Fig.1, we use the following notation for height, girth and circumfer-
ence of ancestors, respectively: IDn_H, IDn_G, IDn_C where n ∈{2,…,15}. For  
example ID2_H means height of mother, ID4_H – height of grand-mother.  
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Table 1 shows some information about data: the minimal value (min), the maximal 
value (max), the arithmetic mean. The distance is equal to the difference between max 
and min (distance = max-min). Extract (dataset without protected data) from Silesian 
horse database can be found in [4]. 

Table 1. Information about height, girth and cannon circumference with data set 

  Height Girth Cannon Circ. 
arithmetic mean 159 195 22 
max 176 240 27 
min 140 157 2*) 

distance 36 83 25 
*) the value shows that some data in data base are incorrect (although the data were processed and cleaned) 

2.2 Methodology 

An important element of the breeding is the proper selection of individuals for reproduc-
tion. Breeders would like to obtain offspring with specific characteristics, therefore for 
the experiments a feature has to be chosen – we chose height (one of the important pa-
rameters describing a horse). Experiments were conducted in the field of prediction: 

• whether the height of the offspring will be above a certain threshold, 
• exact height of the offspring. 

 

Fig. 2. Input features used in experiments a) mother and father (M&F), b) 4 most important 
features (4F), c) 16 most important features (16F) 

Each of the experiments were performed for three sets of characteristics (see Fig. 2): 

• prediction based on information about parents, 
• prediction based on the four most important attributes (score was calculated with 

the algorithm supplied with the tool including in Visual Studio 2008), 
• prediction on the basis of the 16 most important attributes. 
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In Tables 2 - 6 (see Sect. 3) the following notation will be used: 

• M&F - for the analysis performed on the features shown in Fig. 1a, 
• 4F – for the analysis performed on the features shown in Fig. 1b, 
• 16F - for the analysis performed on the features shown in Fig. 1c. 

Features describing each of the individuals: height, girth, cannon circumference. Mi-
crosoft Visual Studio 2008 and Microsoft SQL Server 2008 R2 was chosen as a test 
software. Three methods, the best for our set of data, were chosen: decision trees 
(DT), neural networks (NN), association rules (AR). In addition, the set of data was 
divided into two parts: 

• data of 10945 individuals (including 9048 with measurements of their height) that 
were born before 1999 (as a training set), 

• data of 5124 individuals (including 525  with measurements of their height) that  
were born since 2000 (as a set for evaluating the quality of the algorithms). 

The main purpose of the evaluation of the quality was not  the sole evaluation of qual-
ity of the predictions, rather verification whether additional information about  
extended ancestors in learning process also affect the quality of the results with re-
spect to predictions without this additional information. Evaluation of quality was  
performed only for individuals with the measurement of their height. 

Table 2. Correct predictions for the training set (9048 observations with a given height of 
10945 observations) 

M&F 
DT NN AR 

Number Percent Number Percent Number Percent 
y (yes) 1892 52,95%  -  - 1292 36,16% 
n (no) 4373 79,87%  -  - 4721 86,23% 

together 6265 69,24%  -  - 6013 66,46% 
       

4F 
DT NN AR 

Number Percent Number Percent Number Percent 
y 1963 54,94% 2006 56,14% 1379 38,60% 
n 4426 80,84% 4355 79,54% 4762 86,98% 

together 6389 70,61% 6361 70,30% 6141 67,87% 
       

16F 
DT NN AR 

Number Percent Number Percent Number Percent 
y 2098 58,72% 1960 54,86% 2131 59,64% 
n 4200 76,71% 4363 79,69% 3918 71,56% 

together 6298 69,61% 6323 69,88% 6049 66,85% 
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Table 3. False predictions for the training set (9048 with a given height of 10945 observations) 

  M&F 4F 16F 
  DT NN AR DT NN AR DT NN AR 

y as n  1681  - 2281 1610 1567 2194 1475 1613 1442

n as y 1102  - 754 1049 1120 713 1275 1112 1557
yas "missing" 0  - 0 0 0 0 0 0 0
n as "missing" 0  - 0 0 0 0 0 0 0

Table 4. The results of prediction using a set of test (525 with a given height) 

M&F

correct prediction 
DT NN AR 

Number Percent Number Percent Number Percent 
y 343 72,98%  -  - 225 47,87% 
n 26 47,27%  -  - 41 74,55% 
together 369 70,29%  -  - 266 50,67% 
       

4F 

correct prediction 
DT NN AR 

Number Percent Number Percent Number Percent 
y 421 89,57% 447 95,11% 161 34,26% 
n 13 23,64% 7 12,73% 46 83,64% 
together 434 82,67% 454 86,48% 207 39,43% 
       

16F 

correct prediction 
DT NN AR 

Number Percent Number Percent Number Percent 
y 470 100,00% 435 92,55% 400 85,11% 
n 0 0,00% 9 16,36% 16 29,09% 
together 470 89,52% 444 84,57% 416 79,24% 

3 Case Study 

3.1 Experiment 1 

The question „whether the horse reaches the height above some fixed value?” is im-
portant, because a horse which is too low or too height cannot be considered a race 
horse. For this reason, the first experiment consisted in predicting, whether the child 
would be the height above the average height of a designated population (above 159 
cm). Result of prediction may have three values: y-yes, n-no, “nothing” - missing 
value. The experimental results are presented in Tables 2. – 4: 

• Table 2. – correct predictions for the training set, 
• Table 3. – false predictions for the training set, 
• Table 4. – correct predictions for the test set. 
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Summary: 

• all results presented in Tables 2 - 4 indicate that the prediction based on the paren-
tal data generate the worst results, thus the genetic correlations can influence on the 
results and it is appropriate to expand the  input sets of information regarding an-
cestors. It is interesting that for the population of Silesian horses the greatest im-
pact on the results have the characteristics of father and his ancestors (see Fig. 2) – 
it may be due to the large amount of missing data (e.g. 997 records with missing 
height, about 25% of records with one parent missing), 

• significantly increasing the number of features  influences the results, but can also 
cause their deterioration,  

• results obtained on the basis of the training set generate similar results for the test 
set, which allows, for example, for the selection of different algorithms to predict 
the correlation type  "above" and "below" the threshold. 

3.2 Experiment 2 

Table 5. Correct predictions for the training set (9048 with a given height) 

Features   max average 

No. of 
prediction 

±3 cm 

No. of 
prediction 

±6 cm 

M&F 

DT 
to high 19,37 3,86

2430 4646 
to low -15,02 -2,86

NN 
 -  -  - 

 -  - 
 -  -  - 

AR 
to high 19,37 4,70

1967 4669 
to low -14,63 -2,72

4F 

DT 

to high 19,37 3,65
5909 8082 

to low -18,02 -2,95

NN 
to high 19,37 3,44

5813 8005 
to low -16,91 -3,00

AR 
to high 16,09 2,81

6311 8177 
to low -17,91 -3,98

16F 

DT 
to high 19,37 3,86 5176 7650 
to low -15,02 -2,86

NN 
to high 17,25 3,41

5941 8024 
to low -15,02 -3,06

AR 
to high 13,09 2,94

6317 8155 
to low -17,91 -3,70
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Table 6. Correct predictions for the test set (525 observations) 

No. of 
features   max average 

No. of 
prediction 

±3 cm 

No. of 
prediction 

±6 cm 

M&F 

DT 

to high 22,25 3,28
141 254 

to low -12,63 -3,39

NN 

 -  -  - 
 -  - 

 -  -  - 

AR 

to high 16,37 1,94
95 133 

to low 0,00  - 

4F 

DT 

to high 16,37 1,94
95 133 

to low -12,63 -4,01

NN 

to high 16,37 1,93
84 118 

to low -15,91 -4,38

AR 

to high 13,09 0,74
38 38 

to low -15,91 -6,28

16F 

DT 

to high 22,25 3,28
141 254 

to low -12,63 -3,39

NN 

to high 16,37 2,75
96 154 

to low -17,02 -4,31

AR 

to high 13,09 1,08
38 39 

to low -15,91 -6,38
 

The second experiment consisted in predicting the "real" height of the offspring (a 
foal). For the evaluation of the quality of predictions average deviation of all meas-
urements from the values measured was assumed, and above all the number of horses 
for which the prediction does not deviate significantly (difference was at most 3 cm) 
from the measurement of the horse. It should be noted that the measurements of the 
horses are made with 0.5 cm accuracy.  

As the training set and the test set, as previously, complete data sets were used, but 
the evaluation could be conducted only on individuals with a given height values 
(with exclusion of observations with missing data). 

The experimental results are presented in Tables 5 – 6: 

• Table 5. – correct predictions for the training set, 
• Table 6. – correct predictions for the test set, 

Summary 

The results obtained with use of the training set for the number of correctly predicted 
height (divergence from the measured values not greater than 3 cm) are better when 
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we use the data of extended ancestors than just information of the parents. On the 
contrary it is not the same for the calculations performed  with use of the test set. In 
the second case the predictions calculated using AR method are even worse that pre-
dictions based on the parental data.  The main cause of this problem seems to be the 
change of guidelines for the height of horses over the last few decades – currently the 
horses are higher than their ancestors. For other methods, however, the results ob-
tained for the cases 4F and 16F are not worse than for M & F - for the neuronal net-
work we fail to generate results, probably due to the large amount of missing data 
(e.g. 997 records with missing height, about 25% of records with one parent missing, 
therefore without half of ancestors).  More information about data of Silesian horses 
are given in [5]. Methods of dealing with features selection are a separate object of 
study and preliminary results are shown in [6].  

4 Conclusions 

In nature inheritance of genes results in fact that the descendants are in some way 
"similar" to the parents. 

In the present paper it is shown that also in data mining, information about the an-
cestors can have a significant impact on the results. Empirical studies conducted in 
this work show that the results obtained from these data are in most cases better than 
without them. However, there are situations, such as the situation described in subsec-
tion 3.2. when they can worsen the results of certain methods.  

Therefore using the information regarding the ancestors (even distant) seems to be 
as important for the analysis of biological data of the population as performing studies 
based on both - the training set and the methods of selecting features to specific algo-
rithms, and then selecting the best working methods to predict the results of breeding. 

Since the guidelines for both breeding and the environment  are evolving, the most 
beneficial is  to use predictions for the near future as well as conducting periodic tests 
described in the previous paragraph  
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Abstract. The Gene Ontology (GO) project is a major bioinformat-
ics initiative with the aim of standardizing the representation of gene
and gene product attributes across species and databases. The classes
in GO are hierarchically structured in the form of a directed acyclic
graph (DAG), what makes its prediction more complex. This work pro-
poses an adapted Learning Classifier Systems (LCS) in order to predict
protein functions described in the GO format. Hence, the proposed ap-
proach, called HLCS (Hierarchical Learning Classifier System) builds a
global classifier to predict all classes in the application domain and its
is expressed as a set of IF-THEN classification rules, which have the ad-
vantage of representing more comprehensible knowledge. The HLCS is
evaluated in four different ion-channel data sets structured in GO terms
and compared with a Ant Colony Optimisation algorithm, named hAnt-
Miner. In the tests realized the HLCS outperformed the hAnt-Miner in
two out of four data sets.

Keywords: learning classifier systems, hierarchical classifications prob-
lems, gene ontology.

1 Introduction

Conceived in 1975 by John Holland [9], the Learning Classifier System (LCS)
consists of a set of rules called classifiers. The LCS develops a model of intelligent
decision-making, using two biological metaphors, evolution and learning, where
learning guides the evolutionary component to move in the direction of the best
rules.

The LCS has been used with great success in several areas like robotics [10],
environment navigation [13,19], function approximation [8], data mining [14]
and others. And their main approaches are XCS [5,12,19], ACS [4] and UCS
[3]. However, the topic of this work, hierarchical classification problems, has not
been directly addressed by these and neither other approach of LCS.

In classification problem, a set of instances is described by a set of predictive
attributes associated with a class attribute. The classification task of data mining
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consists of building, in a training phase, a classification model that maps each
instance ti to a class c ∈ C of the target application domain, with i = 1, 2, ...,
n, where n represents the number of instances in the training set [1].

However, several classification scenarios have real problems that are much
more complex. Cases such as text categorization, web content searches, predic-
tion of protein function (focus this work), among others, are problems in which
the class label is structured hierarchically. This type of problems exists when
one or more classes are divided into sub-classes or grouped into super-classes,
which makes the creation of the classification model even more complex. In this
case, the classes are arranged in a hierarchical structure, like a tree or a directed
acyclic graph (DAG), and the difference between these structures create greater
complexity for the DAG solutions.

In this work we present an Learning Classifier Systems (LCS) adapted to re-
solve hierarchical classification problems. The proposed approach, called HLCS
(Hierarchical Learning Classifier System) will be used for predicting protein func-
tions described in the Gene Ontology (GO). The GO project is a major bioin-
formatics initiative with the aim of standardizing the representation of gene and
gene product attributes across species and databases [2]. The classes in GO are
structured in the form of a DAG, in which the terms are represented as graph
nodes and in which they are organized from the general to the more specific. The
protein function prediction links biological functions to proteins. This knowledge
can help researchers better understand diseases, drug development, and preven-
tive medicine, among others.

The HLCS builds a global classifier to predict all classes in the application
domain and the classifier is expressed as a set of IF-THEN classification rules,
which have the advantage of representing more comprehensible knowledge to
biologist users and according to [7] is more understandable than other models
such as neural networks, support vector machines and others.

The remainder of this paper is organized as follows: Section 2 discusses the
hierarchical classification concept and how to distinguish hierarchical problems.
Section 3 describes HLCS architecture and explains the operation of each of
its components. Section 4 presents the computational results of the proposed
method. Finally, Sect. 5 draws the conclusion of this paper and discusses future
research directions.

2 Hierarchical Classification Problems

The concept of hierarchical classification is proposed in [17] as a specific type of
structured classification problem, where the output of the classification algorithm
is defined by a class taxonomy.

The class taxonomy, was explored in [20], as a hierarchical concept defined
over a partially established set (C,≺), where C is a finite set that enumerates
all the concepts of class in the application and the ≺ relation represents the
relationship “IS-A”. Thus, “IS-A” is defined in [17] relationship as asymmetric,
anti-reflexive and transitive.



122 L.M. Romão and J.C. Nievola

The solutions to the hierarchical classification problems can be differentiated
by the type of algorithmic approach. Basically, the hierarchical classification of
algorithms can be classified into local and global. However is important to make
clear that most of the solutions that work with hierarchical problems use the
local model in the training phase to build the classification model. This model
trains a binary classifier for each node of the class hierarchy. In this case, it is
necessary to use N independent local classifiers, one for each class except the
root node. Therefore, the number of classifiers to be trained can be very large in
situations where there are many classes. Moreover, in using the local approach,
the technique can provide inconsistent results, because there is no guarantee that
the class hierarchy will be respected.

In the global approach, a single classification model is built from the train-
ing set, taking into account the hierarchy of classes as a whole during a single
execution of the classifier algorithm. In the global approach, the fact that the
algorithm maintains hierarchical relationships between classes during the phases
of training and testing makes the outcome of the prediction better understood.

According to [17], the global approach is still underexploited in the literature
and it deserves more investigation because it builds a singular coherent classifica-
tion model. However, to the user, the output of a global classifier approach might
be easier to understand/interpret than the one from a local classifier approach,
due to the typically much smaller size of the classification model produced by
the former approach, as mentioned earlier. This is the case for instance in [18],
where the number of rules generated by the global approach is much smaller than
the number of rules generated by the local approaches used in their experiments.
This paper proposes a new model of global classification.

3 The Proposed HLCS

The Hierarchical Learning Classifier System (HLCS) algorithm proposed in this
paper uses as a development model the Learning Classifier System (LCS) and
presents a comprehensive solution to hierarchical classification problems building
a global classifier to predict all classes in the application domain.

In order to work with the class hierarchy, the HLCS presents a specific com-
ponent for this task which is the evaluation component of the classifiers. This
component has the task of analysing the predictions of classifiers considering the
class hierarchy. In addition to this, the HLCS architecture consists of the follow-
ing modules: population of classifiers, GA component, performance component
and credit assignment component, which interacts internally.

The details of each one the HLCS components follow below.

3.1 Classifier Population and Evaluation Component

The size of the population of classifiers (SizePop) is defined by the HLCS algo-
rithmic settings. The set of all classifiers is the predictive model. Each classifier
Ci (0 < i ≤ SizePop) of the HLCS comprises: a n set of conditions (where
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n=number of attributes of an training instance), the class value and the classi-
fier quality measure.

Ci=[(Cond0 and...and Condn)(ClassV alue)(Qclassifier)]

Each condition has three parameters: OP , V L, A/I, where: OP : operator rela-
tion (= or !=), V L: condition value and A/I: the choice of an active or inactive
attribute, which determines if the condition will be used in the classifier or not.

In order to form each classifier, the HLCS randomly chooses an instance of the
training base as a model. For each attribute of an training instance, a condition in
the classifier is created. At the beginning, the conditions start with the operator
relation (OP) “=”. The condition value (VL) receives the value attribute of the
training instance and whether the condition will be active (A) or inactive (I) is
randomly determined.

The last step in the creation of the initial population of classifiers is define the
quality of the classifier. (Qclassifier). To calculate the quality of the classifier two
factors are considered: the percentage of positive classes predicted (recall) and
the hierarchical control evaluation of the classifier (evaluation h). The evaluation
represents the predictive ability of the classifier, considering not only the class in
question, but all the class antecedents in the hierarchy. This process is performed
by the evaluation component which is essential for the HLCS to solve problems
with hierarchical structures in DAG.

The evaluation is a way of considering the predictions made by the classifiers in
the hierarchy of the problem. Principally, in the case of the prediction of protein
function, is very important in biological terms, the knowledge of all classes that
are part of a function, from the root to the most specific class. Based on this
principle, this evaluation is responsible for promoting the classifiers that are
close to their main goal, taking into consideration the quality of the classifier
that predict at least some kind of antecedent class from the real class.

Through the evaluation component, the HLCS is able to verify whether an
answer is correct, partially correct or incorrect, as shown in Fig. 1. With this
model, it is possible to make the reward given to the classifier more dynamic,
according to its prediction.

The correct prediction occurs when the predicted class is equal to the real
class, as shown in Fig. 1a. In this case, according to Equation 1, the value of the
classifier evaluation is 1.

Fig. 1. (a) Example of correct prediction. (b) Example of incorrect prediction. (c) Ex-
ample of partially correct prediction. In the examples, the double line circle represents
the predicted class and the gray circle the real class.
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The incorrect prediction occurs when the predicted class is not equal to the
real class and as well as not being part of the real class antecedents, discarding the
root node. In Figure 1b the class predicted (B) is outside hierarchy of class real
(G). In this case, according to Equation 1, the value of the classifier evaluation
is 0.

The prediction is considered partially correct when the algorithm misses the
real class but hits at least one antecedent of this class, except the root node. In
this case, according to Equation 1, it is then necessary to calculate the distance
between the real class and the predicted class. In Fig. 1c the distance between
the class predicted (D) and the class real (F) is only one edge, then the value of
the classifier evaluation is 0.5.

Therefore, for each prediction, the HLCS achieves the evaluation h(i) where,
(0 < i ≤ number of instances) of the classifier as follows:

evaluation h(i) =

⎧⎨
⎩

1, if Correct

0, if Incorrect
1

1+(distancep,c)
, if Partially Correct

(1)

where:

– distancep,c: this is the number of edges between the real class and predicted
class. This value is calculated using Dijkstra’s algorithm to find the short-
est path. This distance is valid, only if there is at least one common node
preceding the real class and predicted class, discarding the root node.

The final evaluation is then calculated as the sum of the evaluations and this
value is incorporated into its quality, as shown in Equation 2.

evaluation h =
∑

evaluation h(i) (2)

With this, the quality of the classifier is calculated as follows:

Qclassifier = recall ∗ evaluation h (3)

recall =
TP

(TP + FN)
(4)

where:

– TP : (True Positive) is the number of instances that satisfy all the active
attributes of the classifier, and where the predicted class is equal to the real
class;

– FN : (False Negative) is the number of instances that do not satisfy all the
active attributes of the classifier where the predicted class is equal to the
real class.

This process is then repeated for all population of classifiers.
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3.2 Performance Component

After creating the initial population, the process of learning and development
of classifiers begins. In the first stage, the HLCS randomly chooses an training
instance and compares with the classifiers of population. The comparison is
made between the attributes of the training instance and the conditions of the
classifier. These classifiers, whose active conditions are equal to the training
instance attributes, form a action set, and are conducted to the performance
component where they will participate in a competition.

The performance component is used to analyse the classifiers and evaluate the
learning process. The classifier that obtains the highest bid (eBid) will have the
chance of predicting the class of the training instance. The calculation of eBid
is shown in Equation 5.

eBid = 1 + ((
total − actives

total
) ∗Qclassifier) ∗ (1 +Mod) (5)

where:

– Qclassifier : the classifier quality measure;
– Mod: a random value that represents a modulation characterized by a noise

with a normal distribution with mean 0 and variance 1;
– total: total classifier conditions;
– actives: total classifier active conditions.

In order to analyse the result of the prediction in the training instance and define
the reward of the classifier, the credit assignment component is called.

3.3 Credit Assignment Component

The credit assignment component has the function of analysing the outcome
of the classifier prediction of the training instance. The credit assignment is
implemented by a modification of bucket brigade algorithm, and its analysis
is re-passed to the classifier quality measure. If the winner classifier correctly
predicts the training class instance, it gets a reward, as shown in Equation (6).
Otherwise, the classifier receives a punishment for the prediction error, defined
in Equation (7). In the case of an error, the evaluation component will interact
to determine the degree of error according to the hierarchy of classes of instance.

Qclassifier = Qclassifier ∗ (1 + PR+ evaluation h) (6)

Qclassifier = Qclassifier ∗ (1− PR+ evaluation h) (7)

where:

– PR: : the percentage of reward defined in the HLCS settings;
– evaluation h: Defined in Equation 2.
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3.4 GA Component

The GA component is responsible for creating and modifying the classifiers so
that they become more efficient. This component uses Genetic Algorithms (GA),
which are based on probabilistic techniques that mimics the process of natural
evolution. Through the crossover and mutation genetic operators, the classifiers
evolve and their quality improve.

For this purpose, a genetic algorithm is applied to the classifiers in the ac-
tion set. Two classifiers are selected by a tournament method, recombined, and
mutated. The resulting offspring classifiers, if presenting a higher quality, are in-
serted in the population while other are deleted to keep the number of classifiers
in the population constant.

The following algorithm show the entire procedure for creating the HLCS
global model.

program HLCS Model
01 begin
02 for(i = 1 to SizePop)
03 generate initial population();
04 evaluate classifier quality measure();
05 end for
06 for(j = 1 to Number Generation)
07 for(k = 1 to Number Competitions)
08 id instance = select random id instance();
09 for(i = 1 to SizePop)
10 if((compare(instance(id_instance),classifier(i))))
11 add classifier(i) to Action Set();
12 end if
13 end for
14 for(i = 1 to Size Action Set)
15 evaluate eBid classifier(i);
16 if(classifier(i).eBid > best_eBid)
17 best eBid = classifier(i).eBid;
18 id best eBid = i;
19 end if
20 end for
21 if(compare(class(id instance),class(id best eBid))
22 evaluation h = 1;
23 Qclassifier = Qclassifier ∗ (1 + PR + evaluation h);
24 else
25 if(is part of the real class antecedents)
26 evaluation h = 1/(1 + (distancep,c);
27 Qclassifier = Qclassifier ∗ (1 − PR + evaluation h);
28 else
29 evaluation h = 0;
30 Qclassifier = Qclassifier ∗ (1 − PR + evaluation h);
31 end if
32 end if
33 crossover(Action Set);
34 mutation(Action Set);
35 end for
36 end for
37 end.

4 Computational Results

The HLCS was tested with data sets involving ion-channel proteins functions
and compared with the hAnt-miner method [15]. Details about data sets and
hAnt-miner method in [15].
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In order to evaluate the algorithms we have used the metrics of hierarchical pre-
cision (hP), hierarchical recall (hR) and hierarchical F-measure proposed by [11].
These measures are, in fact, extended versions of the known measures like preci-
sion, recall and F-measure, tailored to the scenario of hierarchical classification.

The comparison results between the proposed HLCS method and the hAnt-
Miner method are shown in Table 1. In all experiments, the parameters of HLCS
were set to:’SizePop=50’, ’NumberGeneration=10’, ’NumberCompetitions=10’,
’Crossover=80%’, ’Mutation=0.5%’. We have made no attempt to optimise these
parameters for the data sets used in the experiments.

Table 1. Hierarchical measures of precision (hR), recall (hR) and F-measure (hF) val-
ues (mean ± standard deviation) obtained with the 10-fold cross-validation procedure
in the four data sets. In the ’hF’ column, the best result is shown in bold.

hAnt-Miner
hP hR hF

DS1 AA 0.56 ± 0.06 0.55 ± 0.06 0.56 ± 0.06
DS1 InterPro 0.82 ± 0.04 0.81 ± 0.04 0.81 ± 0.04
DS2 AA 0.63 ± 0.02 0.59 ± 0.02 0.61 ± 0.01
DS2 InterPro 0.83 ± 0.01 0.75 ± 0.01 0.79 ± 0.01

HLCS
hP hR hF

DS1 AA 0.84 ± 0.02 0.64 ± 0.03 0.73 ± 0.02
DS1 InterPro 0.54 ± 0.03 0.65 ± 0.02 0.59 ± 0.02
DS2 AA 0.86 ± 0.04 0.58 ± 0.03 0.69 ± 0.01
DS2 InterPro 0.64 ± 0.04 0.61 ± 0.03 0.63 ± 0.02

In order to measure if there is any statistically significant difference between
the hierarchical classification methods being compared, we have employed the
Wilcoxon signed-ranks test as strongly recommended for this case by [6]. This
test proved that there is no statistically significant difference between the hF
measure values of the two classifier at a confidence level of 95%.

However, the values show that the HLCS had best results on some measures
when compared whit hAnt-Miner method. The HLCS outperformed the hAnt-
Miner in two out of four data sets, namely ’DS1 AA’ and ’DS2 AA’. This data set
consists of real attributes, while the others data set are composed with boolean
attributes. Since most data sets in real problems contains real attributes, shows
that the HLCS is more robust than hAnt-Miner when dealing with this type of
problem.

5 Conclusions

This paper presented a new Learning Classifier Systems, named HLCS, for the
hierarchical classification problem of predicting protein functions using the Gene
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Ontology. The HLCS is the first global approach based on Learning Classifier
Systems for the prediction of hierarchical problems. The proposed HLCS discov-
ers a single global classification model in the form of an ordered list of IF-THEN
classification rules which can predict GO terms at all levels of the GO hier-
archy, satisfying the parent-child relationships between GO terms. In order to
work with the class hierarchy, the HLCS presents a specific component which
has the task of analysing the predictions of classifiers considering the class hi-
erarchy. With this component, the HLCS is able to verify whether an answer is
correct, partially correct or incorrect making the reward given to the classifier
more dynamic, according to its prediction.

The advantage of HLCS in contrast to other approaches is their adaptability.
Based on the LCS model, the HLCS makes constant iterations of environmental
samples to create their classification rules, making it a more flexible classification
model.

The results comparing HLCS with the hAnt-Miner algorithm show that the
HLCS had best results on some measures and this proves that the use of LCS
models can be an alternative to the hierarchical classification problems. During
the experiments we observed the need to better define the parameters used in
the algorithm HLCS, in order to optimize the performance and robustness of the
model system and achieve the most significant conclusions.

According to [16] the modern LCS research community is still small, but
rapidly expanding. This expansion should result in a better exploitation of the
suitability of LCS for application in complex real-world problems, due to their
high power of expression combined with a very readable formalism for the hu-
man expert. As future research, we intend to evaluate this method on a larger
number of datasets and compare it against other global hierarchical classification
approaches. Although in this paper the HLCS was applied only to a biological
data set, it is generic enough to be applied to other hierarchical classification
data sets.
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Abstract. In this paper the first results of the process of extracting survival 
patterns in diagnosed women with invasive cervical cancer with classification 
techniques from data reported in population-based cancer registry of the 
municipality of Pasto (Colombia) for a time period of 10 years are presented. 
The generated knowledge will allow to understand the different socioeconomic 
and clinical factors affecting the survival of this population group. This 
knowledge will support effective decision making of government agencies and 
private health sector in relation to the approach of public policies and 
prevention programs designed to detect new cases of women with this disease 
early. 

Keywords: survival patterns, invasive cervical cancer, data mining, classification 
task. 

1 Introduction 

Invasive cervical cancer is a preventable disease.  However, it still is a serious health 
public problem which has a bigger impact in developing countries.  Some facts and 
figures show 83.1% of cases and 85.5% of deaths in those regions [1]. 

From results of The National Cancer Institute of Colombia (NCI), cervical cancer 
shows the highest rates in regions such as Orinoquía and Amazon and also in the 
Department of Nariño. 

For the Department of Nariño, during the period between 2002 and 2006, the NCI 
reported an estimated crude rate of cancer incidence of 130.9 per 100,000 women.  
Similarly, a mortality rate of 51.9 per 100,000 women was reported.  During the same 
period, the estimated crude rate of cancer incidence and mortality rate of cervical 
cancer was 23.8 and 8.7 per 100,000 inhabitants respectively [2]. 

In the the municipality of Pasto, capital of the department of Nariño, the 
Population-based Cancer Registry (PCR) in the period 1998 to 2002, reported an Age-
adjusted Incidence Rate (AAIR) of cancer for men and women of 142.5 per 100,000 
inhabitants, with stomach cancer in men with a higher incidence (41.2) and cervical 
cancer in women with an AAIR of 50.4 per 100,000 women [3]. According to the 
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health indicators of the municipality of Pasto, death rates for neoplasms of uterus in 
2001 and 2002 were 7.6 and 7.0 per 100,000 women. For 2006, it was reported a 
mortality rate of 10.2 per 100,000 women. However, it ignores the situation of women 
in Pasto, once they have been diagnosed with invasive cervical cancer in which the 
probability of death increases. 

Some studies [1, 4, 5], show that when cervical cancer is detected and treated early, 
usually it can be cured. The survival rate of five years for pre-invasive cervical cancer 
is 100 percent and for early-stage invasive cancer is 91%. The survival rate of five 
years decrease to 70% for cervical cancers detected in all stages combined [4]. 

Another research reported that the prognosis of cervical cancer is dependent on 
socio-economic and demographic characteristics of the patient.  The clinical stage at 
diagnosis, treatment scheme and the time elapsed between diagnosis and treatment 
and its continuity are key variables affecting survival of patients [6]. 

The above studies are based on information processed by basic statistical analysis, 
which considers variables and their primary relationships firstly, regardless of the real 
relationships among data which are usually hidden and can only be discovered using a 
more complex data processing, which is only possible with data mining [7]. 

In the last decade, data mining and statistical analysis have been widely used in the 
industry of health care. When these methods are used together with information from 
large amounts of data can help to health professionals to make decisions and improve 
service [8]. 

While the statistics raises hypotheses to be validated from available data, Data 
Mining discovers patterns from the data which through its interpretation are able to 
propose, for example in the case of invasive cervical cancer, survival patterns which 
are difficult to found using just statistical tasks. 

Data mining is emerging as a technology that aims to help understand the contents 
of a database. In general, the data is the raw material. At the moment that users attach 
special meaning to this data, it becomes information. When experts build a model, 
they build an interpretation of the available information.  If it represents an added 
value, therefore, it is referred as knowledge [9, 10]. In this context, data mining 
emerges as the next step in the process of data analysis. 

Nowadays, medical experts do not have objective tools that help them make a 
decision regarding the optimal treatment for a patient. Using the information that they 
believe important, data mining intends to find patterns and relationships between 
variables so as to predict in advance, in the specific case of cervical cancer, those 
factors that affect the survival of women with this disease. In this context, this study 
aims to characterize and classify the population of cervical cancer patients using data 
mining techniques, hoping to find underlying relationships in the data which cannot 
be identified by classical statistical treatment. 

At the University of Nariño, municipality of Pasto and even in the Department of 
Nariño, research projects whose aims are building models from the recorded data and 
using data mining techniques to find early detection patterns of any cancer, had not 
been considered yet. 

In this research project was intended to find patterns of survival of women 
diagnosed with invasive cervical cancer using techniques of knowledge discovery 
from data reported in population-based cancer registry of the municipality of Pasto for 
a time period of 10 years (1998 - 2007). Such patterns will generate knowledge about 
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social, economic and clinical factors that affect the survival of this group of patients 
and will serve to support for effective decision making of government agencies and 
private health sector in relation to public policy and prevention programs designed to 
detect new cases of women with this disease early. 

This paper is organized into sections. In the next section describes as carried out 
the extraction of patterns of survival in women with invasive cervical cancer. The 
final section presents conclusions and future work. 

2 Survival Patterns Discovery Process 

Knowledge Discovery in Databases (KDD) is the extraction of implicit, previously 
unknown, and potentially useful information from data [11]. KDD is basically an 
automatic process that combines discovery and analysis. The KDD process is 
interactive and iterative, involving numerous steps with many decisions made by user. 
This process usually involves preprocessing the data, make data mining and visualize 
the results [12-15]. In the process of discovering survival patterns of women with 
invasive cervical cancer, the following steps were performed: 

2.1 Selection Step 

The main goal of this step is selecting a data set from internal or external sources of 
data, or focusing on a subset of variables or data samples, on which discovery is to be 
performed. Internal sources are selected from the REGCANDB database, which is 
part of the REGCAMP software.  The REGCANDB contains a Population-based 
Cancer Registry of the municipality of Pasto which stores around 17350 cases of 
different types of cancer since 1998 until 2007, covering the observation period of 
this study.  Main external sources were selected from the Individual Health Services 
Delivery Registry - RIPS and the Potential Beneficiaries of Social Programs 
Information System - SISBEN of the municipality of Pasto (both acronyms come 
from their names in Spanish). 

RIPS stores a basic data set with the minimal information about the Social Security 
System in Health.  It is used for government agencies for process management, 
regulation and control. Data inside relate to the identification of health service 
provider, the user who receives the service, the service itself and the reason that led 
to: diagnosis or external cause. 

SISBEN stores all socio-economic data provided in the survey of beneficiaries in 
order to determine a score of socioeconomic classification that places the recipient at 
a certain level (1-6). 

Other external sources that were selected to complement missing information or to 
obtain other data were: private clinics, public and private hospitals, state social 
enterprises, health services providing companies, pathology laboratories and Health 
Specialized services Institutes. 

From the REGCANDB database, just the records about women with invasive 
cervical cancer and the most representative attributes for each factor were selected.  
Different external data sources were used for replacing missing data. As a result of 
this stage, the CANCERDB database was created. It was built using the database 
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management system PostgreSQL [16, 17]. Initially, CANCERDB consists of a single 
table, called CANCER, with 39 attributes and 507 records. 

2.2 Preprocessing Step 

The goal at this stage is to obtain clean data, i.e.  data without null or outlier values, in 
order to retrieve high quality patterns. Through ad-hoc queries on the CANCER table, 
the quality of the data available for each of its attributes was thoroughly analyzed. 

Keeping in mind the importance of the attributes in this research, different strategies 
were implemented to replace null values, for example: using statistical techniques such 
as mean, median and mode or deriving new values from other attributes or through 
external sources. For instance, missing values for attributes fecha_n (date of birth of the 
patient), lugar_n (birthplace of the patient) and fecha_defun (date of death of the 
patient) were updated using the National Registry Database. Missing values for 
attributes regimen (health system which the patient belongs to), escolaridad 
(educational level of the patient at diagnosis), parentesco (relationship to head of 
household), ocupacion (occupation of the patient) were updated from the SISBEN 
database. Finally, missing values for attributes fecha_consulta_rips (date of last patient 
visit to the health system) and diag_principal_rips (diagnosis of the last visit to the 
health system) were updated using the RIPS database. 

The attributes with a high percentage of null values such as quimio (88.76%, 
determines whether the patient received chemotherapy), braqui (100%, determines 
whether the patient received brachytherapy) and paliativo (100%, determines whether 
the patient received palliative treatment) were eliminated. 

2.3 Transformation Step 

Data transformation includes any process that modifies the form of the data. The aim 
of this stage is to transform the data source in a dataset ready to apply any of the 
different techniques of data mining. Among the operations performed to transform the 
data are: elimination of the least relevant attributes, creation of new attributes by 
deriving them from others (keeping or replacing these attributes) and / or modification 
of the type of attributes (using discretization or continuity methods). 

In order to facilitate patterns extraction, it was created new attributes derived from 
others in the CANCER table. Table 1 describes these new attributes. 

The comuna attribute collects the different urban districts and rural areas in the 
municipality of Pasto. The new attribute replaces the name of each of the twelve 
urban districts for a number (1 to 12) and sets the value of 13 for the rural sector. 

The new values for the estrato attribute and their description are shown in Table 2. 
The region attribute groups the different municipalities of Nariño department in 

eight regions: North, South, Central, Western Andean, Pacific, Pasto, Putumayo, and 
Others. The values ‘Others’ refers to others municipalities of Colombia. 
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Table 1. New Attributes of CANCER Table 

ATTRIBUTE DESCRIPTION 
barrio Neighborhood of the patient in the city of Pasto at the moment of diagnosis. 
comuna Urban district or rural sector which the neighborhood belongs to. 
estrato Socio-economic level of the patient at the moment of diagnosis.    
region Geographic region of birth of the patient. 
edaddx Age of the patient at the moment of diagnosis. 
cabezaflia Determine if the patient is a single parent head of household. 
tipovivienda This is the patient’s type of dwelling. 
fuentedeagua Water collection system of the patient at home. 
puntajesisben Score of the patient in the SISBEN System.  It is used to calculate the SISBEN level. 
nivelsisben SISBEN level. 
vivomuerto Determine if the patient is alive or dead at the end of 2007. 
nmeses Number of months the patient live since the moment of diagnosis. 

Table 2. Estrato Attribute Values 

ESTRA
TO

DESCRIPTION 

1 Very low
2 Low
3 Medium low
4 Medium
5 Medium high
6 High

Table 3. Edaddx Attribute Values 

EDADDX RANGE 
1 15-28 
2 29-41 
3 42-54 
4 55-67 
5 68-80 
6 81-93 

 
In some cases, it is necessary to convert a numeric attribute to nominal values. This 

process is known as discretization [18]. For this reason, taking into account the 
different numerical values of the edaddx, attribute, these were discretized to nominal 
values, taking into account same size intervals and using the maximum and minimum 
as reference. 

In the discretization process of attribute, it was used six same-sized intervals (Ti).  
They were calculated taking into account the difference between the maximal value 
(Vmax = 93 year old) and the minimal value (Vmin = 15 year old).  The result was 
divided by the number of intervals (Ni = 6). The final results are shown in Table 3. 

Nivelsisben attribute values depend on the score obtained by the patient in the 
respective citizen survey which is registered in the puntajesisben attribute. The final 
levels and how they are assigned are shown in Table 4. 
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Table 4. Nivelsisben attribute values 

NIVEL 
SISBEN 

URBAN AREA 
SCORE 

RURAL AREA 
SCORE 

1 0-36 0-18 
2 37-47 19-30 
3 48-58 31-45 
4 59-69 46-61 
5 70-86 62-81 
6 87-100 82-100 

Table 5. New Tables in CANCERDB 

TABLE DESCRIPTION 
t507a22all General table with 507 cases of cervical cancer (334 alive and 173 

dead) and 22 attributes to be considered in the study. 
t507a15econ Table with 507 cases of cervical cancer and 15 attributes related to 

socio-economic factors. 
T507a09clinico Table with 507 cases of cervical cancer and 9 attributes related to 

clinical factors. 

Table 6. Description of the most relevant attributes for this research 

ATTRIBUTE DESCRIPTION 

region Place of birth of the patient. 

comuna Urban district or rural sector which the neighborhood belongs to. 

estrato Socio-economic level of the patient at the moment of diagnosis. 

edaddx Patient age at the moment of diagnosis. 

estadocivil Marital status of the patient at the moment of diagnosis. 
ocupacion Occupation of the patient at the moment of diagnosis. 
escolaridad Educational level of the patient at the moment of diagnosis. 
regimen Health system of the patient at the moment of diagnosis. 

nivelsisben Level of the patient in SISBEN Database. 

cabezaflia  Determines whether the patient is head of household or not. 

tipovivienda This is the patient’s type of dwelling. 

fuentedeagua Water collection system of the patient at home. 
discapacidad Determines whether the patient has a disability or not. 
fuente Institutions where the cancer was diagnosed. 
metododx Method used for diagnosis. 
morfologia Morphology of the cancer. 
locesp Specific location for the cancer. 
radio Radiotherapy was part of the treatment. 
cirugia Surgery was part of the treatment. 
biopsia Determines whether a biopsy was performed. 

nmeses Number of months of life of patients since the moment of diagnosis. 

vivomuerto Determines whether the patient is alive or dead until the finish of the study. 
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Finally, in order to generate new knowledge about the social, economic and 
clinical factors that impact on the survival of diagnosed women with invasive cervical 
cancer, the most representative attributes for each factor were selected from the 
CANCER table.  Depending on the factor, new tables with those attribute were 
created in the CANCERDB database.  The remaining of attributes in CANCER table 
was removed. The descriptions of these tables are shown in Table 5. 

A detail description of each of the 22 attributes more relevant for this research is 
shown in Table 6. These attributes form the table called t507a22all. The 15th 
attributes to consider as socioeconomic factors form the t507a15econ table. They are 
the first 13 attributes of the t507a22all table plus the last two (nmeses and 
vivo_muerto attributes). The 9th attributes which are considering as clinical factors 
form the t507a09clinico table. They are the last 9th attributes of the t507a22all table. 

2.4 Data Mining Step 

The goal of the data mining step is the search and discovery for unexpected and 
interesting patterns from data. In this process, intelligent task are applied such as 
classification [11, 19, 20], clustering [21, 22], sequential patterns [23], associations 
[12] among others. 

The data mining task chosen for the process of discovering survival patterns in 
women with invasive cervical cancer was classification using a decision trees 
technique. 

Data classification provides results from a supervised learning process. Data 
classification is a two-step process. In the first step, a model is built describing a 
predetermined set of data classes. The input data, also called the training set, consists 
of multiple examples (records), each having multiple attributes or features and tagged 
with a special class label. In the second step, the model is used to classify future test 
data for which the class labels are unknown [15, 24]. 

Decision tree classification is the most popular model, because it is simple and 
easy to understand [15, 25, 26].  A decision tree is a flow-chart-like tree structure, 
where each internal node denotes a test on an attribute, each branch represents an 
outcome of the test, and leaf nodes represent classes. The top-most node in a tree is 
the root node [15]. 

A decision tree classifier is built in two phases: a growth phase and a pruning 
phase.  In the growth phase, the tree is built by recursively partitioning the data until 
all members belong to the same class. In the pruning phase, many branches are 
removed with the goal of improving classification accuracy on data [20]. 

The classification rules were obtained with the Weka data mining tool (Waikato 
Environment for Knowledge Analysis), using the J48 algorithm, which implements 
the algorithm C.45 [27], and utilizing data repositories described in Table 6. 

Weka was developed at the University of Waikato (New Zealand) under a GPL 
license. This tool allows applying, analyzing and evaluating the most relevant 
techniques of data analysis, mainly those from machine learning, for any kind of 
dataset [28]. Weka is one of the popular suites used in the area of knowledge 
discovery in recent years. 

The J48 algorithm is based on the use of the gain ratio criterion. Consequently, 
those variables with greater number of different values do not have benefit in the 
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selection. Furthermore, the algorithm incorporates a classification tree pruning once it 
has been induced [8]. 

T507a22all repository was used to discover general patterns that affect the survival 
in women with invasive cervical cancer.  The vivomuerto attribute (334 alive and 173 
dead) was chosen as the class, using a confidence C = 0.7 and a number of records per 
node       M = 20. Figure 1 shows the obtained results with Weka tool. 

Similarly, the t507a15econ and t507a09clinico repositories were used, 
respectively, to determine socioeconomic and clinical factors that affect the survival 
in women with invasive cervical cancer.  The vivomuerto attribute was set as the class 
with a confidence   C = 0.7 and a number of records per node M = 10. 

 

 

Fig. 1. Classification Rules with Weka Tool 

2.5 Evaluation Step 

The objective of this final stage is the interpretation of the obtained results in order to 
consolidate the discovered knowledge with two goals in mind.  First, to integrate it 
into other systems for further action, and second, to compare it with previously 
discovered knowledge. 

According to the results, women survivors are those that pass the threshold of the 
37 months after being diagnosed with invasive cervical cancer. If women do not 
exceed that threshold, who survives are those that are heads of household. In the case 
they are not heads of households, women survivors are those that are mainly 
classified in levels 1 or 2 of SISBEN. 

Some socioeconomic factors affecting the survival in women with invasive 
cervical cancer are: to be head of household, not having any disability, membership of 
a subsidized health system and be aged between 29 and 41 years at diagnosis. 

weka.classifiers.trees.J48 -C 0.7 -M 20 
=== Classifier model (full training set) 
=== 
J48 pruned tree 
------------------ 
nmeses <= 37 
|   cabezaflia <= 0 
|   |   nivelsisben = 1: VIVO (50.0/20.0) 
|   |   nivelsisben = 7: MUERTO 
(165.0/38.0) 
|   |   nivelsisben = 2: VIVO (33.0/6.0) 
|   |   nivelsisben = 3: VIVO (4.0/1.0) 
|   |   nivelsisben = 4: VIVO (1.0) 
|   cabezafamilia > 0: VIVO (42.0/4.0) 
nmeses > 37: VIVO (212.0/15.0) 
 
Number of Leaves  :  7 
Size of the tree  :  10 
 
Correctly Classified Instances 
416               82.0513 % 
Incorrectly Classified Instances 
91               17.9487 % 
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Among the discovered classification rules with   clinical factors are: if the 
morphology was a Carcinoma NOS, women have more chance of survive. Similarly, 
if the treatment involved a surgery, women have a chance of survive if the 
morphology was Squamous cell carcinoma, NOS. In the other hand, if during the 
treatment was not involved a surgery, the source of diagnosis was a hospital or clinic 
and the morphology was a Squamous cell carcinoma, NOS, women with chance of 
survive should exceed the threshold of 11 months after the diagnosis. 

3 Conclusions and Future Work 

According to the results obtained in the process of discovering survival patterns in 
women with invasive cervical cancer using classification decision trees, from the 
population-based cancer registry of the municipality of Pasto, for an observation 
period of 10 years, the main survival factor is the number of months that elapse after 
the moment of diagnosis. If it is greater than 37 months the patient survives. 
Otherwise, other factors, both socioeconomic and clinical, come into play. 

Considering the total number of analyzed cases of cervical cancer in this study, 
65.9% survived and of these 63.5% are over the threshold of 37 months after the 
cancer diagnosis.  

Future work in this research includes the implementation of other techniques such 
as association and clustering to determine affinities, similarities and relationships 
between socioeconomic and clinical factors in women who survived and who died, 
taking into account the total number of cases of cervical cancer analyzed in this study. 
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Abstract. Diamond is a material with unique properties to be exploited in 
various applications. The deposition of diamond thin films on surfaces enables 
its use in mechanics, electronics and optics, among others. To ensure the quality 
of crystals is important to control the parameters involved in the deposition 
process. In this study we used the SOM algorithm for clustering and 
visualization of the parameters of a reactor for deposition of diamond thin films, 
which together with scanning electron microscopy and Raman spectroscopy, 
collaborated in reactor calibration. The results show the importance of tempera-
ture in this process. 

Keywords: SOM, hot filament chemical vapour deposition, diamond thin films. 

1 Introduction 

The interest in synthesizing diamonds is due to its physical and chemical stable prop-
erties, enabling unique technological applications in different fields like electronics, 
mechanics and optics. There are basically two methods for synthesizing diamonds. 
The first one consists in submitting graphite to high pressure and high temperature, 
reaching the region where the diamond is the stable phase. This method is known as 
HPHT - High Pressure and High Temperature. The second method is the synthesis of 
diamond at low pressures in the metastable region. Among these low pressure 
processes are the CVD - Chemical Vapor Deposition. It is a process that involves 
depositing a solid material on a substrate by activating the precursors in gaseous 
phase and making them react chemically. The hydrocarbon is dissociated into atomic 
hydrogen and active carbon. The carbon is deposited on a substrate in the tetrahedral 
form (diamond). This is a slow process because the atoms are deposited one by one to 
form a solid film adhered to the substrate. 
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The major advantage of this kind of growth processes is that the diamond can be 
deposited as thin film on substrates of different geometries and thicknesses, allowing 
its use in components for use in several areas. 

Carbon, in its pure form, appears in several allotropic, crystalline and amorphous 
forms. Two types of crystalline carbon are diamond and graphite, although there are 
other elements whose links form a crystal lattice. Among the amorphous forms, we 
may cite carbon fiber, amorphous carbon, coal and DLC - Diamond Like Carbon, 
which is an amorphous form and maintains some of the characteristics of diamond 
[1]. Besides these, there are several other elements formed from carbon atoms. For 
this reason, it is necessary to maintain tight control over the deposition parameters, to 
ensure that there is, mainly, the deposition of diamond crystals. 

In this study, the Self Organizing Maps (SOM) algorithm was used for clustering 
and visualization of the parameters involved in a HFCVD process - Hot Filament 
Chemical Vapor Deposition, detailed in the next section. The parameters of each film 
deposition were purposely varied to calibrate the reactor to reach the best depositions. 

The paper is organized as follows: Section 2 presents the key concepts about the 
HFCVD process; Sect. 3 describes a brief introduction to SOM maps; Sect. 4 shows 
the methodology used in the films deposition; Sect. 5 shows the details about the clus-
tering using the SOM. And in the last section, the conclusions are presented. 

2 The HFCVD Process 

In the HFCVD process (Hot Filament Chemical Vapor Deposition), the reaction oc-
curs in a chamber, as shown in Fig. 1. There is a metallic filament, generally made of 
tungsten, positioned between 3 and 10 mm above the substrate [2]. Usually, the sub-
strate used is monocrystalline silicon, because it has high melting point, crystal struc-
ture and thermal expansion coefficient similar to diamond and has a relatively low 
cost [3], although other substrates may also be used, such as molybdenum, titanium, 
and copper, among others [4]. 

The carbon used in the process comes from the ethyl alcohol, methane or other hy-
drocarbon [5]. The hydrocarbon is dissolved in hydrogen and injected into the cham-
ber at a constant rate, with a ratio of around 0.5%. 

The filament is connected to a DC power source and it reaches an average tempera-
ture of 2000 °C while warming the substrate to a temperature of about 800 °C. At this 
temperature, tungsten catalyzes the formation of atomic hydrogen (H0) which, togeth-
er with the thermal process, decomposes the hydrocarbon dissolved in activated car-
boxyl, for example CH3, CH2, CH, CHOH, among others. The H0 and these radicals 
reach the substrate, where it begins to emerge diamond deposits. 

The process begins with the formation of seeds and carbon atoms will be deposited 
around them. The nucleation process can be accelerated with a pretreatment of the 
substrate, also called seeding.  It consists, for example, directly sprinkling diamond 
powder on the substrate or a diamond slurry sonication treatment. 

The deposited films can be identified by their crystal morphology analyzed by opt-
ical microscopy and the Raman spectrum typical for crystalline diamond [6]. The 
Raman spectroscopy identifies the different phases of carbon, like diamond, nano-
crystalline diamond, graphite, amorphous carbon, DLC (Diamond Like Carbon) and 
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hydrogenated carbon [7-8]. For the diamond, the typical wavelength peak occurs in 
1333 cm-1. For graphite, the peak occurs in the Raman spectrum from 1500 cm-1 and 
1600 cm-1. 

It is important to determine and control the parameters involved in the process to 
define the conditions under which there is diamond films growth and to prevent de-
fects occurring in the crystal formed. 

 

 

Fig. 1. Schematic view of the HFCVD chamber 

3 Self-Organizing Maps (SOM) 

The SOM is one of the main models of neural networks at present and is used in count-
less applications. Unlike other neural network approaches, the SOM is a type of neural 
net based on competitive and unsupervised learning [9]. The network essentially con-
sists of two layers: an input layer I and an output layer U with neurons generally orga-
nized in a 2-dimensional topological array. The input to the net corresponds to a  
p-dimensional vector, x, generally in the space Rp. All of the p components of the input 
vector feed each of the neurons on the map. Each neuron i can be represented by a syn-
aptic weight vector wi = [wi1, wi2,..., wip]T, also in the p-dimensional space. For each 
input pattern x a winner neuron, c, is chosen, using the criterion of greatest similarity: min  (1)

where .  represents the Euclidian distance. The winner neuron weights, together 
with the weights of the neighboring neurons, are adjusted according to the following 
equation:  1  (2)
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where t indicates the iteration of the training process, x(t) is the input pattern and hci(t) 
is the nucleus of neighborhood around the winner neuron c.  

Once the SOM training algorithm has converged the computed feature map dis-
plays important statistical characteristics of the input space, which can be summarized 
as follows [10]: 

(i) Vector quantization: the basic objective of SOM is to store a large set of input 
vectors by finding a smaller set of prototypes that provides a good approximation to 
the input space.  

(ii) Topological ordering: the features map computed by SOM is ordered topologi-
cally. Similar input vectors are mapped close to each other, while dissimilar ones are 
mapped far apart.  

(iii) Density Matching: the SOM reflects the probability distribution of data in the 
input space. Regions in the input space in which the input patterns are taken with a 
high probability of occurrence are mapped onto larger domains of the output space, 
and thus have better resolution than regions in the output space from which input 
patterns are taken with a low probability of occurrence. 

There are some studies that apply SOM for visualization and analysis of processes in 
several areas. Pilsung [11] developed a virtual metrology system for an etching 
process in semiconductor manufacturing based on various data mining techniques that 
can not only predict the metrology measurement accurately, but also detect possible 
faulty wafers with a reasonable confidence. Abonyi [12] applied SOM on the analysis 
of an industrial polyethylene plant and demonstrates that the SOM is very effective in 
the detection of the typical operating regions related to different product grades, and 
the model can be used to predict the product quality based on measured process va-
riables. Rasanen [13] presents an approach for dynamic process state monitoring and 
applied it in a circulating fluidized bed energy plant. That was based on a self-
refreshing modification of the self-organizing map where previously learned data was 
used recursively to avoid catastrophic forgetting. The results of the simulations 
showed that method is a useful tool for monitoring process states. Sanchez [14] de-
scribes a virtual sensor design for coating thickness estimation in a hot dip galvanis-
ing line based on local models using SOM. Domínguez [15] proposes a method that 
defines a new visual exploration tool, called dissimilarity map for the visual compari-
son of industrial processes. 

4 Diamond Depositions 

Twenty one 21 diamond films depositions were made, each one consisted of 18 para-
meters: substrate area, pressure in the chamber, the main stream gas, ethanol flow, the 
bubbler (vat) valve opening, pressure in the bubbler, main valve opening, the thermo-
couple voltage, the substrate temperature, electrical current source, voltage source, the 
ethanol temperature, the ethanol vapor pressure, hydrogen line pressure, filament 
diameter, distance between filament and the substrate, deposition time, the percentage 
of carbon. The samples numbers 1 - 5 were deposited on silicon substrates and not 
passed through the seeding process. Samples 6 - 14 were deposited on silicon sub-
strates and the sowing was carried with tungsten powder with a particle size of  
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Table 1. Samples separation into groups 

Group Deposition Sample 
1 None 1, 2, 3, 4 e 5 
2 No diamond 8, 9, 11, 12, 13, 14 e 15 
3 Diamond 6, 7, 10, 16, 17, 18, 19, 20, 21 

 
 

 

Fig. 2. Raman spectrum for sample 15 

 

Fig. 3. Raman spectrum for sample 16 

 

 
 

Fig. 4. Scanning microscopy image for 
sample 6 

 

 
 

Fig. 5. Scanning microscopy image for 
sample 16 

about 12 microns. The sample numbers 15 - 19 were deposited on silicon substrates, 
and the sowing was carried out with diamond powder with a particle size of about 1 
micron. Samples 20 and 21 were deposited on substrates of pure titanium and the 
sowing was also performed with the diamond powder with a particle size of about 1 
micron. 

The analyzes carried out by scanning electron microscopy and Raman spectrosco-
py show the existence of three groups of samples, as shown in Table 1. Group 1 
represents a sample where there was not the deposition of any material. Group 2 
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represents samples where there was no diamond deposition, but other allotropic car-
bon forms. Group 3 represents the diamond crystals deposition. 

The Raman spectrum of the sample 15, shown in Fig. 2, reveals a prevalence of 
graphite deposition, since the Raman shift peak is near 1600 cm-1, curve (a) at the 
periphery and the curve (b) in the center of sample. In sample 16, there were crystals 
deposition in diamond lattice, with a Raman shift peak around 1330 cm-1 as shown in 
Fig. 3, curves (a) and (b) at the periphery and the curves (c) and (d) in the center of 
the sample. 

Figure 4 shows the scanning electron microscopy image for sample number 6 cor-
responding to diamond deposition. In Fig. 5, the image shows diamond crystals for-
mation in the sample 16. 

5 Clustering and Visualizations 

The database used in this paper contains 21 records, divided into three classes, name-
ly: 5 instances for the first class, 7 instances for second class and 9 instances for third 
class. The first class indicates that there was no material deposition, the second class 
indicates that there was material deposition, but not diamond crystals and the third 
class indicates diamond deposition. 

Data were normalized, because SOM uses the Euclidean distance to measure dis-
tances between vectors. As the ranges of the variables are different, standardization is 
necessary so that a variable does not stand out compared to other. 

The SOM Toolbox is contains function for creation, visualization and analysis of 
self-Organizing Maps [16]. It is a software package for Matlab computing environ-
ment available free of charge from http://www.cis.hut.fi/projects/somtoolbox. 

Viewing the results produced by the SOM Toolbox it is necessary to set some pa-
rameters for initialization, training and viewing the map. In the initialization it was 
used the function som_lininit function, that initializes a SOM linearly, and for training 
it was used the som_batchtrain function, that trains the SOM with the given data us-
ing the batch training algorithm. 

The SOM parameters configuration that were used for clustering and data visuali-
zation were: the variance is normalized to one, linear initialization of weights, batch 
training mode, gaussian neighborhood function, 3000 epochs and size of the map 
12x12.   

After training, the map is displayed in the U-Matrix, with the function som_show. 
In the U-Matrix different colors are used to represent the distances between neurons. 
A light shade means that they are close, as a darker can be interpreted as a separator 
clusters. Figure 6 shows the U-matrix color in three different classes, each one 
representing a cluster of samples. Figure 7 shows the map containing the sample clus-
tering represented by their respective numbers, as follows:  

• Red – class 1, no material deposition;  

• Yellow – class 2, no diamond deposition, but other allotropic carbon forms;  

• Blue – class 3, diamond deposition.  
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Table 2. Quantization error for different map sizes 

Map Size Qe Te 
8x8 1.0066 0 

10x8 0.8001 0 
10x10 0.6353 0 
12x10 0.4300 0 
12x12 0.2431 0 

 
The quality of the map generated was evaluated with the function som_quality 

through two measurements: Quantization error (Qe) and topographic error (Te). The  
quantization error represents the average distance of each input vector to the neuron. 
The topographic error represents the proportion of data vectors in which the first and 
second winning neurons are not adjacent units. The results obtained for the two me-
trics are Qe = 0.2431 and Te = 0. It shows, respectively, that the neuron is properly 
seated on the input vectors and the map represents the data input topology. Table 2 
shows the results for the quantization error and topographic error for different map 
sizes. 

6 Conclusions 

SOM Toolbox was used to clustering and visualization of the deposition parameters 
of thin diamond films by HFCVD process. These parameters were used for calibration 
of a reactor. Analyzing the samples 10 and 15, it is clear how important is the sub-
strate temperature during the process. In the map generated it can be seen that the 
separation of the samples are consistent with the results of analyzes by scanning elec-
tron microscopy and Raman spectroscopy, of the deposited films, showing the algo-
rithm’s effectiveness in clustering similar data, helping to identify the optimal para-
meters for deposition in this reactor. 
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Abstract. This paper explores the automatic construction of multi-
classifiers systems based on a combination of selection and fusion. The
method proposed is composed by two phases: one for designing the in-
dividual classifiers and one for clustering patterns of training set and
search a set of classifiers for each cluster found. In our experiments, we
adopted the artificial neural networks in the classification phase and self-
organizing maps in clustering phase. Differential evolution with global
and local neighborhoods has been used in this work in order to optimize
the parameters and performance of the techniques used in classification
and clustering phases. The experimental results have shown that the
proposed method has better performance than manual methods and sig-
nificantly outperforms most of the methods commonly used to combine
multiple classifiers for a set of 4 benchmark problems.

Keywords: classifier selection, classifier fusion, artificial neural network,
self-organizing map, differential evolution.

1 Introduction

The aim of designing a pattern recognition system is to achieve the best possible
classification performance for the given task. In general, a number of classifiers
are tested in these systems, and the most appropriate one is chosen for the
problem at hand. In an attempt to improve recognition performance of individual
classifiers, a common approach is to combine multiple classifiers, forming Multi-
Classifier Systems (MCS), also known as ensembles or committees [10,11,12]. The
main motivation for using MCS derives from the idea that a pool of different
classifiers can offer complementary information about patterns to be classified,
improving the effectiveness of the overall recognition process [12]. Algorithms
for the construction of MCS may take two main approaches: Classifier Fusion
(CF) and Classifier Selection (CS). In the CF techniques, individual classifiers
are applied in parallel and their outputs are aggregated using a function (e.g.
arithmetic rule, majority vote, another different classifier) to achieve a group
consensus [10]. In the CS, the idea is to define some regions of competence in
the feature space and attempts to determine the most competent or a subset
with the most competent classifiers in each region [11,12,18].
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While manual design of MCS may be appropriate when there are experienced
humans experts with sufficient prior knowledge of the problem to be solved, it is
certainly not the case for those real-world problems about which we do not have
much prior knowledge. Thus, the focus of this paper is to propose an automatic
method (called SFDEGL) that uses a combination of Selection and Fusion (SF)
via Differential Evolution with Global and Local neighborhoods (DEGL). The
preference for DEGL was motivated by studies that show a better performance
in multibobjective optimization [7]. For the classification phase the preference for
Artificial Neural Networks (ANN) was motivated by the success in many types
of problems with degrees of complexity and different application fields [12]. In
the clustering phase, the Self-Organizing Maps (SOM) was chosen because it is
one of the classical techniques shows better performance [3].

This paper is organized as follows. Section 2 explains theoretical justification.
Section 3 presents the DE and DEGL algorithms. The artificial neural networks
optimizing is presented in Sect. 4 and in Sect. 5 selection and fusion optimizing.
In Sect. 6 the experiments are described and the results are presented. Finally,
in Sect. 7 the conclusion and future works are presented.

2 Theoretical Justification

Let D = {D1, D2, · · · , DL} be a set of L classifiers and E = {E1, E2, · · · , En} be
a set of N ensembles formed from D. The construction of our system is realized
by grouping the training set regardless of the class labels in K > 1 regions
denoted by R1, R2, · · · , RK . For each region Rj , j = 1, 2, · · · ,K is designated
an ensemble from E which have the highest accuracy in Rj . Let E∗ ∈ E be
the ensemble with the highest average accuracy over the whole features space.
Denote by P (Ei|Rj) the probability of correct classification by ensemble Ei in
region Rj . Consider Ei(j) the ensemble designated for region Rj . The overall
probability of correct classification of our system is described in Equation (1),

Pc =
K∑
j=1

P (Rj)Pc(Rj) =
K∑
j=1

P (Rj)P (Ei(j)|Rj) (1)

where P (Rj) is the probability that an input x drawn from the distribution of
the problem falls in Rj . To maximize Pc, we assign Ei(j) so that

P (Ei(j)|Rj) ≥ P (Et|Rj), t = 1, · · · , N. (2)

Thus, from Equations (1) and (2), we have that

Pc ≥
K∑
j=1

P (Rj)P (E∗|Rj) (3)

Equation (3) shows that the combined scheme performs equal or better than the
best ensemble E∗, regardless of the way the features space has been partitioned.
However, the model might overtrain, giving a deceptively low training error.
Hopefully, nominating an ensemble when it is better than the others will be a
basis of a combination scheme less prone to overfitting and spurious errors.
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3 Evolutionary Algorithms

Differential Evolution (DE) is a simply evolutionary algorithm for real parameter
optimization. DE was firstly proposed by Storn and Price [16] and DE and its
variations have been applied with success in different problems [4,17]. Recently
DE has also been applied to search for near optimal artificial neural networks
parameters [15]. In this section we explain DE and its variation DE with global
and local neighborhoods (DEGL) [6].

3.1 Differential Evolution

DE is a population based algorithm that can be used to optimize a numerical
function f : RD → R. DE creates a population P with NP vectors (or indi-
viduals) with dimension D. Each individual Xi,G = (xj,i,G), where xi,j,G is the
attribute j of individual i in generation G, is randomly set to a possible solution
within the search space. Algorithm 1 shows how DE affects the population until
achieve the stopping criterion.

Algorithm 1: Differential Evolution

1 begin
2 Create a random initial population of NP individuals
3 Evaluate each individual
4 while termination criterion not met do
5 for i = 1 to NP do
6 Select basis vector Xbasis,G

7 Randomly choose Xr1,G = Xbasis,G

8 Randomly choose Xr2,G = Xr1,G = Xbasis,G

9 Calculate the vector donor
V i,G = Xbasis,G + F (Xr1,G −Xr2,G)

10 Generate jrand = randint(1,D)
11 for j = 1 to D do
12 if j = jrand or rand(0, 1) < CR then
13 U j,i,g = V j,i,g

14 else
15 U j,i,g = Xj,i,g

16 end

17 end
18 if f(Xi,G) ≤ f(U i,G) then
19 Xi,G+1 = Xi,G

20 else
21 Xi,G+1 = U i,G

22 end

23 end

24 end

25 end
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3.2 DE with Local and Global Neighborhood

The DEGL algorithm was proposed in 2009 by Das and Abraham [6].
DEGL uses a neighborhood with ring topology and positive radius k <
(NP − 1)/2. The neighborhood of a vector Xi,G consists of vectors
Xi−k,G, · · · ,X(i, G), · · · ,Xi+k,G. In DEGL for each member in population is
created a local donor vector L described in Equation (4), where nbesti is the
vector with smallest fitness in the neighborhood of Xi,G and the integers p and
q are randomly selected in the interval [i− k, i+ k] with p = q = i.

Li,G = Xi,G + α · (Xnbesti −Xi,G) + β · (Xp,G −Xp,G) (4)

For each member in population a global donor vector G is created as described
in Equation (5), where gbest is the index of the best vector in the population at
generation G and r1 and r2 are integers randomly selected in the interval [1, NP ]
with r1 = r2 = i and α and β are scaling factors.

gi,G = Xi,G + α · (Xgbest,G −Xi,G) + β · (Xr1,G −Xr2,G) (5)

Local and Global donor vectors are combined to compose the vector Vi,G as
described in Equation (6).

V i,G = ω · gi,G + (1− ω) ·Li,G (6)

Mutation in DEGL follows Equations (4), (5) and (6), the rest of algorithm
DEGL is exactly as the Algorithm 1. The parameter ω is crucial in DEGL [6] and
it can be updated in 4 different ways: (i) linear increment where ωG = G/Gmax;
(ii) Exponential Increment, where ωG = exp( G

Gmax
· ln (2)) − 1; (iii) Random

Weight Factor, where each individual has a different weight factor ωi,G randomly
selected in interval (0, 1); (iv) Self-Adaptive Weight Factor, where each individual
has a weight factor ωi,G. The weight factor ωi,G is initialized in (0.0, 1.0) and is
updated in each generation following Equation (7), where, ωGbest,G is the weight
factor associated with the best individual XGbest,G.

ωi,G = ωi,G + F · (ωGbest,G − wi,G) + F · (ωr1,G − ωr2,G) (7)

4 Artificial Neural Network Optimization

As the performance of ANN depends on the architecture and the weights, with-
out using an optimization method, users would have to specify such parameters,
falling in the problem of which parameters cannot be the best for a particular
problem. Therefore, it is desirable to have an algorithm to find the best possi-
ble set of ANN parameters. Thus, for the construction of the set D, the DEGL
algorithm was used for 30 generations with 15 individuals randomly generated
through a direct encoding scheme, inspired in the works [1,14], as shown in
Table 1. The number of individuals and generations were set empirically.
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Table 1. Coding scheme of an individual in the ANN optimization

Training Training algorithm
Epochs Layers Neurons

Transfer
Algorithm Parameters Functions

The first part of the individual corresponds to the type of training algorithm
used and its size is determined by the number of algorithms included in the
search process. For this part were considered three algorithms: Resilient Back-
propagation (RPROP), Levenberg-Marquardt (LM) and Scaled Conjugate Gra-
dient Backpropagation (SCG). RPROP is used when the highest value is in the
first attribute of this part; LM is used when the highest value is in the second
attribute and otherwise SCG.

The second part involves the parameter values from the learning algorithm
specified in the previous part. Each parameter has a predetermined position,
therefore when the algorithm is chosen, it is possible recover: learning rate (lr),
increment to weight change (deltinc), decrement to weight change (deltdec), ini-
tial weight change (delta0) and maximum weight (deltamax), for the RPROP;
initial Mu (μ), Mu decrease factor (μdec), Mu increase factor (μinc) and maxi-
mum Mu (μmax), for the LM; and change in weight for second derivative approx-
imation (σ) and regulating the indefiniteness of the Hessian (λ), for the SGC.
All these parameters have real values with the intervals described in Table 2,
but they are not directly encoded. They are initialized between [−1.0, 1.0] and
a linear map is used to obtain the real values of the parameters.

Table 2. Parameters

Parameter lr deltinc deltdec delta0 μ μdec μinc μmax σ λ

Min. Value 0.006 1 0.3 0.042 0.0006 0.06 6 6 · 109 3 · 10−5 3 · 10−7

Max. Value 0.014 2 0.7 0.098 0.0014 0.14 14 1.4 · 1010 7 · 10−5 7 · 10−7

The third part contains information about the numbers of training epochs. If
the number of epochs is very large, the network will learn irrelevant aspects of
training data. If the number of epoch is very small, the network will be unable
to learn the training data. Therefore, the maximum number of training epochs
is equal to 100, and it is determined by the position of the attribute with the
highest value in this part.

The fourth part contains information on the hidden layers. According to [5],
from extension of the Kolmogorov theorem, we need at most two hidden layers,
with a sufficient number of units per layer to produce any mappings. It was
also proved by [5] that only one hidden layer is sufficient to approximate any
continuous function. Nevertheless, in complex problems the use of two hidden
layers can facilitate and improve the generalization. Therefore in this paper the
neural networks have a maximum of 2 hidden layers. To determinate the number
of hidden layers is considered the attribute with the highest value in this part.
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The fifth part encodes the number of hidden neurons in each layer. This part
considers the maximum number of neurons per layer equal to n. Therefore, this
part has 2 sections with dimension 2 · n. The first n attributes correspond to
the first layer and and the next n attributes correspond to the second layer. The
number of neurons in each layer is defined by the position of the attribute with
the highest value in their respective section. The literature states that the best
networks are those with a small number of neurons [13], so we use the maximum
number of neurons n = 10.

The last part is represented with a 2-tuple vector, and the transfer function
is defined by the position of the attribute value with the highest value. If this
value is the first attribute then the function Tang-sigmoid is used, otherwise the
function Log-sigmoid is used. The transfer function of the output layer is always
Pure-linear.

After the initial structure is set, the ANN is trained and for the fitness is
considered Equation (8). This equation is composed by: Ival - validation error;
Itra - training error; Ihid - number of hidden layers; and Inod - total number of
hidden neurons.

Ifit = α · Ival + β · Itra + γ · Ihid + δ · Inod (8)

In Equation 8, the constants were found empirically as follows: α = 0.8,
β = 0.145, γ = 0.05 and δ = 0.005. These definitions imply that when ap-
parently similar individuals are found, those that have the least training error,
structural complexity will prevail. The Ival and Itra values are calculated us-
ing equation (9), where N and P are the total number of outputs and number
of training patterns, respectively; d and o are the desired output (target) and
network output (obtained), respectively.

Inmse =
100

PN

P∑
j=1

N∑
i=1

(di − oi)
2

(9)

5 Selection and Fusion Optimization

Our idea of SF is divide-to-conquer, in which the supervised data set used for
training are clustered using an unsupervised technique. Such division can be ob-
served as a task to discover the best data clusters without considering the labels
of the data set. It is worth mentioning that data clustering is an NP-hard prob-
lem when the number of clusters exceeds three [2]. Therefore, many researchers
have employed EA to perform the search for the appropriated number of clusters
[9]. In this way, to designate an ensemble for each region, the DEGL algorithm
was employed for 10 generations with 35 individuals randomly generated fol-
lowing a coding scheme, as shown in Table 3. The number of individuals and
generations were set empirically.

The first part of these individuals controls the number of nodes/clusters. The
max number of clusters in this work was empirically set to 16. The number of
clusters is determined by the position of the attribute with the highest value.
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Table 3. Coding scheme of an individual in the SF optimization

Dimension Train Epochs Fusion Rules Number of Designated Designated

The second part contains information about the numbers of the SOM training
epochs. The maximum number of training epochs was defined empirically equal
to 10, and it is determined by the position of the attribute with the highest value
in this part.

The third part considers the fusion rules for each region. We used six fusion
methods: maximum, mean, median, minimum, product and vote. Thus, this part
is represented with a 6-tuple vector, and the fusion rule is defined by the position
of the attribute with the highest value.

The fourth part is responsible for define the number of designated in each
region Rj , j = 1, 2, · · · , d. It considers the maximum number of designated
equal to smax. Therefore, this part has d sections with dimension d · smax. The
first smax attributes correspond to the first region, the next smax attributes
correspond to the second region, and so on. The number of designated s for each
region is defined by the position of the attribute with the highest value in their
respective section. We use empirically the maximum number of classifiers per
region smax = 6.

The last part involves the designated from each region. This part has d sections
with dimension d · L, where L is the length of set D. The first L attributes
correspond to the first region. The next L attributes correspond to the second
region, and so on. In each section, the first attribute represents the classifier D1,
the second attribute represents the classifier D2, and so on. Therefore when the
number of designate s is defined in the previous part, it is possible recover the
s highest values for each region in their respective section.

After the initial structure is set, the SFDEGL is trained and for the fitness is
considered Equation (10). This equation is composed by: Imct - misclassification
in training; Inmel - is the perceptual number of clusters that has no associated
examples in training data set; and Iact represents the perceptual number of
active clusters over the maximum number of active clusters allowed.

Ifit = α · Imct + β · Inmel + γ · Iact (10)

In Equation (10), the constants were found empirically as follows: α = 0.55,
β = 0.4 and γ = 0.05, and are used to control the contribution of each one over
the fitness value, and consequently, to guide the search process to find solutions
with an equilibrium between such information.

6 Experiments and Results

The experiments were conducted using 4 well-known classification problems
found in the UCI repository [8]. To perform the experiments, we used 10 two-
fold iterations. At each iteration, the data were randomly divided by the strat-
ification into 70% for training and 30% for testing. The first part was divided
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(70% for training and 30% for validation set in the ANN optimization) and the
other part was used only to test the final solution. The patterns were normalized
to the range [−1.0, 1.0].

Table 4 presents the performance with the misclassifications of the test set,
executed in Matlab 2012, and some classical methods. The classical methods
considered, executed in Java language with Weka 3.6.6, were bagging (BAG),
MultiBoosting (MB), AdaBoost.M1 (ADBO) and Multilayer Perceptron (MLP).
The results were expressed as follows: mean (standard deviation). A paired t-
test with 90% confidence level was applied to determine whether the differences
among the methods were statistically significant. In each line the boldface re-
sult means that the method is better than all classical methods. The DEGL
emphasized results mean that the method is better than classical methods with
non-emphasized results.

Table 4. Misclassification in test set

MCS SC

Problem SFDEGL SFDEGL SFDEGL SFDEGL ADBO BAG MB MLP
lin exp rand sa

Cancer
0.0335 0.0292 0.0292 0.0278 0.0368 0.0368 0.0335 0.0421
(0.0100) (0.0073) (0.0083) (0.0146) (0.0144) (0.0115) (0.0101) (0.0147)

Diabetes
0.2309 0.2248 0.2330 0.2322 0.2652 0.2569 0.2404 0.2609
(0.0197) (0.0190) (0.0170) (0.0170) (0.0374) (0.0286) (0.0277) (0.0418)

Heart
0.1652 0.1728 0.1746 0.1721 0.2181 0.1804 0.1956 0.2199
(0.0241) (0.0136) (0.0156) (0.0159) (0.0114) (0.0145) (0.0153) (0.0127)

Heartc
0.1670 0.1714 0.1736 0.1769 0.2242 0.1967 0.2307 0.2209
(0.0242) (0.0270) (0.0376) (0.0281) (0.0312) (0.0317) (0.0439) (0.0409)

Mean 0.1491 0.1495 0.1526 0.1522 0.1861 0.1677 0.1750 0.1859

As it can be observed from Table 4, in most number of problems, at least
one of the variants of SFDEGL method achieved better and significant perfor-
mances when compared with the classical methods. This shows the potential of
SF method when EA are correctly employed to optimize classification and clus-
tering techniques. The disadvantage of the SFDEGL method, as demonstrate
in Table 5, is that performing the search is very time consuming in comparison
with the classical methods. The time is measured in minutes of processing on a
computer with Microsoft Windows operational system, 8.0 GB of RAM and a
processor Intel Core i7 of 3.40 GHz.

The length of time required for each execution when compared with the classi-
cal methods is the main disadvantage of SFDEGL method. While SFDEGL take
an average time of 6 minutes, the classical methods take less than 0.5 minute to
perform the same task. This huge time difference can be explained by the EA
use and also by complexity of the classification and clustering techniques. For
high-dimensional problems, the SFDEGL method may need a long time. Thus,
for applications for which computational time is a problem, SFDEGL should not
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Table 5. Mean time of processing for one interaction

MCS SC

Problem SFDEGL SFDEGL SFDEGL SFDEGL ADBO BAG MB MLP
lin exp rand sa

Cancer 5.0589 5.2985 5.2857 5.2032 0.0428 0.0438 0.0437 0.0044

Diabetes 5.6694 5.0598 5.5599 5.3286 0.0384 0.0440 0.0438 0.0044

Heart 8.8787 7.7036 8.0440 7.8499 0.2945 0.3912 0.3751 0.0392

Heartc 3.9385 4.0562 3.8941 4.4071 0.0651 0.1312 0.0762 0.0132

Mean 5.8864 5.5295 5.6959 5.6972 0.1102 0.1525 0.1347 0.0153

be used; however, the MCS found with SFDEGL has better performance than
the classical methods. SFDEGL could be applied in problems where training can
be executed offline.

7 Conclusions and Future Works

The methodology is concerned with the development of a method that aims
to automatic construct of MCS, based on a combination of SF. First, the set
of classifiers is constructed. Second, the training data set is clustered to form
regions and we decided one ensemble, from the set of classifiers, to make the
decision in each region. For this purpose, hybridizations of recent advances in
EA with classical algorithms for classification and data clustering have been
proposed. The method SFDEGL showed to be a promising tool, with good results
in comparison with classical methods. However, its main limitation is related
to the large amount of time required for the solutions to be found. Even so,
good results motivate the continuation of studies to advance the search for more
effective methods for the construction of MCS.

As future work, the time complexity of SFDEGL must be analyzed, and ways
of reducing time consumption must be proposed. A possible idea is to exploit
multiprocessor architectures to reduce the computational cost of SFDEGL; dif-
ferential evolution could be parallelized, for example, in a CUDA GPU. To re-
duce search time one can also try to develop a less cost activation function, using
for example no using a local search algorithm. Another possible future work is
to use meta-learning algorithm to select DEGL parameters and weight factor
update rule.

References

1. Almeida, L.M., Ludermir, T.B.: A Multi-Objective Memetic and Hybrid Methodol-
ogy for Optimizing the Parameters and Performance of Artificial Neural Networks.
Neurocomputing 73(7-9), 1438–1450 (2010)

2. Brucker, P.: On the Complexity of Clustering Problems. Optimization and Oper-
ations Research 157, 45–54 (1978)



158 T.P.F. de Lima, A.J. da Silva, and T.B. Ludermir

3. Chen, Y., Qin, B., Liu, T., Liy, Y., Li, S.: The Comparison of SOM and K-means
for Text Clustering. Computer and Information Science 3(2), 268–274 (2010)

4. Cong, A., Cong, W., Lu, Y., Santago, P., Chatziioannou, A.: Differential Evolution
Approach for Regularized Bioluminescence Tomography. IEEE Transactions on
Biomedical Engineering 57(9), 2229–2238 (2010)

5. Cybenko, G.: Approximation by Superpositions of a Sigmoidal Function. Mathe-
matics of Control, Signals, and Systems (MCSS) 2(4), 303–314 (1989)

6. Das, S., Abraham, A., Chakraborty, U., Konar, A.: Differential Evolution Using
a Neighborhood-Based Mutation Operator. IEEE Transactions on Evolutionary
Computation 13(3), 526–553 (2009)

7. Das, S., Suganthan, P.: Differential Evolution – A Survey of the State-of-the-Art.
IEEE Transactions on Evolutionary Computation 15(1), 4–31 (2011)

8. Frank, A., Asuncion, A.: UCI Machine Learning Repository (2010),
http://archive.ics.uci.edu/ml

9. Hruschka, E., Campello, R., Freitas, A., de Carvalho, A.: A Survey of Evolutionary
Algorithms for Clustering. IEEE Transactions on Systems, Man, and Cybernetics,
Part C: Applications and Reviews 39(2), 133–155 (2009)

10. Kittler, J., Hatef, M., Duin, R., Matas, J.: On Combining Classifiers. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence 20(3), 226–239 (1998)

11. Kuncheva, L.: Clustering-and-Selection Model for Classifier Combination. In: 4th
International Conference on Knowledge-Based Intelligent Engineering Systems and
Allied Technologies (KES 2000), vol. 1, pp. 185–188 (2000)

12. Kuncheva, L.: Combining Pattern Classifiers – Methods and Algorithms.
Wiley-Interscience (2004)

13. Liao, K., Fildes, R.: The Accuracy of a Procedural Approach to Specifying Feedfor-
ward Neural Networks for Forecasting. Computers & Operations Research 32(8),
2151–2169 (2005)

14. da Silva, A., Mineu, N., Ludermir, T.: Evolving Artificial Neural Networks Us-
ing Adaptive Differential Evolution. In: Kuri-Morales, A., Simari, G.R. (eds.)
IBERAMIA 2010. LNCS, vol. 6433, pp. 396–405. Springer, Heidelberg (2010)

15. Slowik, A.: Application of an Adaptive Differential Evolution Algorithm With Mul-
tiple Trial Vectors to Artificial Neural Network Training. IEEE Transactions on
Industrial Electronics 58(8), 3160–3167 (2011)

16. Storn, R., Price, K.: Differential Evolution – A Simple and Efficient Heuristic for
global Optimization over Continuous Spaces. Journal of Global Optimization 11,
341–359 (1997)

17. Vasile, M., Minisci, E., Locatelli, M.: An Inflationary Differential Evolution Al-
gorithm for Space Trajectory Optimization. IEEE Transactions on Evolutionary
Computation 15(2), 267–281 (2011)

18. Woods, K., Kegelmeyer Jr., W.P., Bowyer, K.: Combination of Multiple Classi-
fiers Using Local Accuracy Estimates. IEEE Transactions on Pattern Analysis and
Machine Intelligence 19(4), 405–410 (1997)

http://archive.ics.uci.edu/ml


J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 159–168, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Prototype Selection with Compact Sets and Extended 
Rough Sets 

Yenny Villuendas-Rey1,3, Yailé Caballero-Mota2, and María Matilde García-Lorenzo3 

1 Computer Science Department, University of Ciego de Ávila, Carr. a Morón km 9 ½, Cuba  
yennyv@informatica.unica.cu 

2 Computer Science Department, University of Camagüey, Circunv. Norte km 3 ½, Cuba 
yaile.caballero@reduc.edu.cu 

3 Computer Science Department, University of Las Villas, Carr. a Camajuaní, km 5 ½, Cuba  
mmgarcia@uclv.edu.cu 

Abstract. In this paper, we propose a generalization of classical Rough Sets, 
the Nearest Neighborhood Rough Sets, by modifying the indiscernible relation 
without using any similarity threshold. We also combine these Rough Sets with 
Compact Sets, to obtain a prototype selection algorithm for Nearest Prototype 
Classification of mixed and incomplete data as well as arbitrarily dissimilarity 
functions. We introduce a set of rules to a priori predict the performance of the 
proposed prototype selection algorithm. Numerical experiments over repository 
databases show the high quality performance of the method proposed in this 
paper according to classifier accuracy and object reduction.  

Keywords: prototype selection, compact sets, rough sets. 

1 Introduction 

Case based reasoning is one of the key topics in Artificial Intelligence. Among case 
based classifiers, the nearest neighbor (NN) classifier is one of the most simple and 
widely-used. However, it needs to store completely the training instances, and to 
determine the class of a new pattern, it needs to compare it with every instance in the 
training set. In addition, noisy or mislabeled instances can degrade the NN accuracy. 
Several prototype selection [1-3] and prototype generation [4] methods have been 
proposed so far to overcome these drawbacks, but dealing with mixed data types and 
arbitrarily dissimilarities is still a challenge for Nearest Prototype Classification. 
Recently, Rough Sets have been used to both feature and instance selection [5, 6], but 
the complete possibilities of them have not been exploited. On the other hand, the 
capabilities of error-based editing methods and condensing methods have not been 
combined in order to obtain a reduced and accurate prototype set for mixed data 
types. To achieve this objective, we introduce a generalization of classical Rough 
Sets, the Nearest Neighborhood Rough Sets and combine them with Compact Set 
structuralization. The main contributions of this paper are: The redefinition of the 
positive regions of the decision classes in the context of Neighborhood Rough Sets, 
without using any similarity threshold, the combination of error-based editing and 
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condensing approaches to prototype selection, to obtain a highly reduced and accurate 
prototype set, a graceful handling of mixed and incomplete data, as well as arbitrarily 
dissimilarity functions and a set of rules to a priori predict the performance of the 
proposed prototype selection method in a dataset.  

The contribution is organized as following: in the next section, we cover some 
general concepts about Compact Sets and Rough Sets. Then, we introduce the 
proposed prototype selection schema. Section 4 covers the proposed rules and its use 
for a priori determining the performance of our algorithm. This section also contains 
several numerical experiments to determine the performance of the proposal with 
respect state of the art prototype selection methods, using different dissimilarity 
functions. Section 5 gives the conclusions. 

2 General Concepts of Compact Sets and Rough Sets 

2.1 Rough Sets 

Rough Set Theory (RST) has proved usefulness for data analysis, and it has offered an 
attractive theoretic base for the solution of many problems within Machine Learning. 
Rough Sets Theory was proposed by Pawlak in 1982 [7]. RST philosophy is based on 
the assumption that each object x of an universe U has associated a certain amount of 
information (data and knowledge), expressed by means of some attributes that 
describe the object x. In RST, the basic structure of information is the Information 
System. An Information System is a pair S= (U, A), where U is a non-empty finite set 
of objects called the Universe and A={a1, a2,…,an}  is a non-empty finite set of 
attributes. The classification data is represented as a Decision System, which is any 
Information System of the form , where d∉A is the decision attribute. 
Each attribute ai is defined over a domain vi. in RST, exists a function f: UxAV, 
V={v1,v2,…,vn} such that f(x,ai)∈ vj for each ai∈A, x∈U, called Information function 
[7]. The decision attribute d induces a partition of the universe U of objects. Let be 
the sets Yi={x∈U: x(d)=i}, {Y1,…,Yb} is a collection of equivalence classes, called 
decision classes, where the objects belong to the same class if and only if they have 
the same value at the decision attribute d.  Classical definitions of lower and upper 
approximations of concepts were originally introduced with reference to an 
indiscernible relation, which assumed to be an equivalence relation. The previous 
definitions of RST consider indiscernible the objects having the same values of a 
subset of attributes B, that is, the objects (x,y) are indiscernible if  x(i)=y(i) for each 
attribute i∈B, where x(i) denotes the value of attribute i in object x.  When dealing 
with continuous attributes, an indiscernible relation defined as previous is not 
appropriate, since some closed values may be similar, but discernible.  An extension 
of the classical RST is to modify the concept of indiscernible objects, such that the 
similar objects according to a similarity relation R are grouped together in the same 
class. The similarity relations generate similarity classes, for ach object x∈U. The 
similarity class of x according to a similarity relation R is denoted by R(x), and 
defined below.  
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{ }xy:y)x( RUR ∈=          (2.2) 

An example of extension of the RST based on similarity relations was presented by 
Slowinski and Vanderpooten [8]. Let be X⊆U and R a binary, reflexive relation over 
U, and  R-1 the inverse of R. They defined the lower and upper approximations of a set 
X as the following: 

{ }XRUXR ⊆∈= − )(:)( 1
* xx  

        (2.3) 

{ }φ≠∩∈= − XRUXR )(:)( 1* xx  
        (2.4) 

These generalizations allow handling mixed data, and using specific similarity 
functions. As shown, Rough Set Theory has several advantages to data analysis. It is 
based on the original data only and does not need any external information; no 
assumptions about data are necessary, and it is suitable for analyzing both quantitative 
and qualitative features [5].  

2.2 Compact Sets 

In Pattern Recognition, particularly in the Logical Combinatorial Approach, exist 
several data structuralization procedures [9-11]. One of them is the Compact Sets 
structuralization. Compact Sets are the connected components of a Maximum 
Similarity Graph (MSG).  A Maximum Similarity Graph is a directed graph that 
connects each object with its most similar neighbors. Formally, let be ,  a 
MSG for a set of objects X, with arcs θ. In this graph, two objects , ∈  form an 
arc , ∈ θ  if max ∈ , , , where ,  is a 
similarity function. Usually , 1 ∆ ,  and ∆ ,  is a dissimilarity 
function. In case of ties, the Maximum Similarity Graph establishes a connection 
between the object and each of its nearest neighbors. As mentioned before, Compact 
Sets are the connected components of such graph. Formally, a subset  of X is a 
Compact Set if and only if [11]: 

 

     ∈ ∈  max∈ sim x , x sim x , x  
 max∈ sim x , x sim x , x   ∈  

     , ∈ , , , ∈
   p 1, , q 1max∈ sim , x sim ,

 max∈ sim , x sim ,   

 Every isolated object is a Compact Set, degenerated.  
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As well as Rough Sets, Compact Sets have several advantages to data analysis. 
They do not assume any properties of data, do not need any parameter for their 
construction, except of the similarity function to compare two objects, and directly 
handle mixed as well as incomplete data. In addition, the objects are connected only 
to their most similar objects in the training matrix, which is valuable information 
particularly in high Bayes risk zones. The arcs between objects also contribute to 
predict the certainty of the correct classification of an object [12]. 

3 Prototype Selection with Compact Sets and Extended 
Rough Sets  

3.1 Nearest Neighborhood  Rough Sets as Extended Rough Sets 

One of the generalizations made to Rough Set Theory is the one introduced by Hu et 
al. [6], the Neighborhood Rough Sets. Given an arbitrary object x∈ , a set of 
attributes  , and a dissimilarity function ∆, the neighborhood  of  in B is 
defined as the set of objects which dissimilarity values with respect x, taking into 
consideration only the attributes in B, is lower than a threshold .   | ∈ , ∆ ,  (3.1) 

As mention by Hu et al., a neighborhood granule degrades to an equivalent class if the 
threshold 0. In this case, the objects in the same neighborhood granule are 
equivalent to each other. Also, a neighborhood relation N on the universe U can be 
written as a relation matrix M(N) = (rij)n×n, (equation 2.6) and if ∆ satisfies the 
properties of reflexivity and symmetry, N will also satisfy these properties [6].  

, 1 ∆ ,0  
(3.2) 

However, to use Neighborhood Rough sets, it is needed to set the similarity 
threshold , which is very difficult in practice. To overcome this drawback, it is 
introduced the Minimum Neighborhood Rough Sets. This approach, does not to use 
any similarity threshold, instead, it is based on a redefinition of the neighborhood 

 of  in feature space B using the Maximum Similarity Graph concepts. The 
neighborhood of an object  will be formed by its predecessors (the objects whose 
nearest neighbor is ) and its successors (the nearest neighbors of ) in a Maximum 
Similarity Graph. The new nearest neighborhood  of  in feature space B can 
be written as: , ∈  , ∈  (3.3) 

where   are the arcs in a Maximum Similarity Graph. Some objects will have a pure 
neighborhood, that is, a neighborhood composed only by objects of the same class, 
and others will have a heterogeneous neighborhood. The former will be included in 
the lower approximation of the decision classes and the later will be in the upper 
approximation. Let be Y ∈ Y a decision class, its positive region is given by: 
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Two stage algorithm for Nearest Prototype Classification 
Inputs: Training set , Attribute set , Dissimilarity ∆.  
Outputs: Prototype set  
Editing Stage 
1. Obtain a Maximum Similarity Graph, ,  of the objects in   
2. Compute the positive region of the Decision System as: Y Y , where  Y ∈ , ∈ ,  d d Y  

3. Remove the objects not included in the positive region of the Decision System Y  
Condensing Stage 
4.  
5. For each decision class Yi: 

5.1. Compute compact sets  of Y  
For each ∈  

5.1.1. Select a representative prototype p as: p argmax∈ ,∈  

5.1.2.   
6. Return  

Fig. 2. Algorithm for Nearest Prototype Classification 

4 Experimental Results 

4.1 A Priori Establishing the Performance of the Proposed Prototype Selection 

A priori defining if a prototype selection method will be useful for Nearest Prototype 
Classification of a particular database is a challenging task, because No Free Lunch 
Theorem (no algorithm can outperform others in all cases, according to all possible 
performance measures) [13]. Some authors have attempt to determine the influence of 
error based editing and condensing methods in Nearest Prototype Classification 
performance [14], based on reducing noisy objects and then fully condensing the 
remaining training set. However, on unbalanced data sets, the minority class may be 
entirely deleted by the editing method. As the proposed algorithm exploits the 
boundary smoothing property of error based editing and the reduction of condensing 
algorithms, it is needed to a priori determine in which kind of data our proposal will 
have a good performance, and in which data it should not be applied. To accomplish 
this objective, a set of rules was designed. Although several data characteristic can be 
taken into consideration to determine the proposed algorithm performance, it is 
considered that class balance and class overlapping are the main influences in Nearest 
Prototype Classification. Class balance influences error-based editing methods, 
because the objects of minority class can be considered as noisy objects, and then 
deleted by the editing procedure. In this study, the class balance was measured using 
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the Imbalance Ratio (IR), as the ratio between object count of majority class and 
object count of minority class. On the other hand, class overlapping also impacts 
classifier accuracy, increasing the Bayes’s risk. Class overlapping (CO) was measure 
as the ratio of objects having a Nearest Neighbor of different class. Both data 
characteristic are used to decide to apply or not the algorithm, introducing a set of 
simple learning rules (see Fig. 3). To test the efficiency of the proposed rules, fifteen 
databases of the Machine Learning Repository of University of California at Irvine 
[15] were used. The description of used databases is given in Table 1. 

Table 1. Description of the databases used in numerical experiments, and results of the 
proposed rules in predicting the performance of our algorithm. In bold the exception 

Databases 
Attributes  

(Categorical 
-Numerical)  

Obj. 
Missing 
values 

IR CO 
Predicted  

result 
Real  
result 

anneal 29-9 798 x 86.51 0.05 Good Good 
autos 10-16 205 x 23.13 0.25 Bad Bad 
breast-c 9-0 286 x 2.36 0.50 Bad  Good 
car 6-0 1728  18.69 0.75 Bad Bad 
colic 15-7 368 x 1.72 0.22 Good Good 
cylinder 20-20 512 x 1.36 0.23 Bad Bad 
dermat. 1-33 366 x 5.62 0.06 Good Good 
heart-h 7-6 294 x 1.77 0.22 Good Good 
ionosphere 0-34 351  1.78 0.13 Good Good 
labor 6-8 57  1.85 0.14 Good Good 
molecular 58-0 105  1.05 0.24 Good Good 
tae 2-3 151  1.09 0.40 Bad Bad 
trains 29-4 10 x 1.25 0.43 Bad Bad 
vehicle 0-18 946  1.10 0.30 Good Good 
vowel 3-9 990  1.12 0.01 Good Good 

 

 

Fig. 3. Rules to determine the performance of the algorithm 

IR 

CO CO 

Low  High  

Good 

Performance

Bad 

Performance

Good 

Performance

Bad 

Performance 

Low Medium or High High  Low or Medium 
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The IR and CO for every database were calculated, and the rules below were 
applied. Then, the algorithm was run (see Table 1). To apply the rules, it is consider 
IR to be low if IR< 10, and high otherwise. In case of CO, it is considered CO≤0.20, 
medium 0.20<CO≤0.35 and high CO>0.35. These thresholds were obtaining by 
discretizing the values of CO and IR in three intervals (low, medium and high), and 
two intervals (low and high), respectively. It is consider the algorithm to have a good 
performance if the difference in classifier error on testing data is lower than 10%, and 
to have a bad performance otherwise. The results show that the proposed rules are 
able to predict the performance of the prototype selection algorithm accurately, with 
only one exception, the breast-c database. However, on most cases the rules are good 
enough to predict the algorithms performance. Another advantage of the proposed set 
of rules with respect to other validation procedures is that it does not need to apply the 
prototype selection schema into an independent dataset, to predict performance. It is 
only needed to compute the values of Class Overlapping and Imbalance Ratio, and 
then decide if the prototype selection schema will perform good or not. 

4.2 Description of the Experiments 

To compare the performance of the proposed prototype selection algorithm, four 
prototype selection methods were selected. Among them, there are two editing 
methods, MSEditA and MSEditB, proposed in [12] and two condensing methods, the 
Generalized Condensed Nearest Neighbor (GCNN) [16] and CSESupport [17]. To 
compare the results, 10-fold cross validation was used and both classifier error and 
object retention rates were measured. Classifier error (Error) was computed as the 
ratio of misclassified objects, and object retention was calculated as the ratio between 
selected prototypes and the amount of objects in the dataset. The experiment were 
carried out with two dissimilarity functions, HEOM and HVDM proposed in [18]. 

As shown in Table 2, the proposed PS obtains a highly reduced prototype  
set, without a significant drop on classifier accuracy. However, to establish if the 
differences in performance of the proposed PS with respect to the original classifier 
 

Table 2. Results of the new Prototype Selection (PS) schema in databases 
predicted as Good by the proposed rules, with respect to the original classifier 

HEOM Dissimilarity HVDM Dissimilarity 

Databases 
Original  

Error 
PS Error PS Retention 

Original 
Error 

PS Error PS Retention 

anneal 0.0885 0.1685 0.1742 0.1109 0.1856 0.1717 
colic 0.2190 0.2445 0.0764 0.2004 0.2222 0.0385 
dermat. 0.0596 0.0719 0.1913 0.0294 0.0384 0.2040 
heart-h 0.2548 0.2098 0.1837 0.2606 0.1944 0.1663 
ionosphere 0.1783 0.2154 0.1254 0.5000 0.5000 0.7794 
labor 0.1117 0.1683 0.1229 0.2092 0.2583 0.0702 
molecular 0.2260 0.2701 0.0965 0.1096 0.2366 0.1563 
vehicle 0.3132 0.3216 0.1727 0.3017 0.3438 0.1663 
vowel 0.0053 0.0620 0.3057 0.0077 0.0555 0.3070 
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Table 3. p-values of the Wicoxon test comparing PS aginst others, according to classifier error 
and object redcution. In bold significant differences in performance. 

HEOM dissimilarity HVDM dissimilarity 

Our Method vs.  Error 
Object  

retention 
Our Method vs. Error 

Object  
retention 

Original 0.139 0.000 Original 0.066 0.000 
MSEditA 0.575 0.005 MSEditA 0.173 0.005 
MSEditB 0.028 * 0.005 MSEditB 0.241 0.005 
GCNN 0.074 0.005 GCNN 0.066 0.005 
CSESupport 0.721 0.114 CSESupport 0.139 0.044 

 * our method had worse performance. 

and other prototype selection algorithms were significant or not, it was used the 
Wilcoxon test, with a 95% confidence. It was applied the test four times (Error with 
HEOM dissimilarity, Retention with HEOM dissimilarity, Error with HVDM 
dissimilarity and Retention with HVDM dissimilarity). In each case, it was compared 
the performance of the proposed PS with respect to the original classifier and every 
other prototype selection algorithm. Table 3 shows the resulting p-values of the test. 

As shown in Table 3, our proposal does not heavily depend of the dissimilarity 
function used. According to classifier error, the proposal obtains very good results. It 
ties with the original classifier and with all other methods except MSEditB using 
HEOM dissimilarity, having p-values of the Wilcoxon test greater than 0.05. In 
addition, it obtains the best results according to object reduction, being significantly 
better than every other method, except CSESupport with HEOM dissimilarity (p-
values lower than 0.05). It is important to mention that the proposed method 
maintains the classifier accuracy using only a very reduced prototype set. The above 
results show that the Nearest Neighborhood Rough Set and Compact Set prototype 
selection algorithm leads to an edited set with high accuracy and also with much less 
objects than the original training set. The proposed approach also allows handling 
imbalanced datasets, but with lower class overlapping. It also handles balanced data 
with highly or medium class overlapping. However, to effectively deal with highly 
imbalanced and overlapped dataset, it is needed to explore other characteristics of 
Rough Sets, such as the limit region of the decision. 

5 Conclusions 

Nearest Prototype Classification offers several advantages to Nearest Neighbor 
classifiers. However, dealing with mixed data is still a challenge for prototype selection 
algorithms. In this article it is introduced a novel technique to Nearest Prototype 
Classification, and it is given a set of rules to a priori determine the performance of the 
proposed algorithm. It is based on the newly introduced Nearest Neighbor Rough Sets, 
and it combines error-based editing and condensation. Numerical experiments show the 
prototype selection algorithm maintains classifier accuracy, using only a reduced 
prototype set. 
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Abstract. In this paper, we present a prototype selection technique for
imbalanced data, Fuzzy Rough Imbalanced Prototype Selection (FRIPS),
to improve the quality of the artificial instances generated by the Syn-
thetic Minority Over-sampling TEchnique (SMOTE). Using fuzzy rough
set theory, the noise level of each instance is measured, and instances
for which the noise level exceeds a certain threshold level are deleted.
The threshold is determined using a wrapper approach that evaluates
the training Area Under the Curve of candidate subsets. This proposal
aims to clean noisy data before applying SMOTE, such that SMOTE
can generate high quality artificial data.

Experiments on artificial data show that FRIPS in combination with
SMOTE outperforms state-of-the-art methods, and that it particularly
performs well in the presence of noise.

Keywords: SMOTE, imbalanced classification, AUC, fuzzy rough set
theory.

1 Introduction

Imbalanced classification has become an important field in data mining. In con-
trast to traditional classification, it deals with datasets where one or more classes
are under-represented. In this paper we consider the two-class case where one
class (the majority or negative class) is over-represented and the other class (the
minority or positive class) is under-represented. The Imbalance Ratio (IR, the
size of the majority class divided by the size of the minority class) characterizes
the imbalance of the datasets: a dataset with IR 1 is perfectly balanced, while
datasets with a higher IR are more imbalanced.

Standard data mining techniques might not always work well for the imbal-
anced problem, as their results are often biased towards the majority class. One
cause for this is that data mining techniques are often based on global quantities
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like classification accuracy. Instead of classification accuracy, one may use the
Receiver Operating Characteristic (ROC) curve. It plots the ratio of correctly
classified minority instances against the ratio of correctly classified majority in-
stances. As a result, the Area Under the ROC Curve (AUC, [2]) can be used
to evaluate data mining techniques for imbalanced data. It reflects the trade-off
between correctly classified minority and majority instances.

Many techniques have been developed for imbalanced data, both on the clas-
sifier level and on the data level. In this work we focus on the data level, i.e.,
on preprocessing techniques that transform datasets such that they are better
suited for the imbalanced classification task. More specifically, we focus on the
Synthetic Minority Over-sampling TEchnique (SMOTE, [4]) that forms new mi-
nority instances by interpolation to balance the dataset.

As SMOTE is sometimes too forceful in adding new minority instances, some
improvements on the technique have been studied. E.g., Borderline-SMOTE [11]
only re-samples border instances, while SMOTE with Tomek links and SMOTE-
ENN [1] apply data cleaning after re-sampling the minority instances.

In this paper, we present another improvement of SMOTE that cleans the
data before applying SMOTE, that is, we try to remove noisy instances from
the data, such that the quality of the instances introduced by SMOTE is better.
As there is no reason to assume that only the majority instances can be noisy,
we both remove minority and majority instances.

We proceed as follows: for each instance, we calculate its noise level using
a measure based on fuzzy rough set theory [7]. Next, we remove all instances
that have a noise level higher than a certain threshold, which is determined by
a wrapper procedure that evaluates different thresholds based on the training
AUC of the resulting subsets of instances. After this data preprocessing, we
finally apply SMOTE.We call this technique Fuzzy Rough Imbalanced Prototype
Selection (FRIPS) and call it FRIPS-SMOTE when it is applied in combination
with SMOTE.

Note that we use the term prototype selection instead of instance selection.
The reason for this is that our technique is specifically developed to improve the
K Nearest Neighbor (KNN, [5]) classifier. In the KNN context, instance selection
is often called prototype selection [8].

We use KNN because it is a simple classification method that does not impose
assumptions on the data. Due to its local nature it has low bias, more specifically,
the error rate of 1NN asymptotically never exceeds twice the optimal Bayes
error rate We use the 1NN classifier as this classifier is most susceptible to noisy
data.

The remainder of this paper is structured as follows: In Sect. 2.1 we introduce
a noise measure based on fuzzy rough set theory, that is used in the FRIPS
algorithm introduced in Sect. 2.2. In Sect. 3.1 we describe the set-up of the
experimental evaluation. In Sect. 3.2 we present the results of the experimen-
tal evaluation, which show the good performance of FRIPS. We conclude and
suggest future research directions in Sect. 4.
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2 Fuzzy Rough Imbalanced Prototype Selection

2.1 A Noise Measure Based on Fuzzy Rough Set Theory

We consider a decision system (X,A ∪ {d}) that consists of a set of instances
X = {x1, . . . , xn), a set of continuous attributes A = {a1, . . . , am} and a fixed
decision attribute d /∈ A. The value of an attribute a ∈ A for an instance x ∈ X
is denoted by a(x), and we assume that these values are normalized, that is,
a(x) ∈ [0, 1] for all x ∈ X and a ∈ A. The class of each instance is denoted by
d(x) and can take two values: 0 or 1.

In [16], the following measure was introduced, based on fuzzy rough set theory,
to express how noisy an instance x ∈ X is [7]:

∀x ∈ X : α(x) = OWAW
1∑m

i=1 δai(x, y)︸ ︷︷ ︸
y∈{z∈X|d(x) 	=d(z)}

. (1)

In this formula, for each attribute a ∈ A, δa is a distance measure defined as
follows:

∀x, y ∈ X : δa(x, y) = (a(x)− a(y))2. (2)

As we assume that all attributes are normalized, this distance returns a value
between 0 and 1.

The OWAW [18] operator is an aggregation operator that, given a series of
values a1, . . . , ap ∈ R and a weight vector W = 〈w1, . . . , wp〉 that fulfills ∀i ∈
1, . . . , p : wi ∈ [0, 1] and

p∑
i=1

wi = 1, is given by:

OWAW (a1, . . . , ap) =

p∑
i=1

wibi, (3)

where bi = aj if aj is the ith largest value in a1, . . . , ap. That is, the values are
ordered and then a weighted average is applied to these values. In our case, the
weights are defined by:

∀i ∈ 1, . . . , p : wi =
2(p− i+ 1)

p(p+ 1)
. (4)

As these weights are decreasing,OWAW is a softening of the maximum operator,
which can be represented by the weight vector (1, 0, . . . , 0).

Note that the noise value α(x) is proportional to the distance to instances
from other classes. When many instances from other classes are close to x, the
noise value will be high.

2.2 Fuzzy Rough Imbalanced Prototype Selection

The noise measure described in the previous subsection can be used to apply
prototype selection: instances with a low noise value should be retained, while
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instances with high noise values should be removed. The difficulty is now to find
a good threshold for the noise values.

The FRIPS algorithm proceeds as follows: the noise values of all instances
are considered and any of these values is used as threshold. Each threshold
corresponds to a subset of instances, namely those instances that have a noise
value not higher than the threshold. These subsets are evaluated by measuring
their training AUC. The threshold corresponding with the subset of instances
that has the best training AUC is finally selected. In case there is more than one
optimal threshold, the median of all thresholds is chosen.

In Algorithm 1, the procedure that calculates the training AUC is given. As we
use the 1NN algorithm [5] in the experiments as final classifier, we also use this
classification rule in the FRIPS procedure. The confusion matrix C is initialized
in Line 2. Then we classify all instances in X using the leave-one-out procedure:
to classify a training instance x w.r.t. a subset S of all training instances, we
look up the nearest neighbor of x in the entire set S if x is not contained in S,
and in S \ {x} otherwise. For each classified instance we update C and at the
end we calculate the AUC based on C.

The final FRIPS procedure is described in Algorithm 2. In Line 2 and 3, the
candidate noise thresholds are calculated. In Line 4 to 6, the training AUC of
the complete training set is calculated. In order to do that, the nearest neighbors
of all instances need to be calculated. In the loop going from Line 8 to 19, the
candidate thresholds are evaluated. As we evaluate them in decreasing order,
the nearest neighbors do not need to be re-calculated for all instances in each
iteration: only the instances that have neighbors that are removed in Line 9 need
to be re-calculated. As a result, we can keep the running-time of the FRIPS
algorithm under control. In Line 20, the final noise threshold is selected and
the instances that have a noise value lower than or equal to this threshold are
returned in Line 22.

Algorithm 1 trainAUC, procedure to measure the AUC of a subset of instances
using a leave-one-out approach.

1: input: Reduced decision system (S,A ∪ {d}) (S ⊆ X).

2: Initialize confusion matrix C =

(
0 0
0 0

)

3: for x ∈ X do
4: if x ∈ S then
5: Find the nearest neighbor nn of x in S \ {x}
6: C(d(x), d(nn)) ← C(d(x), d(nn)) + 1
7: else
8: Find the nearest neighbor nn of x in S
9: C(d(x), d(nn)) ← C(d(x), d(nn)) + 1
10: end if
11: end for
12: Output AUC based on C.
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Algorithm 2 FRIPS

1: input: Decision system (X,A∪ {d})
2: Calculate α(x1), . . . , α(xn)
3: Remove duplicates and order the α values from step 2: α1 > α2 > . . . > αp

4: opt.alphas ← {∞}
5: Calculate nearest neighbors of all instances
6: auc.opt ← trainAUC(X,A ∪ {d})
7: auc.current ← auc.opt
8: for α = α2, . . . , αp do
9: Remove instances x for which α(x) > α, the resulting set of instances is S
10: if Number of remaining instances > 1 then
11: Recalculate nearest neighbors of instances for which current nearest neighbor

was removed in step 9
12: auc.current ← trainAUC(S,A∪ {d})
13: if auc.current > auc.opt then
14: opt.alphas ← {α}
15: else if auc.current = auc.opt then
16: opt.alphas ← opt.alphas ∪{α}
17: end if
18: end if
19: end for
20: best.alpha = median(opt.alphas)
21: Remove instances x for which α(x) > best.alpha, the resulting set of instances is

S
22: Output (S,A ∪ {d})

3 Experimental Study

In this section we evaluate the performance of our algorithm. In Sect. 3.1 we
present the datasets used for the experimentation and list the algorithms to
which we compare our algorithm. In Sect. 3.2 we present and discuss the obtained
results.

3.1 Experimental Set-Up

We use the datasets that were constructed by Napiera�la et al. in [12]. All datasets
are binary and are randomly and uniformly distributed in a two-dimensional
feature space. The minority class takes three different shapes in the feature space:
the subclus data has 3 rectangles of minority instances, in the clover data the
minority instances form a flower with five elliptic petals, and the paw datasets
have three elliptic subregions of minority instances, of which two subregions are
close to each other. The datasets are constructed with 600 or 800 instances. In
case of 600 instances, the IR is 5, in case of 800 instances, the IR is 7.

To test if FRIPS can handle noise, we use the same data, where the borders
of the subregions in the minority class were disturbed. The Disturbance Ratio
(DR) is 0, 30, 50, 60 and 70 % , where the DR is the ratio of the width of the
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overlapping minority subregion compared to the total width of the subregion. As
a result, there are 30 datasets: there are three shapes, with 600 or 800 instances
and 5 DR levels.

We compare our algorithms to several state-of-the-art approaches. We con-
sider the SMOTE algorithm itself and the following improvements of it:

– SMOTE with data cleaning using Tomek Links (SMOTE-TL [1])
– SMOTE with data cleaning using the Edited Nearest Neighbour technique

(SMOTE-ENN [1])
– Borderline SMOTE, where only border instances are re-sampled (SMOTE-

BL1[11])
– A variation on SMOTE-BL1 where the synthetic instances are closer to the

minority class (SMOTE-BL2[11])
– SMOTE weighting the minority instances according to their safe-level

(SMOTE-SL [3])
– SMOTE with data cleaning using Rough Set Theory (SMOTE-RSB,[13])
– SMOTEwithdatacleaningusingFuzzyRoughSetTheory(SMOTE-FRS, [14])

Furthermore, we also consider the SPIDER [15] algorithm, which removes ma-
jority instances that result in misclassifying instances from the minority class
and over-samples minority instances that are surrounded by majority instances
[15]. The last algorithm we use is SPIDER2: a two-phase version of the SPI-
DER algorithm presented in [12]. In the first phase noisy majority instances are
removed or relabeled, in the second phase noisy minority examples are amplified.

We use a 5 fold cross validation strategy: each dataset is divided in 5 folds,
and the instances of each fold (test data) are classified using the remaining folds
as training data. The training data is preprocessed using the state-of-the-art
techniques, FRIPS and FRIPS-SMOTE, and afterwards the test data is classified
using the 1NN rule applied on the training data. We report the average AUC over
all test folds. All procedures are implemented in the Keel1 software platform.

3.2 Results

In Fig. 1, the average AUC values over all 30 datasets are given for each method.
It can be seen that all preprocessing techniques improve the KNN classification.
The state-of-the-art techniques SMOTE-ENN and SMOTE-TL improve SMOTE
quite well. On the other hand, SMOTE-RSB and SMOTE-FRS, both techniques
that try to improve SMOTE by deleting instances from the dataset processed by
SMOTE, do not improve SMOTE. FRIPS improves SMOTE but is not better
than SMOTE-TL. On the other hand, if we use FRIPS to clean the data before
applying SMOTE, we obtain very good results.

To see if FRIPS-SMOTE significantly outperforms the state-of-the-art results,
we perform the statistical Wilcoxon test [17]. This is a non-parametric pairwise
test that aims to detect signifcant differences between two sample means; that
is, the behavior of the two implicated algorithms in the comparison. For each

1 www.keel.es

www.keel.es
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Fig. 1. Average AUC values over all datasets for each method

Table 1. Observed values of the Wilcoxon test, Friedman test and Holm’s post-hoc
test, comparing FRIPS-SMOTE to state-of-the-art algorithms

Wilcoxon Friedman Holm
FRIPS-SMOTE vs. R+ R- p-value Friedman Ranking p-value

KNN 459.0 6.0 0.000003 10.9 0
SMOTE 400.0 35.0 0.000076 5.2167 0.012532
SMOTE-ENN 386.0 79.0 0.001537 4.6833 0.043861
SMOTE-TL 349.0 116.0 0.015566 3.4 0.361218
SMOTE-SL 459.0 6.0 0.000003 11.0333 0
SMOTE-BL1 432.0 33.0 0.000036 6.4833 0.000143
SMOTE-BL2 424.0 41.0 0.000078 6.8167 0.000032
SPIDER 452.0 13.0 0.000006 8.4833 0
SPIDER2 455.0 10.0 0.000004 7.5833 0.000001
SMOTE-RSB 417.0 48.0 0.000136 5.3167 0.011839
SMOTE-FRS 418.5 46.5 0.00012 5.5333 0.006762
FRIPS-SMOTE - - - 2.55 -

comparison we compute R+, the sum of ranks of the Wilcoxons test in favor
of FRIPS-SMOTE, R−, the sum of ranks in favor of the other methods, and
also the p-value obtained for the comparison. The observed values of the statis-
tics are listed in Table 1. As the p-value is always lower than 0.05, we can con-
clude that FRIPS-SMOTE outperforms all state-of-the-art algorithms at the 5%
significance level.

Besides, we perform a statistical analysis conducted by non-parametric mul-
tiple comparison procedures [6,10,9]. We use Friedman’s procedure to compute
the set of ranks that represent the effectiveness associated with each algorithm.
In addition, we compute the adjusted p-value with Holm’s test. The Fried-
mann rankings are given in Table 1, together with Holm’s adjusted p-values.
FRIPS-SMOTE obtains the highest ranking and outperforms all algorithms ex-
cept SMOTE-TL at the 5% significance level.
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Next, we analyze what the effect of the border disturbance is on the perfor-
mance of FRIPS-SMOTE. Therefore, we compare it to the two best-performing
state-of-the-art algorithms: SMOTE-ENN and SMOTE-TL. In Fig. 2, the re-
sults are depicted for each dataset depending on the border disturbance ratio.
From this, we see that FRIPS-SMOTE performs more or less equally well as
the other algorithms if no border noise is added, but that it performs better if
an intermediate amount of border noise is added. It must also be noted that
all methods are highly susceptible to the border disturbance: there is a drop of
about 10 % AUC.

Fig. 2. Results for each dataset, comparing the results with different border disturbance
ratios
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4 Conclusions and Future Work

In this paper, we have presented a new improvement of the SMOTE over-
sampling technique, FRIPS-SMOTE. It cleans the data before applying SMOTE
by measuring the noise of every instance using fuzzy rough set theory, and se-
lecting a noise threshold using a wrapper approach that evaluates candidate
thresholds w.r.t. the corresponding training AUC.

Experiments on artificial data show that FRIPS-SMOTE outperforms state-
of-the-art methods, and that it particularly performs well if the borders of the
minority classes are disturbed.

In the future we want to take this work a step further by applying further data
cleaning techniques on the dataset preprocessed by FRIPS-SMOTE. Moreover,
we want to experiment with other prototype selection techniques, and we want
to study the impact of FRIPS-SMOTE on real datasets.
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Abstract. Web document clustering (WDC) is an alternative means of search-
ing the web and has become a rewarding research area. Algorithms for WDC 
still present some problems, in particular: inconsistencies in the content and 
description of clusters. The use of evolutionary algorithms is one approach for 
improving results. It uses standard index to evaluate the quality (as a fitness 
function) of different solutions of clustering. Indexes such as Bayesian Informa-
tion Criteria (BIC), Davies-Bouldin, and others show good performance, 
but with much room for improvement. In this paper, a modified BIC fitness 
function for WDC based on evolutionary algorithms is presented. This function 
was discovered using a genetic program (from a reverse engineering view). 
Experiments on datasets based on DMOZ show promising results. 

Keywords: genetic programming, web document clustering, clustering of web 
results, Bayesian information criteria. 

1 Introduction 

In recent years, web document clustering (WDC) -clustering of web results- has be-
come a very interesting research area [1]. Web document clustering systems seek to 
increase the coverage (amount) of documents presented for the user to review, while 
reducing the time spent in reviewing documents [2]. Web document clustering systems 
are called web clustering engines. Among the most prominent are Carrot, SnakeT, 
Yippy, KeySRC and iBoogie [3]. Such systems usually consist of four main compo-
nents: search results acquisition, preprocessing of input, construction and labeling of 
clusters, and visualization of resulting clusters [1]. 

The search results acquisition component begins with a query defined by the us-
er. Based on this query, a document search is conducted in diverse data sources, in 
this case in traditional web search engines such as Google, Yahoo! and Bing. In 
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general, web clustering engines work as meta search engines and collect between 50 
to 200 results from traditional search engines. These results contain, as a minimum, a 
URL, a snippet and a title [1]. 

The preprocessing of search results comes next. This component converts each of 
the search results into a sequence of words, phrases, strings or general attributes or 
characteristics, which are then used by the clustering algorithm. There are a number 
of tasks performed on the search results, including: removal of special characters and 
accents, conversion of the string to lowercase, removal of stop words, stemming of 
the words and the control of terms or concepts allowed by a vocabulary [1]. 

Once preprocessing is finished, cluster construction and labeling is begun. This 
stage makes use of three types of algorithm [1]: data-centric, description-aware and 
description-centric. Each of these builds clusters of documents and assigns a label to 
the groups. Data-centric algorithms are the algorithms traditionally used for data clus-
tering (partitional, hierarchical, density-based, etc.) [1, 4-10]. Description-aware algo-
rithms put more emphasis on one specific feature of the clustering process. For exam-
ple, they might put a priority on the quality of the labeling of groups and as such 
achieve results that are more easily interpreted by the user. An example of this type of 
algorithm is Suffix Tree Clustering (STC) [8]. Description-centric algorithms, mean-
while [1, 7, 11-15] are designed specifically for WDC, seeking a balance between  
the quality of clusters and the description (labeling) of clusters. An example of such 
algorithms is Lingo [11]. 

Finally, in the visualization step, the system displays the results to the user in fold-
ers organized hierarchically. Each folder seeks to have a label or title that represents 
well the documents it contains and that is easily identified by the user. As such, the 
user simply scans the folders that are actually related to their specific needs. The pres-
entation folder tree has been adopted by various systems such as Carrot2, Yippy, Sna-
keT, and KeySRC, because the folder metaphor is already familiar to computer users, 
but there are others visualization schemes [1]. 

The two predominant problems with existing web clustering algorithms are incon-
sistencies in cluster content and in cluster description [1]. The first problem refers to 
the content of a cluster that does not always correspond to the label. Also, that naviga-
tion through the cluster hierarchies does not necessarily lead to more specific results. 
The second problem refers to the need for more expressive descriptions of the clusters 
(cluster labels are confusing). 

Lately, evolutionary algorithms have been used to solve web clustering problems 
[16-18]. Bayesian Information Criteria (BIC) and Davies-Bouldin (DB) index have 
been used as a fitness function, but results can be improved upon. This is the main 
motivation of the present work, in which a new fitness function for web clustering 
evolutionary algorithms is put forward. This new function, obtained using a genetic 
program, is based on BIC, but it incorporates the average distance between centroids 
of the clustering solution and in preliminary experiments indeed shows better results. 

The remainder of the paper is organized as follows. Section 2 presents related 
work. Section 3 presents the genetic program and the fitness function for the web 
clustering evolutionary algorithms obtained. Section 4 shows the experimental results 
on DMOZ and AMBIENT datasets using the obtained fitness function; in this section 
results are also compared with BIC. Finally, some concluding remarks and sugges-
tions for future work are presented. 
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2 Related Work 

In general, clustering algorithms can be classified into [19]: hierarchical, partitional, 
density-based, grid-based, and model-based algorithms, among others. The algorithms 
most commonly used for WDC have been the hierarchical and the partitional [4]. The 
hierarchical algorithms generate a dendogram or a tree of groups. This tree starts from 
a similarity measure, among which are: single link, complete link and average link. In 
relation to WDC, the hierarchical algorithm that brings the best results in accuracy is 
called UPGMA (Unweighted Pair-Group Method using Arithmetic averages) [5]. 

In partitional clustering, the most representative algorithms are: k-means, k-
medoids, and Expectation Maximization. The k-means algorithm is the most popular 
because it is easy to implement and its time complexity is O(n), where n is the number 
of patterns or records, but it has serious disadvantages: it is sensitive to outliers, it is 
sensitive to the selection of the initial centroids, it requires prior definition of the 
number of clusters, and the obtained clusters are only hyper spherical in shape [8]. 
Bisecting k-means [4, 7] algorithm (2000) combines the strengths of the hierarchical 
and partitional methods reporting better results concerning the accuracy and the effi-
ciency of the UPGMA and the k-means algorithms. 

The first algorithm to take the approach based on frequent phrases shared by doc-
uments in the collection was put forward in 1998 and called Suffix Tree Clustering 
(STC) [7, 8]. Later in 2001, the SHOC (Semantic, Hierarchical, Online Clustering) 
algorithm was introduced [12]. SHOC improves STC and is based on LSI and fre-
quent phrases. Next in 2003, the Lingo algorithm [11, 20] was devised. This algo-
rithm is used by the Carrot2 web searcher and it is based on complete phrases and LSI 
with Singular Value Decomposition (SVD). NMF (also in 2003) is another example 
of these algorithms. It is based on the non-negative matrix factorization of the term-
document matrix of the given document corpus [21]. This algorithm surpasses the LSI 
and the spectral clustering methods in document clustering accuracy but does not care 
about cluster labels. Another approach was proposed by the Pairwise Constraints 
guided Non-negative Matrix Factorization (PCNMF) algorithm [22] in 2007. This 
algorithm transforms the document clustering problem from an un-supervised prob-
lem to a semi-supervised problem using must-link and cannot-link relations between 
documents. In 2007, the Dynamic SVD clustering (DSC) [14] algorithm was made 
available. This algorithm uses SVD and minimum spanning tree (MST). This algo-
rithm has better performance than Lingo. In 2009, KeySRC was put forward [23]. 
KeySRC was built on top of STC with part-of-speech pruning and dynamic selection 
of the cut-off level of the clustering dendrogram. It outperforms STC, Lingo, Credo, 
and EP (Essential Pages). Finally, in 2010, a new algorithm for web clustering algo-
rithm based on Word Sense Induction was proposed [24]. This algorithm outperforms 
STC, Lingo and KeySRC but it is computationally costly. 

In relation to a frequent word sets model for WDC, in 2002, FTC (Frequent 
Term-Based Text Clustering) and HFTC (Hierarchical Frequent Term-Based Text 
Clustering) algorithms became available [15]. These algorithms use combinations of 
frequent words (association rules approach) shared in the documents to measure their 
proximity in the text clustering process. Then in 2003, FIHC (Frequent Item set-based 



182 C. Cobos et al. 

Hierarchical Clustering) was introduced [13], which measures the cohesion of a clus-
ter using frequent word sets, so that the documents in the same cluster share more of 
the frequent word sets than those in other groups. These algorithms provide accuracy 
similar to that reported for Bisection k-means, with the advantage that they assign 
descriptive labels to associate clusters. 

Looking at partitional clustering from an evolutionary approach: in 2007, three hy-
bridization methods between the Harmony Search (HS) [25] and the k-means algo-
rithms [26] were compared. These were: sequential hybridization method, interleaved 
hybridization method and the hybridization of k-means as a step of HS. As a general 
result, the last method was the best choice of the three. Later, in 2008 [9, 25, 27], 
based on the Markov Chains theory the researchers demonstrated that the last algo-
rithm converges to the global optimum. Next, in 2009, a Self-Organized Genetic [28] 
algorithm was devised for text clustering based on the WordNet ontology. In this 
algorithm, a modified LSI model was also presented, which appropriately gathers the 
associated semantic similarities. This algorithm outperforms the standard genetic 
algorithm [29] and the k-means algorithm for WDC in similar environments. In 2010, 
two new algorithms were put forward. The first one, called IGBHSK [18] was based 
on global-best harmony search, k-means and frequent term sets. The second one, 
called WDC-NMA [17] was based on memetic algorithms with niching techniques. 
These two researches outperform obtained results with Lingo (Carrot2) over few data-
sets. Finally, in 2011 a memetic algorithm based on roulette wheel selection, 2 point 
crossover and replace the worst was proposed. It was designed from a hyper heuristic 
approach and its fitness function is based on BIC expressed by formula (1). 

 

  (1) 

Where n is the total number of documents, k is the number of clusters,  

SSE is the sum of squared error expressed by formula (4). 

3 The Genetic Program and the New Fitness Function 

The genetic program used to generate the new fitness function uses a gene representa-
tion based on tree of expressions, one and two-point crossover of two parents, three 
kinds of mutation approaches, rank selection to generate new generation, and random 
re-initialization when premature convergence is detected. The fitness function of the 
genetic program is based on maximizing the F-measure (commonly used in informa-
tion retrieval and classification tasks) extracted from a table of multiple solutions of k-
means for several web clustering problems, including the “ideal” solution.  

In order to evaluate the F-measure (weighted formulas used by Weka [30]) given a 
collection of clusters { , , … } with respect to a collection of ideal clusters 
{ , , … }, these steps are followed: (a) find for each ideal cluster  a distinct 
cluster  that best approximates it in the collection being evaluated, and evaluate , , , , and ,  as defined by (2), (b) Calculate the weighted 
F-measure (F) based on (3). 
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, | | , , | | , , 2 , ,, ,  

 
(2) 

Where C is a cluster of documents and  is an ideal cluster of documents where ∑ , , ∑, , and  ∑  
     (3) 

Table 1 shows the table that the genetic program seeks to optimize (maximize the 
average F-measure in all problems). A total of 50 web clustering problems based on 
DMOZ datasets was used. For each problem, a total of 630 solutions was created 
using k-means (30 with 2 clusters, 30 with 3 clusters, and so on until 30 with 22 clus-
ters). For each solution, several values were registered, namely: n (number of docu-
ments), k (number of clusters), SSE (standard sum of squared error based on formula 
(4)), weighted SSE (WSSE based on formula (5)), minimum distance between centro-
ids (MNDBC expressed by formula (6)), average distance between centroids (ADBC 
expressed by formula (7)), maximum distance between centroids (MXDBC expressed 
by formula (8)), and F-measure (calculated based on current solution and ideal solu-
tion). An additional row for each problem was included; the “ideal” solution with all 
previously mentioned attributes. 

  , 1 , (4) 

Where Pi,j is 1 if the document xi belongs to cluster j and 0 if otherwise, and cj is the 
centroid of the cluster j.  , 1 ,  

 

     (5) 

Where |Cj| is the number of documents in cluster j. MNDBC  ,.. , ,.. ,  

 
(6)  ,  1 ,  

 ADBC 2 1  1 ,1
1
1  (7) 

 MXDBC  ,.. , ,.. ,   , 1 ,  
(8) 

The genetic program seeks to maximize the formula (9) and it can be summarized 
by Fig. 1. 
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Table 1. Dataset to optimize (maximize F-measure) based on attributes. There are 50 problems 
(P) and 631 solutions (S) for each problem. 

P S N K SSE WSSE MNDBC ADBC MXDBC F-measure

1 

1 121 2 71.09 36.98 0.89 0.89 0.89 57.93 
2 121 2 71.84 36.04 0.83 0.83 0.83 56.66 
…         

630 121 22 31.26 2.17 0.54 0.94 0.54 48.75 
ideal 121 4 56.50 17.60 0.91 0.96 0.91 100.00 

…          

50

1 132 2 89.65 70.83 0.93 0.93 0.93 9.48 
2 132 2 90.92 73.90 0.85 0.85 0.85 10.86 
…         

630 132 22 37.24 2.27 0.63 0.97 0.63 54.03 
ideal 132 10 50.69 5.19 0.77 0.96 0.77 100.0 

  ∑ ,
 ,  |       

Where P is the total number of problems, pi is the problem i, exp is the 
expression in genetic chromosome, Fmeasure is the value of F-measure in 
Table 1, and S is the list of 631 solutions for each problem. SelectFBest is 
a function that applies the current expression on chromosome to each 
solution (S), selects the solution with the minimum value for the expres-
sion and returns the F-measure for that solution. 
 

(9) 

 
01 Initialize algorithm parameters. 
02 Randomly initialize population, which encode expressions as a Tree. 
03 Calculate fitness value for each solution in population using (9). 
04 For Generation = 1 to MNG 
05  For I = 1 to PS step by 2 
06   Select chromosome I as parent1 from current population. 
07   Select chromosome I+1 as parent2 from current population. 
08   Generate two intermediate offspring based on parent1 and 

parent2 using one or two point crossover and include them 
in population. 

09   Calculate fitness value for offspring using (9). 
10  Next For 
11  Apply mutation using usual gene mutation, transposition of in-

sertion sequence (IS) elements or root transposition, calculate 
fitness value for each new solution, and include new solutions 
in current population. 

12  Select PS solutions from current population to the new genera-
tion using Rank selection. 

13  If Premature Convergence then Re-initialize population keeping 
best solution and calculate fitness value for each chromosome 
in population using (9). 

14 Next For 
15 Select and return best chromosome. 

Fig. 1. Pseudo-code for the genetic program 

Initialize Algorithm Parameters: in this research, the optimization problem lies in 
maximizing the FF function expressed by (9). The algorithm needs the following 
parameters: Population Size (PS), Mutation Rate (MR), and Maximum Number of 
Generations (MNG) to stop the algorithm execution. 
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Representation and Initialization: each solution has an expression and the objective 
function value. The expression is a tree of different arguments ($0 for n, $1 for k, $2 
for SSE, $3 for WSSE…) and functions (+, -, *, /, and ln for natural logarithmic). 

Crossover: with 50% of probability a one point crossover is executed, otherwise a 
two point crossover is executed. In a one point crossover, if the length of the parent’s 
chromosomes is the same, a random point in the first expression is defined, so that the 
offspring are the results of swapping parts of chromosomes at that point. In a two 
point crossover, two different points are randomly generated based on the parent’s 
chromosomes, so that the offspring are the results of swapping the content of parents 
at those points. 

Mutation: A low probability of mutation (MR) is applied to solutions in population. 
If a solution is selected to mutate, one of three different options can be used, namely: 
usual gene mutation, transposition of IS elements, or root transposition. In usual gene 
mutation a position in the tree (expression) is randomly selected and changed for 
another, also randomly generated (arguments are changed for other arguments and 
functions are changed for other functions). Transposition of IS elements is done by 
copying a randomly selected region of genes into the head of the chromosome (into a 
randomly selected position). The first gene of the chromosome's head is not affected – 
it cannot be selected as target point. Root transposition is achieved by inserting a new 
chromosome root and shifting the existing one. The method first of all randomly se-
lects a function gene in the chromosome's head. The starting point of the sequence to 
be put into chromosome's head is found. It then randomly selects the length of the 
sequence making sure that the entire sequence is located within the head. Once the 
starting point and the length of the sequence are known, it is copied into the head of 
the chromosome, shifting elements already existing. 

The genetic algorithm was executed and several expressions obtained an average 
F-measure of 90%. Several expressions included the relation between SSE and ADBC 
involved in a natural logarithmic function. With this information, an adaptation of 
BIC called Balanced BIC was proposed. The Balanced BIC is expressed by (10). 

  

Where n is the total number of documents, k is the number of clusters, 
SSE is the sum of squared error expressed by formula (4), and ADBC is 
the average distance between centroids expressed by formula (7) 

 (10) 

4 Experimentation 

Fifty (50) datasets based on The Open Directory Project (or DMOZ available online 
at http://www.unicauca.edu.co/~ccobos/wdc/wdc.htm) and forty four (44) datasets of 
AMBIENT (AMBIguous ENTries available online at http://credo.fub.it/ambient) 
were used to evaluate the obtained function. Precision and F-measure (the harmonic 
means of precision and recall) [9] were used to evaluate the quality of solution using 
weighted formulas from Weka [30]. Finally, the memetic algorithm obtained in [16] 
was used to compare BIC and Balanced BIC. Results are shown in Table 2. 
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Table 2. Precision (P) and F-measure (F) obtained at different number of generations (G) using 
BIC and Balanced BIC. In addition, the number of clusters (k) is shown when the ideal average 
value is 7,9 for AMBIENT and 6 for DMOZ. Detailed results can not be shown due to 
restrictions in the length of the paper. 

Average on AMBIENT datasets Average on DMOZ datasets 

BIC Balanced BIC BIC Balanced BIC 

G k P F K P F G k P F k P F 

100 5,6 65,95 53,39 6,1 68,11 55,17 18 7,9 79,91 70,48 8,4 81,05 71,08 

105 5,7 66,09 53,39 6,2 68,32 55,36 19 8,0 80,32 70,68 8,5 81,5 71,24 

110 5,7 66,30 53,44 6,2 68,50 55,35 20 8,1 80,73 70,86 8,5 81,88 71,45 

115 5,7 66,43 53,41 6,2 68,73 55,40 25 8,3 82,51 71,73 8,8 83,82 72,7 

120 5,8 66,61 53,47 6,3 68,96 55,45 30 8,5 83,88 72,48 9 85,48 73,49 

 
In general, balanced BIC obtained better values of precision and F-measure than 

BIC over all generations, but balanced BIC assigned a greater value of k (number of 
groups) than BIC fitness function. Better values of Precision and F-measure in the 
early generations of memetic algorithm helped the algorithm to find better solutions 
in less time (an important consideration in WDC). A multi-objective genetic program 
can be used to optimize F-measure and the number of clusters [31]. Balanced BIC 
improve BIC with 95% of confidence based on Wilcoxon non-parametric statistical 
hypothesis test [32] over individual results on AMBIENT and DMOZ dataset at same 
number of generation.  

5 Conclusions and Future Work 

Genetic programming was used to define a new fitness function for evolutionary 
WDC algorithms. This new function, called Balanced BIC, presents better results than 
BIC over 50 datasets based on DMOZ using a specific evolutionary algorithm. A 
reverse engineering approach was used to transform the web document clustering 
problem into an optimization problem seeking an expression that maximizes 
F-measure. The goal can be changed, for example, so that it maximizes precision, 
recall or accuracy; this would depend on the problem in hand. 

As future work, the authors plan to test the Balanced BIC function on a variety of 
datasets including ODP-239 (available online at http://credo.fub.it/odp239) and 
MORESQUE (available online at http://lcl.uniroma1.it/moresque). 

Some improvements to the genetic program are planned, e.g. use of other cluster-
ing attributes (SSE by individual clusters, average distance from centroids to general 
center) in the data set; inclusion of different index (such as BIC and DB) as initial 
solution in the genetic program; inclusion of more functions in the program such as 
Exponential and Log10; and design of a new multi-objective program based on 
NSGA-II to optimize F-measure and the number of clusters at the same time. 
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Abstract. Machine learning research relies to a large extent on exper-
imental observations. The evaluation of classifiers is often carried out
by empirical comparison with classifiers generated by different learning
algorithms, allowing the identification of the best algorithm for the prob-
lem at hand. Nevertheless, previously to this evaluation, it is important
to state if the classifiers have truly learned the domain class concepts,
which can be done by comparing the classifiers’ predictive measures with
the ones from the baseline classifiers. A baseline classifier is the one con-
structed by a näıve learning algorithm which only uses the class distri-
bution of the dataset. However, finding näıve classifiers in multi-label
learning is not as straightforward as in single-label learning. This work
proposes a simple way to find baseline multi-label classifiers. Three spe-
cific and one general näıve multi-label classifiers are proposed to esti-
mate the baseline values for multi-label predictive evaluation measures.
Experimental results show the suitability of our proposal in revealing the
learning power of multi-label learning algorithms.

Keywords: machine learning, multi-label classification, baseline
classifiers.

1 Introduction

In single-label learning, each example in the dataset is associated with only one
class, which can assume several values. The task is called binary classification if
there are only two possible class values (Yes/No), and multi-class classification
when the number of class values is greater than two [1]. In contrast to single-
label learning,multi-label learning enables an example to belong to several classes
simultaneously. The main difference between multi-label learning and single-label
learning is that classes in multi-label learning are often correlated [3], while the
class values in single-label learning are mutually exclusive. Multi-label learning
has received much attention from the machine learning community due to the
increasing number of new applications where examples are annotated with more
than one class [2, 5–7].
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Machine learning research relies to a large extent on experimental observa-
tions. Whenever a new learning algorithm is proposed, its performance is com-
pared to existing algorithms. To this end, it is usual to execute the algorithms on
several selected datasets from different domains, and the quality of the resulting
classifiers are evaluated using appropriate predictive measures. The final step
consists of statistically verifying the hypothesis of improved performance of the
new algorithm [4].

In any case, as a first step it is important to previously compare any new al-
gorithm with the results obtained by a classifier constructed by a näıve learning
algorithm, which can be used as a baseline from which the baseline of predictive
measures can be calculated. Any new learning algorithm must be able to con-
struct a classifier with better predictive performance measures than the näıve
classifier. In single-label learning, this classifier is the one constructed by only
looking at the class values, i.e., the attributes that describe the examples in the
dataset are not seen by the näıve learning algorithm. Having only this infor-
mation, and due to the fact that the classification of a new instance has only
two possible outcomes, correct or incorrect, the best it can do is to construct a
classifier which always classifies a new instance with the majority class.

However, unlike single-label classification, multi-label classification should also
take into account partially correct classification. As the predictive measures of
multi-label classifiers highlight different aspects of partially correct classifica-
tions, the task is not as straightforward as for single-label classifiers, due to the
fact that a näıve multi-label classifier which maximizes/minimizes one multi-
label measure does not necessarily maximize/minimize the others.

This work proposes a simple way to find the näıve multi-label classifiers which
focus on maximizing/minimizing one multi-label predictive measure at a time,
and from it the baseline of the specific predictive measure can be calculated, as
well as a way to find only one näıve multi-label classifier which can be used as
a baseline for all the predictive measures. Similar to single-label, the multi-label
näıve learning algorithms which construct these classifiers should only access the
dataset multi-labels. To the best of our knowledge, this simple idea of construct-
ing näıve multi-label classifiers to be used as a baseline for multi-label learning
has not been previously considered by the community.

Our proposal is illustrated by three multi-label predictive measures frequently
used to evaluate multi-label classifiers, which are used in a set of experiments
on benchmark datasets. The rest of this work is organized as follows: Section 2
briefly presents multi-label learning and the predictive measures used in this
work. Section 3 describes our proposal, which is evaluated in Sect. 4. The con-
clusions and future work are presented in Sect. 5.

2 Multi-label Classification and Evaluation Measures

Let D be a training set composed of N examples Ei = (xi, Yi), i = 1..N .
Each example Ei is associated with a feature vector xi = (xi1, xi2, . . . , xiM )
described by M features Xj , j = 1..M , and a subset of labels Yi ⊆ L, where
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L = {y1, y2, . . . yq} is the set of q labels. Table 1 shows this representation. In
this scenario, the multi-label classification task consists of generating a classifier
H , which given an unseen instance E = (x, ?), is capable of accurately predicting
its subset of labels Y , i.e., H(E) → Y .

Table 1. Multi-label data

X1 X2 . . . XM Y

E1 x11 x12 . . . x1M Y1

E2 x21 x22 . . . x2M Y2

.

.

.
.
.
.

.

.

.
. . .

.

.

.
.
.
.

EN xN1 xN2 . . . xNM YN

Multi-label learning methods can be organized into two main categories: al-
gorithm adaptation and problem transformation [8]. The first one consists of
methods which extend specific learning algorithms in order to handle multi-label
data directly. The second category is algorithm independent, allowing the use
of any state of the art single-label learning algorithm to carry out multi-label
learning. It consists of methods which transform the multi-label classification
problem into either several binary classification problems, such as the Binary
Relevance (BR) approach, or one multi-class classification problem, such as the
Label Powerset (LP ) approach. Both approaches are used in this work and are
described next.

The BR approach decomposes the multi-label learning task into q indepen-
dent binary classification problems, one for each label in L. To this end, the
multi-label dataset D is first decomposed into q binary datasets Dyj , j = 1..q
which are used to construct q independent binary classifiers. In each binary
classification problem, examples associated with the corresponding label are re-
garded as positive and the other examples are regarded as negative. Finally, to
classify a new multi-label instance BR outputs the aggregation of the labels pos-
itively predicted by the q independent binary classifiers. As BR scales linearly
with size q of the label set L, it is appropriate for not a very large q. However,
it experiences the deficiency in which correlation among the labels is not taken
into account.

The LP approach transforms the multi-label learning task into a multi-class
learning task. To this end, LP considers every unique combination of labels in a
multi-label dataset as one class value of the correspondent multi-class dataset.
In other words, each Ei = (xi, Yi), i = 1..N , is transformed into Ei = (xi, li)
where li is the atomic label representing a distinct label subset. Considering this,
unlike BR, LP takes into account correlation among the labels. However, as the
number of class values of the correspondent multi-class dataset is given by the
number of distinct label subsets in D, the main drawback of this approach is
that some class values in the multi-class dataset may be associated with a very
small number of instances, making the multi-class dataset highly imbalanced.

The performance of multi-label classifiers can be evaluated using several dif-
ferent measures. Some of these measures are adaptations from the single-label
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classification problem, while others were specifically defined for multi-label tasks.
Unlike single-label classification where the classification of a new instance has
only two possible outcomes, correct or incorrect, multi-label classification should
also take into account partially correct classification. A complete discussion on
the performance measures for multi-label classification tasks is out of the scope
of this paper, and can be found in [8]. In what follows, we briefly describe the pre-
dictive measures used in this work to illustrate our proposal in order to evaluate
how well a multi-label classifier H constructed using a training set D predicts the
actual set of labels for each instance. The measures are Hamming-Loss, Subset-
Accuracy and F-Measure, defined by Equations 1, 2 and 3, respectively, where Δ
represents the symmetric difference between two sets, Yi is the set of true labels
and Zi is the set of predicted labels, I(true) = 1 and I(false) = 0.

Hamming-Loss(H,D) =
1

N

N∑
i=1

|YiΔZi|
|L| (1)

Subset-Accuracy(H,D) =
1

N

N∑
i=1

I(Zi = Yi) (2)

F -Measure(H,D) =
1

N

N∑
i=1

2|Yi ∩ Zi|
|Zi|+ |Yi| (3)

All these performance measures have values in the interval [0..1]. For Hamming-
Loss, the smaller the value, the better the multi-label classifier performance is,
while for the other measures, greater values indicate better performance.

3 Proposed Multi-label Baselines

Unlike single-label learning where the most näıve classifier used as the base-
line is the one that always predicts the majority class by simply consider-
ing that the classification of a new instance has only two possible outcomes,
in multi-label learning the predictive measures consider different aspects of
partially correct classification. In other words, a näıve multi-label classifier
which maximizes/minimizes one multi-label measure does not necessarily max-
imize/minimize the other measures. To this end, we propose a simple way to
find the näıve multi-label classifiers which focus on maximizing/minimizing one
predictive measure at a time, and from it the baseline of the specific predictive
measure is calculated. We also propose a way to find a unique näıve multi-label
classifier which can be used as a baseline for all the predictive measures. In both
cases, similarly to single-label learning, the näıve classifiers are determined by
only analyzing the dataset multi-labels, i.e., the attributes that describe the
examples are not considered.

The näıve multi-label classifiers which maximize/minimize one multi-label
predictive measure at a time are explained next.

Hamming-Loss, defined by Equation 1, is the percentage of correct labels not
predicted and incorrect labels which are predicted. Thus, we need to find the
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multi-label Z that minimizes Equation 1. As N and |L| are constants, this can

be done by minimizing
∑N

i=1 |YiΔZ|, where

|YiΔZ| =
|L|∑
j=1

I(yij �= zj) (4)

and yij denotes the value of label yj in the multi-label Yi of example Ei, i.e.
positive if yj ∈ Yi, negative otherwise. To minimize Hamming-Loss, for each
multi-label Yi we need to maximize the possibility that yj ∈ Z, such that I(yij =
zj) = 0. Thus, all labels with a frequency > 50% should be included in Z. The
näıve classifier which minimizes Hamming-Loss will be called Hamming-LossB.

Subset-Accuracy, defined by Equation 2, is a very strict evaluation measure
as it requires the exact match of the predicted and the true multi-label to max-
imize its value, i.e. I(Z = Yi) = 1. It is easy to see that by choosing Z as
the most frequent multi-label in the dataset, the Subset-Accuracy measure is
maximized. The näıve classifier which maximizes Subset-Accuracy will be called
Subset-AccuracyB.

To illustrate, consider the dataset in Table 2(a). Table 2(b) shows the frequency
of each distinct multi-label in the dataset and Table 2(c) the label frequencies.

Table 2. Multi-label and label distribution in dataset D with L = {y1, y2, y3, y4}

(a) Dataset D

Y

E1 Y1 = {y1, y3}
E2 Y2 = {y1, y2}
E3 Y3 = {y1, y3}
E4 Y4 = {y2}
E5 Y5 = {y1, y2, y4}

(b) Multi-labels frequency

Y frequency(Yi)

{y1, y3} 2/5
{y1, y2} 1/5
{y2} 1/5

{y1, y2, y4} 1/5

(c) Labels frequency

yj frequency(yj)

y1 4/5
y2 3/5
y3 2/5
y4 1/5

The multi-label Z which minimizes Hamming-Loss is Z = {y1, y2} since the
frequency of each of these labels is > 50%, and the one which maximizes Subset-
Accuracy is Z = {y1, y3} which is the most frequent multi-label in D.

F-Measure, defined by Equation 3, is commonly used in information retrieval
and frequently used to assess the overall performance of classifiers. It is often de-
scribed as the harmonic mean of the Precision and Recall multi-label measures,
which are defined by Equations 5 and 6 respectively.

Precision(H,D) =
1

N

N∑
i=1

|Yi ∩ Zi|
|Zi| (5) Recall(H,D) =

1

N

N∑
i=1

|Yi ∩ Zi|
|Yi| (6)

Precision computes the percentage of predicted labels that are relevant, while
Recall computes the percentage of relevant labels that are predicted. As can be
observed, maximizing Recall by itself is straightforward, since Z = L maximizes∑N

i=1 |Yi ∩ Z|. However, finding a Z which maximizes Precision is not straight-
forward, as |Z| would be in the denominator. To this end, a procedure similar
to the one explained next for F-Measure should be used.
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To maximize F-Measure, we need to find the multi-label Z which maximizes

Equation 3. This can be done by maximizing
∑N

i=1
2|Yi∩Z|
|Z|+|Yi| , where Z should

maximize |Yi∩Z| but with few labels since |Z| is in the denominator. Algorithm 1
finds this Z.

Algorithm 1: Finds multi-label Z which maximizes F -Measure
1 V ← List of labels in L ordered by frequency
2 D ← Dataset
3 max ← 0
4 Z ← Zm ← ∅
5 for i ← 1 to q do
6 Zm ← Zm ∪ {Vi}
7 P ← F -Measure(Zm , D)
8 if max < P then
9 max ← P

10 Z ← Zm

11 Return Z

For the toy dataset in Table 2(a), the multi-label which maximizes F-Measure
is Z = {y1, y2}. The näıve classifier which maximizes F-Measure will be called
F-MeasureB.

Taking this into account, either directly or by algorithms similar to Al-
gorithm 1, it is possible to find the näıve multi-label classifier to maxi-
mize/minimize a specific measure, from which we can find the baseline for that
measure. However, the other measures are not necessarily maximized/minimized.

Considering this disadvantage, it would be appropriate to look for a unique
näıve multi-label classifier which, although does not necessarily maximizes/mini-
mizes each predictive measure, it can be used as a global baseline for all predictive
measures. Let us call this classifier GeneralB.

The rationale behind GeneralB consists of building a ranking of the single-
labels in L according to their relative frequencies, and including the top most
frequent single-labels in Z. Assuming the most frequent single-labels are in higher
positions, as shown in Table 2(c), let σ be the number of the top single-labels
to be included in Z. We are then left with the problem of how to find σ such
that Z is representative, i.e., with a reasonable number of single-labels and at
the same time avoiding to be too strict (including too few single-labels) or too
flexible (including too many single-labels). Since we are interested in finding Z
that best represents the multi-label distribution in the dataset, we could use
the label cardinality, which represents the average size of the multi-labels in the
dataset, defined by Equation 8, to find the value of σ. In this work, we define σ
as [CR(D)], where [x] is the closest integer value of x.

To illustrate, the value of σ for the dataset in Table 2(a) is given by Equation 7.
Thus, the multi-label Z predicted by GeneralB is Z = {y1, y2}.

σ = [CR(D)] = [
2 + 2 + 2 + 1 + 3

5
] = [2] = 2 (7)

Using the specific näıve classifiers Hamming-LossB, Subset-AccuracyB and
F-MeasureB or the global näıve classifier GeneralB, baselines for multi-label
predictive measures can be calculated. These baselines should provide further
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information about other classifiers’ learning power. In fact, the performance of
the classifier generated by a multi-label learning algorithm should be better than
the performance of näıve classifiers. Next, we show a set of experiments carried
out using benchmark datasets.

4 Experiments and Results

The proposed näıve classifiers were implemented using Mulan1, a package of
Java classes for multi-label classification based on Weka2. The multi-label trans-
formation approaches BR and LP were used to generate the other classifiers,
whose predictive measures were compared with the correspondent baselines. All
the reported results were obtained using 5× 2 paired folds cross-validation.

4.1 Datasets and Setup

The experiments were carried out using eight multi-label datasets from four
different domains obtained from the Mulan’s repository. Table 3 shows, for each
dataset, the domain (Domain); the number of examples (N); the number of
features (M); the number of labels (|L|); the Label Cardinality (CR), which is
the average number of single-labels associated with each example (Equation 8);
the Label Density (DE), which is the normalized cardinality (Equation 9); and
the number of Distinct Combinations (Dis) of labels.

Table 3. Description of the datasets used in the experiments

Dataset Domain N M |L| CR(D) DE(D) Dis

bibtex text 7395 1836 159 2.402 0.015 2856
corel5k images 5000 499 374 3.522 0.009 3175
emotions music 593 72 6 1.869 0.311 27
enron text 1702 1001 53 3.378 0.064 753
medical text 978 1449 45 1.245 0.028 94
scene images 2407 294 6 1.074 0.179 15
tmc2007-500 text 28596 500 22 2.158 0.098 1341
yeast biology 2417 103 14 4.237 0.303 198

CR(D) =
1

N

N∑
i=1

|Yi| (8) DE(D) =
1

N

N∑
i=1

|Yi|
|L| (9)

The specific versions of the BR and LP approaches used in this work are the
ones available in Mulan. For each of these approaches, we used two different
base learning algorithms: Näıve Bayes (nb) and the Support Vector Machines
algorithm smo, both implemented in the Weka tool-kit and executed with default
parameters.

1 http://mulan.sourceforge.net
2 http://www.cs.waikato.ac.nz/ml/weka/

http://mulan.sourceforge.net
http://www.cs.waikato.ac.nz/ml/weka/


196 J. Metz et al.

4.2 Results and Discussion

Table 4 shows the results obtained for each classifier and their correspondent
baselines, i.e., specific and general. Light gray cells represent cases where the
multi-label classifier underperforms the specific baseline, whilst dark gray cells
show cases for which the classifier underperforms both the specific and the gen-
eral baselines.

Table 4. Classifiers’ predictive measures and baselines

Dataset Classifiers Baselines

Hamming-Loss
BR (smo) LP (smo) BR (nb) LP (nb) Hamming-LossB GeneralB

bibtex 0.02 0.02 0.06 0.02 0.02 0.03
corel5k 0.01 0.02 0.01 0.02 0.01 0.01
emotions 0.20 0.21 0.26 0.23 0.31 0.33
enron 0.06 0.06 0.19 0.06 0.06 0.07
medical 0.01 0.01 0.03 0.03 0.03 0.04
scene 0.11 0.10 0.24 0.14 0.18 0.27
tmc2007-500 0.06 0.05 0.11 0.06 0.09 0.11
yeast 0.20 0.21 0.30 0.24 0.23 0.26

Subset-Accuracy
BR (smo) LP (smo) BR (nb) LP (nb) Subset-AccuracyB GeneralB

bibtex 0.15 0.21 0.07 0.15 0.06 0.00
corel5k 0.01 0.04 0.00 0.02 0.01 0.00
emotions 0.27 0.34 0.20 0.28 0.14 0.07
enron 0.11 0.16 0.00 0.14 0.10 0.00
medical 0.64 0.67 0.17 0.32 0.16 0.16
scene 0.51 0.68 0.17 0.54 0.17 0.17
tmc2007-500 0.31 0.42 0.15 0.33 0.09 0.05
yeast 0.14 0.25 0.10 0.20 0.10 0.05

F-Measure
BR (smo) LP (smo) BR (nb) LP (nb) F-MeasureB GeneralB

bibtex 0.38 0.37 0.28 0.22 0.10 0.10
corel5k 0.13 0.16 0.18 0.11 0.20 0.18
emotions 0.58 0.65 0.62 0.60 0.46 0.30
enron 0.50 0.51 0.33 0.42 0.46 0.42
medical 0.75 0.77 0.26 0.41 0.24 0.23
scene 0.61 0.73 0.56 0.63 0.30 0.20
tmc2007-500 0.69 0.72 0.61 0.68 0.45 0.43
yeast 0.61 0.62 0.54 0.57 0.58 0.55

It is possible to observe that the base learning algorithm used in the BR and LP
approacheshaveastrong influenceonthe learningprocess.Bothapproachespresent
weakperformancewhenusingnbas the base learning algorithm,while significantly
better results are achieved when using smo, especially for the BR approach.

Concerning Hamming-Loss , it is possible to observe that not only the BR (nb)
classifier presents very poor performance comparing with the baselines, but also
the other classifiers were incapable of outperforming the Hamming-LossB and
GeneralB baselines for most datasets. More specifically, 56.25% of the classifiers
show Hamming-Loss values below the specific Hamming-LossB baseline, while
25% are below the GeneralB baseline. Therefore, for only 43.75% of the exper-
iments the multi-label algorithms were capable of outperforming the two näıve
baseline (Hamming-LossB and GeneralB).
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Regarding Subset-Accuracy, the BR (nb) algorithm underperforms both base-
lines for three out of eight datasets, and for the yeast dataset this combination
is only better than the GeneralB baseline. When using smo as the base learn-
ing algorithm, both the BR and LP approaches show higher Subset-Accuracy
values, outperforming the baselines in 15 out of 16 cases. Nevertheless, al-
though the baseline values for Subset-Accuracy are quite low, only for some
datasets the multi-label classifiers achieve a significant improvement over the
baselines, for example medical and scene datasets. Concerning all datasets and
the Subset-Accuracy measure, the weakest performance is observed for BR (nb)
with the datasets corel5k and enron, resulting in zero Subset-Accuracy value.
This weak performance might be related to the high values of CR(D), |L|
and Dis. Summing up, 15.62% of the cases are below the specific baseline
Subset-AccuracyB, while 9.37% are also below the GeneralB baseline. It is worth
noticing that the Subset-Accuracy measure requires a perfect match between the
true and predicted multi-label. Therefore, partially correct classifications are not
accounted for by Subset-Accuracy.

Similar results are observed when considering F-Measure, since for some
datasets the classifiers could not perform better than the baselines. Precisely, the
F-Measure of 25% of the experiments are below the specific F-MeasureB baseline,
while 21.87% are also below the GeneralB baseline for F-Measure. These weak
performances happen with datasets corel5k , enron and yeast , mainly when nb
is used as the base learning algorithm. The only exception is for dataset corel5k ,
for which the F-Measure is below the specific and general baselines in all exper-
iments. Positive results are also observed in this scenario, since 75.00% of the
results are above the baseline values for F-Measure, indicating that, although it
is hard to predict the exact multi-label, it is possible to predict a subset of the
true multi-label associated to each instance. These partially correct classifica-
tions represent the learning capability of the multi-label classifiers, which can be
estimated as the difference between the baseline and the respective F-Measure
value obtained from the classifier prediction.

Recall that Hamming-LossB, Subset-AccuracyB and F-MeasureB were tai-
lored to find the Z which minimizes/maximizes one specific measure. Accord-
ingly, it is expected that they present better values for the specific measure they
are based on, while sacrificing the others. On the other hand, GeneralB was
tailored to allow a global analysis of the classifier, finding a Z to estimate the
baseline for all predictive measures.

Table 5 gives an insight into the behaviour of the proposed baselines. It shows,
for each predictive measure considered in this work, the average ranking among
the baselines in all datasets. Observe that in all cases the specific baseline is

Table 5. Average ranking of the baseline methods over all datasets

Subset-AccuracyB Hamming-LossB F-MeasureB GeneralB
Subset-Accuracy 1 3 4 2
Hamming-Loss 3 1 4 2
F-Measure 3 4 1 2
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ranked first for the corresponding measure and is at a lower rank for the other
measures, while GeneralB is always ranked second.

5 Conclusions

This work proposes a simple way of constructing näıve multi-label algorithms
to find baselines for multi-label predictive measures, which should be used as
a first step to evaluate already proposed, as well as new multi-label learning
algorithms. These baselines allow us to reveal the learning power of any multi-
label algorithm, which must be able to construct a classifier whose predictive
measures are better than at least the baselines provided by GeneralB. As future
work, we plan to carry out a thorough literature review to search for experimental
evaluations of multi-label learning algorithms in benchmark datasets in order to
classify these published results taking into account the baselines proposed in this
work.
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Research Council FAPESP.

References

1. Alpaydin, E.: Introduction to Machine Learning. MITP (2004)
2. Cherman, E.A., Metz, J., Monard, M.C.: Incorporating Label Dependency into the

Binary Relevance Framework for Multi-Label Classification. Expert Systems with
Applications 39(2), 1647–1655 (2012)

3. Dembczynski, K., Waegeman, W., Cheng, W., Hüllermeier, E.: On Label Depen-
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Abstract. The steady growth and popularization of the Web increases the
competition between the websites and creates opportunities for profit in several
segments. Thus, there is a great interest in keeping the website in a good position
in search results. The problem is that many websites use techniques to circum-
vent the search engines which deteriorates the search results and exposes users to
dangerous content. Given this scenario, this paper presents a performance eval-
uation of different models of artificial neural networks to automatically classify
web spam. We have conducted an empirical experiment using a well-known, large
and public web spam database. The results indicate that the evaluated approaches
outperform the state-of-the-art web spam filters.

Keywords: web spam, spam classifier, artificial neural network, pattern
recognition.

1 Introduction

Nowadays, the volume of information in the Web is explosively increasing. As a conse-
quence, search engines have become important tools to help users find desired informa-
tion. Then, the higher the relevance of a page, the greater the chance that page appears
in search results and is clicked. This, combined with the current competitive business
gives birth several malicious methods that try to circumvent the search engines by ma-
nipulating the relevance of web pages to increase the return of investment [1]. Such a
technique is known as web spamming which can be composed by content spam and
link spam. According to Araujo and Martins-Romo [2], content spam is a technique
that alters the logical view that a search engine has over the page contents, for instance,
by inserting invisible popular keywords that have no connection with the actual content
of the page. On the other hand, link spam consists of the creation of a link structure
to increases the relevance of pages in search engines that rank the importance of pages
using the relation of the amount of links pointing to it.

Web spam is undesirable because in addition to deteriorate the search results, still can
expose users to malicious content that installs malwares on their computers and can steal
sensitive information, as passwords, financial information, or web-banking credentials.

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 199–209, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Recent estimates suggest that at least 1.3% of all search queries of the Google search
engine contain results that link to malicious pages [3].

Given this scenario, there is a common sense that it is very necessary to put forward
efficient techniques to automatically detect web spam. Previous studies focus only on
the analysis of the relation of web links [4, 5], the web pages content [6, 7], or both
[8–10]. In this paper, we evaluate the combination of different models of artificial neu-
ral networks with these three strategies to automatically detect samples of web spam.
We have conducted an empirical experiment using a well-known, large, and public web
spam database and the reported results indicate that the evaluated approaches outper-
form currently established web spam filters.

This paper is organized as follows: Sect. 2 presents related work regarding web spam
detection. Sect. 3 introduces the basic background of the evaluated artificial neural
networks. The experiment protocol and main results are presented in Sect. 4. Finally,
Sect. 5 offers the main conclusions and guidelines for future work.

2 Related Work

Castilho et al. [10] a web spam detection system that combines link-based features and
content-based features. In addition, they use the web graph topology by exploiting the
link structure among hosts and proposed features that were used in several other relevant
works and in important events, such as the Web Spam Challenge Track I and II.

Svore et al. [11] present a method for detecting web spam that use content-based
features and the rank-time. The experiments were performed using SVM classifier with
linear kernel using the rank-time features into query-independent and query-dependent.
The results indicate that the first method performs better than the second one.

Noi et al. [12] present a method based on a combination of graph neural network
model and probability mapping graph self organizing maps. The two models are
organized into a layered architecture, consisting of a mixture of unsupervised and su-
pervised learning methods. The found results indicate that the proposed approach was
comparable with established methods at that time.

Shengen et al. [1] propose to derive new features for web spam detection, using
genetic programming, from existing link-based features and use them as the inputs to
support vector machine and genetic programming classifiers. According to the authors,
the classifiers that use the new features achieve better results compared with the features
provided in the original database.

Largillier and Peyronnet [13] consider that spammers use web pages with specific
dedicated structure around a given target page, to increase its PageRank. The authors
propose a technique for identification of web spam which deals with spam links, ana-
lyzing the frequency language associated with random walks amongst those dedicated
structures. The results indicate that the proposed technique is efficient since it was able
to identify spam using a few simple patterns.

3 Artificial Neural Network

Artificial neural network (ANN) is a parallel and distributed method made up of sim-
ple processing units called neurons, which has computational capacity of learning and
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generalization. In this system, the knowledge is acquired through a process called train-
ing or learning that is stored in strength of connections between neurons, called synaptic
weights [14].

A basic model of ANN has the following components: a set of synapses, an integra-
tor, an activation function, and a bias. So, there are different models of ANN depending
on the choice of each component [14].

In the following, we briefly present each model we have evaluated in this work.

3.1 Multilayer Perceptron Neural Network

A multilayer perceptron neural network (MLP) is a perceptron-type network that has
a set of sensory units composed by an input layer, one or more intermediate (hidden)
layers, and an output layer of neurons [14]. By default, MLP is a supervised learn-
ing method that uses the backpropagation algorithm which can be summarized in two
stages: forward and backward [15].

In the forward stage, the signal propagates through the network, layer by layer, as

follows: ul
j(n) =

ml−1∑
i=0

wl
ji(n)y

l−1
i (n), where l = 0, 1, 2, ..., L are the indexes of net-

work layers. So, l = 0 represents the input layer and l = L represents the output layer.
On the other hand, yl−1

i (n) is the output function relating to the neuron i in the previous
layer, l − 1, wl

ji(n) is the synaptic weight of neuron j in layer l and ml corresponds to

the number of neurons in layer l. For i = 0, yl−1
0 (n) = +1 and wl

j0(n) represent the
bias applied to neuron j in layer l [14].

The output of neuron j in layer l is given by ylj(n) = ϕj(u
l
j(n)), where ϕj is the

activation function of j. Then, the error can be calculated by elj(n) = ylj(n) − d(n),
where d(n) is the desired output for an input pattern x(n).

In backward stage, the derivation of the backpropagation algorithm is performed
starting from the output layer, as follows: δLj (n) = ϕ′

j(u
L
j (n))e

L
j (n), where ϕ′

j is the

derivative of the activation function. For l = L,L − 1, ..., 2, is calculated: δl−1
j (n) =

ϕ′
j(u

l−1
j (n))

ml∑
i=1

wl
ji(n) ∗ δlj(n), for j = 0, 1, ...,ml − 1.

Consult Haykin [14] and Bishop [15] for more information.

Levenberg-Marquardt Algorithm. The Levenberg-Marquardt algorithm is usually
employed to optimize and accelerate the convergence of the backpropagation algo-
rithm [15]. It is considered a second order method because it uses information about
the second derivative of the error function.

Considering that the error function is given by mean square error (MSE), the equation
used by Gauss-Newton method to update the network weights and to minimize the value
of MSE is Wi+1 = W1 −H−1∇f(W ).

The gradient ∇f(W ) can be represented by ∇f(W ) = JT e and the Hessian matrix
can be calculated by ∇2f(W ) = JT J + S, where J is a Jacobian matrix and S =
n∑

i=1

ei∇2ei. It can be conclude that S is a small value when compared to the product

of the Jacobian matrix, so the Hessian matrix can be represented by ∇2f(W ) ≈ JTJ .
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Therefore, updating the weights in Gauss-Newton method can be done by Wi+1 =
W1 − (JT J)−1JT e.

One limitation of the Gauss-Newton method is that a simplified Hessian matrix
can not be reversed. Thus, the Levenberg-Marquardt algorithm updates the weights by
Wi+1 = Wi − (JT J + μI)−1JT e, where I is the identity matrix and μ a parameter
that makes the Hessian a positive definite matrix.

More details can be found in Bishop [15] and Hagan and Menhaj [16].

3.2 Kohonen’s Self-Organizing Map

The Kohonen’s self-organizing map (SOM) is based on unsupervised competitive learn-
ing. Its main purpose is to transform an input pattern of arbitrary dimension in a one-
dimensional or two-dimensional map in a topologically ordered fashion [14, 17].

The training algorithm for a SOM can be summarized in two stages: competition and
cooperation [14, 17].

In the competition stage, a random input pattern (xj ) is chosen, the similarity be-
tween this pattern and all the neurons of the network is calculated by the Euclidean
distance id = arg min

∀i
‖xj − wi‖ where i = 1, ...k, and the index of the neuron with

lowest distance is selected.
In cooperation stage, the synaptic weights wid that connect the winner neuron in the

input pattern xi is updated. The weights of neurons neighboring the winner neuron are
also updated by wi(t + 1) = wi(t) + α(t)h(t)(xi − wi(t)), where t is the number of
training iterations,wi(t+1) is the new weight vector,wi(t) is the current weight vector,
α is the learning rate, h(t) is the neighborhood function and xi is the input pattern.

The neighborhood function h(t) is equal to 1 when the winner neuron is updated.
This is because it determines the topological neighborhood around the winning neu-
ron, defined by the neighborhood radius σ. The amplitude of this neighborhood func-
tion monotonically decreases as the lateral distance between the neighboring neuron
and the winner neuron increases. There are several ways to calculate this neighbor-
hood function, and one of the most common is the Gaussian function, defined by

hji(t) = exp
( −d2

ji

2σ2(t)

)
, where dji is the lateral distance between winner neuron i and

neuron j. The parameter σ(t) defines the neighborhood radius and should be some
monotonic function that decreases over the time. So, the exponential decay function
σ(t) = σ0 exp

(− t
τ

)
can be used, where σ0 is the initial value of σ, t is the current

iteration number and τ is a time constant of the SOM, defined by τ = 1000
log σ0

The competition and cooperation stages are carried out for all the input patterns.
Then, the neighborhood radius σ and learning rate α are updated. This parameter should
decrease with time and can be calculated by α(t) = α0 exp

(− t
τ

)
, whereα0 is the initial

value of α, t is the current iteration number and τ is a time constant of the SOM which
can be calculated as presented in the cooperation stage.

3.3 Learning Vector Quantization

The learning vector quantization (LVQ) is a supervised learning technique that aims
to improve the quality of the classifier decision regions, by adjusting the feature map
through the use of information about the classes [14].
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According to Kohonen [17], the SOM can be used to initialize the feature map by
defining the set of weight vectors wij . The next step is to assign labels to neurons. This
assignment can be made by majority vote, in other words, each neuron receives the class
label in that it is more activated.

After this initial step, the LVQ algorithm can be employed. Although, the training
process is similar to the SOM one, it does not use neighborly relations. Therefore, it is
checked if the class of the winner neuron is equal to the class of the input vector x, and
it is updated as follows:

wid(t+ 1) =

{
wid(t) + α(t)(xi − wid(t)), equal class
wid(t)− α(t)(xi − wid(t)), different class

where α is the learning rate, id is the index of the winner neuron and t is the current
iteration number.

3.4 Radial Basis Function Neural Network

A radial basis function neural network (RBF), in its most basic form, has three layers.
The first one is the input layer which has sensory units connecting the network to its en-
vironment. The second layer is hidden and composed by a set of neurons that use radial
basis functions to group the input patterns in clusters. The third layer is the output one,
which is linear and provides a network response to the activation function applied to the
input layer [14]. The activation function most common for the RBFs is the Gaussian,

defined by h(x) = exp
(
− (x−c)2

r2

)
, where x is the input vector, c is the center point

and r is the width of the function.
The procedure for training a RBF is performed in two stages. In the first one, the

parameters of the basic functions related to the hidden layer are determined through
some method of unsupervised training, as K-means.

In the second training phase, the weights of the output layer are adjusted, which
corresponds to solve a linear problem [15]. According to Bishop [15], considering an

input vector x = [x1, x2, ..., xn], the network output is calculated by yk =
m∑
j=1

wkjhj ,

where x = [wk1, wk2, ..., xkm] are the weights, h = [h1, h2, ..., hm] are the radial basis
functions, calculated by a function of radial basis activation.

After calculating the outputs, the weights should be updated. A formal solution to
calculate the weights is given by w = h†d, where h is the matrix of basis functions, h†

represents the pseudo-inverse of h and d is a vector with the desired responses [15].
Consult Haykin [14], Bishop [15] and Orr [18] for more information.

4 Experiment and Results

To give credibility to the found results and in order to make the experiments repro-
ducible, all the tests were performed with the public and well-known WEBSPAM-
UK2006 collection1. It is composed by 77.9 million web pages hosted in 11,000 hosts

1 Yahoo! Research: “Web Spam Collections”. Available at http://barcelona.
research.yahoo.net/webspam/datasets/

http://barcelona.research.yahoo.net/webspam/datasets/
http://barcelona.research.yahoo.net/webspam/datasets/
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in the UK domains. It is important to note that this corpus was used in Web Spam Chal-
lenge2 I and II, that are the most known competitions of web spam detection techniques.

In our experiment, we have followed the same competition guidelines. In this way,
we have used three sets of 8,487 feature vectors employed to discriminate the hosts as
spam or ham. Each set is composed by 6,509 hosts labeled as ham and 1,978 labeled
as spam. The organizers provided three sets of features: the first one composed by 96
content-based features [10], the second one composed by 41 link-based features [19]
and the third one composed by 138 transformed link-based features [10], which are the
simple combination or logarithm operation of the link-based features.

4.1 Protocol

We evaluated the following well-known artificial neural networks (ANNs) algorithms
to automatically detect web spam: multilayer perceptron (MLP) trained with the gra-
dient descent (MLP-GD) and Levenberg-Marquardt (MLP-LM) methods, Kohonen’s
self-organizing map (SOM) with learning vector quantization (LVQ) and radial basis
function neural network (RBF).

We have implemented all the MLPs with a single hidden layer and with one neuron
in the output layer. In addition, we have employed a linear activation function for the
neuron of output layer and an hyperbolic tangent activation function for the neurons of
the intermediate layer. We have initialized the weights and biases with random values
between [−1, 1] and normalized the data to this interval by x = 2 ∗ x−xmin

xmax−xmin
− 1,

where x is the array with all the feature vectors and xmin and xmax are, respectively,
the smallest and largest value in the array x. Also, we have performed such data nor-
malization for SOMs with LVQ and RBFs.

Regarding the parameters, in all simulations, we have employed the following stop-
ping criteria: maximum number of iterations be greater than a threshold θ, the mean
square error (MSE) of the training set be smaller than a threshold γ or when the MSE
of the validation set increases (checked every 10 iterations).

The parameters used for each ANN model were chosen empirically, by trial-and-
error method, and are presented in Table 1

Table 1. Parameters of the neural networks

Parameter MLP-GD MLP-LM RBF SOM + LVQ
θ 10,000 500 - 2,000
γ 0.001 0.001 - 0.01

step learning α 0.005 0.001 - -
Number of neurons in the hidden layer 100 50 10 120

Neighborhood function - - - One-dimensional
Initial neighborhood radius σ - - - 4

Note that, as Table 1 presents, for the simulations using the RBFs, we have not em-
ployed any stopping criteria because the training method is not iterative, as pointed out
in Sect. 3.

2 Web Spam Challenge: http://webspam.lip6.fr/

http://webspam.lip6.fr/
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To address the algorithms performance, we used a random sub-sampling validation,
which is also known as Monte Carlo cross-validation [20]. Such method provides more
freedom to define the size of training and testing subsets. Unlike the traditional k-fold
cross-validation, the random sub-sampling validation allows to do as many repetitions
were desired, using any percentage of data for training and testing. In this way, we
divided each simulation in 10 tests and calculated the arithmetic mean and standard
deviation of the following well-known measures: accuracy rate (Acc%), spam recall
rate (Rcl%), specificity (Spc%), spam precision rate (Pcs%), and F-measure (FM) [21].
In each test, we have randomly selected 80% of the samples of each class to be presented
to the algorithms in the training stage and the remaining ones were separated for testing.

4.2 Results

In this section, we report the main results of our evaluation. Table 2 presents the perfor-
mance achieved by each ANN using each set of feature vectors. Bold values indicate the
highest score acquired by each ANN and values preceded by the symbol “*” indicate
the highest score in each performance measure.

Table 2. Results achieved by each evaluated neural network for WEBSPAM-UK2006 dataset

Content Links Trans. Links Content+Links

MLP trained with the gradient descent method
Mean Mean Mean Mean

Acc 86.2±1.2 86.4±1.3 88.3±0.9 *89.3±0.7
Rcl 57.0±4.6 61.6±3.1 75.2±2.2 74.2±3.2
Spc 95.0±0.4 93.9±0.9 92.1±1.4 94.0±0.9
Pcs 77.5±2.7 75.3±2.9 73.9±3.1 79.5±2.5
FM 0.656±0.039 0.677±0.026 0.745±0.014 0.767±0.016

MLP trained with the Levemberg-Marquardt method
Acc 88.6±1.4 88.1±1.6 80.0±0.8 92.1±0.6
Rcl 69.3±4.2 70.8±6.6 74.9±3.9 *81.7±2.0
Spc 94.2±1.2 93.0±0.7 93.1±0.4 95.3±0.2
Pcs 77.6±4.6 74.1±3.7 76.1±2.1 *84.4±1.9
FM 0.731±0.032 0.723±0.049 0.754±0.27 *0.830±0.008

RBF
Acc 79.7±0.6 76.7±0.4 81.7±0.9 76.8±0.3
Rcl 26.7±2.8 4.8±1.3 38.9±3.9 5.5±1.4
Spc 95.8±0.7 *98.6±0.3 94.8±0.06 98.4±0.4
Pcs 65.8±3.3 50.3±7.9 69.3±2.5 50.4±5.2
FM 0.379±0.030 0.087±0.024 0.497±3.5 0.098±0.024

SOM + LVQ
Acc 80.6±0.8 77.3±0.9 85.1±1.5 78.2±0.4
Rcl 29.2±2.6 15.4±3.6 62.7±5.6 17.5±1.3
Spc 96.3±0.6 96.0±1.2 91.9±0.5 96.6±0.5
Pcs 70.4±4.0 54.4±7.4 69.9±2.6 61.3±3.5
FM 0.412±0.030 0.238±0.046 0.660±0.042 0.272±0.018
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According to the results, it is clear that the MLP trained with Levenberg-Marquardt
method achieved the best performance. On the other hand, the SOM and RBF accom-
plished poor results. Note that, although the best set of results was acquired when all the
features were used (content-based and link-based features), in average, the transformed
link-based features offered a more balanced classification if we take into account all the
classifiers performance.

If we compare the algorithms performance achieved by each set of features, we
can note that, in general, the best results were achieved by MLPs using the combina-
tion of content-based and link-based features. However, for RBF and SOM, the results
achieved by using these set of features were much inferior than those one achieved by
using transformed link-based features. On the other hand, if we compare only the re-
sults achieved by the ANNs using the content-based with the link-based features, we
can see that, in general, the networks acquired better performances when content-based
features were employed.

It is important to note that the results shown in Table 2 also indicate that, in general,
the ANNs have more successful to identify ham hosts than spam ones (specificity rate
higher than spam recall rate). Thus, we suspected that the low capacity of spam recog-
nition was due to the fact that the data is unbalanced. Consequently, the large difference
between the number of ham samples and spam used for training the ANNs could cause
the classifier biased in class with larger number of samples. So, we decided to use the
same number of data in the two classes in the training stage. In this way, in each of the
ten tests for each simulation, 1,978 samples of each class were randomly selected to be
exposed to the classifiers and new simulations were performed keeping the proportion
of 80% of the samples of each class for training and 20% for testing. Table 3 presents
the classification results.

The results in Table 3 indicate that the ANNs trained with the same number of sam-
ples in each class improved the performance of all classifiers. If we compare these
results with the ones presented in Table 2, we can see that the F-measure was higher
in almost all the simulations, except in the simulation with SOM using the link-based
features and combination of the link-based features with content-based features. Note
that, with this new configuration, the MLP with gradient descent method achieved the
best performance.

Again, we observed that the MLPs are more efficient when the combination of
content-based and link-based features is used. However, for RBF and SOM, the best
results were again achieved when transformed link-based features were employed.

To show that the evaluated ANNs are really competitive, in Table 4 we present a
comparison between the best results achieved by the evaluated methods and the top
performance techniques available in the literature. To offer a fair evaluation, we have
implemented all the compared approaches and tested them by using the same dataset
with unbalanced classes, features and protocol employed in our ANNs. We set exactly
the same parameters as described in the papers or, otherwise, we kept the default values.
In resume, we have implemented the bagging of decision trees [6, 10] and boosting
of decision trees [6] using the WEKA library and the linear support vector machines
(SVM) [11] using the LIBSVM library. For the genetic programming [1], we just report
the same results available in the paper since the authors adopted the same dataset and
protocol we have used.
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Table 3. Results achieved by each evaluated neural network for WEBSPAM-UK2006 dataset
using balanced classes in the training stage

Content Links Trans. Links Content+Links

MLP trained with the gradient descent method
Mean Mean Mean Mean

Acc 84.7±1.6 83.9±1.9 87.4±1.6 *89.1±1.4
Rcl 82.9±2.0 90.2±2.6 89.6±2.2 *92.6±2.4
Spc 86.4±2.4 77.9±3.0 85.2±1.1 85.6±2.0
Pcs 86.1±2.4 80.0±2.9 85.9±2.0 86.7±2.1
FM 0.845±0.015 0.848±0.019 0.877±0.019 *0.895±0.013

MLP trained with the Levemberg-Marquardt method
Acc 87.6±1.5 86.4±1.7 86.3±2.7 88.4±2.1
Rcl 86.5±2.0 92.1±3.8 87.5±4.0 91.9±3.5
Spc 88.8±1.9 81.1±2.6 85.2±3.6 85.0±3.3
Pcs *89.1±2.4 82.3±2.6 85.8±3.3 85.6±2.7
FM 0.877±0.017 0.868±0.019 0.866±0.027 0.886±0.021

RBF
Acc 63.6±1.3 65.9±3.5 75.7±1.8 66.7±0.8
Rcl 45.6±1.9 79.5±2.6 75.2±4.3 72.3±2.3
Spc 81.6±1.5 52.2±8.7 76.1±5.6 61.1±3.3
Pcs 71.3±2.1 62.7±3.8 76.2±3.2 65.1±1.3
FM 0.556±0.016 0.700±0.019 0.755±0.018 0.684±0.007

SOM+LVQ
Acc 66.9±0.7 77.2±0.5 86.0±0.4 78.1±0.6
Rcl 59.7±5.9 11.6±1.9 64.7±2.9 16.6±1.6
Spc 74.2±5.5 *97.1±0.5 92.5±0.09 96.7±0.9
Pcs 70.1±2.9 54.9±4.8 72.3±1.8 61.4±6.3
FM 0.642±0.026 0.191±0.028 0.683±0.013 0.260±0.021

Table 4. Comparison between the results achieved by the evaluated neural networks and the top
performance classifiers available in the literature

Classifiers Pcs Rcl FM

Best results available in the literature
Castilho et al. [10], Ntoulas et al. [6] - content 81.5 68.0 0.741
Svore et al. [11] - content 55.5 86.5 0.677
Ntoulas et al. [6] - content 78.2 68.2 0.728
Shengen et al. [1] - links 69.8 76.3 0.726
Shengen et al. [1] - transformed links 76.5 81.4 0.789

Best results achieved by the neural networks
MLP + Levenberg - content+links 79.5 74.2 0.767
MLP + Gradient - content+links 84.4 81.7 0.830

MLP + Levenberg - content+links (balanced classes) 85.6 91.9 0.886
MLP + Gradient - content+links (balanced classes) 86.7 92.6 0.895
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The comparison indicates that the MLPs are very suitable to deal with the prob-
lem. Note that, both the MLP trained with gradient descent as the MLP trained with
the Levemberg-Marquardt method achieved the highest performances. Their results are
comparable with the top-performance methods such as bagging [6, 10] and boosting
algorithm [6]. However, taking into account the spam precision and recall rates it is
clear that the MLP trained with the gradient descent method using the complete set of
features outperformed all the compared approaches.

5 Conclusions and Future Work

In this paper, we have presented a performance evaluation of different models of arti-
ficial neural networks used to automatically classify real samples of web spam using
content-based features, link-based features, the combination of both and transformed
link-based features.

The results indicate that, in general, the multilayer perceptron neural network trained
with the gradient descent and Levenberg-Marquardt methods are the best evaluated
models, especially when the combination of the link-based and content-based features
are employed. Both methods outperformed established techniques available in the
literature such as decision trees [10], SVM [11] and genetic programming [1].

Furthermore, since the data we used in our experiment is unbalanced, the results
also indicate that all the evaluated techniques are superior when trained with the same
amount of samples of each class. It is because the models tend to be biased to the benefit
of the class with the largest amount of samples.

Overall, we have also concluded that Kohonen’s self-organizing map and radial basis
function neural network were inferior than the multilayer perceptron neural networks
in all the simulations independent on the chosen set of features.

Actually, we are working to propose new set of features and new possible combina-
tions in order to enhance the classifiers prediction.
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Universidad Católica San Pablo
UCSP - Arequipa, Perú
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Abstract. Over the last years, the interest in preserving digitally
ancient documents has increased resulting in databases with a huge
amount of image data. Most of these documents are not transcribed and
thus querying operations are limited to basic searching. We propose a
novel approach for transcribing historical documents and present results
of our initial experiments. Our method divides a text-line image into
frames and constructs a graph using the framed image. Then Dijkstra
algorithm is applied to find the line transcription. Experiments show a
character accuracy of 79.3%.

Keywords: handwriting recognition, graph theory, support vector
machines, shortest path algorithms.

1 Introduction

In the last decade, word wide libraries have invested a great amount of effort in
digitalizing handwritten historical documents and in storing them in different
image formats. Although paleography experts, historians and other researchers
can query these image databases, such queries are mostly restricted to author,
title, year of publication or subject. These restrictions are due to the fact that the
great majority of document images are not transcribed into a textual electronic
format, and consequently, users cannot carry out queries based on the content
of the document images.

Even though considerable progress has been made in generic handwriting
recognition technology over the last decades[2, 5–7, 12], the transcription of
handwritten historical documents remained mostly unexplored. But as the in-
terest in document digitization projects oriented to publish such information
increased, the necessity of more specialized queries became imperative.

Querying words contained in historical collections was initially carried out
by Manmatha et al. [13–15], who proposed a word spotting method based on
Dynamic Type Warping and clustering techniques. Using these techniques, Man-
matha et al. were able to create a word index, on which queries were performed.
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Other non-training methods to retrieve word images were presented by Leydier
et al. [9–11]. Even though content-based queries can be done using these methods
their purpose was not to transcribe documents.

Pioneer work on transcribing ancient documents was made by Toselli et al. [20]
and Romero-Gómez et al. [18, 19]. Roughly speaking, a transcription system is
two-fold: on the one hand, it has a core based on a handwritten text recog-
nition (HTR) model; and on the other hand, it has a post-editing module by
means of which a transcription expert corrects the mistakes made by handwrit-
ten text recognition system. In this context, Toselli et al. [20] and Romero-Gómez
et al. [18, 19] proposed an approach in which a HTR system (based on Hidden
Markov Models) is improved by the expert feedback; that is, the interaction with
the experts makes the HTR update its parameters and yield a more accurate
output. The whole framework is supported by a statistical model.

In this paper, we focus on the handwritten text recognition but not on the
post-editing module. We present HTR system for transcribing historical docu-
ments which is based on a graph representation. Line images can be represented
by a sequence of non-overlapping fixed-width regions called frames. To transcribe
a text-line image, we first divide the image into frames, then using the framed
image, a character classifier previously trained and the minimum and maximum
number of frames that any character spreads over, we create a graph in which
the path with maximum cost is used to find the line transcription.

This paper is organized as follows. Sections 2 and 3 formulate our problem and
provide an overview of the whole method. Section 4 describes the pre-processing
methods applied to our corpora. Section 5 presents the classifier we use and the
technique to extract features. Later, we introduce our recognition method, which
is based on frame segmentation and graph theory, in Sect. 6, and we describe its
evaluation inSect. 7.Finally, our conclusions and futurework is presented inSect. 8.

2 Problem Setting

We assume that text-line images have been extracted from page images. For-
mally, we denote a feature vector by x, and represent a text-line image as a
sequence of feature vectors x = (x1, . . . ,xT), where xt ⊂ R

d. Furthermore, a
line transcription l is composed of a sequence of characters, l = (l1, . . . , lN ) where
ln ∈ Σ, for all n, 1 ≤ n ≤ N . Σ is the set of characters in the Spanish alphabet,
plus the space character; and Σ∗ is the set of all finite-length sequences over Σ;
thus l ∈ Σ∗. Moreover, note that N is not fixed since the number of characters
in l varies from one line image to another.

Next, the goal of our research is stated as follows: given a sequence of feature

vectors x representing a line image, to search for a sequence of characters l
′ ∈ Σ∗,

with the highest conditional probability,

l
′
= argmax

l∈Σ∗
p(l|x) (1)

However, a direct search is not feasible since the number of possible sequences

is exponential in the number of events. A tractable approximation to find l
′
is
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proposed in this paper. The next section describes an overview of the whole
method.

3 Overview

Since for solving the aforementioned problem we use text-lines images, the first
step of our method is to prepare the data and extract text-line images, so they
can be used in posterior stages. To accomplish that, we perform several tasks
which include: 1) correcting the skew of the text-lines with respect to the x-
coordinate, 2) splitting the page images into text-lines images, 3) correcting the
handwriting slant and 4) normalizing the text-lines images so they have the same
height measures (see Sect. 4).

The second step is to split the text-lines into frames. Subsequently, we select
part of the data to train a character classifier, namely SVM (see Sect. 5.1).
More precisely, we divide the selected text-lines into character images, extract
gradient features from them (see Sect. 5.2), and pass them to a SVM to be
trained. Besides we compute maxf and minf using the selected text-lines (see
Sect. 6.1).

Lastly, for the recognition stage, we construct a graph for every text-line image
of the remaining data 1) by adding edges and nodes, as well as 2) by associating
a character class (e.g. ‘a’, ‘m’) and a cost to each edge (see Sect. 6.1). In regard to
2), we extract subimages from the text-line image in question, and calculate their
gradient features. Afterwards we find the shortest path of the graph, traverse it,
and meanwhile we take the character class associated to its edges. By doing this
we obtain the optimal sequence of characters (see Sect. 6.2).

4 Data Preparation

The data used in our experiments consists of gray-scale images, on which we
applied procedures to improve images quality and to extract the text-lines from
them. First, similarly to the method described in [1], we fixed the pages skew (the
slope of the text-lines introduced during the page scanning process) by applying
a heuristic which consists in simulating text-line rotations with angles ranging
from −18o to 18o; and then choosing the angle that produces the horizontal
projection profile with both the greatest variance and the highest peak.

After skew correction operation, we segmented the page image into text-line
images. For this purpose, we applied horizontal projection profile to a page
image, and subsequently we identified the profile valleys. Generally speaking,
such valleys correpond to the spaces between lines, and therefore they were used
to segment page images.

Then, aiming to bring the slating handwriting to the upright position, we
corrected the slant. To this end, we detected the angle α between the hand-
writing and the y-coordinate, and then we smeared the image using the de-
tected angle. The angle α can be derived from central moments μ as follows,
α = arctan(μ11/μ02); μ =

∑N
x=1

∑N
y=1(x − xc)

g(y − yc)
hp(x, y), where xc and
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yc are the centroid coordinates of the image and p(x, y) is the pixel intensity
at position (x, y). The point (xc, yc) was estimated from the geometric moment
as explained in [3]. Then we smeared the image by applying a horizontal shear
transform to every pixel (x, y), obtaining for each of them a new intensity value
p(x′, y′) in which, x′ = x− (y − yc) tan(α) and y′ = y.

Moreover, we need the central, ascender and descender areas (see Fig. 1) of
all the text-line images to be the same height, in order to make the recognition
process size invariant. To this end, the text-line images were normalized similarly
as done in [17]. First, we found the mid-line using the horizontal projection
profile; secondly, we delimited the central area by finding the x-line and base-
line; and finally, we normalized the central, ascender (region above the x-line)
and descender (region below the base-line) areas according to height ratios given
by the user.

Fig. 1. Line Normalization

5 Training and Feature Extraction

5.1 Support Vector Machines

Support Vector Machines (SVM) [4] aims to find an optimal separating hyper-
plane, defined as one which provides the maximal distance (maximal margin),
between the hyperplane and the closest input samples (support vectors) of two
classes. Finding the hyperplane with the maximal margin can be formulated as
an optimization problem subject to certain restrictions. In addition, SVM maps,
through a kernel function, the input data into a higher dimensional space in
which a linear separation is feasible.

In this work, part of the text-lines images obtained from previous stage was
used to train and test a SVM. Firstly, we divided the text-lines into character
images; secondly, we extracted gradient features from the images according to
what is described in Sect. 5.2. Finally we used the 90% of the feature vectors
for training, and the reminder to test SVM. Furthermore, we used the LIBSVM
library1 which not only predict the class for a test pattern, but also provides the
probabilities associated to each class.

5.2 Gradient Features

Using gradient features we aim at finding the gradient strengths for each pixel
intensity p(x, y) of an image. To that end, we followed the method by Fujisawa

1 http://www.csie.ntu.edu.tw/~cjlin/libsvm/

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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et al. [8], who proposed to apply the Robert’s Cross Operator [16] which cal-
culates the gradient vector of the pixel (x, y) using diagonal directions; more
precisely, Fujisawa et al. estimated both the gradient magnitude s and the direc-

tion α of pixel (x, y) via s(x, y) =
√

�u2 +�v2 and θ(x, y) = arctan
(
�v/�u

)
,

where �u = ∂p/x = p(x + 1, y + 1) − p(x, y) and �v = ∂p/y = p(x + 1, y) −
p(x, y + 1). Generally, the direction of the gradient is quantized in 32 angle in-
tervals of π/16 each. The common procedure to extract gradient features is first
to divide vertically and horizontally an image into non overlapping blocks of
the same size, and secondly, to accumulate for each block the strength of the
gradient in each of the 32 directions. By doing this, we obtained a feature vector
x = (x1 . . . ,xT), T = 32 ∗B, where B represents the number of blocks in which
the image was divided.

6 Graph Approach

6.1 Graph Representation of Text-Line Images

In this section we describe how to represent a text-line image as a graph. This
description must be applied to every text-line image to be recognized. A text-
line image is divided into frames, f1, f2, . . . , fN , where each frame fi is an area
of fixed size, with a starting point pi corresponding to the x-coordinate where
the frame starts (see Fig. 2(a) ). Moreover, note that characters spreads over a
certain number of frames; e.g., Fig. 2(b) illustrates character ‘i’ and ‘s’ spreading
over 3 and 5 frames respectively. So, from a set of characters we find the minimum
minf and maximum maxf number of frames that a character can take up.

We construct a graph using the line image, the frame width, minf and maxf .
In such a graph, a node s represents the x-coordinate where a frame starts, and
the edge leaving node s represents the number of frames that must be taken
from the x-coordinate.

(a)

(b)

Fig. 2. a) Image segmented into frames. b) Character ‘i’ and ‘s’.
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Not every path of the graph is valid in our method; more precisely, valid
paths start at p1 and end at pN + 1. This is because we analyze the whole text-
line image; that is, from p1 to pN + 1 . The first node we create is pi, i = 1
and it corresponds to zero x-coordinate. Then we add (maxf −minf +1) edges
leaving p1. Each of these edges is associated to a subimage that starts at position
p1 and whose width is determined by a particular number of frames n in the
range [minf ,maxf ]. Gradient features are extracted from the subimage just as
described in Sect. 5.2, and tested by a previously trained SVM, which yields
both the most likely class and its class probability. Thus every edge is related
to a subimage, a class and a probability estimate (cost of an edge) as shown in
Fig. 3(a). Moreover, every time an edge is added, its ending node pn is added as
well, where n = i+ k + 1. We repeat this procedure until we reach pN + 1.

To illustrate this procedure consider Fig. 3(a) and assume that maxf = 5 and
minf = 3 were previously computed. First, we add both the initial node p1 and
3 edges leaving p1, namely, e14, e15 and e16. The edge e14 corresponds to taking
the subimage that spreads over 3 frames from position p1. From this subimage
we extract gradient features and test them using a SVM which gives the most
likely class and its class probability; subsequently, the ending node p4 is added.
This is interpreted as follows: if we start at position p1 and test 3 frames (3 fs),
we end up at position p4. The same holds for e15 and e16 (see Fig. 3(a)). After
creating p4, p5, p6, we add 3 edges from p4 as well as their corresponding ending
nodes p7, p8, p9 (see Fig. 3(b)). The same is applied to p5, p6, p7 (Fig. 3(c)(d)(e)).
Figure 3(f) shows the complete graph for the text-line image in Fig. 3(a).

(a) Adding edges from p1

(b) Adding edges from p4

(c) Adding edges from p5

Fig. 3. Contruction of the graph
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(d) Adding edges from p6

(e) Adding edges from p7
(f) Graph

Fig. 3. (continued)

6.2 Optimal Sequence of Characters

In order to solve Eq. 1 we assume that most probable sequence of characters
corresponds to the path with the highest conditional probability; hence Eq.1 is
reformulated as shown below,

r′ = argmax
r∈G

p(r|x), (2)

where r = (r1, . . . , rN ) is a path (in the graph G) consisting of a sequence of
edges. The conditional probability p is defined as

p(r|x) =
N∏

n=1

p(rn|x), (3)

where p(rn|x) is provided by the SVM.
In order to avoid the product probabilities to gets extremely small very fast

and since the logarithm is a monotonically increasing function, we apply the
logarithmic function to Eq. 2 and 3, obtaining

r′ = argmax
r∈G

ln(p(r|x)) (4)
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and

ln(p(r|x)) =
N∑

n=1

ln(p(rn|x)). (5)

Note that instead of ln p, we can assign the cost c = 1/ lnp to an edge. By
doing this we can convert the highest probability path problem into the low-
est probability path one, which can be solved by applying any shortest path
algorithm, such as Dijkstra. However, note that according to the description for
constructing the graph, exposed in Sect. 6.1, Dijkistra algorithm favours paths
with fewer number of edges; or from other perspective, the algorithm is biased
to choose paths with edges associated to wider subimages (bigger number of
frames). Consequently, we need to adapt the algorithm to keep all the paths
well-balanced in length. To this end, we modified the cost estimation such that
the new c′ assigned to an edge is f ∗c, where f is the number of frames tied up to
the edge.

7 Experiments and Results

For assessing the proposed method, we used a corpus of 550 page images of hand-
written Spanish text written by a single author. The corpus, which we abbreviate
as ECA, was created from a historical book called “Ejecutoŕıa y certificación del
escudo de armas de los apellidos Echapare, Loigorri, Virto y Casado” written in
1756 and stored in the “Biblioteca del Patrimonio Bibliográfico”, Spain. Besides,
in order to compare the results of our system with those of the literature, we
employed the IAMDB2, a laboratory database created by the Research Group
on Computer Vision and Artificial Intelligence, Universitã Bern, which consists
of 1539 pages (forms) of scanned text, 5685 sentences, written by 657 writers
who contributed samples of their handwriting (see Fig. 4) .

(a) (b) Fragment from IAMDB.

Fig. 4. Fragments of a page from a) ECA and b) IAMDB

2 http://www.iam.unibe.ch/fki/databases/iam-handwriting-corpus

http://www.iam.unibe.ch/fki/databases/iam-handwriting-corpus


218 G.L. Meza-Lovón

Since our work includes neither a language model nor a word dictionary, we
did not use the word accuracy to asset the performance, but instead we used the
character accuracy, which is defined as:

A = 100× (1− i+ s+ d

L
),

where i, s, d, are the number of insertions, substitutions and deletions summed
over the whole test set and L is the total length of the set transcriptions.

Table 1 summarizes the statistics of the corpora and shows the number of
samples used in the experiments. The accuracies obtained from SVM using EAC
and IAMDB are presented in Table 2. Furthermore, we obtained maxf = 9 and
minf = 5 for ECA and maxf = 9 and minf = 4 for IAMDB. The charac-
ter accuracy achieved by applying the Graph-Based Model(GBM) is shown in
Table 3.

Table 1. Statistics of ECA and IAMDB

Number of Number of Characters SVM Number of
pages lines characters training testing Characters GBM

ECA 50 9982 39498 7150 795 31553
IAMDB 50 531 15636 2814 313 12509

Table 2. Results for ECA and IAMDB using SVM

Character Accuracy (%)

ECA IAMDB

98.83±0.5% 91.43±1.35%

Table 3. Main Results for our method using ECA and IAMDB

Character Accuracy(%)
ECA IAMDB

GBM 79.3% 72.57%
RNN - 81.8%

Note, that although our results are not as good as those shown in literature,
our implementation does not consider a language model, a word dictionary and
a post-editing module. Therefore we believe there is still room for improving the
system performance.

8 Conclusions and Future Work

We present a method for transcribing handwritten text that is based on a graph
representation for a text-line image. We assessed our method using real data,
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more precisely, a historical book written in Spanish, and obtained a character
accuracy of 79.3%. We believe that our approach has potential in recognizing
handwriting; therefore, we intend to develop a complete system that include: 1)
a dictionary, which helps us to correct misspelling words; 2) a language model,
which is useful to capture the properties of the language, and to predict the
next word in a sequence; and finally 3) a graph model that captures transitions
between characters.
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Abstract. The differential diagnosis of endemic hemorrhagic fevers in
tropical countries is by no means an easy task for medical practitioners.
Several diseases often overlap with others in terms of signs and symp-
toms, thus making this diagnosis a difficult, error-prone process. Machine
Learning algorithms possess some useful qualities to tackle this kind of
pattern recognition problems. In this paper, a neural-network-based ap-
proach to the differential diagnosis of Dengue Fever, Leptospirosis and
Malaria, using the Adaptive Resonance Theory Map (ARTMAP) fam-
ily is discussed. The use of an Artificial Immune System (CLONALG)
led to the identification of a subset of symptoms that enhanced the per-
formance of the classifiers considered. Training, validation and testing
phases were conducted using a dataset consisting of medical charts from
patients treated in the last 10 years at Napoleón Franco Pareja Children
Hospital in Cartagena, Colombia. Results obtained on the test set are
promising, and support the feasibility of this approach.

Keywords: machine learning, neural networks, ARTMAP, hemorrhagic
fever, dengue, leptospirosis, malaria, differential diagnosis.

1 Introduction

Dengue, Leptospirosis and Malaria are diseases belonging to a group known
as Hemorrhagic Fevers [16,23]. The initial manifestations of such diseases may
be consistent with indeterminate febrile illnesses, and because of that they can
be easily confused with other conditions or even between them [22]. Despite
similar symptoms, etiologies and treatment are very different for each one of
these diseases, and that makes it especially important to achieve high perfor-
mance, clearly defined diagnostic mechanisms, since early diagnosis improves
patients prognosis. In order to perform diagnosis, medical practitioners rely on
semiological attributes discussed in the relevant literature, but the highly vari-
able characteristics of this diseases imply high variability in terms of signs and
symptoms present in patients; making it very hard to come up with a plausible
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diagnostic hypothesis. Besides, laboratory tests available to confirm potential
diagnoses have variable confidence and sometimes it takes too long for results to
be available. All these issues play against an accurate and opportune diagnosis,
and lead often to the wrong ones. Several studies [1,13,18,19] point out situa-
tions where an epidemic outbreak of one disease masks out a significant portion
of cases from some other disease. On the other hand in tropical countries like
Colombia, Dengue, Leptospirosis and Malaria are diseases with mandatory noti-
fication to disease control public entities, since they are considered public health
risks, making it even more pressing to find ways to obtain accurate early diag-
noses. Machine learning techniques have historically offered important resources
in the form of Computer Aided Diagnosis software, by considering diagnosis as
a pattern recognition problem. The idea behind this kind of applications is not
to replace medical personnel but to provide additional tools for decision making,
and contributing to enhanced patient care.

Among machine learning techniques, a particular family of neural networks
based on the Adaptive Resonance Theory (ART) have been used with positive
results, reported in the specialized literature [12,14,20]. In this paper, we state
the use of an Adaptive Resonance Theory Neural Network (ARTMAP) to per-
form differential diagnosis of Dengue, Leptospirosis and Malaria, with a subset
of inputs identified by means of an Artificial Immune System based on Clonal
Selection Theory (Clonalg).

2 Dengue, Leptospirosis and Malaria

Dengue, Leptospirosis and Malaria are febrile diseases which are endemic in
tropical countries, and in Colombia they are subject to mandatory notification
to government health institutions, and considered public health risks, because of
their contagion dynamics and the possible mortal consequences of their most se-
vere forms. An important characteristic of these three diseases (and other hemor-
rhagic fevers) is that in their mild forms they can be practically indistinguishable
(in terms of clinical signs) from common cold, or even between themselves. Hem-
orrhagic manifestations can be present in severe forms, contributing to death of
the patient. Despite all similarities regarding symptoms and clinical signs, these
diseases are very different in terms of etiology, transmission vectors and infection
mechanisms; all of this implies different treatments. It is worth noting that an
early and correct treatment improves patient prognosis.

2.1 Dengue Fever

Dengue fever is a syndrome caused by several viruses transmitted by arthopodes
(aedes aegypti mosquito mainly), characterized by biphasic fever, myalgia and/or
arthralgia, leucopenia and lymphadenopathy. Severe dengue with hemorrhagic
manifestations is an often fatal complication that can lead to Dengue Shock Syn-
drome (DSS), characterized by abnormalities in hemostasis and capillary perme-
ability [15]. There is a general consensus regarding existence of four antigenically



Differential Diagnosis of Hemorrhagic Fevers Using ARTMAP 223

distinct members into into the Dengue subgroup, inside Flavivirus genus. Dengue
fever is an illness characterized by high fever, absence of chills, frontal headache,
myalgia, arthralgia, retro-ocular pain, exanthema (petequial, specially), “white
islands in a sea of red” sign, facial erythema (blush), leukopenia with lympho-
cytosis, thrombocytopenia, among others symptoms [23], with severity varying
according to patient age.

2.2 Leptospirosis

Leptospirosis is a zoonosis present worldwide, caused by spirochaete of the genus
Leptospira. Leptospira infect a variety of wild and domestic animals that excrete
the microorganism in their urine. Humans, which get infected by contact with
sick animals or through exposition to water contaminated with urine of infected
animals, develop an acute febrile illness which can be followed by a more severe
and sometimes fatal condition (Weils disease), that may include jaundice, re-
nal failure, meningitis, myocarditis, hemorrhagic pneumonia and hemodynamic
collapse. Until discovery of the agent causing Leptospirosis, it was diagnosed
erroneously as Yellow Fever or Malaria [22]. Even today confusion persists be-
tween Leptospirosis and other febrile illnesses as Dengue, Hepatitis, Malaria and
Influenza, to mention a few.

2.3 Malaria

Malaria is a disease caused by any of the following microorganisms: Plasmodium
Falciparum, Plasmodium Vivax, Plasmodium Ovale and Plasmodium Malariae.
From those, in Colombia only P. Falciparum and P. Vivax are found. Cyclic fever
is the hallmark of malaria, and occurs shortly after or during rupture of red cells
and the release of merozoites into the bloodstream. In the case of infection by P.
Ovale or P. Vivax, this release cycle occurs every fourty-eight hours, producing
the malignant tertians (fever each third day); and in the case of infection by P.
Malarie each 72 hours, giving rise to the malignant quartans (fever each fourth
day). P. Falciparum tends to produce continuous fever with intermittent peaks,
instead of the well-defined cycles of P. Vivax and P. Ovale. Malaric crisis has
some very well defined characteristics, to the extent that it is a definitive clinical
manifestation of the disease. After a prodrome of variable duration, malaric crisis
has three stages: Chills that can last from fifteen minutes to several hours, high
fever for several hours and coinciding with the release of merozoites to the blood
stream; and finally sweating, fatigue and defervescence.

2.4 Differential Diagnosis of Dengue, Leptospirosis and Malaria

Diseases considered in this work share a series of symptoms and signs that can
make diagnosis difficult. However, according to a systematic revision of the rel-
evant literature [10,19,21], and expert opinions from staff in Napoleón Franco
Pareja Children Hospital - Casa del Niño, a preliminary symptoms and signs list
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for the differential diagnosis between the three diseases was constructed. The
list was used to construct a dataset for the training, validation and testing of
the proposed classifiers. Table 1 describes the structure of the list and shows the
included symptoms and signs and the disease for which they are predictors.

Table 1. Signs and symptoms for the differential diagnosis and the importance relative
to each disease

Sign/Symptom Dengue Leptospirosis Malaria

Age x x x
Fever type (continuous or cyclic) x x x
Positive tourniquet sign x
Anorexia x
Chills x x
Headache type (frontal or global) x x
Retro-ocular pain x
Arthralgia x
Myalgia x x
Exanthema localization x x
White islands in a sea of red x
Itch x
Facial erythema (blush) x
Hyponatremia x
Opportunistic infections x
Elevated CPK x
Renal compromise x x
Jaundice x
Pharyngitis x
History of contact with dogs or ro-
dents

x

Contact with rainwater/stagnant
water

x

Calf pain x
Hemoglobin level x
Leukocyte count x x
Lymphocyte count x x
Neutrophil count x x
Month of medical consult x x x
Days of fever x x x
Hematocrit level x x

3 Adaptive Resonance Theory (ART) and ARTMAP
Neural Networks

3.1 Adaptive Resonance Theory - ART

Adaptive Resonance Theory (ART) was initially proposed by Grossberg as an
attempt to resolve the stability-plasticity dilemma [4]. With neural networks as
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the Multilayer Perceptron, there is the risk of forgetting already memorized pat-
terns when learning new ones, and the solution proposed by Grossberg included
a similarity measure designed to avoid this catastrophic forgetting of patterns.
ART networks are a special type of competitive network, where neuron activa-
tion depends on the similarity between the pattern stored in its weights and the
input being considered, similarly to a Kohonen Self-Organizing Map [17]. ART
spans a family of neural networks that includes ART1 [4] (binary values), ART2
[5], ART3 [6] and Fuzzy ART [8] among others, which use unsupervised learn-
ing; and FuzzyARTMAP [7], ARTMAP-IC [9] and Default ARTMAP [3] among
others, which use supervised learning. ART is inspired in the mechanisms of the
mammal visual system, and specifically in the way the brain interprets signals
coming from the retina.

3.2 ART1

An ART1 network is composed by two layers of neurons. The first layer repre-
sents the network Short Term Memory (STM), and the second represents the
network Long Term Memory (LTM). When a pattern is presented to the net-
work, it is stored in the STM, and then each neuron in LTM receives a copy of
the pattern stored in STM and a competition takes place between the neurons,
which results in only one neuron with non-zero activation. This kind of compe-
tition is called a Winner-Take-All (WTA) competition, and it is inspired in the
activation of certain zones of the cerebral cortex in response to certain stimu-
lus. The connection between STM and LTM layers is filtered by the Bottom-Up
weight matrix and the Top-Down weight matrix, which communicate, respec-
tively STM layer with LTM layer (Bottom-Up) and in the opposite way, closing
a circuit (Top-Down).

Learning in ART1. ART1 (and in general all models in the ART family)
can operate under two modes of learning: Slow learning and fast learning. In
slow learning mode (Grossberg models original mode of learning), convergence
of weights requires several presentations for each pattern, since in each iteration
just a fraction of the pattern is actually learnt (the learning rate β is less than 1);
whereas in fast learning mode it is assumed that the pattern is presented during
a sufficient time to guarantee convergence in only one iteration (learning rate is
equal to one). In practice fast learning is often preferred, since it allows learning
in few iterations, with the possible disadvantage of getting different internal
memories depending of the order of presentation of the inputs. In any case,
ART1 learning mechanisms guarantee that the learning weights will converge
after a finite number of iterations.

3.3 ARTMAP

ARTMAP is a neural model that consists of an ART network and an associative
memory (map) for supervised training applications. The internal ART network
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attempts to predict the class where the input vector belongs, and if the predic-
tion is not correct, the vigilance parameter is raised (its value increases to the
minimum needed to cause the inhibition of the selected neuron plus a small value
ε) according to an algorithm called Match-Tracking (MT) and the input pattern
is presented again forcing the network to make a correct prediction. This pro-
cess is repeated until the ART network selects a memory/neuron that predicts
correctly the input vector class or (if every neuron in LTM is inhibited) until the
creation of a new category in LTM, adding a new neuron that will code the new
pattern; and at this point, vigilance returns to its original value. For a detailed
description, the interested reader can consult [7].

4 Training, Validation and Testing of the ARTMAP
Classifiers

4.1 Dataset Construction

In order to construct a dataset for training, validation and testing, medical
charts from the last ten years were collected at Napoleón Franco Pareja Children
Hospital in Cartagena, Colombia. The medical chart was selected for inclusion
if there were laboratory confirmed diagnosis of dengue, Leptospirosis or Malaria
or a very strong confirmatory opinion from senior medical staff.The resulting
dataset is comprised by medical charts of 136 patients, and it was divided in
three parts, one for training, one for model selection (validation) and one for
testing. Stratified random sampling with proportional assignment was used to
populate the sets. The final distribution is shown in table 2.

Table 2. Data distribution between training, validation and test sets

Set Dengue Leptospirosis Malaria Total

Training 51 11 8 70
Validation 24 5 4 33
Test 23 5 5 33

4.2 Training

After partition, the classifiers were trained using the training set. The training
mode chosen for the networks was fast learning, which guarantees perfect learn-
ing (zero percent error) in few iterations. To reduce the possibility of overfitting
the training set, only one training iteration was performed (early stopping).

4.3 Validation

The validation process was centered in finding a subset of symptoms and signs
that maximized the performance of the classifiers (feature selection). The idea
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Table 3. Parameter values used in each network

Neural network alpha initial epsilon MT Q CAM Power

FuzzyARTMAP 0,1 0 -0,01 N/A N/A
ARTMAP-IC 0,1 0 -0,001 9 N/A
DefaultARTMAP2 0,1 0 -0,001 N/A 4

was to reduce model complexity in order to minimize computational times and
improve the generalization bounds. This problem was formulated as an combina-
torial optimization problem, and an artificial immune system (CLONALG) was
used. Clonalg [11] is an optimization algorithm based on the Clonal Selection
Theory [2].

During validation (operating with the whole set of predictors) the parameter
values maximizing model performance on the validation set were identified (table
3). Model performance on the validation set is shown in table 4.

Table 4. Results (Recall) on the validation set using all predictors

Neural network Dengue Leptospirosis Malaria

FuzzyARTMAP 91,67% (22/24) 80% (4/5) 50% (2/4)
ARTMAP-IC 87,5% (21/24) 100% (5/5) 50% (2/4)
DefaultARTMAP2 87,5% (21/24) 100% (5/5) 50% (2/4)

Feature Selection. Optimization algorithms seek to minimize (or maximize)
an objective function. Solutions can be restricted to certain feasible region (con-
strained optimization) or not, according to the problem. In this work, the objec-
tive function is the classifier performance, and the search space is given by all
possible subsets of symptoms and signs that can be used as input; and no re-
strictions were considered. Every B-cell (immune agent) used a binary encoding,
where one represented the presence of a particular sign/symptom, and zero its
absence. Measures used to assess performance are a fundamental issue here, and
in this case precision, recall and F1-score were chosen as performance measures,
since the dataset classes are skewed in favor of Dengue. The formula used to cal-
culate F1-Score is shown in equation 3. It is worth noting that the F1-Score is
used in binary classification problems, and since the problem stated in this work
is not binary (multi-class classification), the macro-averaging [24] technique to
handle multiclass problems was used.

precision =
truepositives

truepositives+ falsepositives
(1)

recall =
truepositives

truepositives+ falsenegatives
(2)

F1 = 2 ∗ precision ∗ recall
precision+ recall

(3)
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After execution of the artificial immune system (10 iterations, 30 B-cells, 300
clones per B-cell) using each neural network, several subsets of symptoms and
signs that maximized the performance of each classifiers were obtained (100%
F1 score). A specific subset of nineteen symptoms and signs was particularly
good, since it maximized the performance of the three classifiers used (Fuzzy, IC
and DefaultARTMAP).

4.4 Final Tests

Once validation determined the parameter values and the subset of symptoms
and signs that maximized the classifiers performance, final tests were conducted
using the test set. Results are shown in table 5.

Table 5. Test set results (recall per class and Macro F1-Score) using symptoms and
signs determined by validation

Neural Network Dengue Leptospirosis Malaria Macro F1-Score

FuzzyARTMAP 91,30% (21/23) 80% (4/5) 40% (2/5) 0,725
ARTMAP-IC 91,30% (21/23) 60% (3/5) 80% (4/5) 0,768
DefaultARTMAP2 91,30% (21/23) 60% (3/5) 60% (3/5) 0,736

4.5 Analysis of the Results Obtained

Test set results obtained by the networks show ARTMAP-IC with a slight ad-
vantage in terms of F1-score and accuracy. In general, performance of the three
classifiers appears to be very good discriminating Dengue cases from the rest
(91,30% of correct diagnoses), which can be explained by the higher amount of
Dengue data available for training. On the other hand, models present greater
performance variability for class Leptospirosis (60% - 80% of correct diagnoses),
and this phenomena is even more pronounced for class Malaria (40% - 80% of
correct diagnoses); this variability can be explained also by the limited amount
of training cases available for these two clases.

It is interesting to note that distributed prediction models (ARTMAP-IC and
Default ARTMAP) offer better results, outperforming FuzzyARTMAP. This is
consistent with results available in the relevant literature. Each trained classifier
generated 13 categories in layer LTM, which corresponds to a compression factor
of 81%, which suggests that results obtained in the test set are not due to over-
fitting, and offer a reliable estimator for the generalization performance of the
classifiers.

5 Conclusions

Dengue, Leptospirosis and Malaria are zoonosis that prevail in tropical coun-
tries, even having very different etiological nature, they share several symptoms
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and clinical signs at different stages, and that makes the differential diagnose a
complicated one. This paper stated an ARTMAP based approach to the diferen-
tial diagnosis of these three diseases, and the use of an Artificial Immune System
for the identification of a set of symptoms and signs that maximized the per-
formance of the classifiers. Test set results obtained show that an ARTMAP-IC
classifier is able to perform differential diagnosis with confidence enough to be
used by medical staff as a computational aid.
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Abstract. The Machine Learning community have been introduced to NELL
(Never-Ending Language Learning), a system able to learn from web and to
use its knowledge to keep learning infinitely. The idea of continuously learn-
ing from the web brings concerns about reliability and accuracy, mainly when
the learning process uses its own knowledge to improve its learning capabili-
ties. Considering that the knowledge base keeps growing forever, such a system
requires self-supervision as well as self-reflection. The increased use of the In-
ternet, that allowed NELL creation, also brought a new source of information
on-line. The social media becomes more popular everyday and the AI commu-
nity can now develop research to take advantage of these information, aiming
to turn it into knowledge. This work is following this lead and proposes a new
machine learning approach, called Conversing Learning, to use collective knowl-
edge from web community users to provide self-supervision and self-reflection to
intelligent machines, thus, they can improve their learning task. The Conversing
Learning approach explores concepts from Active Learning and Question An-
swering to achieve the goal of showing what can be done towards autonomous
Human Computer Interaction to automatically improve machine learning tasks.

Keywords: machine learning, social web, crowdsourcing, self-supervision,
never-ending learning system.

1 Introduction

Machine Learning (ML) has been an effervescent research topic in the last years. New
algorithms and new approaches have been proposed bringing relevant contribution to
the AI community in general, and also, enhancing learning capabilities of computational
systems. A new and relevant approach for machine learning systems is called Active
Learning (AL). The basic principle behind active learning [3,10] is to improve machine
learning algorithms performance by selecting specific training data. Following along
these lines, active machine learning algorithms can achieve better accuracy with fewer
training instances if they can choose the data from which they learn. In this sense, an
active learning system should identify the most relevant training instances, and then,
use them in its learning process.

When exploring principles behind AL, some researchers have proposed the idea of
Interactive Learning (IL) [5,9] where AL is performed not only once, and the learning
process is continuous during a number of iterations. In such an approach, after each
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iteration, the system interacts with the user and may pose queries (usually in the form
of unlabeled data instances to be labeled) that will help improving the learning results
in the next iteration.

Another recent and relevant research topic in Machine Learning is the Never-Ending
Learning approach that focus on proposing algorithms and models to build learning sys-
tems that learn cumulatively forever, using what they have learned yesterday to improve
their ability to learn better today, and keep learning indefinitely. The first Never-Ending
Learning system described in the literature was proposed in [2] and is called NELL
(Never-Ending Language Learner). NELL has been continuously running since Jan-
uary 2010, attempting to perform two main tasks each day1: first, it attempts to read
or extract facts from text found in hundreds of millions of web pages (e.g., playsInstru-
ment(George Harrison, guitar)). Second, it attempts to improve its reading competence,
so that tomorrow it can extract more facts from the web and more accurately than today.
So far, NELL has accumulated over 15 million candidate beliefs by reading the web,
and it is considering these at different levels of confidence.

In addition to the aforementioned ideas and approaches, the quick development of
new technologies in communication and in data storage and processing allows compa-
nies to deliver better quality and widespread projects in sharing content and communi-
cation. The popularity and power of social media connects more people everyday and
all kinds of subjects are discussed worldwide through social media applications. All
these factors together resulted in a growing interest of Artificial Intelligence (AI) and
ML researchers in exploring web communities to solve new and traditional problems.
As already presented by [6], the information available in social web has potential to be
turned into high valued content.

We believe that the conjunction of all previously discussed achievements put us in a
privileged position to propose an new type of learning system, that takes advantage of
Active Learning, Interactive Learning, Never-Ending Learning techniques and the Web
Communities. In this sense, we believe that Never-Ending Learning systems can go
beyond IL and can autonomously search (in a proactive way) for human supervision on
the Web whenever it needs to confirm any information (or to label training instances).
Therefore, even if an user cannot give any feedback to the system (as users do in an
Interactive Learning approach), the system should be capable of autonomously finding
answers from other sources (i.e. on the web communities), thus, helping to refine and
improve its learning capabilities even when a specific user cannot give any feedback.
In this work, we call such a system: Conversing Learning System (CLS). In such a
system, the acquired knowledge can be exploited to help supervision and knowledge
revision tasks. Thus, the proposed approach allows self-supervision and self-reflection
for learning systems. The possibility of self-supervision, self-reflection and knowledge
revision is even more relevant in systems that learn forever like NELL. It is interesting to
mention, that looking for answers or feedback on specific themes on web communities
is a natural behavior of many human Internet users. Many people ask questions on
specific forums (on the Web), as well as, many other ones offer advice and guidance.
In this work, we intend to show how a Never-Ending Learning system (like NELL) can

1 http://rtw.ml.cmu.edu

http://rtw.ml.cmu.edu
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autonomously use the content available on two Web communities (Yahoo!Answers2 and
Twitter3) to bring better quality and accuracy to its learning methods.

The main contributions of this paper are: (i) Presenting a Conversing Learning (CL)
system that can be used to help NELL to be self-supervised and to autonomously review
its knowledge base (KB) contents; and (ii) Exploring the use of two different Web com-
munities and discuss the main differences regarding the conversing learning aspects.

2 Related Work

NELL is the first Never-Ending Learning system described in the literature. It was de-
veloped at Carnegie Mellon University [2] and uses its acquired knowledge to learn bet-
ter each day. The research team fed the system with an initial ontology and seeds. The
system, then, takes advantage of the combination of several algorithms to continuously
induce new knowledge from millions of web pages. The combination of the algorithms
is itself a kind of self-supervision, but the system also counts on some shallow human
supervision to ensure it is free from errors, thus avoiding concept drifting.

Even not focusing on the definition of a CLS, the work proposed in [7] (where the
SS-Crowd component was described) is, to our knowledge, one of the first steps towards
Conversing LearningCL. In that paper, the authors bring many interesting contributions
to the idea proposed in our work. Thus, we’ve based the experiments (presented in Sect.
4) on a SS-Crowd implementation. In a nutshell, SS-Crowd takes (from a targeted learn-
ing system) potentially wrong knowledge, then, converts the specific knowledge into a
question and query Yahoo!Answers community about the persistence of the question
through their eyes. The answers from the community represent the belief that the knowl-
edge from the learning system is right or wrong. SS-Crowd uses a predefined filter to
combine the obtained answers and decide if the community answered in a positive or
negative way. This decision can then be used to feedback NELL with information that
indicates the differences between the knowledge acquired by the learning system with
the knowledge from the web community. The Macro-Question/Answer approach is one
of the key ideas behind SS-Crowd [7].

The idea of taking advantage on the redundancy of information from large content
available on the web is focused in [4] to resolve QA problems. In that work, the amount
of data available on-line makes answer extraction easier and the task presents a good
performance even working on large datasets and simple natural language processing.
Another interesting use of human generated content is presented on [1] the work applies
frequently asked questions (FAQ) instead of traditional text files as a source to retrieve
answers for a QA problem. Also, it introduces the FAQFinder system and an approach
to reduce the costs of natural language processing to understand complex questions. The
system proposed matching the user’s questions with existing questions on FAQ files.

In this paper we explore the usage of SS-Crowd in Twitter as well as in
Yahoo!Answers communities. In addition we investigate the use of a supervised learn-
ing method to learn to interpret the answers from both Web Communities. Twitter has
been the focus of recent interesting researches. The work in [11] presents a network

2 http://answers.yahoo.com/
3 https://twitter.com/

http://answers.yahoo.com/
https://twitter.com/
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of stream-based measures called Tweetonomy that combines messages, users and con-
tent of messages to allow the measure to compare stream aggregations. Also, the work
presented in [8] proposes a method to generate answers to status of Twitter users. Al-
though the method is not intended to be a dialog machine, it succeeded in generating
meaningful answers to the twitter statuses.

The collected intelligence as mentioned in [6], is the data retrieved from the social
web and contains high valued information to web semantic development. Gruber sug-
gests that the real collective intelligence comes from the creation of knowledge which
is impossible to be obtained manually, and also from new ways of learning through the
recombination of data from social web. Gruber describes the class of systems that can
deliver at this opportunity as collective knowledge systems and he suggests four key
properties that characterizes them. They are: user generated content, human-machine
synergy, increasing results with scale and emergent knowledge.

3 Conversing Learning

A Conversing Learning (CL) system should be capable of autonomously looking for
human collaboration to enhance a ML system. The collaboration can be used to perform
self-supervision and self-reflection tasks. Here, we define the behavior of a CL System
(CLS) based on Web communities, its differences from Active and Interactive Learning
and our concerns to improve communication among machines and users.

Researchers in Human Computer Interaction (HCI), have worked on how users in-
teract with machines, focusing mainly on making the user’s experience more useful
and friendly. In these cases, most of communication improvements targets the human
users. In CL instead, we want humans to help improving machine tasks, which means,
the application of Reversed Human Computer Interaction (RHCI) [7]. In our approach,
the communication improvements target the machine and not the human user. To au-
tonomously improve Machine Learning tasks based on human supervision, we had to
focus in an environment where the computer can autonomously get help from humans.
Thus, it is important that a CL system identifies the following questions: (i) which
knowledge should be put to humans attention? (ii) Who are the humans that the ma-
chine should look for help? (iii) How to understand human answers? (iv) How to infer
knowledge from human answers?

In this work, to demonstrate CL capabilities, we explore new possibilities with the
SS-Crowd algorithm. The algorithm was first presented on [7] and uses NELL’ knowl-
edge base (KB) to get together a machine that aims to learn as humans do and a machine
that resolves its questions as humans do. SS-Crowd algorithm can be summarized by
the following automatic tasks: (i) Take facts from the KB. (ii) Build a human under-
standable question from the facts. (iii) Query the web community with the questions.
(iv) Gather and resolve the answers (classify them as positive or negative). (v) Combine
the answers and produce a combined opinion from the community about the persistence
of the facts. Although we expect CL to bring some insights to enhance SS-Crowd ca-
pabilities, it is important to clarify that particular improvements on this system are not
the focus of our research. Instead, we want to explore the possibilities and important
issues of using Web communities in learning tasks aiming to present CL as a series of
new capabilities and concerns.
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Popular AI applications like spam trackers already presented good solutions using
systems based on Interactive Learning approaches. With machine learning techniques,
a spam tracker may have its own set of initial rules (or facts) to find spam messages.
The spam trackers apply Active Learning to select candidate messages to be labeled as
spam by the users. The tracker keeps interactively asking the user and updates it’s policy
rules to identify new spams. In the spam tracker case (following the Interactive Learning
approach) the e-mail owner is the only human that can interact with the machine, and
the machine has no need (and no capability) to look for help anywhere else. Therefore,
the machine prompts the user with questions and passively waits for collaboration.

An IL spam tracker depends on the user to complete its IL task. Thus, with no inter-
action with other humans and no proactive search for extra collaboration. In CL, on the
contrary, we want the system to actively look for help in other sources when needed.
In addition, tagging e-mails may not be a long effort task for a regular user, but other
Machine Learning tasks, such as Never Ending Learning might have a large set of data
to be verified and the opinion of a single user may not be enough to feed the system
accurately. A CLS can share the validation task among several human users and use
their different opinions as an advantage to provide redundancy. The core difference be-
tween CL task to other learning tasks resides in (proactive and) automatically seeking
for information from human users instead of passively waiting for their collaboration.
Looking for help from many (and any) humans user may lead the IL task to lose preci-
sion and confidence due to noisy feedback. To rely on the human generated content, and
answer the questions raised by CL, we defined the following capabilities that should be
taken into consideration.

Active Learning Approach: When the KB of the learning system is large, it might be
unpractical to put every bit of knowledge to human validation, therefore it is necessary
to prioritize the knowledge that is going to be validated by the web community. Also,
querying the users for more information than it is usually done, will constrain the user
to keep collaborating because they will not be able to track all the messages from the
ML system. In Machine Learning we are used to actively select (from the dataset) the
information that is more adequate to the ML system intents, that is, Active Learning.
And this is what we are doing here, it is important to select the bit of knowledge that
brings better benefits when asked to a web community.

Scope of the Web Users: The effectiveness of asking for human feedback can be differ-
ent from a community to another. The web communities available online have different
users and different intents. Although we can communicate with users in almost any
community, they might react in a different way. The culture, expertise, age and lan-
guage are just a few factors that will change our feedback message. For an example, a
travel suggestion application that reads from a KB would be better fed from users of
travel web communities than an open question answering community like Yahoo! An-
swers, but you would have to deal with the drawback of querying a smaller set of users
with the risk of collecting a smaller set of feedback.

Driven Feedback: When we are working with human generated content, the answers
(gotten from human users) might be too noisy or too complex to be interpreted. If that is
the case, the algorithm can miss part of the feedback. An alternative to cope with such
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cases is to encourage human users to provide machine friendly content. A good example
of such an idea is implemented in [7] where the SS-Crowd algorithm prompts Yahoo!
Answers users to answer just yes or no for their questions. Such approach restricts the
answers from the users and the algorithm can be structured to focus on content easier to
read. As in the case of scope, the drawback of such approach is to find a smaller amount
of contributions. Although we consider this is imperative to enable accurate results in
CL, the recent advances in Natural Language Processing (NLP) and IR indicates that
machines will be able to better and better understand human generated content in the
next years, and soon, we would not need to push the user to an specific kind of answer.

System Identity: It is known that the human communication behavior changes as the
interlocutor changes. If you target web users that know about the machine nature of
who is asking, they might feel either cornered and shy or stimulated when returning
feedback. Researchers have already been doing it through Amazon’s Mechanical Turk4,
where users are stimulated with specific instructions to feedback a system they know
it is as a machine. If the community is used to help academic research, it is likely that
the feedback will be more machine friendly. Showing ourselves as a machine, or not,
depend on the intents of the application of CL but in either way, it is important to know
the aspects of the community we are asking for feedback and to ensure that this usage
of the social media does not bypass its security and privacy policies.

4 Experiments and Results

To explore CL principles, and also, to study the interaction of different web commu-
nities, we ran the SS-Crowd algorithm using Twitter as well as Yahoo!Answers as a
source for human feedback. Although Twitter interface is not intended to perform as
a QA system, users often use it to get answers for question posts, so we are miming
these users and behaving the same way. Considering that the work in [7] already put the
SS-Crowd algorithm to test Yahoo! Answers, we are using here the same algorithm and
adding Twitter as a second source of information.

With the method proposed in this paper, we want to explore how can we apply CL
by implementing its capabilities in a real case where NELL would benefit from the ob-
tained results. We are also going to explore how the behavior of different communities
could affect the benefits of using social media as a source of information for learning
tasks. As a measure of achievement, we took the very same rules used in [7]. We had
a set of 62 NELL’s rules that were (automatically) converted (by SS-Crowd) into ques-
tions and then, were posted as questions in both communities. The questions generated
350 answers in Yahoo! Answers and 72 answers in Twitter. All those results were given
as input to a classifier to learn how to interpret answers from both communities. In
our experiments each question receives several kinds of sentences as answers and the
SS-Crowd algorithm determines if those answers are approving or rejecting the the va-
lidity of the rule. If the algorithm cannot make such decision then the rule is marked as
unresolved.

During the execution of the experiments, we noticed how user’s collaboration dif-
fer from one community to another. In Yahoo! Answers, users are not aware that our

4 https://www.mturk.com

https://www.mturk.com
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Table 1. Total of approved, rejected and unresolved answers from Yahoo! Answers and Twitter

Approved Rejected Unresolved
Twitter 51 17 4
Yahoo! Answers 124 168 58

questions are generated by a machine. In Twitter instead, we made that clear. As an in-
stant effect, users came to us asking how restrictive should they be about the rule being
evaluated. We answered them to be as restrictive as they think they should be, so we
keep our intents to not interfere in the user’s opinion. Knowing the original intents of
the question, the users in Twitter are more machine friendly, they actually try to help
the learning system (considering that they are NELL’s followers).

In Yahoo! Answers, people are encouraged to earn points and respect by answering
questions. Users collaborate giving answers even when they are not sure about the an-
swer. This behavior reflects in our results as a higher amount of collaboration. In Twitter
instead, the collaboration has some restrictions. The user has to be following NELL to
receive its updates (questions in our case). This means that the user is previously in-
terested in the subject and because of this interest, while the amount of collaboration
decreases, its quality increases a lot. The example below extracted from our results
explains it in a practical manner.

Question: (Yes or No?) If athlete Z is member of team X and athlete Z plays in
league Y, then team X plays in league Y.

Answer sampled from a Twitter user: No. (Z in X) ∧ (Z in Y) → (X in Y)
Answer sampled from a Yahoo! Answers users: NO, Not in EVERY case. Athlete

Z could be a member of football team X and he could also play in his pub’s Friday
nights dart team. The Dart team could play in league Y (and Z therefore by definition
plays in league Y). This does not mean that the football team plays in the darts league!

As we can infer from the examples, users from both communities are giving us the
same opinion through different answers. The first contains a simple No answer and a
justification in a logic-like format while, the latter, is pure natural language and in-
cludes an example. Everything that we need from both answers is the No and since the
first answer is shorter, the SS-Crowd is more accurate to extract the opinion from it. In
Table 1, we notice more unresolved answers in Yahoo! Answers (16.5%) answers than
in Twitter (5.5%) answers. It is also important to notice that the Yes/No nature of the
question facilitates the resolution of tasks like this. This feature is the driven feedback
discussed in Sect. 3 and is part of the SS-Crowd original algorithm. Overall, as illus-
trated in the example, we can state that if the users are different, the system is different
and the answers are different.

The CLS should be able to find how useful is the community contribution. If the
human collaboration is not good enough, the system may take an action to help users
to provide better feedback. This interaction between the learning system and the users
aiming to allow human feedback in machine learning tasks is the main focus of CL.

We know that the machine friendly collaboration of Twitter users is good to our
intents since it allows more accurate validation of knowledge. We also know that a QA
environment such as Yahoo! Answers is more participatory and we have users from all
kind of expertise and experience. Thus, we have on one side a more accurate and smaller
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set of answers and in the other a larger set of answers, human identity and an unbiased
crowd. Those different biases present in each community were important to help us
deciding upon using these specific communities. Examining the simple sum of the totals
of answers from both communities, we found that users from Yahoo! Answers and
Twitter have a substantial difference in their opinion, which is good to our intents. The
results also pointed that users from one community disagree with users from the other
community in 45% of the answers. This increases our belief that we are not dealing
with redundant information (but with independent sources).

A CLS with multiple independent sources of human collaboration could use collec-
tive knowledge to improve its own ability to keep looking for information. Therefore,
performing a self-revision task. To implement such capability, we gathered information
from SS-Crowd implementation with Twitter and Yahoo! Answers and represented the
data as attributes to a classifier. Thus, the system is capable of assisting SS-Crowd to
identify where to look for better information on web communities. The attributes re-
trieved from SS-Crowd are as follows: (i) Total number of rules resolved as approved
and rejected by users in Twitter. (ii) Total number of rules resolved as approved and
rejected by users in Yahoo! Answers. (iii) The best answer from Yahoo! Answer. (iv)
The combined resolution of answers to a single question (taken from SS-Crowd task #5
in Sect. 3).

We believe that the classifier can be used to infer more valuable knowledge from the
behavior of the communities. If we are applying CL to improve learning system KB,
such a classifier could bring the possibility to choose what information from the web
community makes difference to that specific learning system. In our experiments we
used the attributes to feed traditional classifiers and observed how the combination of
different social media sources and the improved interaction with users, through Con-
versational Learning, could give us a deeper understanding of the machine knowledge
validated through the eyes of humans.

To apply the CL idea in our experiments, we used the attributes retrieved from SS-
Crowd to create 62 tuples (one for each rule) to train traditional classifiers. The learning
task of the binary classifier is to identify whether a rule is right or wrong. The dataset
composed by those instances (tuples) were previously labeled with the judgment of
NELL’s developers and the tests were performed using a 10-fold cross-validation. With
the outputs, we can measure the relevance of the attributes and decide which of them
are suitable to our intents. Although the average difference indicates no redundant in-
formation, it does not guarantee that every attribute are not independent. We know that
some attributes may represent our problem better than others, and to resolve this mat-
ter, we decided to run the classifiers in a ablation strategy removing attributes from the
dataset. Therefore, we are going to analyze how the classifier accuracy behaves in the
lack of attributes.

When comparing both systems’ outputs, it is possible to notice that Yahoo! Answers
attributes are more relevant to the CLS. The system could benefit from this inference
to assign a different behavior for Yahoo! Answers collaboration, specially for the rejec-
tions, as evidenced in Table 2. On the other hand, when using a single community as
source of human feedback, the use of Twitter brought better results than Yahoo!Answers
(last two lines in Table 2).
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Table 2. Classifier average correct classification rates over 10-fold cross validation using a dataset
containing 62 instances

Classifier
Removed Attribute NaiveBayes C4.5 ID3
None Removed 74.19 77.41 75.80
YahooApproved 75.80 74.19 75.80
YahooRejected 69.35 69.35 72.58
YahooUnresolved 75.80 79.03 80.64
TwitterApproved 75.80 61.29 61.29
TwitterRejected 74.19 83.87 77.41
TwitterUnesolved 70.96 75.80 75.80
YahooBest 77.41 75.80 77.41
YahooCombined 74.19 75.80 75.80
YahooOnly 70.96 77.41 74.19
TwitterOnly 77.41 79.03 79.03

As we already mentioned, the identity of the CLS and the knowledge of the humans
about a subject might interfere in their decisions. While Twitter users gives us more
straightforward response (which matches the NELL’s developers), the Yahoo! Answers
users gives more complex and more in-depth feedback. In a few words, while Twitter
users improves a ML in self-supervision, Yahoo! Answer users help the ML system
to ensure its completeness, that is, the system comprehension of all possibilities of the
knowledge acquired.

In a nutshell, the results of our classifier can tell which attributes are more relevant to
the rule validation task. The classifier loses accuracy when the YahooRejected attribute
is removed. Implementing such a classifier can help the CLS to tune itself in a self-
supervised self-reflection task and to be able to be more effective. The classification
task can also report to the ML system, which bit of the knowledge base could benefit
from deeper investigation.

5 Conclusions and Future Work

In this work, CL was proposed and implemented using NELL as a case study. Such a
learning process is intended to autonomously help to improve ML tasks actively looking
for human assistance from different sources (in a Active-Learning-oriented approach.
To achieve that, the presented case study took advantage from the web communities and
their wide popularity and also their millions of users. We presented our concerns and
some directions on how to solve problems of low confidence when relying on human
generated content. We also showed how CLSs are related to Active Learning and Inter-
active Learning. To allow CLSs to effectively communicate with humans, we explored
some ”reversed” techniques such as Reversed Human Computer Interaction as well as
Reversed Macro Question/Answeras defined in [7].

The case study was implemented based on SS-Crowd and three traditional classi-
fiers (Naive-Bayes, C4.5 and ID3). Experiments were performed using Twitter and Ya-
hoo!Answers as source for the human feedback. The results obtained in the performed
experiments revealed that the CL approach was able to correctly label data that can
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be stored in NELL’s knowledge base and help the system in its never-ending learn-
ing task. Also, it was possible to observe that Twitter and Yahoo!Answers classifier
attributes contributed in different ways to the classification task. In this sense, Twitter’s
attributes alone were capable of giving the higher classification accuracy to the classi-
fiers. However, the list of used attributes can still be extended to take advantage of other
information from web communities such as reputation and earned points.

Since the SS-Crowd algorithm has a few issues with unresolved answers (e.g. decide
if an answer is yes or no), an interesting future work can focus on extending the key-
word base approach [7] with more detailed information from the web community (like
opinion analysis and sentiment analysis). We also intend to increase the datasets used
in the experiments to learn more subtleties from CL approach.
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Abstract. Recognition of isolated spoken digits is the core procedure
for a large and important number of applications mainly in telephone
based services, such as dialing, airline reservation, bank transaction and
price quotation, only using speech. Spoken digit recognition is gener-
ally a challenging task since the signals last for short period of time
and often some digits are acoustically very similar to each other. The
objective of this paper is to investigate the use of machine learning algo-
rithms for digit recognition. We focus on the recognition of digits spoken
in Portuguese. However, we note that our techniques are applicable to
any language. We believe that the most important task for successfully
recognizing spoken digits is the attribute extraction. Audio data is com-
posed by a huge amount of very weak features, and most machine learn-
ing algorithms will not be able to build accurate classifiers. We show
that Line Spectral Frequencies (LSF) provides a set of highly predic-
tive coefficients for digit recognition. The results are superior than those
obtained with state-of-the-art methods using Mel-Frequency Cepstrum
Coefficients (MFCC) for digit recognition. In particular, we show that
the choice of the right attribute extraction method is more important
than the specific classification paradigm, and that the right combination
of classifier and attributes can provide almost perfect accuracy.

Keywords: speech recognition, machine learning, spoken digit recogni-
tion, line spectral frequency.

1 Introduction

In the last decades, research on speech and speaker recognition has attracted
a huge amount of interest, mainly due to the enormous number of applications
involving such technology. A few examples are biometric authentication, in which
a user voice is used to allow or deny access to a system; and accessibility, in which
a user is able to control equipments or navigate on the Internet just using speech,
facilitating these tasks to physically-impaired people.

An important speech recognition application, especially useful for telephone
service providers, is the recognition of isolated spoken digits. Examples of such
services are telephone dialing using speech, airline reservation, banking trans-
actions, price quotation, etc. By using this type of interaction, companies can

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 241–250, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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make their services more user-friendly when compared to, for instance, entering
numbers on the telephone keypad. This is even more evident when the proce-
dure is done through mobile devices, in which there is not a physically detached
keyboard for dialing.

Digit recognition might seem an easy task when compared to recognition of
spoken words in general. However, spoken digits recognition is challenging due
to two main reasons [9]:

1. Spoken digits are of short acoustic duration, typically a few seconds of speech;
2. Some digits are acoustically very similar to each other (for example, “one”

and “nine”).

The objective of this paper is to investigate the use of machine learning algo-
rithms for digit recognition. We focus on the recognition of digits spoken in Por-
tuguese. However, we note that our techniques are applicable to any language.
We believe that the most important task for successfully recognizing spoken
digits is attribute extraction. Machine learning algorithms are fully dependent
on predictive attributes to build precise classifiers. In speech recognition, and in
sound recognition in general, the raw (audio) data is composed of a huge amount
of very weak features, and most machine learning algorithms will not be able to
build accurate classifiers, mainly due to the curse of dimensionality.

We show that Line Spectral Frequencies (LSF) provides a set of highly pre-
dictive coefficients for digit recognition. The results are superior to those ob-
tained with state-of-the-art methods using Mel-Frequency Cepstrum Coefficients
(MFCC) for digit recognition. In particular, we show that the choice of the
right attribute extraction method is more important than the specific classifica-
tion paradigm, and that the right combination of classifier and attributes can
provide almost perfect accuracy.

This paper is organized as follows: Section 2 reviews the related work on
spoken digit recognition using machine learning techniques. Section 3 briefly in-
troduces the general ideas behind MFCC and LSF. This section also reviews
the dynamic windowing pre-processing technique used to extract local coeffi-
cients, as well as to generate attribute vectors with fixed length. Section 4 de-
scribes the database of spoken digits used in our experiment and the techniques
used to segment the data. Section 5 presents our experimental design and dis-
cusses the obtained results. Finally, Sect. 6 provides the conclusions and possible
future work.

2 Related Work

As previously mentioned, spoken digit recognition is the core of several impor-
tant applications. Due to its relevance, several papers have been published on
this topic for diverse languages such as Japanese [8], English [1], Arabic [2,6],
Hindi [13], Bengali [5] and Urdu [3]. In general, these papers have a common
framework, in which MFCC are used as principal attributes in conjunction with
a classifier induced by a machine learning system.
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We scanned the literature searching for papers that proposed approaches
and/or evaluated them on spoken digits in Portuguese, and we discovered that
there is an enormous lack of research work on that language. To the best of
our knowledge, the only pieces of work that considered the Portuguese language
were the work of Rodrigues and Trancoso [15], in which MFCC and Hidden
Markov Models were used to recognize digits in Portuguese with an accuracy of
99.40%, and, more recently, Bresolin et al. [4], which compared wavelet-based
attributes to MFCC for recognizing digits, obtaining an accuracy of 92.97% for
the best configuration of attributes based on wavelet and 92.87% for MFCC in
speaker-independent digit recognition.

In our work, we show that LSF coefficients provide a more accurate set of
attributes than MFCC for digit recognition in Portuguese. With the right com-
bination of LSF coefficients and classifier our approach achieved almost perfect
classification accuracy in the same database used in [4].

3 Attribute Extraction Methods

As previously discussed, machine learning algorithms are highly dependent on
predictive features in order to build accurate classifiers. In this section we provide
a brief description of two well-known methods for attribute extraction, namely
Mel-Frequency Cepstrum Coefficients (MFCC) and Line Spectral Frequencies
(LSF). The main purpose of these methods is to perform a representational
change of the original audio data, from a high-dimensional weak-feature domain
to a low-dimensional strong-feature domain.

We start describing the technique of dynamic windowing. The importance
of this technique is two-fold: first, the window allows extracting local attributes
from smaller parts of the signal and characterizing signal changes in time; second,
the dynamic setting allows adjusting the size of the window so that every signal
results in the same number of attributes.

3.1 Dynamic Windowing

Usually, speech recognition involves the classification of signals with different
durations. This variability occurs not only inter-classes, because different words
have different lengths, but also intra-classes, because different speakers usually
have different paces. Data with varying length is a problem for several machine
learning algorithms that expect a fixed-size attribute-value table as input. We
use dynamic windowing as a strategy to overcome that issue.

Dynamic windowing is a simple strategy that breaks a signal of arbitrary
length into a set of feature vectors. Each feature vector is the collection of features
extracted from a segment of the original signal, which is obtained from a sliding
window of width ws. The value of ws is dependent on the length of the signal s
and the number of windows required. Furthermore, each window has an overlap
with the previous, as can be seen in Fig. 1. This overlap must be large enough
so that information in the signal transitions are not lost. An overlap higher than
50% is commonly used.
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Fig. 1. In the dynamic windowing strategy, the feature extraction uses a sliding window
of width w, proportional to a preset number of windows, with an overlap of size s
between consecutive windows. So, a n−dimentional feature vector is extracted for each
window.

In our experiments, we set the window width ws according to Equation 1
below:

ws =  e

1− o
! (1)

where o is the overlapping rate in the range between 0 and 1 and e is the window
width disregarding overlapping between consecutive windows. The value of e can
be obtained from Equation 2 below:

e =  ls
n
! (2)

where ls is the signal length and n is the number of windows.
Obviously, the dynamic window strategy should be used with a word of cau-

tion: the existence of signals with considerable difference in duration will make
the window sizes, and consequently the step sizes, have a large variance. Large
step sizes may cause a loss of detail on how the signal evolves in time when
features are extracted.

3.2 Mel-Frequency Cepstrum Coefficients

The Mel-Frequency Cepstrum Coefficients are probably the most commonly used
attributes in speech processing tasks, such as speaker and speech recognition [18].
Briefly, to calculate those coefficients, we first take the magnitudes of frequency
components using an acoustically-defined scale called mel, originated from the
study of Stevens et al. [16], which relates physical frequencies to the frequencies
perceived by the human auditory system. Next, we apply a Discrete Cosine
Transform, widely used in data compression [17]. The MFCC are the cepstrum
coefficients obtained from this operation. Equation 3 shows the conversion from
frequency (f) to mel-frequency (m).

m = 2595× log10(1 +
f

700
) (3)
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3.3 Line Spectral Frequencies

Linear Prediction (LP) is a technique used in many speech applications, such as
recognition, compression and modeling [14,10]. LP is based on the fact that a
speech signal can be described by Equation 4.

x̂k =

p∑
i=1

aixk−i (4)

where k is the time index and p is the order of LP – i.e., the number of em-
ployed LP coefficients. The ai coefficients are calculated in order to minimize
the prediction error by means of a covariance or auto-correlation method.

Equation 4 can be rewritten in the frequency domain with a z−transform [11].
In this way, a short segment of speech is assumed to be generated as the output
of an all-pole filter H(z) = 1/A(z), where A(z) is the inverse filter such that:

H(z) =
1

A(z)
=

1

1−∑p
i=1 aiz

−i
(5)

The Line Spectral Frequencies (LSF) representation, introduced by Itakura [7],
is an alternative way to represent LP coefficients. In order to calculate LSF
coefficients, the inverse filter polynomial is decomposed into two polynomials
P (z) and Q(z):

P (z) = A(z) + zp+1A(z−1) and Q(z) = A(z)− zp+1A(z−1)

where P (z) is a symmetric polynomial and Q(z) is an antisymmetric polynomial.
The roots of P (z) and Q(z) determine the LSF coefficients.

LSF is well suited for quantization and interpolation [12]. Therefore LSF can
represent the speech signal, mapping a large signal to a small number of coeffi-
cients, better than other LP representations.

4 Spoken Digits Database

In this section, we describe the database used in our experiments. In order to
promote the comparison to literature results and facilitate the reproducibility of
our results, we used a publicly available database created by Bresolin et al. [4].
We believe that the use of public data restricts any bias that could possibly arise
if we decided to create our own database.

We are also highly committed to reproducibility of our results. Therefore, we
created a paper website1 in which we published every source code and data used
in this paper.

1 http://www.icmc.usp.br/~diegofsilva/IBERAMIA2012

http://www.icmc.usp.br/~diegofsilva/IBERAMIA2012
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4.1 Database Description

The database consists of spoken digits in Portuguese collected during a period
of three months, from eighty-two men aged between 18 and 42 years-old. The
sampling rate of the recording is 22, 050Hz. Altogether, the database has 216
sequences of 10 digits (0 − 9) each, totalling 10 classes and 2, 160 examples.
Thus, it is a balanced dataset considering the class distribution.

Table 1 presents the approximated pronunciation of the 10 digits in English
and by the International Phonetic Alphabet symbols (IPA2).

Table 1. Portuguese digits, approximate English pronunciation and IPA symbols

Digit Portuguese Pronounce IPA Digit Portuguese Pronounce IPAWriting Writing
0 zero zeh-ro [’zEru ] 5 cinco seen-coh [’s̃ıŋku]
1 um oom [ũ] 6 seis say-z [’sej

∫
]

2 dois doy-z [’doi
∫
] 7 sete seh-chee [’sEt

∫
i]

3 três treh-z [’trej
∫
] 8 oito oy-too [’ojtu]

4 quatro kwah-troh [’kwatru] 9 nove noh-vee [’nOvi]

4.2 Signal Pre-processing

Each audio recording is related to one speaker who pronounces all digits from 0
to 9. Therefore, the recordings are not separated for each digit, rather each file

0 5 10 15
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−0.5
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0.5

1

Time (s)

A
m
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itu

de

0 5 10 15
Time (s)

Threshold

Amplitude

Fig. 2. Segmentation scheme. It’s calculated the mean amplitude in the original signal
(top) using a sliding window to form a vector that defines a confidence level for the
existence of an interesting signal in the window (bottom). Finally, it is set a threshold
for acceptance.

2 http://www.langsci.ucl.ac.uk/ipa/

http://www.langsci.ucl.ac.uk/ipa/
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records one phrase encompassing the pronunciation of all digits. It was necessary
to segment each file into 10 fragments, each one containing one digit.

As the signal-to-noise ratio of these signals is relatively high, it was possible to
use a simple amplitude-based detector. First, the signal is normalized, dividing
the values in each window by the highest value observed. Thus, the relative
amplitudes will be within the interval between −1 and 1. After that, the mean
amplitude within a sliding window is calculated and used as confidence estimate.
The greater the calculated amplitude, the greater the confidence that the window
contains part of a spoken signal. Finally, we set an acceptance threshold so that
the portions above the threshold are indicative of a spoken digit. We save the
segments above the threshold in separate files. This detection method is shown
in Fig. 2.

The audio files were generated by speakers pronouncing the digits in numerical
order. Thus, the task of labeling signals after segmentation is trivial.

5 Experiments and Results

Our main goal is to show that LSF coefficients can be used as features to provide
highly accurate classifiers for spoken digits recognition. We compared MFCC
with 13 coefficients against LSF with orders 24 and 48. These numbers of co-
efficients were used because it is known that 13 MFCC and 12 LP coefficients
are sufficient to characterize speech signals. Furthermore, it is common to use a
multiple of the number of LP coefficients as the LSF order.

We compare the methods on 12 different scenarios. Each scenario is a different
setting of some classification algorithm. The algorithms we use for classification
and their related settings are shown in Table 2. We chose these algorithms be-
cause they are frequently used and the authors report good classification per-
formance on signal recognition papers. Nearest neighbor classifiers were induced
with inverse distance weighting approach.

Table 2. Experiment scenarios description

Scenario Inducer/settings
1-NN Nearest Neighbor
5-NN 5-Nearest Neighbor weighted by inverse distance
7-NN 7-Nearest Neighbor weighted by inverse distance
9-NN 9-Nearest Neighbor weighted by inverse distance
SVM-Poly1 Support Vector Machine with Polynomial Kernel with Degree 1
SVM-Poly2 Support Vector Machine with Polynomial Kernel with Degree 2
SVM-Poly3 Support Vector Machine with Polynomial Kernel with Degree 3
SVM-RBF0.01 Support Vector Machine with RBF Kernel wit Gamma=0.01
SVM-RBF0.05 Support Vector Machine with RBF Kernel wit Gamma=0.05
SVM-RBF0.1 Support Vector Machine with RBF Kernel wit Gamma=0.1
NB Naïve Bayes
RF Random Forest
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For both approaches, MFCC and LSF, features were extracted via dynamic
windowing strategy. The width and step size of the sliding window were such
that for each signal a set of 25 feature arrays was generated and each adjacent
pair of windows had an overlapping area of 75%. Therefore, each feature ex-
traction method generated a dataset where each instance consisted of 25 × n
attributes, n being the number of extracted features. In other words, each signal
was transformed into an instance with 325, 600 and 1, 200 attributes for the
13-MFCC, 24-LSF and 48-LSF strategies, respectively.

Ten-fold cross-validation was used to partition the data sets into training and
test sets. In order to reduce results variance by chance we have repeated this
process ten times, randomizing the order of examples between two consecutive
executions, i.e., we performed 10× 10-fold cross-validation.

Our classification results are summarized on Table 3. Values are mean accu-
racy and standard deviation on accuracy for a set of 10×10-fold cross-validation.
Each line stands for an inducer applied on the dataset produced from the fea-
tures extracted by the method on the column. The most accurate classification
algorithm on each method is highlighted.

Table 3. Mean accuracy and standard deviation for the three analyzed methods on
the 12 scenarios

Scenario MFCC 24 LSF 48 LSF
1-NN 86.33 (2.15) 92.92 (1.51) 93.03 (1.64)
5-NN 89.52 (1.88) 95.57 (1.19) 95.66 (1.27)
7-NN 89.61 (1.85) 95.82 (1.32) 95.98 (1.37)
9-NN 90.20 (1.82) 96.13 (1.26) 95.67 (1.24)
SVM-Poly1 97.96 (0.86) 98.85 (0.69) 99.30 (0.57)
SVM-Poly2 97.88 (0.93) 98.77 (0.70) 99.31 (0.57)
SVM-Poly3 97.91 (0.90) 98.75 (0.72) 99.17 (0.63)
SVM-RBF0.01 93.62 (1.71) 97.93 (0.95) 98.64 (0.83)
SVM-RBF0.05 96.88 (1.17) 98.54 (0.83) 98.70 (0.77)
SVM-RBF0.1 97.19 (1.04) 98.32 (0.88) 98.02 (0.90)
NB 90.63 (1.66) 94.86 (1.46) 94.72 (1.35)
RF 91.83 (1.90) 96.36 (1.23) 95.89 (1.37)

Each single execution of the 10-fold cross-validation produced a confusion
matrix, from which we were able to assess accuracy values and what are the
errors types committed by the classifier. One example of such confusion matrices
may be seen on Table 4. This particular matrix shows the results of one of the
10 executions of the SVM-Poly2 inducer on the dataset generated with features
extracted by the 48 LSF method. As the original matrix was very sparse, we
omitted zeroes from the table for the sake of presentation.

Results show that our extraction methods (24/48 LSF) outperformed the orig-
inal MFCC extraction method every time. In order to allow for better confidence
on the results, we performed the Wilcoxon statistical test. The Wilcoxon test is
recommended for comparing pairs of grouped populations. The Wilcoxon test
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Table 4. Confusion matrix for one of the test of the SVM-Poly2 inducer on the dataset
with features extracted by 48-LSF

Actual
Zero Um Dois Três Quatro Cinco Seis Sete Oito Nove

P
re

di
ct

ed

Zero 214 3
Um 216 1
Dois 214 3
Três 216
Quatro 215 1
Cinco 216 1 1
Seis 215
Sete 2 212
Oito 2 212
Nove 1 215

Acc. (%) 99.07 100 99.07 100 99.54 100 99.54 98.15 98.15 99.54

indicate that 24 and 48 LSF, despite not being comparable to each other with
statistical significance, performed better than the original MFCC approach with
95% of significance for the analyzed dataset and classification algorithms.

6 Conclusions

In this study, we investigated the spoken digit recognition using a database of
sounds corresponding to digits spoken in Portuguese. For this task, we inves-
tigated the use of LSF coefficients and compared to performance obtained us-
ing MFCC, commonly used descriptors in speech recognition. Both descriptors
were extracted with dynamic windowing strategy. We used four classification
algorithms, with parameter variations.

We demonstrated that the LSF coefficients are highly predictive attributes
when classifying spoken digits. Our results showed that these attributes
outperformed MFCC for all classifiers analyzed, providing an almost perfect
classification performance.

Although the results presented in this study are restricted to the recogni-
tion of digits in Portuguese, all the techniques discussed may be used for other
speech signals of short duration. Some examples are the recognition of vowels
and isolated words.

As future work, we intend to evaluate the use of LSF coefficients in recogni-
tion of digits and other related areas in other languages, with the use of dynamic
windowing and with Hidden Markov Models and nearest neighbors using the Dy-
namic Time Warping distance, which does not require that the vectors attributes
having the same length.

Acknowledgments. This work is partially financially supported by FAPESP
and CAPES.
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Abstract. Ad hoc networks are formed by wireless devices distributed
without a predefined infrastructure using a technique called multi-hop
communication. A particular case is mobile ad hoc networks, which op-
erate within dynamic environments. This determines the necessity of
paying special attention to the routing problem. Traditional techniques
are not particulary efficient at making the bioinspired algorithms more
relevant. These techniques are based on the analysis of the behavior of
some animals, especially in the process of obtaining food. A set of these
techniques or algorithms are known as the ACO (Ant Colony Optimiza-
tion) which is based on the particular behavior of ants. A representative
protocol from this kind is AntOR, routing protocol for mobile ad hoc
hybrid, multipath and adaptive. In this article a variant of AntOR is
proposed which causes the protocol AntOR-UDLR. This approach con-
sists of replacing the link failure notification messages sent in a broad-
cast manner by unicast messages, which are sent to the predecessor of
the node reporting the link failure, until the source of the data session
is reached. The simulation results show that AntOR-UDLR improves its
predecessor according to all analyzed metrics.

Keywords: bioinspired algorithm, routing protocol, mobile ad hoc
networks, ant colony optimization, link failure, unicast.

1 Introduction

Given dynamic topology of mobile ad hoc networks, that is, given the contin-
uous joining and departing of nodes in a mobile ad hoc network, designing of
efficient routing protocols is not an easy task because it is not directly applicable
for standard routing solutions. There is a group of algorithms called Bioinspired
which have their adaptive capabilities as a main characteristic. This proves par-
ticularly relevant in this type of environment. Within these algorithms there has
been particular reference made in literature to the concept of Swarm Intelligence

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 251–260, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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[1], inspired by the social behavior of insects and other animals to solve complex
problems. Swarm Intelligence is a set of methods to solve difficult optimization
problems both static and dynamic problems using cooperative agents, usually
called ants. These model a stigmergy behavior, which means the collaboration
through a physical medium. Each insect smells the pheromone trail that other
ants leave. This seemingly simple behavior solves complex problems. The ant
behavior that they carry out of acquiring the food is the principle of the Ant
Colony Optimization (ACO) algorithms [2]. This algorithm makes reference to
the concept of ant as the agent that plays a particular role. It also uses the
concept of forward ant (that goes from the source node to the destination) and
backward ant (in the opposite direction).

This article presents the so-called protocol AntOR-UDLR (AntOR - Unicast
Disjoint Link Route), variant of AntOR-DLR [3]. The main idea of this algorithm
is to replace the link failure notification messages sent in broadcast manner by
one-hop and unicast messages sent to the predecessor node of a valid path to a
reachable destination. This paper is divided into 5 sections with the first section
introducing the concept. In Sect. 2 we discuss the most relevant related work
in the routing based on ACO. In Sect. 3 we present AntOR-UDLR explaining
the major differences with regard to AntOR-DLR. In the following Sect. 4 we
analyze the results of the simulation where AntOR-UDLR, AntOR-DLR and
OLSR are compared. Finally we offer conclusions and lines of future work in
Sect. 5.

2 Related Work

Many ACO algorithms have been proposed in the literature. These algorithms
can be classified, as well as the traditional ones, in proactive, reactive, and hy-
brid. Proactive protocols frequently need to exchange packets between mobile
nodes and to continuously update their routing tables. On the other hand, re-
active protocols are that deal of reducing the overhead which produce proactive
protocols but they have more latency. As a combination of proactive and reactive
part we have hybrid protocols, among it, the following should be noted.

Ant-AODV [4], hybrid routing protocol based on ACO and on the routing
protocol AODV, as its name suggests, it tries to take advantage of both. To
overcome some of the disadvantages of AODV, as is the overhead generated by
the increase of control message, this hybrid technical is utilized, that highlights
the node connectivity and decreases the End-to-End delay, as well as the latency
of route setup process. Ant-AODV similarly to other protocols such as ADRA [5]
was designed without taking into account techniques to help to find the shortest
routes and mechanisms to mitigate the congestion problem.

HOPNET [6] is based on a technique in which the ants jump from one zone
to another one. The algorithm has characteristics extracted from the ZRP and
DSR protocols, being highly scalable, compared with other hybrid protocols.
This algorithm consists of proactive route setup in the area of node vicinity, and
communication between zones reactively on demand is done when it sends pack-
ets from a zone to another. When the number of nodes is small the continuous
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movement of peripheral nodes constantly attempts to discover new routes, which
causes more delay than in other hybrid routing protocols.

But undoubtedly the most representative is AntHocNet [7]. It constitutes a
hybrid, adaptive and multipath protocol that takes into account the dynamic
topology and other characteristics of the MANETs, presenting a hybrid mode
of operation: it is reactive because it has agents operating in the route setup to
destinations and proactive due to other agents collecting information to discover
new routes in the prevention against link failure. It is multipath because it
establishes different paths to send the information to the destination. Finally, it
is adaptive because it suits the traffic and network conditions. In the operation
of AntHocNet the following steps or phases can be distinguished:

– Routing information setup: The source node sends reactive agents to discover
the first available route to the destination.

– Data routing: Data is sent through the nodes to the destination using the
route information and can use a multihop technique, which involves sending
data through intermediate nodes. These nodes act as routers.

– Path maintenance and exploration: Information about existing routes is
proactively updated and the discovery of new ones is possible.

– Management of link failures: Management failures occur when a node is
outside the scope of the network or does not receive control messages which
are responsible for informing a node of its closest neighbours (who are one
hop), and so on. This phase deals with such failures.

However, it is necessary to improve some aspects as the overhead produced in
the route setup phase. This overhead is produced because it does not include
techniques to monitor the number of ants that move over the network. Also, the
use of disjoint route could improve the efficiency of the algorithm.

Finally, AntOR [3] is a protocol based on AntHocNet but it differs from this in
the following characteristics: i) it is a protocol that works in two separate modes:
Disjoint-link and Disjoint-node; ii) it takes into account the pheromone separa-
tion in the diffusion process; iii) Use of the distance metric in path exploration. In
such protocol there are two kinds of routes: Disjoint-node and Disjoint-link. The
first corresponds to routes in which nodes are not shared and the latter refers
to routes in which links are not shared. In AntHocNet a same route can simul-
taneously have regular and virtual pheromone values. In the proposed protocol
a route cannot have both a regular pheromone value and a virtual pheromone
simultaneously; this technique improves the efficiency of the algorithm. Finally,
it uses the distance metric, where AntOR takes into account the number of
hops for the routes which have been found to be the best. In this manner, a
proactive ant is controlled to ensure it does not go through more nodes than
those established by the limit of the number of hops. This hop limit is estab-
lished according to the best routes (less distance in number of hops) previously
calculatedy.
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3 AntOR-UDLR

In this article we present a new protocol which is a variant of AntOR-DLR [3]. We
chose AntOR-DLR instead of AntOR-DNR because of the comparison done in [8]
which showed that it is more beneficial. One of the aspects that the design of this
new algorithm pursues is to reduce the overhead in the network. Before specifying
it we must differentiate between unicast and broadcast messages. Unicast means
that the information from a unique sender to a unique receiver is sent, unlike
the broadcast system that sends data to the whole network in an indiscriminate
way. Unicast mode checks through control messages that the channel is free
to transmit. This fact implies more delay to have with respect to broadcast
messages, but it has the advantage that it produces fewer collisions, losing fewer
messages.

3.1 Specification

The main idea of this approach is to replace the notification messages sent in
broadcast mode by simple messages sent the precursor of a valid path to a reach-
able destination. We mean with valid route that route with has pheromone value
greater than zero and belongs to the active session of a particular destination.
When a node detects the link failure in its neighbour, it communicates such a
failure to its predecessor through a unicast message, repeating that message to
its predecessor until the source node of the data session is reached. This causes
the source to launch a forward ant in the route setup phase. It may be the case
that the node, that detects the link failure, has two or more overlapped data
sessions. This causes the failure communication to have to do different prede-
cessors, due to the distinct source data session. Next we explain how to manage
the link failures in AntOR-DLR and AntOR-UDLR.

Link Failure Management: In mobile ad hoc networks the link failures can
occur by physical changes, such as when a node is switched off or moved, or
due to changes that affect the connectivity of wireless communication, such as
the increase in the transmission range or a decrease in the utilized transmission
power. Since the MANETS are dynamic, these events occur frequently, and the
routing algorithms of such a network must be prepared to deal with them effi-
ciently. The first step in the management of link failures is the detection. Once
the failure is detected, the next step is the neutralization of the failure. This
stage is where AntOR-UDLR differs from AntOR-DLR, significantly improving
the performance of the routing algorithm. Then we enter the core concepts of
link failures management.

Link Failure Management in AntOR-DLR: Before analyzing the link fail-
ure management in this protocol, we should comment AntOR-DLR offers some
basic protection components. These components are the route setup process and
proactive route maintenance process. The first one allows the source nodes to
rebuild the entire route if needed and the second one provides protection in a
proactive manner through the creation of new paths, which can serve as backup
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for the routing. In AntOR-DLR the link failure is detected whether protocols
from the lower layers inform of the transmission failure about control or data
packet, or if a node does not receive the corresponding message HELLO from its
neighbors. As mentioned, when a failure is detected, we process it to neutralize
it. At this phase, AntOR-DLR behaves in the the following way. In AntOR-DLR,
the first task that occurs when there is a failure node is that the node detecting
the failure removes it from its neighbors table. Then the routing table with the
new pheromone information is updated. Finally, it is responsible for neutralizing
the failure taking into account the following factors:

a. If there is no route at the source a reactive forward ant is sent.
b. If there is no route at an intermediate node and it is dealt with by a data

packet that had been forwarding when the failure occurred, a route repair
forward ant is sent. If there is no reply from the corresponding repair backward
ant in a certain time period a link failure notification message is sent in
broadcast mode, reporting the unreachable destination.

c. When there is a link failure, due to the fact that the corresponding consecutive
message HELLO has not been received in a while or because a unicast control
message is lost, and if it is dealt with intermediate nodes in the following way
is processed: a link failure notification message is created informing about
unreachable destinations and this message in broadcast mode is sent.

Link Failure Management in AntOR-UDLR: The algorithm of link failure
detection is the same as in AntOR-DLR. The only thing that changes is the way
to deal with the corresponding failure. Here is where we comment on the new
characteristics.

As AntOR-DLR, the first fact that occurs when there is a node failure in
AntOR-UDLR is the node that perceives the failure removes it its neighbors
table. Then the routing table with the new pheromone information is updated.
Finally, it is processed similarly to AntOR-DLR:

a. If there is no route at source node, a reactive forward ant is sent.
b. If there is no route at an intermediate node, and it is dealt with by a data

packet that had been forwarding when the failure occurred, a route repair
forward ant is sent. If there is not reply from the corresponding repair back-
ward ant repair in a given time period, a message in unicast mode to the
precursor of the route is sent informing about the unreachable destination.
The node that receives this message updates the routing table and forwards
this message to the precursor of the route to the destination. This process is
repeated as many times as needed until the source node of the data session
is reached.

c. If there is no route at the intermediate node, and it is dealt with by a control
packet (a HELLO message is not consecutively received at every certain in-
terval or a unicast control message), no message is not sent. This last option
may prevent those routes from repairing correctly, because in this case any
operation is not performed. To fix this we create a new functionality: when
an intermediate node, which is routing data and does not find a valid route,
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i.e., a route with a regular pheromone value greater than zero, sends a unicast
message to all one-hop neigbours, so that they update their routing tables. It
is necessary to send this message to all neighbors, because otherwise we do
not have information of the predecessor by not finding a valid route. When
one of these neighboring nodes has a valid route to the destination, it forwards
the unicast message the precursor of the route. This process is repeated as
often as needed until the source node is reached.

3.2 Algorithm Design

AntOR-UDLR has a unicast message of link notification (ULN), which has a
simple structure. It contains two IP addresses: Session Destination Address and
Session Source Address. The first address makes reference to the destination of
the data session with a valid route and the second to the source. These two ad-
dresses are essential for the functioning of the algorithm. We use the destination
address because, when there is a link failure, the node, which detects it, has
to indicate the destination in that message, so that the predecessor nodes can
process it properly and decide if they must forward such a message depending
on whether they detect or not valid route to that destination. The source ad-
dress is important because it indicates to the node that receives the message
ULN, if the source node has been reached or not, by checking if the source
address encapsulated in the message is the same than the main address from
the node.

1 {src, dst} = GetInformation(ULN)

2 if CheckValidRoute(dst) then
3 if CURRENT NODE = src then
4 Send(RFA)
5 else
6 TTL = TTL - 1

7 { pre } = GetPrecursor(dst)

8 ReSend (pre,ULN)

9 end

10 end
Algorithm 1: Link failure neutralization process

According to Algorithm 1, in line 1 we get the source and destination associ-
ated with the data session. This information is extracted from the ULN message.
In line 2 we check if there is a valid route (active session and value of regular
pheromone greater than zero) to the destination dst. In positive case, in line 3
whether the current node (which receives the message ULN) is equivalent to src
is checked. If we have reached the source of the data session we perform a new
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route setup (line 4), in case contrary we re-forward message ULN (lines 6-8). In
6 we subtract a unit to the value of the field Time to live (TTL). This field in
the packet header is included. In line 7 we obtain the precursor pre, so that in 8
we forward message ULN to such a precursor.

3.3 Functioning

The following example explains how to treat a link failure at an intermediate
node, when data message is transmited and we cannot fix the route (case b of
“Link failure management in AntOR-UDLR”). Figure 1 shows a network formed
by 5 nodes, where the source and destination node corresponds to the letters A
and E respectively. We mark the failed or deactivated node in red which causing
the link failure between C and D. Node C notifies its predecessor B, with a
simple unicast message, that the destination E is unreachable. On receiving the
node B this message forwards it to its predecessor A discounting a unit to the
TTL value of such a message. Finally when A receives this message and executes
a new route setup process because it is the source node.

Fig. 1. Example of Link-failure Manage (I)

Figures 2(a) and 2(b) show another scenario in which the new functionality is
seen (case c of “Link failure management in AntOR-UDLR” in Sect. 3.1) This
scenario (see Fig. 2(a)) consists of 6 nodes where the source and destination of a
session of data are represented by the letters A andE respectively. A node forwards
the data packet to the reachable destination E through the next hop B.

(a) (b)

Fig. 2. Example of Link-failure Manage (II)

Upon receiving node B the data packet correctly, forwards it to C with desti-
nation E. Now node C has to relay it, but cannot find the route to the next hop
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D, so that the information cannot be routed to the destination successfully. At
this moment, we apply the new functionality (see Fig. 2(b)), by sending a unicast
message to all neighbours. To be able to send the corresponding message to all
neighbours it must find the IP addresses of each one of them in the neighbors
table. A unicast message is sent by IP address of the found neighbor, rather than
a broadcast message; because the sending in unicast mode is more efficient as
explained at the beginning of this section. Nodes F and B receive the message
sent by C, but do not receive D because it is removed from the neighbors table
of C since it originated the failure. Node F processes the message but does not
forward it, because it does not belong to the valid route to the destination E.
Instead, node B forwards it to node A, since it belongs to this data session. Upon
receiving Node A this message, it sends a forward ant to proceed with a new
route setup.

4 AntOR-UDLR vs. AntOR-DLR

The characteristics of the simulations in Simulator NS-3 were: We used randomly
distributed 100 nodes with transmission range of 300 m. The nodes are moved
according to the Random WayPoint (RWP) pattern with pause time of 2 s. The
scenario was rectangular with dimensions 3000 m × 1000 m. The speed was
variable from a minimum of 0 m/s to 10 m/s. It used 10 random data sessions
using the application protocol Constant Bit Rate (CBR) beginning to send data
at random from 0 s to a maximum of 60 s. The sending rate was 512 bit/s, i.e.,
sending a packet of 64 bytes per second. The maximum simulation time was
established to 300 s. It employed a total of 5 runs in the experiment. Fig. 3 and
4 show the Throughput and ratio respectively. Both have similiar behaviour, but
using a different scale. In this scenario and with this new algorithm we achieve
a ratio of 77% in adverse conditions of speed and dimensions because it is a
rectangular scenario which does not help in the packets reception. The square
scenarios have a better node distribution and have a more regular and uniform
movement. In Fig. 5 we appreciate how the Average End-to-End Delay is lower
in AntOR-UDLR than AntOR-DLR at all times. This behavior makes us think
that AntOR-UDLR is more stable than AntOR-DLR in presence of a different
mobility pattern. In Fig. 6 we ascertain how the overhead in number of bytes is
practically the same in AntOR-UDLR than AntOR-DLR. Also we can see that
the overhead is a bit bigger in AntOR-UDLR than AntOR-DLR with scenarios
highly dinamics (speeds of 8 and 10 m/s) because of the conectivity losing trig-
gers the AntOR-UDLR’s funcionality of sending more unicast messages, but it
is necessary and it is not injured the analysed previous metrics. With regard to
OLSR we can appreciate how AntOR-UDLR and AntOR-DLR improve it in all
metrics except Average End-to-End Delay. OLSR is a proactive protocol and it
has a high overhead and low delay.
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Fig. 3. Throughput

Fig. 4. Delivered Data Ratio

Fig. 5. Average End-To-End Delay

Fig. 6. Overhead in number of Bytes
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5 Conclusion and Future Work

In this paper we have presented a new approach, AntOR-UDLR, of routing
protocol AntOR-DLR. As bioinspired algorithm it is suited to dynamic environ-
ments. The idea of this variant is to replace, in the process of link failure, the
failure notification messages sent in broadcast mode by unicast message, sent to
the predecessor to the source, but associated to the destination of a valid route.
Also, using unicast messages we lose fewer messages, because the medium is
checked before transmitting, i.e., if the medium we want to send is free; this fact
does not happen when it is sent through broadcast mode. With this new protocol
we have aimed at achieving the two proposed objectives: to reduce network traf-
fic and to prevent the transmitted information arriving to nodes unnecessarily,
i.e., they do not need to process it. The results show that AntOR-UDLR im-
proves AntOR-DLR and OLSR. As future work we aim at replacing local route
repair messages by unicast message, as well as evaluating more metrics as could
be the Jitter.
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Abstract. A novel approach based on three differential evolution va-
riants to solve numerical constrained optimization problems is presented.
Each variant competes to get more vectors for reproduction from the
population. Such competition is based on two performance measures for
convergence and solution improvement. Two of the variants adopted in
this work were precisely proposed to deal with constrained search spaces.
Two experiments are carried out: one to analyze the behavior of each
variant with respect to the features of the problem solved and another to
compare the performance of the proposed approach with respect to state-
of-the-art multi-operator algorithms. The results obtained show that the
specialized variants are more useful in the search, either combined or just
using one of them. Finally, the final results of the proposed approach were
highly competitive, and better in some cases, with respect to those of the
algorithms used in the comparison.

Keywords: evolutionary algorithms, differential evolution, constrained
optimization.

1 Introduction

Nowadays, the usage of metaheuristic algorithms to solve complex optimiza-
tion problems has become very popular. Among such algorithms, evolutionary
computing has been successfully applied, particularly, in numerical optimization
problems [1]. However, evolutionary algorithms (EAs) in their original versions
were designed to deal with unconstrained search spaces. On the other hand,
several optimization problems have constraints in their definitions. This has mo-
tivated the design of techniques to incorporate feasibility information within an
EA to sample constrained search spaces [2].

This work precisely focuses on the constrained numerical optimization prob-
lem (CNOP), which, without loss of generality can be formulated as follows:
Find x which optimizesf(x)
subject to: gj(x) ≤ 0, j = 1, . . . ,m and hk(x) = 0, k = 1, . . . , p
where x ∈ R

n is the vector of solutions x = [x1, x2, . . . , xn]
T and each xi,

i = 1, . . . , n is limited by lower and upper limits Li ≤ xi ≤ Ui. If the feasible
region is F and the whole search space is S, then F ⊆ S. For an inequality
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constraint that satisfies gj(x) = 0, the constraint is active at x. All equality
constraints are active at all solutions of F . To handle equality constraints they
are transformed into inequality constraints as follows |hk(x)| − ε ≤ 0, where ε is
the tolerance value allowed(a very small value).

It is well-known by the No Free Lunch Theorems [3] that there is not an
algorithm which ensures to outperform other algorithms in all search problems,
i.e. an algorithm will not present the same good performance in all problem
classes.

This feature has motivated the development of new ways to improve the per-
formance of an algorithm in a wider set of problems. Regarding CNOPs, there
are proposals based on multiple operators within the same algorithm [4,5] and
even multiple algorithms with multiple operators in a single approach [6]. How-
ever, based on a recent review of the state-of-the-art such efforts in constrained
numerical optimization are still scarce [2]. Moreover, to the best of the authors’
knowledge, the aforementioned proposals mostly report final results, while the
behavior of the multiple operators has been overlooked. Furthermore, in those
multiple-operator EAs for constrained optimization, no operators adapted for
CNOPs have been considered.

On the other hand, among those EAs usually adopted to solve CNOPs, diffe-
rential evolution (DE) has been the most preferred due to its better performance
in such type of optimization problems [2].

All the aforementioned is the main motivation of this research, where three
DE variants, two of them specifically adapted to solve CNOPs, are incorporated
into a single algorithm. Two performance measures are used as criteria to adap-
tively give those more successful variants more chances to generate offspring.
Therefore, a competition of operators is promoted and analyzed. The aim is,
besides giving empirical evidence of the performance of the proposed approach,
analyzing the behavior of the approach so as to detect which DE variants are
preferred depending of the features of the CNOP being solved.

This paper is organized as follows. Section 2 details the DE variants adopted.
Section 3 describes the adaptive mechanism to control those DE variants. The
experimental design and results are presented in Sect. 4. Finally, some conclu-
sions and the future work are shown in Sect. 5.

2 DE Variants Adopted

DE works with a population P with NP vectors, i.e, potential solutions of an op-
timization problem [7]. The population evolves by using two variation operators:
recombination (usually discrete) and differential mutation based on differences
between vectors chosen at random from P . At each iteration t, each vector xi,t

in P (t), called parent vector at this time, uses the differential mutation to gen-
erate a mutation vector vi,t. After that, by using the recombination operator
between the parent and mutation vectors, an offspring vector ui,t is generated
(see Eq. 1).
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uj,i,t =

{
vj,i,t if randj [0, 1) ≤ CR or j = jrand
xj,i,t otherwise

(1)

where randj [0, 1) is a uniform random number distributed between 0 and 1,
jrand is randomly chosen index from {1, 2, . . . , n}, and 0 ≤ CR ≤ 1 determines
the similarity of the offspring with respect to the mutation vector. Such offspring
then competes with its parent xi,t in a greedy selection to choose the one that
will be part of the next population P (t+ 1).

Three differential mutation variants are mixed in a competition scheme within
the same algorithm to solve CNOPs in this current work. They are the following:

1. Original mutation operator: This mutation operator is used in the most
popular DE variant called DE/rand/1/bin [7], where the mutation vector vi,t

is generated by three vectors chosen at random. The scaled difference (by a
user-defined parameter F ) between two of them (xr1,t and xr2,t) defines the
search direction and the third one, xr3,t, is used as a base vector (see Eq. 2).

vi,t = xr3,t + F (xr1,t − xr2,t) (2)

2. Modified differential evolution (MDE): Proposed in [8] to deal with
CNOPs, where two differences are computed: (1) between the best vector in
the current population xbest,t and a randomly chosen vector xr2,t, and (2)
between the parent vector xi,t and another randomly chosen vector xr1,t.
Both differences are scaled by two different factors Fα and Fβ , respectively.
Finally, a third randomly chosen vector xr3,t is used as a base vector (see
Eq. 3).

vi,t = xr3,t + Fα(xbest,t − xr2,t) + Fβ(xi,t − xr1,t) (3)

It is important to note that MDE generates no offspring per parent vector
and the best one is the one which competes against its parent.

3. Adaptative Differential Evolution (ADE): Proposed in [9] to solve
CNOPs and based on a multi-parent schema where, for each individual xi,t

in P (t), the mutation vector vi,t is generated as in Eq. 4:

vi,t = xi,t +

K∑
k=1

wk ∗ (xrk,t − xrk+1,t) (4)

where, r1, r2, . . . , rK ∈ {1, 2, . . . , NP}, are K integers different among each
other and different from i (the index of the parent vector), and xrK+1,t =
xr1,t. The weighted values wk are calculated as indicated in Eq. 5:

ξ = randn(1,K),w = ξ/sum(ξ) (5)

where, randn(1,K) is a vector with K normally distributed random num-
bers, sum(ξ) is the sum of all components of the vector ξ, and w =
[w1, . . . , wK ]. Eqs. 4 and 5 are used K times to generate K vectors by re-
combination. The best of them is chosen as the offspring to compete against
its parent.
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3 Proposed Approach

As it was mentioned in Sect. 1, the three DE mutation variants will compete to
generate offspring in a single population at each generation. Such competition
will be based on two performance measures, one for measuring convergence and
another for measuring the improvement of the best solution at each generation:

– Convergence difference (CD): it is based on the convergence measure
Pm proposed in [10], where the Euclidean distance between the center of the
population and the individual farthest from it is computed. The center of
the population Op is calculated as the average position of all individuals in
P as detailed in Eq. 6:

Op =

∑NP
i=1 xi

NP
(6)

Then, Pm is defined in Eq. 7

Pm = max ‖ xi −Op ‖E, i = 1, ..., NP. (7)

Thus, the convergence difference of two populations is presented in Eq. 8:

CD = Pm(P (t− 1))− Pm(P (t)) (8)

where P (t − 1) is the population before the application of the DE variant
and P (t) is the population after the application of the DE variant.

– Progress ratio (PR): originally proposed in [11] to measure improvement
within the feasible region of the search space. In this work this measure is
slightly modified in such a way that it is used to evaluate the ability on an
algorithm to improve its best feasible solution at each generation as indicated
in Eq. 9:

PR =

∣∣∣∣∣ln
√

fmin(t− 1)

fmin(t)

∣∣∣∣∣ (9)

where fmin(t − 1) is the best feasible objective function value in P (t − 1)
and fmin(t) is the best feasible objective function value in P (t).

The proposed algorithm works in a similar way as DE does it. However, unlike
traditional DE where only one DE variant is used to generate the offspring of
each vector in the population, the three variants described in Sect. 2 compete
to get more vectors to reproduce. The initial population P (0) of NP vectors is
divided in three sub-populations (P1(0), P2(0), and P3(0)) of equal size (s1(0) =
s2(0) = s3(0)). Each sub-population is assigned to each one of the three DE
variants. Moreover, each DE variant is assigned a value which determines its
strength. The initial strength value for each DE variant (at generation 0) is 1
(STv1(0) = STv2(0) = STv3(0) = 1) and if for some reason it falls below 1 it is
reset to 1.
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Each DE variant then generates the offspring for each vector in its sub-
population. After all offspring are generated by each DE variant in its correspon-
ding sub-population, the two performance measures are computed for all three
sub-populations, considering in each case the current sub-population Psp(t) and

the set of offspring recently generated P
′
sp(t+ 1), sp = 1, 2, 3.

The process to update the strength values is through comparisons among the
values of the performance measures obtained by each DE variant as follows: (1)
if one DE variant outperforms other variant in both performance measures, a
value of 1 is added to the strength of the best one and a value of 1 is subtracted
to the strength of the outperformed DE variant, (2) if no DE variant is better
than the other two, a value of 1 is added to the strength value of all of them, (3)
if two DE variants have a tie in one measure value, the value of the remaining
measure breaks the tie.

Based on the strength values updated at each generation of the approach,
the size of each sub-population is also updated accordingly by using a so-called
portion value for each sub-population, which is calculated in Eq. 10:

portioni(t+ 1) =
STvi(t)∑3
j=1 STvj(t)

, i = 1, 2, 3 (10)

Thereby, for each DE variant its sub-population size for the next generation can
be calculated as indicated in Eq. 11:

si(t+ 1) = si(t) ∗ portioni(t+ 1); i = 1, 2, 3 (11)

If si(t + 1) < 5, vectors from other sub-populations are taken to maintain a
minimum size of 5 vectors. At the end of the generation, the population is ran-
domly merged to allow each DE variant to work with different vectors at each
generation.

The constraint-handling technique adopted in this work is the set of feasibility
rules proposed by Deb [12]. They are used as criteria to choose between the
parent vector and its child as follows:

– Between 2 feasible vectors, the one with the highest fitness value is preferred.
– If one vector is feasible and the other one is infeasible, the feasible vector is

preferred.
– If both vectors are infeasible, the one with the lowest sum of constraint

violation (
∑m

j=1max(0, gj(x)) +
∑p

k=1max(0, |hk(x)− ε|)) is preferred.
The complete details of the proposed approach are in Algorithm 1.

4 Experiments and Results

To evaluate the performance of the proposed approach two experiments were
designed: (1) an analysis of the behavior of each DE variant depending of two
features of the CNOP solved, and (2) a comparison of final results with respect
to state-of-the-art EAs, two with multiple operators to solve CNOPs; they are
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Algorithm 1. Pseudocode of the proposed approach

Require: number of iterations CH , population size NP
1: Generate P (0) of size NP at random and evaluate each vector in P (0)
2: Divide P (0) in three sub-populations P1(0), P2(0), and P3(0) with equal size

s1(0) = s2(0) = s3(0)
3: STv1(0) = STv2(0) = STv3(0) = 1
4: t = 0
5: while t ≤ CH do
6: Apply DE variants (v1, v2, and v3) to their corresponding sub-population P1(t),

P2(t), and P3(t) to generate offspring P
′
1(t + 1), P

′
2(t + 1), and P

′
3(t + 1) and

evaluate each new vector generated
7: Calculate CD (Eq. 8) and PR (Eq. 9) for each sub-population sp based on Psp(t)

and P
′
sp(t+ 1), sp = 1, 2, 3

8: Update the strength values for each DE variant STv1(t), STv2(t), and STv3(t)
9: Calculate portioni(t+ 1), i = 1, 2, 3 (Eq.10)
10: Update the sub-population sizes si(t+ 1), i = 1, 2, 3 (Eq.11)
11: Generate the population for the next generation P (t+1) by selecting, based on

Deb’s rules, the best vector between parent and child for each sub-population
Psp(t) and P

′
sp(t+ 1), sp = 1, 2, 3

12: Shuffle the new population P (t+ 1)
13: Distribute the vectors in P (t + 1) based on the updated sizes for the sub-

populations si(t + 1), i = 1, 2, 3, to each sub-population Psp(t + 1), sp = 1, 2, 3

14: t = t+ 1
15: end while

the self-adaptive multi-operator genetic algorithm (SAMO-GA) and the self-
adaptive multi-operator differential evolution (SAMO-DE) [6] and finally the
elitist teaching-learning-based optimization (TLBO) algorithm [13]. Thirteen
well-known test problems with different features were used in both experiments
and their descriptions can be found in [6]. A summary of their main features is
presented in Table 1.

The proposed approach used the following parameter values: NP=21, CH =
5000 (260,000 evaluations were carried out per independent run). For each DE
variant the parameter values, as suggested in their references, were the following
for DE: CR = 0.7 and F = 0.9, ADE: CR = 0.5, K = 3, MDE: CR = 0.7,
Fα = 0.9, Fβ = 0.4, No = 3

For the first experiment, the average sub-population sizes per iteration on
30 independent runs for representative test problems were plotted. The aim is
to analyze the adaptive behavior the proposed approach has depending on the
features of the CNOP solved.

Figure 1 shows the sub-population sizes for problems with different estimated
sizes of the feasible region. As it can be seen, for large feasible regions, even if
the three variants start with different sizes (i.e., different strengths), they tend
to converge to a similar value before the first half of the search. The opposite is
observed for small feasible regions (problem g10) where one DE variant (ADE in
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Table 1. Features of test problems. “n”: dimensions, “LI”, “NI”, “LE”, “NE”: lin-
ear inequality, nonlinear inequality, linear equality and nonlinear equality constraints,
respectively, “a”: active constraints, and “ρ”: estimated feasible region size.

Function n Type of function ρ LI NI LE NE a

g01 13 quadratic 0.0003% 9 0 0 0 6

g02 20 nonlinear 99.9973% 0 2 0 0 1

g03 10 nonlinear 0.0026% 0 0 0 1 1

g04 5 quadratic 27.0079% 0 6 0 0 2

g05 4 nonlinear 0.0000% 2 0 0 3 3

g06 2 nonlinear 0.0057% 0 2 0 0 2

g07 10 quadratic 0.0000% 3 5 0 0 6

g08 2 nonlinear 0.8581% 0 2 0 0 0

g09 7 nonlinear 0.5199% 0 4 0 0 2

g10 8 linear 0.0020% 3 3 0 0 6

g11 2 quadratic 0.0973% 0 0 0 1 1

g12 3 quadratic 4.7697% 0 1 0 0 0

g13 5 nonlinear 0.0000% 0 0 0 3 3

g02 (large) g09 (medium)

g10 (small)

Fig. 1. Average sub-population size per DE variant for representative test problems
based on estimated size of the feasible region

this case) dominates the other two since the beginning. A behavior “in the mid-
dle” can be observed for medium sized feasible regions, where ADE dominates,
but its dominance is lower with respect to MDE. In all three cases, the original
DE was the least used variant.

Figure 2 presents the sub-population sizes for problems with different di-
mensionalities. For a high dimensionality test problem the two specialized DE
variants to solve CNOPs, have the same strength after iteration 3000 while the
traditional DE variants is almost unused. For a test problem with a medium
dimensionality an interesting difference in strengths is observed between 1000
and 2000 iterations. After that, the three DE variants are used with almost the
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g01 (high) g04 (medium)

g06 (low)

Fig. 2. Average sub-population size per DE variant for representative test problems
based on dimensionality

same sub-populations sizes. For a low dimensionality problem ADE is almost
the only one used after 2000 iterations.

The comparison of the second experiment is summarized in Table 2. 95%-
confidence two-sample t-tests were applied to the results in order to find sig-
nificant differences among the algorithms. In the last column in Table 2 “

√
”

and “X” mean significant and no significant difference, respectively, between
our approach and the three compared algorithms (SAMO-GA, SAMO-DE and
TLBO). Our approach was able to find the same results with respect to the
compared algorithms in seven test problems (g01, g04, g06, g08, g09, g11 and
g12). Moreover, the t-test results confirmed that our approach outperformed
the other three algorithms in test problem g10, while outperforming SAMO-GA
and TLBO in problem g05 (no significant difference was obtained with SAMO-
DE). In problem g07, based on the t-test results, our approach outperformed
SAMO-GA and no significant difference was observed with respect to SAMO-
DE and TLBO. In problem g13, our approach outperformed TLBO but was
outperformed by SAMO-GA and SAMO-DE. Finally, our approach was outper-
formed in problems g02 and g03 (problems with a nonlinear objective function,
a high-dimensionality and nonlinear constraints). The overall results of the com-
parison against state-of-the-art approaches suggest a competitive performance
of our approach and even better with respect to other multi-operator EAs as in
problems g07 and g10.
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Table 2. Statistical comparison of the proposed approach against state-of-the-art EAs

Problem/Optimal Stat Our approach SAMO-GA SAMO-DE TLBO t-test
g01 Best -15.0000 -15.0000 -15.0000 -15.0000

-15.0000 Average -15.0000 -15.0000 -15.0000 -15.0000 X X X
Std. dev 0.00E+0 0.00E+0 0.00E+0 0.00E+00

g02 Best -0.803603 -0.803591 -0.803619 -0.803619
-0.803619 Average -0.782710 -0.796048 -0.798735 -0.803619

√ √ √
Std. dev 20.1E-03 5.8025E-03 8.8005E-03 0.00E+00

g03 Best -1 -1 -1 -1
-1. Average -0.988 -1 -1 -1

√ √ √
Std. dev 23.5E-03 0.00E+00 0.00E+00 1.40E-04

g04 Best -30665.539 -30665.539 -30665.539 -30665.539
-30665.539 Average -30665.539 -30665.539 -30665.539 -30665.539 X X X

Std. dev 1.4138E-11 0.00E+00 0.00E+00 0.00E+00
g05 Best 5126.484 5126.497 5126.497 5126.484

5126.484 Average 5126.591 5127.976 5126.497 5168.7194
√

X
√

Std. dev 585.7E-03 1.1166E+00 0.00E+00 5.41E+01
g06 Best -6961.814 -6961.814 -6961.814 -6961.814

-6961.814 Average -6961.814 -6961.814 -6961.813875 -6961.814 X X X
Std. dev 4.6252E-12 0.00E+00 0.00E+00 0.00E+00

g07 Best 24.307 24.306 24.306 24.306
24.306 Average 24.309 24.411 24.310 24.310

√
X X

Std. dev 2E-03 4.5905E-02 1.5888E-03 7.11E-03
g08 Best -0.095825 -0.095825 -0.095825 -0.095825

-0.095825 Average -0.095825 -0.095825 -0.095825 -0.095825 X X X
Std. dev 1.4115E-17 0.00E+00 0.00E+00 0.00E+00

g09 Best 680.630 680.630 680.630 680.630
680.630 Average 680.630 680.634 680.630 680.630 X X X

Std. dev 1.9868E-07 1.4573E-03 1.1567E-05 0.00E+00
g10 Best 7049.365 7049.248 7049.248 7052.488

7049.28 Average 7050.373 7144.40311 7059.813 7143.45
√ √ √

Std. dev 771.8E-03 6.7860E+01 7.856E+00 1.13E+02
g11 Best 0.75 0.75 0.75 0.75
0.75 Average 0.75 0.75 0.75 0.75 X X X

Std. dev 1.1292E-16 0.00E+00 0.00E+00 7.06E-05
g12 Best -1 -1 -1 -1
-1 Average -1 -1 -1 -1 X X X

Std. dev 0.00E+00 0.00E+00 0.00E+00 0.00E+00
g13 Best 0.05390 0.05394 0.05394 0.13314

0.05394 Average 0.33032 0.05403 0.05394 0.83851 X X
√

Std. dev 333.0E-03 5.9414E-05 1.7541E-08 2.26E-01

5 Conclusions and Future Work

This paper has presented the combination of three differential evolution vari-
ants, two of them designed for constrained search spaces, to solve CNOPs. Two
performance measures, one for convergence and another to measure the improve-
ment of the best solution so far, where used as criteria to assign more (or less)
vectors to each variant. Two experiments were carried out: (1) one to analyze
the behavior of each DE variant depending of the features of the CNOP and (2)
another to compare the final results of the proposed approach with respect to
three state-of-the-art EAs (two of them multi-operator-based). The results of the
first experiment showed that for large or medium size feasible regions or medium
dimensionalities, the three DE variants are used with a similar frequency, being
the traditional DE/rand/1/bin the least used. For a small feasible region or a low
dimensionality test problem, one DE variant (ADE) clearly dominated the other
two. For a high-dimensionality test problem the two specialized DE variants to
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solve CNOPs (ADE and MDE) were clearly preferred. The results of the second
experiment suggest a competitive performance of the proposed approach with
respect to state-of-the-art algorithms, mostly in problems with a combination
of linear and nonlinear inequality constraints (g07 and g10). The next paths of
research include adding new performance measures, using new DE variants, and
solving more benchmark and mechanical design problems.
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Abstract. When applying any heuristic, the user faces difficulties on deciding 
on the control parameters of the method. A generic sensitivity analysis to meas-
ure the interdependencies of the parameters from an autonomous evolutionary 
algorithm and their influence in the final result is shown. The Multi Dynamics 
Algorithm for Global Optimization is the base of the experiment. With only two 
parameters, it is a quasi-free parameter autonomous algorithm. The impact on 
the quality of the results on several multimodal standard problems applying dif-
ferent instances of those parameters has been studied. Excellent outcomes for 
sensitivity levels from 100 to 10-5 are found. The Logit model is used to deter-
mine the functioning parameters of the MAGO and for their mutual effects. De-
pending on the problem type, its dimensionality, and the expected precision, 
this work gives a priori configuring for the best performance of the MAGO. 

Keywords: parameter control, multidynamics optimization, autonomous search. 

1 Introduction 

Evolutionary Algorithms (EA) are recognized by their capacity to find the global 
optimum. Their probability of obtaining a solution depends, not only on the problem 
in process, the individuals’ representation and the fitness function, but especially on 
the control parameters setting. In the field of parameter setting for EA most of the 
literature is concerned on independently searching for the best values without consi-
dering the influence of these parameters on the EA performance and among them. 
The chosen parameters determine whether the EA will find a satisfactory solution, 
and whether it works efficiently. There are different approaches to deal with the prob-
lem of controlling the EA parameters [1-3]; they go from the offline static point of 
view, passing by the on line dynamic changing, until the continuous self-adaptation. 
The Multi Dynamics Algorithm for Global Optimization (MAGO) is an autonomous 
evolutionary algorithm which is inspired on estimation distribution algorithms, La-
grangian evolution, and statistical control [16]. It is autonomous in the sense that re-
gulates its own behavior and not need human intervention [4]. In real situations, the 
population size and the number of generations are handled by the user upon the con-
text of the problem. MAGO has only these two parameters, which could be removed. 
But before removing them, it is necessary to know how they behave. This paper 
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addresses the application of a statistical method for modeling response variables –the 
Logit Model, to determine the suitable values of the two control parameters of the 
MAGO. Obtaining a good solution with the MAGO, as in other heuristics, is a func-
tion of the complexity of the problem being solved and particularly of the control 
parameters setting. The contribution of this work is to know the probability of success 
of the MAGO on problems before any attempt to solve them. The parameters interde-
pendencies are also learned through the Logit model. Knowing a priori the value of 
MAGO’s control parameters for a class of problem and how the chosen values mu-
tually affect them, relieves the user from a time-consuming task and from a consider-
able effort. This approach, extensible to any EA, is developed over commonly used 
multimodal, multidimensional, scalable, non-separable, standard functions. This paper 
is organized as follows. Next section describes the Logit Model. Section 3 details the 
Multidynamics Algorithm for Global Optimization. The experiment and the obtained 
results are presented in Sect. 4. The paper finishes with some conclusions. 

2 The Logit Model 

Regression methods are fundamental in data analysis when describing the relationship 
between a response variable and the explanatory variables [5]. Logistic regression is a 
statistical modeling method used to explain discrete decision process. It determines 
the functional relationship among a dependent variable and the independent variables. 
This task is realized through the Logit transform: the natural logarithm of the odds 
that some discrete event will occur. The Logit model has been applied in medicine 
and social sciences and little in industry [6]; generally to find a linear relation among 
a categorical response and several continuous or categorical variables. Logit model 
also appropriately defines the unit of change for the independent variables. Logit 
model produces a structure representing the probability distribution of data. The Logit 
model or logistic regression [7] for k decision variables xk and the probability that the 
event z occurs in a number of trials, given xk, can be expressed as in equation (1). 

 F(z) = ez  / ( ez + 1) (1) 

where z is z = β0 + β1 x1 + β2 x2 + β3 x3 + …+ βk xk. The parameter β0 is the propensi-
ty of z to be true independent of the parent’s state. The effects of variables, β1, β2,¨ βk, 
measure the marginal change in the Logit for a unit change of xk, and identify the z 
dependency upon each parent independently of each other. F(z) is the probability that 
z occurs given xk. The Logit model was created to be used on discrete variables, but in 
this paper it is being applied on a continuous problem. A neighborhood around the 
optimum of the test function is defined as the event z for the Logit model. Different 
levels of accuracy were established, from 100 to 10-5.The goal is to know how 
MAGO, a non-deterministic algorithm for optimization, is dependable while working 
on continuous functions. The MAGO’s convergence probability to the global opti-
mum is determined through the Logit model. A value of 1 will be assigned to F(z), if 
the final performance of the MAGO with a certain configuration sets down in the 
predefined neighborhood. Otherwise, a value 0 is assigned. The Logit model reflects 
the success rates of the MAGO. For each level of problem accuracy and each 
MAGO’s configuration, a Logit is developed. The decision variables are the control 
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parameters of MAGO. The convergence probability to predefined vicinity using any 
configuration of the MAGO parameters could also be pre-known through the Logit. 

3 Multidynamics Algorithm for Global Optimization 

The MAGO is a heuristic for optimization problems based on dynamical schemes of 
evolution. The population is autonomously separated in subsets that are permanently 
reallocated throughout the searching space trying to find the global optimum. MAGO 
starts with a uniform randomly distributed population over the searching space. The 
exploration is performed through the new individuals from three subpopulations with 
independent dynamics. The cardinality of each group changes at each generation ac-
cording to a rule inspired in statistical control. Each subpopulation is independently 
guided, balancing exploration and exploitation, by means of a novel combination of 
techniques, such as Lagrangian evolution, statistical population distribution, and self-
organization. MAGO uses a greedy criterion in one subset looking for the goal while 
simultaneously exploring the rest of the searching space and increasing diversity in 
the population by mass movement with the other subsets. The Island Model GA also 
works with subpopulations [18]. But in this model, more parameters are added to the 
genetic algorithm: number of islands, migration size, migration interval, which island 
migrate, how migrants are selected and how to replace individuals. Instead, in MAGO 
only two parameters are needed: number of generations and population size. 

3.1 Dynamical Cardinality of Subpopulations 

Best practice in EA is between a priori and a posteriori knowledge. A posteriori 
knowledge is acquired through solving problems. This is expressed on the internal 
parameters of operation, those depending on the method; such as the crossover rate, 
the population’s proportion that is subject of random changes, the size of subpopula-
tions, and the rotation angles, etc. The most satisfactory internal parameters must 
be provided by the user after empirical evidence. In addition, the user must specify 
some external parameters depending on the problem, a priori knowledge. In 
real-world problems, the population size is determined by the available data, the ex-
pected response time affects the number of generations, and the stopping criteria is 
chosen upon the context. MAGO inspires in statistical quality control for a self-
adapting management of the population. In control charts it assumed that if the mean 
process is out of some limits, the process is suspicious of being out of control. Actions 
should be taken to drive the process to the control limits [8]. MAGO takes advantage 
of the concept of control limits to divide the population in three groups with different 
behavior: the Emergent Dynamics (ED), Crowd Dynamics (CD) and Accidental Dy-
namics (AD) according to the first, second and third deviation of the actual popula-
tion, respectively. To get the cardinality of each dynamics, consider the dispersion 
matrix of the population, S(j), at generation j, and its diagonal, diag(S(j)). If Pob(j) is 
the set of potential solutions being considered at generation j, the groups can be 
defined in (2). 
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 G1 ={ x Є Pob(j)/xM
(j) - √ (diag(S(j)))  <= x <=  xM

(j) + √ (diag(S(j))) }, (2) 

G2 ={(x Є Pob(j)/xM
(j)- 2√(diag(S(j))) < x<=  xM

(j) +√(diag(S(j)))), or,(xM
(j) + √(diag(S(j))) 

<= x <  xM
(j) + 2√(diag(S(j)))} 

 G3 ={ (x Є Pob(j)/ x <= xM
(j)- 2√ (diag(S(j)))), or, x >=  xM

(j) +  2√ diag(S(j))) }      

where: Pob(j) = G1 U G2 U G3. If N1, N2 and N3 are the cardinalities of the sets G1, 
G2 and G3, then the cardinalities of the ED, the CD and the AD are set, respectively. 
This way of defining the elements of each group is dynamical by nature. The cardinal-
ities depend on the whole population dispersion in the generation j. As MAGO ite-
rates, the ED tends to concentrate N1 individuals around the best one. The CD tends 
to concentrate N2 individuals around the mean of the actual population. These actions 
are reflected in lower values of the standard deviation in each of the problem va-
riables. The AD, with N3 individuals, keeps the population dispersion at an adequate 
level. The locus of the best individual is different from the population’s mean. As the 
evolution advances, the location of the best individual and of the population’s mean 
could be closer. This is used to self-control the population diversity. 

The ED is composed of N1 fittest individuals. The N1 fittest individuals are 
transformed using a kind of direction-based search in order to incorporate the 
information of the very best individual. Each transformed individual is compared with 
its parent and the one with better performance is kept for the new population. ED does 
not directly apply direction-based search. It displaces N1 fittest toward the best one, 
as in Lagrangian evolution. A simplex group or three trial individuals are not used. A 
movement in a straight line of a fit individual toward the best one occurs. If this 
movement generates a better individual, this one passes to the next generation; 
otherwise its predecessor passes on with no changes. For each individual xi

(j) at 
generation j a shifted one is created according to the rule in equation (3), 

 xT
(j) = xi

(j) + F(j)(xB
(j) – xi

(j)), (3) 

 F(j) = S(j) / || S(j)|| 
where xB

(j) is the best individual. To incorporate information of the current relations 
among the variables, the factor F(j) depending on the covariance matrix is chosen in 
each generation. S(j) is the population covariance matrix at generation j. This proce-
dure compiles the differences among the best individuals and the very best one. The 
covariance matrix of the updated population takes into account the effect of the evolu-
tion. This information is propagated on new individuals. ED has the role of making 
fast convergence and conserving best solutions until now. 

The CD is created sampling N2 individuals from a uniform distribution. Its lower 
and upper bounds are determined by the mean and dispersion of the population in 
generation j, as is shown in equation 4. This group looks for potential solutions in a 
neighborhood of the population mean. It explores regions of the space that have not 
been covered by the ED. At the beginning the neighborhood is wide, but with 
successive generations, the dispersion vanishes and the neighborhood size is reduced. 
As the evolution advances the location of the best individual and of the population’s 
mean will be closer, indicating stagnation or that the stopping criterion is near. 
Depending on the precision level for the goal, a decision should be taken. 
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 LB(j) = xM
(j)- √ (diag(S(j))), (4) 

 UB(j) = xM
(j)+ √ (diag(S(j))),  

The CD explores potential regions, different from the most promising one. The 
algorithm EMNA [9] works similarly as the CD but with elite of fixed cardinality 
given by the user, with a greater probability of stagnation.  

AD is the smallest group. N3 individuals are sampled from a uniform distribution 
over the whole space, just like the initial population. This dynamics could abruptly 
change the evolution path to a better solution, relocating the fittest individual, 
relocating the population’s mean and reassigning the cardinalities N1 and N3. The 
AD cardinality tends to a steady state, with a lower magnitude in relation to the 
others. AD introduces diversity continuously even though the other dynamics have 
already converged, maintains the exploration of the whole space, and guarantees 
numerical stability for the covariance matrix. 

The use of covariance matrix to set an exploring distribution can also be found in 
[9]. Where sampling from a Gaussian distribution with an intricate adapted 
covariance matrix new individuals are created in only one dynamics to explore the 
promising region. In MAGO a simpler distribution, is used. In each generation, ED 
shapes the promising region displacing the fittest individuals toward the best. With a 
uniform distribution and with varying limits explores the potential regions through the 
CD and keeps diversity via the AD with a uniform distribution over the whole space. 
MAGO’s pseudocode is in Table 1. 

Table 1. Pseudocode of the MAGO 

1:  j := 0, Random initial population generation uniformly distributed over the searching space. 
3: repeat 
4: Evaluate each individual with the objective function. 
5: Calculate the sampling population dispersion matrix. 
6: Calculate the cardinalities N1, N2 and N3 of the groups G1, G2 and G3. 
7: Select N1 best individuals, modify them according to equation (2), make them to compete 
and translate the winners towards the   best one. Pass the fittest to the next generation j + 1. 
8: Sample from a uniform distribution in hyper rectangle [LB(j), UB(j)] N2 individuals and pass 
them to generation j + 1. 
9: Sample from a uniform distribution over the whole searching space N3 individuals and pass 
them to generation j + 1. 
10:   j = j + 1 
11:  until an ending criterion is satisfied. 
 

3.2 The Control Parameters of MAGO 

Because the behavior of EAs depends on initial conditions, they should be dealt with 
in the same way as in chaotic systems. It is necessary to previously find a setup of the 
EA for a given problem or continuously adjust the control parameters. Usually, an 
adequate setup of an EA for a problem is not viable for another. Setting the control 
parameters of EAs has been an open challenge from the early stages of the field [1]. 
Most of the literature on EA’s control parameters is on making self-adaptive the  
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parameters [2, 3, 10]. This approach has not been successful at all because it cannot 
be applied for the whole set of parameters at the same time. An alternative is reducing 
the number of parameters. This should be viewed carefully so that some parameters 
are not just hidden away [11].The parameters control of an EA can be of offline or 
online. Online setting can be classified as dynamic (a prescribed schedule), adaptive 
(a feedback mechanism rewarding parameters), and self-adaptive (parameters evolve 
according to their impact on the fitness) [12]. The behavioral parameters of MAGO 
are self-adaptive because of its design. Being MAGO a real-code EA, its structural 
parameters depend on the problem taken at hand. Nowadays, there is a growing inter-
est in techniques for removing the need for a human in the process of designing an 
effective method to solve a problem [12, 13]. MAGO belongs to this paradigm of 
autonomous searching. This paper deals with a design of an experiment applying the 
Logit model as the first step to remove all the parameters from MAGO, making 
MAGO genuinely autonomous and knowing a priori its probability of success. 

4 Experiment and Results 

In the taxonomy of parameter setting given by Eiben et al [10] MAGO has a self-
adaptive parameter control. However, MAGO self-adjusts its parameters on the fly 
while generating offspring according to the distribution of parents. An experiment 
was designed to know the MAGO’s quality answer solving a problem. Only two pa-
rameters deliberately varied: population size and number of iterations. The experi-
ment aims to know the robustness of those parameters and also their interactions, 
subjected them to a precision threshold on the problem solution, meaning this that 
they cannot be set one by one. This is an algorithm configuring approach instead of 
being a parameter tuning. Tuning deals with the values of parameters to solve a spe-
cific problem but after experimenting with it, producing a posteriori knowledge. Al-
gorithm configuring is about classes of problems and the value of parameters should 
be known before trying a specific problem, producing a priori knowledge. 

In the experiment design these parameters are the factors. Each factor has six 
levels: 50, 100, 200, 400, 600, and 1000. There are 26=64 combinations. Some 
authors recommend 20 or 30 repetitions for each level [14] but here, for a more 
meaningful response, each combination is repeated 60 times for each benchmark 
problem (a standard function, its dimensionality and the solution threshold). Five 
standard functions: Camel, Schwefel, Rastrigin, Goldstein and Griewank [17] are 
used. These functions with different dimensions and solution thresholds represent 
several behaviors that the user resembles with the problem at hand. The dimensions 
considered were 3, 6, 12 and 24. The precision threshold varies from 100 to 10-7. The 
same random initial population is used for every test. The aim is to know the standard 
performance indices [15] of the MAGO. Mean Best Fitness, Reliability (success rate), 
efficiency (average number of evaluations to a solution) and a normalized efficacy (0 
as the worst, 1 as the best) are the Overall Performance indices. The Evolving 
Performance indices are Best-so-far (BSF) and the Average-of-Current-Population 
(ACP). BSF in the MAGO case coincides with the Best-of-Current-Population. 
Worst-of-Current-Population was not necessary because the accidental dynamics. 
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The variances of the different dynamics tend to a steady state. When cardinality is 
zero, there is a sign of possible stagnation and its dynamics is forced to appear again. 
Typical behaviors of cardinalities are shown in Fig. 1a. Average fitness of all 
dynamics tends to a neighborhood and the best individual is around it. See Figure 1b. 
If the average location of each dynamics is the same, there is a sign of diversity loss. 
In this case the CD is shifted far away from the average location of the ED. Overall 
 

 

Fig. 1. MAGO Dynamics. Camel Function, 24D, N=600, NG= 400; a) Cardinality b) Fitness 

Table 2. Performance indices for Camel Function, a)  D12, 10-3;   b) D24, 10-3 
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and Evolving Performance indices for a benchmark problem are shown on Table 2 
revealing the impact of parameter values on efficiency, efficacy and reliability of 
MAGO. Increasing population means better efficacy, and generations, better 
efficiency. If a user is confronting a problem with 24 variables and needs at least a 
success rate of 85%, searching in Table 2 may chose: 600 individuals and 1000 
generations or 1000 individuals and 400 generations. These tables are also suitable for 
comparison matters. If a user resembles the problem at hand with a tested benchmark 
problem and must work with a population size, using the Logit can choose the number 
of generations for certain success rate. If a user imposes the population size and the 
number of generations to the MAGO, with the Logit model may know the probability 
of a solution for the given threshold. The Logit model is in equation (6). 

 SR (n, ng) = ( a + eβ0 + β1*n + β2*ng + β3*n*ng  / (1+ eβ0 + β1*n + β2*ng + β3*n*ng) ) (5) 

where, SR denotes the success rate of the MAGO for some function on certain dimen-
sionality and a threshold. β1 is the effect of the number of individuals and β2 is the 
effect of the number of generations and β3 the effect of the mutual interaction. The 
Logit Model for some benchmark problems are displayed on Fig. 2. 

 

Fig. 2. Logit Model Estimation, a) Camel Function, 12D, 10-3; b) Rastrigin Function, 6D, 10-3 

The parameter’s values with their confidence interval for the Logit model on a 
threshold of 10-3 are shown in Table 3. An example of taking advantage of this Logit 
model follows: Let be a problem with 12 variables. A threshold of 10-3 for the 
solution is considered satisfactory. If a user may resemble that problem with the 
topology of the Camel function, and wants to run with 800 individuals and 900 
iterations, the calculation of the Logit will inform a success probability of 0.9491. 
Before trying with the problem the user could know other success probabilities for 
other parameter combinations. Average success rates for benchmark problems are 
found in Table 4. The Emergent, the Crowd and the AD through the evolution have 
different locations and cardinalities. When contrasting the average location of each 
dynamics with its average fitness there is a signal of stagnation or having found a 
solution. Depending of the desired threshold if the three dynamics have the same 
average location while having each one the same average fitness, a decision is taken 
to continue the process or relocate the CD away from the Emergent. Figure 4 
illustrates the movement from the dynamics of MAGO during the evolution process. 
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Table 3. Parameters of logit Model. Camel Function 

 
Table 4. Average Reliability for some tested Benchmark Problems 
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Fig. 3. MAGO evolution process. Movement of the dynamics (Rastrigin Function, 24D, 10-3) 

5 Conclusions  

A user working with an autonomous algorithm should only be concerned with the infor-
mation of the problem. Performance indices of the MAGO, designed in this direction, 
have been introduced. In real-world, the value of some parameters is determined by the 
problem itself; the running time has an effect on the number of generations, the available 
data on the population size, and the precision threshold on the stopping criterion. The first 
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two items may be self-governed inside the MAGO. Knowing only, both, the class to 
which the problem belongs and the expected solution threshold, values for these two pa-
rameters were found. For the tested benchmark problems, when lower dimensions and a 
threshold of 10-3, with a population of 200 individuals and a number of generations of 400 
is enough to get a solution with a probability of 0.85. Similar calculations are available for 
other combinations. For dimensions, large than 24, the minimum values are 1000 for indi-
viduals and generations. When calculating the Logit model with the parameter values 
chosen by the user is easy to know a priori the probability of success for different dimen-
sionalities and precision thresholds. If MAGO runs autonomously is possible to get the 
confidence interval of the result. Further study is required to classify families of general 
problems as a tool to facilitate the development of fully autonomous algorithms. Future 
work aims to test more benchmark problems removing supervising all the behavioral and 
structural parameters but respecting the user’s possibility of managing them. 
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Abstract. We propose progressive minimal criteria novelty search (PM-
CNS), which is an extension of minimal criteria novelty search. In PMCNS,
we combine the respective benefits of novelty search and fitness-based
evolution by letting novelty search freely explore new regions of be-
haviour space as long as the solutions meet a progressively stricter fitness
criterion. We evaluate the performance of our approach in the evolu-
tion of neurocontrollers for a swarm of robots in a coordination task
where robots must share a single charging station. The robots can only
survive by periodically recharging their batteries. We compare the per-
formance of PMCNS with (i) minimal criteria novelty search, (ii) pure
novelty search, (iii) pure fitness-based evolution, and (iv) with evolu-
tionary search based on a linear blend of novelty and fitness. Our results
show that PMCNS outperforms all four approaches. Finally, we analyse
how different parameter setting in PMCNS influence the exploration of
the behaviour space.

Keywords: novelty search, evolutionary swarm robotics, deception.

1 Introduction

Deception is one of the biggest challenges in evolutionary robotics (ER). Because
of deception, some fitness functions misguide the search towards local optima,
ultimately resulting in poor solutions to the problem. The more complex the
goal task is, the harder it may be to define a non-deceptive fitness function. The
interactions between a robot and its environment are often complex, even in
simple tasks. Fitness functions in ER are therefore prone to be deceptive. The
problem is exacerbated in multirobot systems in which numerous, distributed
local interactions can result in distinct self-organised global behaviours.

Recently, Lehman and Stanley [5] proposed a radically different evolutionary
approach called novelty search (NS). NS searches for novel behaviours regardless
of their fitness quality, and thus overcomes deception by ignoring the objective.
In NS, behaviours are scored based on how different they are from previously
evaluated behaviours. The approach has been successfully applied to many differ-
ent domains, including evolutionary robotics [2,6,8,10]. Besides avoiding getting
stuck in local optima, it was demonstrated that NS is able to find more diverse
and less complex solutions, when compared to objective-based evolution [5].

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 281–290, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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As NS is guided by behavioural innovation alone, its performance can be
greatly affected when searching through vast behaviour spaces [1,4], since it may
spend most of its time exploring behaviours that are irrelevant for the goal task.
To address this problem, Lehman and Stanley [4] proposedminimal criteria nov-
elty search (MCNS). MCNS is an extension of NS where individuals must meet
some domain-dependent minimal criteria to be selected for reproduction. In [4],
the authors applied MCNS in two maze navigation tasks and demonstrated that
MCNS evolved solutions more consistently than both novelty and fitness-based
search. However, MCNS suffers from two major drawbacks: domain knowledge is
required to define suitable minimal criteria; and it may be necessary to bootstrap
the search with a genome specifically evolved to satisfy the criteria.

To address the problem of vast behaviour spaces, Cuccu and Gomez [1] pro-
posed to base selection on a linear blend of novelty and fitness (henceforth
referred to as linear blend). They have applied the approach to the decep-
tive Tartarus problem, and found that linear blend outperformed both novelty
and fitness-based search. Mouret [8] proposed novelty-based multiobjectivisa-
tion, which is a Pareto-based multi-objective evolutionary algorithm. A novelty
objective is added to the task objective in a multi-objective optimisation. The
technique was applied to a deceptive maze navigation problem. Compared with
pure novelty search, the multiobjectivization obtained only slightly better re-
sults. Other evolutionary techniques that combine behavioural diversity with
fitness-guided evolution are presented and compared in [9].

In recent work [2], we successfully applied NS to evolutionary swarm robotics.
In this paper, we extend our study by applying variants of NS that combine nov-
elty and fitness, and by studying a different task. We also introduce progressive
minimal criteria novelty search (PMCNS), which extends MCNS in two ways:
(1) PMCNS uses a fitness threshold as the minimal criteria, avoiding the neces-
sity of specifying criteria by hand; (2) starting from the lowest possible fitness
score, the criterion is increased dynamically, thereby limiting novelty search to
regions of the behaviour space with an increasingly higher fitness. The criterion’s
monotonous increase depends on the fitness profile of the current population.

We compare the performance of PMCNS against four related methods: NS;
fitness-based evolution; linear blend; and MCNS. We use a swarm robotics task
in which multiple robots must share a single battery charging station in order to
survive. The charging station only has room for one robot and the robots must
therefore evolve effective coordination strategies. We use NEAT to evolve the
neurocontrollers for the robots in the swarm. NEAT uses speciation to maintain
genetic diversity and evolves both the neural network topology and synaptic
weights, allowing solutions to become gradually more complex.

2 Background

2.1 Novelty Search

Implementing novelty search [5] requires little change to any evolutionary algo-
rithm aside from replacing the fitness function with a domain dependent novelty
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metric. The novelty metric measures how different an individual is from other
individuals with respect to behaviour. In NS, there is a constant evolutionary
pressure towards behavioural innovation. The novelty of an individual is com-
puted with respect to the behaviours of an archive of past novel individuals and
to the current population. The archive is initially empty, and new behaviours
are added to it if they are significantly different from the ones already there, i.e.,
if their novelty is above a dynamically computed threshold.

The novelty metric characterises how far the new individual is from the rest of
the population and its predecessors in behaviour space, based on the sparseness
at the respective point in the behaviour space. A simple measure of sparseness
at a point is the average distance to the k-nearest neighbours at that point,
where k is a constant empirically determined. Intuitively, if the average distance
to a given point’s nearest neighbours is large then it is in a sparse area; it is
in a dense region if the average distance is small. The sparseness at each point
is given by Eq. 1, where μi the ith-nearest neighbour of x with respect to the
behaviour distance metric dist, which typically is the Euclidean distance between
domain-dependent behaviour characterisation vectors.

ρ(x) =
1

k

k∑
i=1

dist(x, μi) . (1)

Candidates from more sparse regions of this behavioural search space then re-
ceive higher novelty scores, thus guiding the search towards what is new, with
no other explicit objective.

2.2 Minimal Criteria Novelty Search

Minimal criteria novelty search [4] is an extension of NS that relies on a task-
dependent minimal criteria. In MCNS, if an individual satisfies minimal criteria,
it is assigned its normal novelty score, as described above. If an individual does
not satisfy the minimal criteria, it is assigned a score of zero and is only con-
sidered for reproduction if there are no other individuals in the population that
meet the criteria. That implies that until an individual is found that satisfies the
criteria, search will be random. Therefore, it may be necessary to seed MCNS
with a genome specifically evolved to meet the criteria, in case it is unlikely to
generate individuals satisfying them in the initial population.

2.3 Linear Blend of Novelty and Fitness

Cuccu and Gomez [1] proposed a linear blend of novelty and fitness score, as a
form of sustaining diversity and improving the performance of standard objective
search. Their approach constrains and directs the search in the behaviour space.
Each individual i is evaluated to measure both fitness, fit(i), and novelty, nov(i),
which after being normalised (Eq. 2) are combined according to Eq. 3.

fit(i) =
fit(i)− fitmin

fitmax − fitmin
, nov(i) =

nov(i)− novmin

novmax − novmin
, (2)
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score(i) = (1− ρ) · fit(i) + ρ · nov(i) . (3)

The parameter ρ controls the relative weight of fitness and novelty, and must
be specified by the experimenter through trial and error. fitmin and novmin are
the lowest fitness and novelty scores in the current population, and fitmax and
novmax are the corresponding highest scores. The linear blend was applied to the
deceptive Tartarus problem, with a large behaviour space, and performance was
compared for different values of ρ. The best results were produced with values
of ρ between 0.4 and 0.9.

3 Progressive Minimal Criteria Novelty Search

We propose an extension to Minimal Criteria Novelty Search. The objective is to
take advantage of the behaviour space restriction provided by MCNS, without
having to pre-define domain dependent minimal criteria. In our algorithm, the
minimal criterion is a dynamic fitness threshold – individuals with a fitness score
greater than the threshold meet the criterion.

Note that although in NS the fitness score does not influence the evolution,
typically a fitness function must be specified anyway, in order to be able to iden-
tify the best controllers found by NS. In this way, our algorithm does not require
the definition of task-specific minimal criteria or any other additional measures.
As pre-defining a fixed fitness threshold would raise the same issues as in MCNS
(choosing the criteria and bootstrapping the search), we progressively increase
the minimal criterion (fitness threshold) during the evolutionary process. The
idea behind the increasing fitness criterion is to progressively restrict the search
space, to avoid spending much time on the least fit behaviours.

The minimal criterion starts at the theoretical minimum of the fitness score
(typically zero), so all controllers initially meet the criterion. In each generation,
the new criterion is found by determining the value of the P -th percentile of
the fitness scores in the current population, i.e., the fitness score below which P
percent of the individuals fall. The P -th percentile (0 ≤ P < 100) of N ordered
values is obtained by first calculating the ordinal rank n:

n =
P

100
×N +

1

2
, (4)

rounding the result to the nearest integer, and then taking the value vn that
corresponds to the rank n. Only increases in the minimal criterion are allowed,
and in order to smooth out the changes, the minimal criterion from the previous
generation is used to compute the criterion for the current generation:

mcg = mcg−1 +max(0, (vn −mcg−1) · S) , (5)

where mc is the minimal criterion, and S is the smoothing parameter. The score
of each individual in the population is then calculated according to:

score(i) =

{
novi if fiti ≥ mcg

0 otherwise
, (6)
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where novi and fiti is the novelty score and the fitness score of the individual
i, respectively. The parameter P controls the exigency of the minimal criterion
(0 – all individuals meet the criterion, 1 – only the individual with the highest
fitness meets the criterion). The smoothing parameter S controls the speed of
the adaptation of the minimal criterion (0 – no changes at all, 1 – the value from
the previous generation is not considered).

The operation of the novelty archive was not modified, and works as in NS [5].
Even individuals that do not meet the minimal criterion are still added to the
repository if their behaviour is sufficiently novel.

4 Experiments

4.1 Setup

The experiments used a resource sharing task, where a swarm of 5 homogeneous
robots must coordinate in order to allow each member periodical access to a
single battery charging station. The charging station only has room for one
robot. To survive, each robot will have to possess several competencies: navigate
and avoid walls, find and position itself on the charging station to recharge, and
effectively share the common resource with the other robots.

The simulated environment is modelled in a customised version of the Simbad
3d Robot Simulator [3]. The environment is a 4m by 4m square arena bounded
by walls. The charging station is placed in the centre of the arena. The robots
are based on the physical characteristics of the the e-puck educational robot [7],
but do not strictly follow its specification. Each simulated robot has 8 IR sensors
evenly distributed around its chassis for the detection of obstacles (walls or other
robots) up to a range of 10 cm, and 8 sensors dedicated to the detection of other
robots up to a 25 cm range.

Each robot starts with full energy (1500 units) and lose energy over time.
In order to charge, the robots must remain still (maintain the same position)
inside the charging station, which has the same diameter as a robot. Each robot is
additionally equipped with (1) a ring of 8 sensors for the detection of the charging
station up to a range of 1m; (2) a boolean sensor that indicates whether the
robot is inside the charging station or not; (3) an internal sensor that reads the
current energy level of the robot. If a robot runs out of energy, it stops working,
and remains immobile until the end of the simulation.

We test each controller 10 times in varying initial conditions. The set of pos-
sible initial positions only includes those from where a robot cannot sense the
charging station. Each simulation lasts for 400 s of simulated time.

The controllers of the robots are time recurrent neural networks. The imple-
mentation of NEAT used in the evolution is the Java-based NEAT4J (version
1.0).1 NS was implemented over NEAT following the description and parameters
in [5], with a k value of 15 and a dynamic archive threshold [4]. This dynamic
threshold ensures a reasonable flow of individuals to the archive (an average

1 http://neat4j.sourceforge.net/

http://neat4j.sourceforge.net/
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rate of 3 individuals per generation). The NEAT parameters are the same for
all evolutionary methods: the crossover rate is 25%, the mutation rate 10%, the
population size 200, the compatibility threshold is dynamic, targeting 10 species,
and each evolution runs for 250 generations. The remaining parameters are set
to their default values in the NEAT4J implementation.

We used two slightly different setups in our experiments. In setup A, the
robots lose a fixed 10 units of energy per second. In setup B, the robots lose
energy proportionally to the power used by their motors, at a rate between 5
and 10 units of energy per second. In both setups, the charging station charges
a robot at a rate of 100 units of energy per second.

The fitness function F used to evaluate the controllers is a linear combination
of the number of robots alive at the end of the simulation and the average energy
of the robots throughout the entire simulation:

F = 0.9 · |aT |
N

+ 0.1 ·
T∑

t=1

N∑
i=1

eit
TNemax

, (7)

where |aT | is the number of robots alive in the end of the simulation, T is the
length of the simulation, N is the number of robots in the swarm, eit is the
energy of the robot i at instant t, and emax is the maximum energy of a robot.

The behaviour characterisation, that is used to compute the behavioural dif-
ference in NS and its variants, is closely related to the fitness function. It is
composed by just two measures: (1) the number of robots alive at the end of
the simulation; and (2) the average energy of the alive robots throughout the
simulation. The behaviour characterisation is defined by:

b =

(
|aT |
N

,

A∑
t=1

∑
i∈at

eit
A · |at| · emax

)
, (8)

where A is the number of time steps in which there was at least one robot alive
and at is the set of alive robots at instant t.

4.2 Results

Fitness Performance. To study how PMCNS and the four related evolution-
ary methods are influenced by the deceptiveness of the problem, we evaluated
and compared their performance in two different setups. Despite being intu-
itively similar, the setup B leads to deception, while the setup A does not. In
setup B, where energy consumption depends on wheel speed, the fitness function
is deceptive. It often leads the fitness-based evolution to a very poor local max-
ima where all the robots remain static, in order to conserve energy and survive
more time. Naturally, no one charges and none of the robots reach the end of
simulation alive, resulting in a low fitness score. The results can be seen in Fig. 1.

In both setups, PMCNS significantly outperforms both fitness-based evolution
and NS. PMCNS is also significantly better than linear blend in setup A, and
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Fig. 1. Average fitness score of the best individual found so far in each generation, with
each method. The values are averaged over 10 evolutionary runs for each experiment.
Linear blend has ρ = 0.75 and PMCNS has P = 0.5. Other parameter values were
tested but these ones gave the best results.

can on average achieve high fitness scores sooner than linear blend in setup B.
Statistical significance was verified with Student’s t-test with p < 0.05.

The original MCNS was also tested by defining a fixed fitness threshold as the
minimal criterion. Values of 0.03, 0.07, 0.10 and 0.20 were tested for the fitness
threshold. Evolution was only able to bootstrap with a fitness threshold of 0.03.
In this case, the fitness trajectory was slightly worse than pure NS. With greater
fitness thresholds, the evolution could not find individuals with a fitness score
that surpassed the threshold, and thus MCNS effectively acted as a random
evolution, achieving on average a best fitness of 0.065.

Behaviour Space Exploration. The behaviour space exploration (see Fig. 2)
is similar in PMCNS and linear blend. However, PMCNS clearly has a greater
focus in the behaviours with higher fitness scores. It finds behavioural diversity
where it is most relevant – in the zones of successful behaviours. It is interesting
to note that although PMCNS might be viewed as technique to restrict the
search space, it was actually able to find a broader behavioural diversity than
NS alone, with respect to the novelty measure used. The explanation for this
is that the growing minimal criterion creates a pressure to explore behaviour
zones associated with higher fitness – which, in a complex task, are typically
the hardest ones to reach. The analysis of the space explored by fitness-based
evolution confirms its poor performance. It gets stuck in local maxima with low
fitness.

PMCNS could find a broad diversity of successful behaviours (where every
robot survives), as it can be seen in Fig. 2. There are successful behaviours
with average energy ranging from 800 to 1150units. Observing some of these
behaviours confirms this diversity: (1) The robots go towards the charging station
and stay there, when another one arrives, the first moves away from the station
and returns after a period of time; (2) similar to (1), but they never go farther
than the station sensor range (1m); (3) the robots go towards the station, circle
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Fig. 2. Behaviour space exploration in setup B. The x-axis is the average energy level
of the robots still alive, the y-axis is the number of robots alive at the end of the
simulation. Each individual evolved is mapped according to its behaviour. Darker zones
mean that there were more individuals evolved with the behaviour of that zone.

around it at a very close distance and when their energy level reaches 1000units,
they enter the station to charge and leave when they are full; (4) similar to (3),
but they start charging with an energy level below 400units and only charge
until their energy level reaches 1000units.

Algorithm Parameters. P is the most important parameter in the PMCNS
algorithm. It determines the exigency of the minimal criterion, and consequently,
the percentage of population individuals that receive a non-zero score. Three
values of P were tested: 25%, 50% and 75%. Figure 3 shows how this parameter
affects the fitness trajectory, the progression of the minimal criterion, and the
number of individuals that are above the minimal criterion in each generation.

The results show that a high value of P (75%) is prejudicial to the evolution-
ary process, because the minimal criterion is too strict. Lower values of P are
preferred, where only a smaller percentage of the population does not meet the
minimal criterion. Analysing the behaviour space explored for each parameter
setting, we found that with P = 50%, the search had a greater focus on the high
fitness behaviour zones, when compared to the variant with P = 25%. With
P = 75%, the search covered a very narrow zone of the behaviour space, and
actually explored the high-fitness zones less. A possible explanation for this is
that the search got stuck in low-fitness behaviour zones, probably due to the
high level of elitism associated with a strict minimal criterion.

The smoothing parameter S was set to 0.5 in all experiments. Variations of
this parameter within reasonable limits (0.25 – 0.75) did not have a profound
impact on the performance of PMCNS.
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Fig. 3. Left: how the P parameter of PMCNS affects the fitness trajectory. Middle:
the progression of the minimal criteria value over the generations. Right: the average
number of individuals above the minimal criterion in each generation. Results are from
the experiments with setup B.

5 Conclusions

We presented a new method, progressive minimal criteria novelty search, for
combining fitness and novelty in evolutionary search. We extended minimal cri-
teria novelty search by using a dynamic fitness threshold as the minimal criteria,
pushing exploration of behaviour space towards zones of higher fitness. We ex-
perimented with a swarm robotics task where robots must share a resource in
order to survive. We compared the new algorithm with MCNS with a fixed fit-
ness threshold as minimal criteria, novelty search alone, fitness-based evolution,
and a linear blend of novelty and fitness scores.

PMCNS could effectively overcome the drawbacks of MCNS while achieving a
better performance. The fitness score was successfully used as minimal criterion.
It was clearly advantageous to use a progressive minimal criterion, compared to
a fixed minimal criterion in MCNS. The bootstrap problem was also overcome,
as the minimal criterion starts from the minimum fitness score and only grows
if the fitness profile of the current population also increases.

Both PMCNS and linear blend performed significantly better than pure NS
and fitness-based evolution in the deceptive setup. In the non-deceptive setup,
they were at least as good. Our experiments showed that the fitness performance
of NS can be further improved by using the fitness function – even when this
fitness function is deceptive. In both PMCNS and linear blend, the behaviour
space exploration was greater and more uniform than in NS alone. This result
suggests that the fitness function can actually help NS to explore the behaviour
space, by creating an additional pressure to explore zones associated with higher
fitness, which typically are more difficult to reach in complex tasks.

In terms of fitness trajectory, PMCNS was significantly better than linear
blend. PMCNS also explored more the behaviour zones associated with higher
fitness scores. This is relevant because it suggests that PMCNS creates a pressure
to evolve a diversity of successful individuals. As opposed to the linear blend,
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where the fitness function is always influencing the score of the individuals, PM-
CNS only imposes a minimal criterion for selection, and so the fitness function
does not have any influence on the score of the individuals, which is based only
on the novelty measure.

Novelty search alone displayed a performance similar to the fitness-based evo-
lution in the non-deceptive setup, confirming our previous results [2]. In the
deceptive setup, novelty search was clearly superior. It confirms that NS can
be used to overcome deception in the swarm robotics domain, even when using
relatively simple novelty measures.
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Abstract. Optimization is used in diverse areas of science, technology
and business. Metaheuristics are one of the common approaches for
solving optimization problems. In this paper we propose a novel and
functional metaheuristic, Fisherman Search Procedure (FSP), to solve
combinatorial optimization problems, which explores new solutions using
a combination of guided and local search. We evaluate the performance
of FSP on a set of benchmark functions commonly used for testing
global optimization methods. We compare FSP with other heuristic
methods referenced in literature, namely Differential Evolution (DE),
Particle Swarm Optimization (PSO) and Greedy Randomized Adaptive
Search Procedures (GRASP). Results are analyzed in terms of successful
runs, i.e., convergence on global minimum values, and time consumption,
demonstrating that FSP can achieve very good performances in most of
the cases. In 90% of the cases FSP is located among the two better
results as for successful runs. On the other hand, with regard to time
consumption, FSP shows similar results to PSO and DE, achieving the
best and second best results for 82% of the test functions. Finally, FSP
showed to be a simple and robust metaheuristic that achieves good
solutions for all evaluated theoretical problems.

Keywords: metaheuristics, global optimization, search procedures.

1 Introduction

Metaheuristic techniques are used to solve hard problems (generally NP-hard
problems) instead of or in conjunction with exact algorithms. When the problem
dimension becomes very large, exact algorithms may not be useful since they
are computationally too expensive. In these cases, approximate algorithms
(which do not guarantee to find an optimal solution) are a very effective
alternative. Metaheuristics are approximate algorithms which encompass and
combine constructive methods, local search strategies, local optima escaping
strategies and population-based search. They include, but they are not restricted
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to: Tabu Search [1], Simulated Annealing [2], Evolutionary Computation [3],
Memetic Algorithms [4], Scatter Search [5], Iterative Improvement (Hill climbing
et similia), Ant Colony Optimization [6], Particle Swarm Optimization (PSO)
[7], Greedy Randomized Adaptive Search Procedure (GRASP) [8], Iterated Local
Search [9,10] and Variable Neighborhood Search [11].

Metaheuristics are strategies to design heuristic procedures. Therefore,
metaheuristics types are defined according to the type of procedures referred
by them. Some of the fundamental types are metaheuristics for relaxation
procedures, constructive processes, neighbourhood searches and evolutive
procedures.

Some metaheuristics arise by combining different types of metaheuristics,
as GRASP [8] that combines a constructive phase with a phase of search
improvement. Other metaheuristics are centered in the use of some type of
computational resource or special formulation such as neural networks, ant
systems or the constraint programming and they are not included clearly in
none of the four previous types.

In general, one way or another, all metaheuristics can be conceived as
strategies applied to search processes.

In fact, in this work a new metaheuristic, named Fisherman Search Procedure
(FSP), is introduced. This search algorithm explores new solutions using a
combination of guided search and local search. This metaheuristic was designed
with the purpose of developing useful and practical solutions for a wide variety
of combinatorial optimization problems.

The main advantages are the following: easy implementation, it provides an
explicit description of the model-based idea and the own conception of this
metaheuristic allows it to be applied to a large number of classical combinatorial
optimization problems, as well as to those that arise in real-world situations in
different areas of applied sciences, engineering, and economy.

In order to introduce our metaheuristic, as well as the experimentation to
evaluate its performance, the rest of the paper is organized as follows. In Sect. 2,
the FSP Approach is formally introduced. Section 3 is devoted to describe the
settings of the experimental study that allows evaluating the performance and
the computational time of the new proposed algorithm, as well as the results
obtained, comparing them with several metaheuristics referenced in literature.
Finally, in Sect. 4 we conclude our work and point out some directions for future
research.

2 FSP Approach

In this section, a new metaheuristic for combinatorial optimization problems
is formally described. The “FSP” is a global optimization method, inspired by
the cognitive behavior and the dexterities observed in a fisherman. This method
explores new solutions using a combination of guided search and local search.
The algorithm is shown in Table 1.

Initially, we set N capture points in the whole fishing area (search space).
Basically each capture point is composed of a position vector, xi (coordinated in
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Table 1. The FSP algorithm

1: Input: T, N, L and M
2: for i=1 to N do
3: Initialize xi

4: Evaluate xi

5: Instantiate pi
6: Update gbest
7: end for
8: for i=1 to T do
9: for j=1 to N do

10: while ((L �= 0) and (find improvements)) do
11: for k=1 to M do
12: Update yjk with expression (1)
13: Evaluate yjk
14: Update pj
15: end for
16: end while
17: Update xj

18: Update gbest
19: end for
20: Apply a strategy to update the width coefficient c
21: end for
22: Output: gbest

the search space) and a memory of the best solution found by the fisherman in the
neighborhood of the capture point pi. Let xi ∈ X , where X = {x1, x2, ..., xN}
denotes the set of position vectors of the capture points.

The fisherman’s global memory is defined as gbest (for example, the best
among the capture points).

Following a fishing trajectory, the fisherman throws the fishing network L
times in each capture point. The fishing network represents a set of position
vectors yij ∈ Y , Y = {yi1, yi2, ..., yiM}, created and defined starting from a
reference point, where yij denotes the jth vector in xi, i = 1, 2, ..., N ; j =
1, 2, ..., M . The value M represents the quantity of network’s position vectors.

The equation to create the network’s position vectors, is the following:

yij = xi +Aj (1)

Where Aj is a N -dimensional vector composed of random numbers in the range
[-c,c], where c is real number denominated width coefficient.

The network position vectors are evaluated and if some of them has an
fitness value better than pi of the capture point from where the launching was
performed, the capture point is updated with this new position and the fisherman
network is redefined again considering this better solution as the new reference
vector. When updating the pi value for the i

th capture point, if pi is better than
gbest, the latter is also updated.
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The whole fishing procedure is repeated T times. After each iteration, the
improvement rate in each capture point is analyzed. If the function value in pi for
the ith capture point improves with respect to previous iteration, we recommend
to decrease the value of the width coefficient, with the idea of reducing the risk
of skipping the global minimum, in the case when the solution is close to it.
This strategy pursues the intuitive idea of narrowing the holes of the fishing
network to guarantee the capture. On the other hand, if the function value in pi
for the ith capture point does not improve, the value of the width coefficient is
increased, with the idea of reaching other fishing areas (search spaces). In this
last case, if a better function value is found, we update the pi value for the ith

capture point and reset the width coefficient to its initial value.

3 Experimentation and Evaluation

In this section we present the experimental results of the evaluation stage
of our proposal in terms of successful runs and time consumption. We carry
out comparisons considering other metaheuristics and interesting proposals
referenced in literature. For evaluation, we have used a set of benchmark
functions broadly used to test the behavior and convergence of heuristic methods.
Finally, we show and analyze the results of the achieved performance by the
different methods.

3.1 The Benchmark Functions

In order to evaluate the novel metaheuristic, a test suite of benchmark functions
previously introduced by Molga and Smutnicki [12] was used (see Table 2). The
ranges of search spaces, dimensionalities, and global minimum function values
(ideal values) are also included in Table 1. In each case n is the dimension size
of the function, fmin is its ideal value, and S ⊂ Rn is the search space. The
problem set contains a diverse set of problems, including unimodal as well as
multimodal functions, and functions with correlated and uncorrelated variables.

Functions f1 - f3 are unimodal. Functions f4 and f5 are multimodal functions
where the number of local minima increases exponentially with the problem
dimension. Functions f6 - f11 are low-dimensional functions which have only a
few local minima.

3.2 Selected Metaheuristics for Comparison

With the intention of comparing FSP with other heuristic procedures, we
selected GRASP, DE and PSO methods. This selection was carried out with
the goal of evaluating the behavior of the method proposed with similar
algorithms (GRASP) and with other completely different ones (DE and PSO),
demonstrating the potentialities of FSP in the resolution of optimization
problems.
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Table 2. The employed benchmark functions

Functions n S fmin

f1(
→
x) =

n∑
i=1

x2
i 5 [−5.12, 5.12]n f1(

→
0 ) = 0

f2(
→
x) =

n∑
i=1

(
i · x2

i

)
5 [−5.12, 5.12]n f2(

→
0 ) = 0

f3(
→
x) =

n∑
i=1

i∑
j=1

x2
j 2 [−65.536, 65.536]n f3(

→
0 ) = 0

f4(
→
x) =

n∑
i=1

[
−xi sin

(√|xi|
)] 2 [−500, 500]n f4(

→
420.9687) = −418.9829n

f5(
→
x) =

n∑
i=1

|xi|i+1 2 [−1.0, 1.0]n f5(
→
0 ) = 0

f6 (x1, x2) =
(
x2 − x2

1

)2
+

(1− x1)
2

2 [−1.9, 2.0] f6 (1, 1) = 0

f7 (x, y) =
(x− 13 + ((5− y) y − 2) y)2+
(x− 29 + ((y + 1) y − 14) y)2

2 [−1, 12] f7 (5, 4) =
0, f7 (11.41,−0.8986) =
48.9842

f8 (x1, x2) =

a
(
x2 − bx2

1 + cx1 − d
)2

+
e (1− f) cos (x1) + e

2 [−π, 13] f8 (−π, 12.275) =
0.397887, f8 (π, 2.275) =
0.397887, f8 (9.42478, 2.475) =
0.397887

f9 (x, y) =
(1.5 − x (1− y))2 +(
2.25− x

(
1− y2

))2
+(

2.625 − x
(
1− y3

))2

2 [0.0, 5.0] f9 (3, 0.5) = 0

f10 (x1, x2) =(
4− 2.1x2

1 +
x4
1
3

)
x2
1 + x1x2 +(−4 + 4x2

2

)
x2
2

2 x1 [−3, 3] , x2 [−2, 2] f10 (−0.0898, 0.7126) =
−1.0316, f10 (0.0898,−0.7126) =
−1.0316

f11 (x1, x2) =[
1 + (x1 + x2 + 1)2

(
19− 14x1 + 3x2

1 − 14x2 + 6x1x2 + 3x2
2

)]·[
30 + (2x1 − 3x2)

2
(
18− 32x1 + 12x2

1 + 48x2 − 36x1x2 + 27x2
2

)]
2 [−2, 2] f11 (0,−1) = 3

GRASP is a multi-start metaheuristic in which each iteration consists
basically of two phases: construction and local search. One possible shortcoming
of the standard GRASP framework is the independence of its iterations,
i.e., the fact that it does not learn from the history of solutions found in
previous iterations. This is so because the basic algorithm discards information
about any solution encountered that does not improve the function value.
Information gathered from good solutions can be used to implement memory-
based procedures to influence the construction phase, by modifying the selection
probabilities associated with each element of the restricted candidate list (RCL).

PSO is a population-based stochastic optimization technique developed by
Russell C. Eberhart and James Kennedy in 1995 [7], inspired by social behavior
of bird flocking or fish schooling. The main advantages are: insensitive to scaling
of design variables, simple implementation, easily parallelized for concurrent
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processing, derivative free, very few algorithm parameters, very efficient global
search algorithm. In spite of this, it presents the disadvantage of a slow
convergence in refined search stage (weak local search ability).

DE algorithm has been introduced by Storn and Price [15]. DE is a method
of optimization belonging to the category of evolutionary Computation. It
maintains a population of solutions candidates, to which a mutation and
recombination procedure to generate new individuals is applied. The new
individuals are chosen according to the value of its performance function.
The main characteristic of DE is the use of test vectors, which compete
with the current population individuals in order to survive. One of their
biggest advantages is that it overcomes the standard drawbacks of the genetic
algorithms: premature convergence and lack of good local search ability.
However, DE sometimes has a limited ability to move its population large
distances across the search space and would have to face stagnation.

Although, FSP not always outperforms the other methods, it solves some of
their inconveniences, e.g. the independence of iterations in GRASP, the weak
capacity of local search of PSO and the limited ability to face stagnation in DE.

3.3 Evaluation

The algorithms used for comparison are GRASP [8], Particle Swarm
Optimization with inertia weight and constriction factor (PSO-w-cf) [13,14],
and Differential Evolution (DE) algorithm [15]. In all experiments, a total of
30 runs are made. The experiment results are listed in Table 3, where Func. =
Functions, Algo. = Algorithms, Best stands for the best function value over 30
runs, Mean indicates the mean best function values, and Time stands for the
average CPU time (in seconds) consumed within the fixed number of generations.
Succ. Runs stands for the success number over 30 runs. All results are reported
with a precision level of 1e-02.

The initial population is generated uniformly and randomly in the range as
specified in Table 1. The parameters of (PSO-w-cf) are: learning rate c1=c2=2,
inertia weight linearly decreased from 0.9 to 0.4 with run time increasing,
constriction factor χ = 0.729844 and the maximum velocity vmax is set at 20%
of the dynamic range of the variable on each dimension. The parameters of
DE are: mutation f=0.75, recombination cr=0.5, number of objective vectors
NVO=6 and strategy s=4.

The parameters of FSP are: number of launchings from 3 to 5, width coefficient
was adjusted by the own method always beginning in 0.20 and the number of
points of the fishing network is fixed between 50 and 100, according to the
characteristics of the functions.

All algorithms are run on a PC with Intel(R) Core(TM) i5 CPU 2.53GHz.
The results of 30 independent runs for benchmark functions f1 - f11 are

summarized in Table 3. From Table 2, FSP is successful over all the 30 runs for
f5,f7 and f9. For f4, it is successful in only 20% of all runs, but it outperforms all
other algorithms. For the functions 1,6 and 8, FSP always outperforms GRASP
and DE methods in successful runs. For f1, FSP is successful in 23% of the runs
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Table 3. Performance of the algorithms

Func. Algo. Best Mean Time Succ.Runs

DE 1.7328e-02 9.5487e-02 2.58 05

f1 PSO-w-cf 8.3241e-13 3.6998e-11 0.98 30

(De Jong’s) GRASP 1.4805e-01 1.17728420 76.1 00

FSP 1.4058e-02 7.7205e-02 2.21 07

DE 1.6242e-02 8.8914e-02 9.21 04

f2 PSO-w-cf 6.1828e-10 9.1778e-09 1.04 30

(Axis parallel GRASP 0.42167256 1.67167256 85.3 00

hyper-ellipsoid) FSP 1.7272e-02 9.3354e-02 9.91 02

DE 6.1984e-05 7.1452e-05 0.06 30

f3 PSO-w-cf 1.2611e-04 2.2155e-04 0.03 30

(Rotated GRASP 4.1835e-03 3.1987e-02 1.51 00

hyper-ellipsoid) FSP 1.7315e-03 1.7956e-02 0.06 08

DE -837.96586 -837.36187 0.06 02

f4 PSO-w-cf -837.96586 -837.12575 0.08 05

(Schwefel’s) GRASP -837.91124 -837.21545 7.74 00

FSP -837.96581 -837.61520 0.08 06

DE 1.7257e-05 8.5222e-04 0.01 18

f5 PSO-w-cf 1.9099e-05 6.6587e-04 0.01 21

(Sum of different GRASP 2.9311e-04 3.1533e-03 0.06 00

power functions) FSP 8.6995e-06 1.9112e-05 0.01 30

DE 8.4157e-03 2.4723e-02 0.01 00

f6 PSO-w-cf 1.6448e-05 5.3687e-04 0.01 16

(Rosenbrock GRASP 5.7065e-04 1.2365e-03 0.05 00

or Banana) FSP 1.5161e-05 2.8734e-04 0.01 14

DE 5.1626e-04 1.1234e-03 0.07 30

f7 PSO-w-cf 1.0961e-04 3.5698e-03 0.06 23

(Freudenstein GRASP 1.9228e-03 1.4589e-02 1.09 11

and Roth) FSP 3.0940e-03 1.1090e-03 0.06 30

DE 0.39781959 0.40254578 0.03 01

f8 PSO-w-cf 0.39788737 0.39998751 0.03 25

(Branins’s) GRASP 0.39782849 0.41587485 0.67 01

FSP 0.39787495 0.39954781 0.03 12

DE 1.3211e-03 3.6587e-02 0.03 18

f9 PSO-w-cf 1.8051e-05 2.7624e-04 0.03 30

(Beale) GRASP 3.3778e-04 9.5874e-03 1.07 20

FSP 5.5255e-04 1.4423e-03 0.03 30

DE -1.0316284 -1.0375987 0.04 08

f10 PSO-w-cf -1.0316625 -1.0335411 0.04 01

(Six-hump GRASP -1.0310172 -1.0405474 0.99 00

camel back) FSP -1.0316738 -1.0381120 0.04 02

DE 3.00000082 3.00054785 0.03 30

f11 PSO-w-cf 3.00711378 3.01965874 0.03 21

(Goldstein-Price’s) GRASP 3.00664548 3.09925453 0.71 17

FSP 3.00285013 3.01125478 0.03 23
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and has less time consumption than GRASP and DE. For f6 and f8, FSP is
successful in 46% and 40% of the runs respectively, for both cases, and has less
time consumption than GRASP and the same as DE. For f10 and f11, FSP is
successful in 46% and 40% runs respectively and is better than GRASP and
PSO-w-cf methods to achieve the desired accuracy. For this function, it also has
less time consumption than GRASP and the same as PSO-w-cf. In f2 and f3,
FSP overcomes GRASP in computational time and successful runs.

The results with benchmark functions allow us to conclude that FSP
is suitable for solving optimization problems for unimodal and multimodal
functions with satisfactory (second best) convergence ability. Compared to
classic GRASP metaheuristic, FSP has better search ability and less time
consumption, expressed in terms of successful runs and total runtime,
respectively, for the benchmark functions. Moreover, FSP has a competitive
performance for all benchmark functions, compared to PSO-w-cf and DE.

4 Conclusions

In this paper, we have proposed a new metaheuristic called Fisherman Search
Procedure. This search algorithm explores new solutions using a combination
of guided and local search. Our metaheuristic was designed with the purpose
of developing good solutions for a wide variety of combinatorial optimization
problems.

The main advantages are the following: it provides an explicit description
of the model-based idea, easy implementation and the conception of this
metaheuristic allows it to be applied to a large number of classical combinatorial
optimization problems, as well as to those that arise in real-world situations in
different areas of science, technology and business.

Finally, we conclude that FSP has better search ability and less time
consumption, expressed in terms of successful runs and total runtime,
respectively, for the benchmark functions, compared to classic GRASP
metaheuristic. In 90% of the cases FSP is located among the two better results
as for successful runs. On the other hand, with regard to time consumption, FSP
shows similar results to PSO and DE, achieving the best and second best results
for 82% of the test functions.

As future work, we plan to analyze the quality of the solution with other
benchmark test functions. We will also apply FSP to combinatorial problems in
different areas. On the other hand, we will implement parallelization strategies
and hybridization with other metaheuristics.
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10. Stützle, T.: Iterated Local Search for the Quadratic Assignment Problem. Technical
report, TU Darmstadt (1999)

11. Hansen, P., Mladenovic, N.: An Introduction to Variable Neighborhood Search.
In: Voss, S., et al. (eds.) Metaheuristics – Advances and Trends in Local Search
Paradigms for Optimization, pp. 433–458. Kluwer Academic Publishers (1999)

12. Molga, M., Smutnicki, C.: Test Functions for Optimization Needs. Technical report
(2005), http://www.zsd.ict.pwr.wroc.pl/files/docs/functions.pdf

13. Shi, Y., Eberhart, R.: A Modified Particle Swarm Optimizer. In: IEEE World
Congress on Computational Intelligence (WCCI 1998), pp. 69–73. IEEE (1998)

14. Clerc, M., Kennedy, J.: The Particle Swarm – Explosion, Stability, and Convergence
in a Multidimensional Complex Space. IEEE Transactions on Evolutionary
Computation 6(1), 58–73 (2002)

15. Storn, R., Price, K.: Differential Evolution – A Simple and Efficient Adaptive
Scheme for Global Optimization over Continuous Spaces. Technical report TR-95-
012, International Computer Science Institute, Berkeley, CA, USA (1995)

http://www.zsd.ict.pwr.wroc.pl/files/docs/functions.pdf


Adaptation of Robot Behaviour through Online

Evolution and Neuromodulated Learning

Fernando Silva1, Paulo Urbano1, and Anders Lyhne Christensen2

1 LabMAg, Faculdade de Ciências, Universidade de Lisboa (FC-UL)
{fsilva,pub}@di.fc.ul.pt

2 Instituto de Telecomunicações & Instituto Universitário de Lisboa (ISCTE-IUL)
anders.christensen@iscte.pt

Abstract. We propose and evaluate a novel approach to the online syn-
thesis of neural controllers for autonomous robots. We combine online
evolution of weights and network topology with neuromodulated learn-
ing. We demonstrate our method through a series of simulation-based
experiments in which an e-puck-like robot must perform a dynamic con-
current foraging task. In this task, scattered food items periodically
change their nutritive value or become poisonous. Our results show that
when neuromodulated learning is employed, neural controllers are syn-
thesised faster than by evolution alone. We demonstrate that the online
evolutionary process is capable of generating controllers well adapted to
the periodic task changes. An analysis of the evolved networks shows that
they are characterised by specialised modulatory neurons that
exclusively regulate the output neurons.

Keywords: neural networks, online adaptation, neuroevolution, neuro-
modulated learning, odNEAT.

1 Introduction

Evolutionary computation techniques have been widely studied and applied in
the field of robotics as a means to automate the design of robotic systems [1].
In evolutionary robotics (ER), robot controllers are typically based on artificial
neural networks (ANN). The connection weights and sometimes the topology of
the ANN are optimised by an evolutionary algorithm (EA), a process termed as
neuroevolution. Evolutionary synthesis of controllers is usually performed offline
in simulation, which presents a number of limitations. When a suitable neuro-
controller is found, it is deployed on real robots. Since no evolution or adaptation
takes place online, the controllers are fixed solutions that remain static through-
out the robot’s lifetime. If environmental conditions or task parameters become
distinct from those encountered during offline evolution, the evolved controllers
may be incapable of solving the task as they have no means to adapt.

Online evolution is a process of continuous adaptation that potentially gives
robots the capacity to respond to changes in the task or in environmental condi-
tions by modifying their behaviour. An EA is executed on the robots themselves

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 300–309, 2012.
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as they perform their tasks. This way, robots may be capable of long-term self-
adaptation. In recent years, different approaches to online evolution have been
proposed (see for instance [2,3,4]). Notwithstanding, in such contributions, on-
line neuroevolution has been limited to evolving weights in fixed-topology ANNs.
In a recent study [9], we proposed a novel approach called odNEAT. odNEAT
is an online, distributed, and decentralised EA for online evolution in groups of
robots, that evolves both weights and network topology. The network topology
is therefore a product of a continuous evolutionary process.

Online evolution is a form of online adaptation that acts at genotype level.
Controllers produced are static as they do not change their parameters while
they are controlling the robot. While evolution produces phylogenetic adapta-
tion, online learning operates on a much shorter time-scale. Learning acts at
phenotypic level and gives each individual controller the capacity to self-adjust
during task-execution. Several studies indicate that learning can accelerate the
evolution of good solutions, a phenomenon known as the Baldwin effect [5].

Agents controlled by ANNs can learn from experience by dynamically chang-
ing their internal synaptic strengths. This mechanism is inspired by how or-
ganisms in nature adapt to cope with dynamic and unstructured environments
as a result of synaptic plasticity [13]. In this paper, we synthesise behavioural
control for autonomous robots based on online evolutionary computation and on-
line learning. We combine evolution of weights and network topology (odNEAT)
with neuromodulation [12]. Neuromodulation is a form of synaptic modification
involving modulatory neurons that diffuse chemicals at target synapses. Modu-
lation has been suggested as essential for stabilising classical Hebbian plasticity
and memory [15].

We demonstrate our method in a simulated experiment where an e-puck-like
robot [8] must perform a dynamic concurrent foraging task. The robot must
locate and consume scattered food items. When a food item is consumed, a new
item of the same type is randomly placed in the environment. At regular time
intervals, food items change their nutritive value, or become poisonous. Besides
learning to forage, the robot must therefore be able to adapt and change its
foraging policy in order to survive. To the best of our knowledge, the contribution
presented here is the first demonstration of online learning and online evolution
of both the weights and the ANN topology in multirobot systems.

2 Background

In this section, we first discuss evolution of plastic ANNs, with a focus on the
neuromodulation-based model, and we then review odNEAT, which we extended
to incorporate neuromodulated plasticity.

2.1 Artificial Evolution of Neuromodulated Plasticity

Synaptic plasticity is considered a fundamental mechanism behind memory and
learning in biological neural networks [14]. In ANNs, the modification of inter-
nal synaptic connection strengths can be performed according to a generalised
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Hebbian plasticity rule [13]. Synaptic weights are updated based on pre- and
post-synaptic neuron activities as follows:

Δw = η · [Axy +Bx+ Cy +D], (1)

where η is the learning rate, x and y are the activation levels of the pre-synaptic
and post-synaptic neurons. w is the connection weight and A−D are the corre-
lation term, pre-synaptic term, post-synaptic term, and constant weight decay
or increase, respectively. By tuning these parameters, it is possible to evolve dis-
tinct forms of synaptic plasticity. ANN controllers can thus implement learning
and memory by means of recurrent connections, plastic Hebbian connections, or
a combination of the two.

The adaptation capabilities of fixed-topology plastic Hebbian ANNs were
demonstrated in [7]. In a light-switching task, a mobile robot Khepera had to
turn on a light switch and then navigate towards a gray area at the opposite end
of the environment. The evolved plastic Hebbian controllers managed to solve
the task much faster than fixed-weight networks. The plastic controllers also ex-
hibited a larger variety of successful behaviours and robustness to environmental
changes. With a similar setup, it was shown that dynamic environments promote
the genetic expression of plastic connections over static ones [6].

Although the use of plastic ANNs can increase performance, recent stud-
ies indicate that in more complex tasks, both plastic and fixed-weight ANNs
have limited learning capabilities [11,12,13]. In this context, controlling synap-
tic plasticity through neuromodulation was presented as a more powerful and
biologically plausible approach [14]. In biological neural networks, neuromodu-
lation has been suggested as essential for stabilising classical Hebbian plasticity
and memory [15]. In a neuromodulated network, specialised modulatory neurons
control the amount of activity-dependent plasticity between pairs of standard
control neurons. This process is illustrated in Fig. 1.

Fig. 1. Neuromodulated plasticity. A modulatory neuron, Mod 0, transmits a mod-
ulatory signal to Std 3. Modulation affects the learning rate for synaptic plasticity
of weights w1,3 and w2,3. The weights are part of the incoming connections for the
standard control neuron being modulated.

The advantage of adding neuromodulation is that ANNs become capable of
changing the degree of synaptic plasticity on specific neurons at specific times,



Adaptation of Robot Behaviour 303

i.e., deciding when learning should start and stop. In addition to its standard
activation value ai, each neuron i also computes its modulatory activation mi

as follows:

ai =
∑

j∈Std

wji · oj , (2)

mi =
∑

j∈Mod

wji · oj , (3)

where wji is the connection weight between pre- and post-synaptic neurons j
and i. oj is the output of a pre-synaptic neuron j. The weight between neurons
j and i, with j ∈ Std, undergoes synaptic modification as follows:

Δwji = tanh(mi/2) · η · [Aojoi +Boj + Coi +D]. (4)

2.2 odNEAT: An Online Evolutionary Algorithm

odNEAT [9] is an online, distributed and decentralised version of NEAT [10].
The NEAT method, one of the most prominent neuroevolution (NE) algorithms,
is capable of optimising both the topology of the network and its connection
weights. NEAT starts with a population of simple networks with no hidden
neurons. Topologies are gradually complexified by adding new neurons and con-
nections through structural mutation. This scheme allows NEAT to find the
right level of complexity for the task while avoiding a priori specification of the
network topology. NEAT has proven successful in diverse control and decision-
making problems, such as double pole balancing, outperforming several methods
that use fixed topologies [11]. The important features of NEAT for the purpose of
this paper are that NEAT evolves both the weights and the topology of an ANN,
while maintaining a healthy diversity of complexifying structures simultaneously.
Complete descriptions of the method are available in [9,10,11].

odNEAT was originally designed to run across a distributed group of agents
whose objective is to evolve and adapt while operating in the environment. In
this contribution, experiments were performed with a single robot. Therefore,
we only describe odNEAT’s important characteristics when applied to a single
agent. The agent is controlled by an ANN that represents a candidate solution
to the current task. The agent maintains a virtual energy level representing its
task performance. The fitness value is defined as the average of the energy level,
sampled at regular time intervals.

The agent maintains a set of chromosomes (the genetic encoding of candi-
date ANNs) and their respective fitness scores in an internal repository. The
repository stores the current and previous active chromosomes. When the en-
ergy level reaches zero, the current chromosome is considered unfit for the task.
A new chromosome is then created based on NEAT’s genetic operators. First,
two parents are selected, each one via a tournament selection of size 2. Offspring
is created through crossover of the parents’ genomes and mutation of the new
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chromosome. Newly created chromosomes are guaranteed a minimum amount of
time α during which they control the agent, a maturation period.

odNEAT’s genetic encoding was augmented with a new modulatory neuron
type in order to encode neuromodulated plasticity. Each time a new neuron is
added through structural mutation, it is randomly assigned a standard or modu-
latory role. We augmented the genetic encoding with the learning parameters in
Eq. 4. The five parameters are separately encoded and evolved in the range [-1,1]
for A-D, and [-100,100] for η. It is important to note that there is no Lamarckian
inheritance: weight modifications during lifetime are not passed on to offspring.

3 Experimental Setup

The concurrent foraging task used in this study is performed in an arena with
different types of items that can be consumed. To assess how the robot adapts
through time, we applied odNEAT with and without neuromodulation. The
robot loses energy at a constant rate and must learn to find food items. There
are two types of items, red items and pink items. At regular time intervals,
the nutritious food items become poisonous or less nutritive and vice-versa. The
robot is able to sense the type of nearby items but cannot determine the nutritive
value of an item without consuming it. When an item is consumed, a new item
of the same type is placed randomly in the arena. This way, the task remains
dynamic while the sum of the energy value of the food items in the environment
is kept constant.

The motivation for the concurrent foraging task is twofold: (i) since the robot
loses energy at a constant rate, it is required to evolve efficient exploration
behaviours, (ii) when a poisonous item is consumed, the robot must be able to
change its food gathering policy in order to survive.

3.1 Robot Model and Behavioural Control

The simulated robot is modelled after the e-puck, a small (75 mm in diameter)
differential drive robot capable of moving at speeds of up to 13 cm/s [8]. We
have equipped the robot with an omni-directional camera similar to the one
employed by the s-bot robots [16]. The image recorded is processed to calculate
the distance, the red colour component, and the blue colour component of the
closest object in each of the eight 45◦ sectors. The camera has a range of 50 cm
and is subject to noise (simulated by adding a random Gaussian component
within ± 5% of each of the three components’ saturation value). Besides the
camera, the robot has an internal energy level, comfort and discomfort sensors.
The energy sensor allows the robot to perceive its virtual energy level. The
remaining sensors indicate if the robot has consumed a poisonous or nutritious
food item. Note that the comfort sensor does not indicate to the robot the
nutritive value of a consumed food item. That information is reflected by the
energy sensor, which the robot also has to learn to interpret.

The robot is controlled by an ANN synthesised by odNEAT. The ANN’s
connection weights ∈ [−10, 10]. The input layer consists of 27 neurons: (i) three
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for each 45◦ sector, measuring the red and blue colour components, and distance
of the closest object, (ii) one neuron for each of the virtual sensors (energy,
discomfort and comfort). The output layer contains three neurons, one for each
wheel of the robot, and one for the gripper. The gripper enables the robot to
consume the closest food item within a range of 2 cm (if any).

3.2 Experimental Parameters

The environment is a 3 x 3 meter square arena surrounded by blue walls. The
virtual energy level is limited to the range [0,100] energy units. The robot is ca-
pable of surviving for approximately 17 minutes without consuming (nutritious)
food as energy decreases at a rate of 0.1 units/sec. When the energy level reaches
zero, a new controller is generated and assigned maximum energy (100 units).
In the generation of the new controller, two parents are selected from the local
repository. Crossover and mutation are performed with probabilities 0.25 and
0.4, respectively. During mutation, the probability of adding a new neuron is 0.1
while a new connection is added with probability 0.05. Each connection weight
is perturbed with probability 0.02 and a maximum magnitude of 2.5. The local
repository is capable of storing 30 chromosomes. Performance was found to be
robust to moderate changes in these parameters.

In our experimental setup, the nutritive value of the different types of food
change periodically. Periods are composed of four phases of equal duration. At
the beginning of each phase, the energy value of the different types of food items
is set as listed in Table 1. Each experiment lasts for 100 hours of simulated time.

Table 1. The energy value of red and pink food items during the four phases. Values
listed are in energy units.

Phase 1 Phase 2 Phase 3 Phase 4

Red item 5 8 -3 3

Pink item 3 -3 8 5

4 Results and Discussion

4.1 Effects of Neuromodulated Learning

To assess the impact of neuromodulated learning on the robot’s task perfor-
mance, we performed three sets of evolutionary experiments characterised by
distinct phase durations pd: (i) pd = 9 min, (ii) pd = 90 min, and (iii) pd =
900 min. For each configuration, we placed five food items of each type and per-
formed 30 independent runs. We consider those controllers stable that manage
to survive at least 25 times the minimum survival time, i.e., approximately 7
hours of simulated time.

The results obtained are listed in Table 2. Considering the average number of
evaluations (controllers tested) required for producing stable solutions, odNEAT
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combined with neuromodulation required approximately 23.3% to 28.2% fewer
evaluations than odNEAT without neuromodulation. odNEAT alone failed to
achieve stability in two evolutionary runs, one for pd = 9 min and one for
pd = 90 min. In these runs, the long lasting controllers operated for 4.04 and 6.69
hours, respectively. For pd = 9 min and pd = 90 min, differences in the number of
evaluations are not statistically significant (ρ > 0.20 and ρ > 0.15 respectively,
Student’s t-test). For pd = 900 min, the differences are statistically significant
(ρ < 0.01). These results suggest that, as the task-requirements become more
stable, so does the performance of odNEAT with neuromodulation.

Table 2. Summary of the results obtained for each of the three phase durations tested.
The table lists the failure rate (runs without stable controllers), average number of
evaluations required before stable solutions are evolved, and the average maximum age
and gathered energy per period in each experimental setup.

Experimental setup with odNEAT

Phase duration Failure Rate Evaluations Max Age (mins) Gathered Energy

9 mins 3.33% 39.02 3404.98 ± 1668.31 343.43 ± 35.38

90 mins 3.33% 49.28 2886.88 ± 1399.20 3491.03 ± 334.49

900 mins 0% 40.40 3041.81 ± 1446.78 42526.94 ± 6897.61

Experimental setup with neuromodulated odNEAT

Phase duration Failure Rate Evaluations Max Age (mins) Gathered Energy

9 min 0% 29.52 3351.12 ± 1358.34 354.39 ± 46.19

90 min 0% 37.79 2799.34 ± 1650.21 3530.82 ± 336.66

900 min 0% 28.99 3074.33 ± 1283.85 45199.64 ± 6680.48

Table 3. Summary of the number of nodes and connections added to the initial network
topology by each evolutionary method. Results for each configuration are averaged over
30 evolutionary runs.

Evolutionary Method Phase Duration Augmented Connections Augmented Neurons

odNEAT 9 mins 26.43 ± 12.30 9.47 ± 3.95
odNEAT 90 mins 30.26 ± 17.32 10.41 ± 4.65
odNEAT 900 mins 25.17 ± 12.82 9.60 ± 4.31

odNEAT + NeuroMod 9 mins 22.89 ± 14.98 8.48 ± 4.83
odNEAT + NeuroMod 90 mins 29.32 ± 11.31 10.82 ± 3.91
odNEAT + NeuroMod 900 mins 28.91 ± 11.57 10.50 ± 3.57

Depending on the experimental setup, the most stable controller of each run
operated from approximately 47 hours to 57 hours of simulated time before
the experiment was terminated. This result indicates that the evolutionary pro-
cess is capable of evolving controllers well adapted to the periodic changes in
the nutritive value of the food items. In terms of gathered energy per period,
neuromodulated solutions perform slightly better. ANNs evolved with and with-
out neuromodulation have a similar topological complexity. The initial topology
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of stable solutions was augmented with a comparable number of connections
and neurons (see Table 3). Topologies are synthesised faster by odNEAT with
neuromodulation. This result suggests that when neuromodulation is present,
odNEAT performs a more efficient exploitation of a given network topology. In
fixed-weight networks, fine-grained adjustment of connection weights can only be
achieved through mutation. Modulated networks allow for a different expression
of a given topology’s potential, and are advantageous even when task require-
ments do not change for a long time (pd= 900 mins). When modulatory neurons
are present, solutions are synthesised after fewer controller evaluations, probably
due to the modification of internal dynamics by each network.

4.2 Structural Role of Neuromodulation

The results presented above show that neuromodulated learning allows for faster
synthesis of stable controllers. In this section, we analyse the structural role of
neuromodulation on the most stable controllers of each independent run in order
to determine how it affects internal neural dynamics.

Table 4. Summary of the most stable controllers in each independent run. The table
lists the augmented and modulatory neurons, and augmented and modulatory connec-
tions in each network.

Phase Duration Aug. Neurons Mod. Neurons Aug. Connections Mod. Connections

9 mins 9.73 ± 4.88 4.97 ± 2.92 23.93 ± 13.28 6.37 ± 4.39
90 mins 11.97 ± 4.02 6.07 ± 2.99 30.57 ± 10.58 7.93 ± 4.34
900 mins 10.10 ± 5.07 5.03 ± 3.36 25.67 ± 13.34 6.97 ± 4.90

Table 4 shows the average complexity of each stable solution. Approximately
half of the augmented neurons have a modulatory role. Modulatory actions are
localised as each of these neurons typically connects to one or two other neu-
rons. A common topological characteristic between evolved solutions is that the
majority of modulatory connections have output neurons as targets. In fact, the
evolutionary process often leads to the appearance of specialised neurons that
exclusively regulate output neurons as listed in Table 5. Depending on the ex-
perimental setup, 59% to 69% of the modulatory neurons are specialised units.
6% to 9% of the specialised neurons modulate more than one output neuron.
For pd = 9 and pd = 900 mins, differences in the number of specialised neurons
are statistically significant (ρ < 0.05, Student’s t-test). Analysis of experimental
data shows that there is a higher regulatory activity of outputs for the setups of
pd = 9 mins and pd = 90 mins. In these scenarios, controllers experience more
environmental changes during task-execution. Food gathering policies must be
flexible and change whenever a nutritious item becomes less nutritive or poi-
sonous. With the increase of phase durations, the task becomes less dynamic
and the percentage of specialised neurons decreases. Existing specialised neu-
rons increasingly focuses on movement (left and right wheels) and less on the
gripping and food consumption actions.
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Table 5. Summary of the specialised neurons for the best solutions of each evolution-
ary run. The table lists the percentage of modulatory neurons that are specialised in
regulating the output actions, and the percentage of specialised neurons that regulate
each output. LW and RW represent the left and right wheel, respectively.

Phase Duration Specialised Reg. Neurons (%) LW (%) RW (%) Gripper (%)

9 mins 69 ± 20 34 34 38
90 mins 62 ± 24 40 32 35
900 mins 57 ± 26 50 30 29

5 Conclusions and Future Work

In this paper, we have introduced a novel approach to the online synthesis of
behavioural control for autonomous robots. We combined odNEAT and neu-
romodulated learning. While odNEAT evolves online both the weights and the
topology of neural controllers, neuromodulation allows each individual controller
to actively modify its internal dynamics. We demonstrated our method through
a series of simulation-based experiments in which an e-puck-like robot had to
perform a dynamic concurrent foraging task. We showed that odNEAT with
neuromodulation outperforms simple odNEAT by requiring fewer evaluations
to produce stable solutions. Results indicate that neuromodulated learning is
beneficial even when task requirements do not change for a long time.

We showed that the evolutionary process generates controllers well adapted
to the periodic changes in the nutritive value of the food items. Depending on
the experimental setup, the most stable controller in each run operated from
approximately 47 hours to 57 hours of simulated time before the experiment
was terminated. The controllers had thus become resilient to changes in task re-
quirements and they could have operated for longer if they had been given more
time. In order to determine the structural and functional role of neuromodula-
tion, we analysed the evolved topologies of the most stable solutions. Evolved
networks are characterised by specialised neurons dedicated to regulating the
output neurons.

The immediate follow-up work to this study includes the analysis of the neural
activation patterns and weight changes to better understand the neural dynamics
and the decision-making mechanisms underlying the robot’s behaviour.
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Abstract. It is well known that, in nature, populations are dynamic in
space and time. This means that the formation of habitats changes over
time and its formation is not deterministic. This work uses the concepts
of ecological relationships, ecological successions and probabilistic for-
mation of habitats to build a cooperative search algorithm, named ECO.
This work aims at exploring the use of a hierarchical clustering tech-
nique to probabilistically set the habitats of the computational ecosys-
tem. The Artificial Bee Colony (ABC) was used in the experiments in
which benchmark mathematical functions were optimized. Results were
compared with ABC running alone, and the ECO with and without the
use of hierarchical clustering. The ECO algorithm with hierarchical clus-
tering performed better than the other approaches, possibly thanks to
the ecological interactions (intra and inter-habitats) that enabled the co-
evolution of populations and to a more bio-plausible probabilistic strat-
egy for habitats definition. Also, a critical parameter was suppressed.

Keywords: optimization, cooperative search, co-evolution, habitats, ecol-
ogy, hierarchical clustering, single-link algorithm, biological plausibility.

1 Introduction

The search for biologically plausible ideas, models and computational paradigms
always drew the interest of computer scientists, particularly those from the Nat-
ural Computing area [2]. The main feature of bio-plausible systems is the use of
natural inspirations at some degree where the designers of these systems gener-
ally aim to achieve biologically plausible functionalities in non-biological contexts,
such as the optimization of engineering problems.
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The concept of optimization can be abstracted from several natural processes
such as in the evolution of the species, in the behavior of social groups, in the
dynamics of the immune system, in the strategies of searching for food and in
the ecological relationships of different populations. Most of these cases were the
source of inspiration to the development of algorithms for optimization, such as
the evolutionary computation (EC) and swarm intelligence (SI) that currently
offer a wide range of strategies for optimization [4,10].

It is worth mentioning that most bio-inspired algorithms only focus on and
take inspiration from specific aspects of the natural phenomena. However,
in nature, biological systems are interlinked to each other, e.g. biological
ecosystems [1,7].

In [9] the authors first introduce the potentiality of some ecological concepts
(e.g., habitats, ecological relationships and ecological successions) presenting
a simplified ecological-inspired algorithm. In this work we use a hierarchical
clustering algorithm [8,6] as a biologically plausible strategy for creating habi-
tats in an ecological-inspired system. The aim is to compare the results obtained
by the implementation of the algorithm with the use of ecological concepts, with-
out the use of ecological concepts (application of stand alone algorithms), and
with the use of hierarchical clustering.

2 Hierarchical Clustering

Hierarchical clustering refers to methods that produce a nested series of par-
titions [11]. Single-link and complete-link algorithms are the most popular hi-
erarchical clustering algorithms. These two algorithms differ in the way they
characterize the similarity between a pair of clusters. In the single-link method,
the distance between two clusters is the minimum of the distances between any
two points (or patterns) in the different clusters. In the complete-link algorithm,
the distance between two clusters is the maximum of all pairwise distances be-
tween any two points in the different clusters. In either case, two clusters are
merged to form a larger cluster based on the minimum distance criteria. In this
work we use the single-link algorithm.

A hierarchical algorithm yields a dendrogram representing the nested grouping
of patterns and similarity levels at which groupings change [8]. Table 1 gives a
distance matrix sample for five items (1 - 5). In our context, each item represents
the centroid of a given population and the distance matrix is computed using
the Euclidean distance metric. The single-link algorithm returns the linkage
information needed to build a dendrogram (see Table 2) in a matrix with three
columns and NQ−1 rows where NQ is the number of items [6]. In Table 2, each
row identifies a node and represents a link between clusters. The first column
identifies the nodes, and the two subsequent columns identify the clusters that
have been linked. Negative items represent newly formed binary clusters. The
third column contains the distance between these objects. The dendrogram of
Fig. 1 shows the series of merges that result from using the single-link technique.
The height at which two clusters are merged in the dendrogram reflects the
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distance of the two clusters. The dendrogram can be broken into different levels
to yield different clusterings of the data. For example, if we define a cutoff level
at 3.0 in the y-axis, three clusters are formed: one with items 1 and 2; other with
items 4 and 5; and other with item 3.

Table 1. Distance matrix for five items

Items 1 2 3 4 5

1 0.0 0.5 4.3 3.8 4.8

2 0.5 0.0 4.7 3.3 4.4

3 4.3 4.7 0.0 6.2 6.6

4 3.8 3.3 6.2 0.0 1.1

5 4.8 4.4 6.6 1.1 0.0

Table 2. Single-link result for the
data in Table 1

Node Itemleft Itemright Distance

1 1 2 0.8

2 4 5 2.7

3 -1 -2 3.8

4 3 -3 5.7

1 2 4 5 3

1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

Fig. 1. Dendrogram generated using linkage information from Table 2

3 The Proposed Ecological-Inspired Approach

The ecological-inspired algorithm, named ECO, represents a new perspective to
develop cooperative evolutionary algorithms. The ECO is composed by popula-
tions of individuals (candidate solutions for a problem being solved) and each
population evolves according to an optimization strategy. Therefore, individu-
als of each population are modified according to the mechanisms of intensifica-
tion and diversification, and the initial parameters, specific to each optimization
strategy. The ECO system can be modeled in two ways: homogeneous or hetero-
geneous. A homogeneous model implies that all populations evolve in accordance
to the same optimization strategy, configured with the same parameters. Any
change in the strategies or parameters in at least one population characterises a
heterogeneous model.

The ecological inspiration stems from the use of some ecological concepts,
such as: habitats, ecological relationships and ecological successions [1,7]. Once
dispersed in the search space, populations of individuals established in the same
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region constitute an ecological habitat. For instance, in a multimodal hyper-
surface, each peak can become a promising habitat for some populations. A
hyper-surface may have several habitats. As well as in nature, populations can
move around through all the environment. However, each population may belong
only to one habitat at a given moment of time t. Therefore, by definition, the
intersection between all habitats at moment t is the empty set.

With the definition of habitats, two categories of ecological relationships can
be defined. Intra-habitats relationships that occur between populations inside
each habitat, and inter-habitats relationships that occur between habitats [1,7].

In ECO, the intra-habitat relationship is the mating between individuals.
Populations belonging to the same habitat can establish a reproductive link
between their individuals, favoring the co-evolution of the involved populations
through competition for mating. Populations belonging to different habitats are
called reproductively isolated.

The inter-habitats relationship are the great migrations. Individuals belonging
to a given habitat can migrate to other habitats aiming at identifying promising
areas for survival and mating.

In addition to the mechanisms of intensification and diversification specific to
each optimization strategy, when considering the ecological context of the pro-
posed algorithm, the intra-habitats relationships are responsible for intensifying
the search and the inter-habitats relationships are responsible for diversifying
the search.

Inside the ecological metaphor, the ecological successions represent the trans-
formational process of the system. In this process, populational groups are
formed (habitats), relations between populations are established and the sys-
tem stabilizes by means of the self-organization of its components.

Algorithm 1 shows the pseudo-code of the proposed approach. In this algo-
rithm, the ecological succession loop (lines 3 to 12) refers to iterations of the
computational ecosystem. In line 4, evolutive period, each population evolves
(generations/iterations) according to its own criteria. The metric chosen to de-
fine the region of reference is the centroid and represents the point in the space
where there is a longest concentration of individuals of population i. For a de-
tailed description refer to [9].

3.1 Habitats Formation Using Hierarchical Clustering

A key concept of the proposed ECO system is the definition of habitats (line 6
in Algorithm 1). In [9] the definition of habitats is performed deterministically
by the use of a user defined proximity threshold ρ. In this work we use a hierar-
chical clustering algorithm to setup the habitats where each cluster represents
a habitat. Hence, the habitats are defined probabilistically taking into account
the distance information returned by the single-link algorithm. This gives more
biological plausibility to the system once, in nature, the habitats are not de-
fined deterministically as done in [9]. Also, this approach suppress the control
parameter ρ.
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To create probabilistically the habitats we use the linkage information re-
turned by the single-link algorithm (see Table 2). The distance information are
used as probabilities to drive the formation of habitats in a top-down strategy
(see Algorithm 2). It is a top-down strategy because it starts from the top of the
dendrogram (farthest clusters) and goes down to the bottom of the dendrogram
(closest clusters).

After some initializations, the first step in Algorithm 2 is to scale linearly
the single-link distances in order to be able to work with this information as
probabilities (line 6). We choose to work within the closed interval of [0.01, 0.99]
in order to give one more biologically plausible feature to the system. Hence,
concerning the lower bound, it means that as close as two populations are from
each other, there is still 1% of chance of not grouping these two populations.
There is a small chance to the closest populations not belong to the same habitat.
Concerning the upper bound, it means that as far as two populations are from
each other, there is still 1% of chance of grouping these two populations. There

Algorithm 1. Pseudo-code for ECO
1: Consider i = 1, . . . , NQ, j = 1, . . . , NH and t = 0;
2: Initialize each population Qt

i with ni random candidate solutions;
3: while stop criteria not satisfied do {Ecological succession cycles}
4: Perform evolutive period for each population Qt

i ;

5: Apply metric Ci to identify the region of reference for each population Qt
i ;

6: Using the Ci values, define the NH habitats;
7: For each habitat Ht

j define the communication topology CT t
j between populations Qt

ij ;

8: For each topology CT t
j , perform interactions between populations Qt

ij ;

9: Define communication topology THt between Ht
j habitats;

10: For THt topology, perform interactions between Ht
j habitats;

11: Increase t;
12: end while

Algorithm 2. Pseudo-code for probabilistic habitats formation
1: NH = 0;
2: nodeCount = 0;
3: curNode = NQ − 1;
4: curHabitat = 0;
5: Create HcurHabitat with no items;
6: Linearly scalonate the single-link distances;
7: while nodeCount < NQ − 1 do
8: if rand ≥ Distance(curNode) then {Group items}
9: HcurHabitat = curNode.itemleft and curNode.itemright;
10: nodeCount = nodeCount+ 1;
11: else {Separate items}
12: HcurHabitat = curNode.itemnearest;
13: NH = NH + 1;
14: Create HNH with no items;
15: HNH = curNode.itemfarthest;
16: nodeCount = nodeCount+ 1;
17: end if
18: Update curHabitat;
19: Update curNode;
20: end while
21: Return NH;
22: Return Hj where j = 1, . . . , NH;
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is a small chance to the farthest populations belong to the same habitat. Table
3 gives the linearly scaled values for the example of Table 2.

After that, the algorithm enters a loop until all nodes are analyzed (lines
7 to 20). The nodeCount variable counts the number of analyzed nodes. In-
side this loop a probabilistic conditional statement decides if the items will be
grouped together or separated in two groups (line 8). Notice that the distance
between items influence directly the probabilistic decision. The closer two items
are from each other, the larger the chance to group these two items together.
The opposite holds for the farthest items. If two items are decided to be grouped
together, the current habitat (HcurHabitat) receives the left and the right items
from the node being analyzed (curNode) (lines 9 and 10). If two items are de-
cided to be separated from each other, it is necessary to decide which item stays
and which item will belong to a new habitat. As a general rule, the closest
item from the current group stays and the farthest item creates a new habitat
(lines 12 to 16).

Next steps are to update the next habitat and the next node to be ana-
lyzed. The curHabitat variable is updated to the absolute value of the first
habitat with a negative item inside (newly formed binary clusters) (line 18).
The curNode variable is updated to the absolute value of the first negative item
insideHcurHabitat (line 19). Finally, the algorithm returns the number of habitats
(NH) and the habitats themselves (Hj) (lines 21 and 22, respectively).

3.2 Intra-habitats Communication

Once the habitats are probabilistically defined, the next step in Algorithm 1
(line 7) is the definition of the communication topology for each habitat. Dif-
ferently from the work done in [9], in this work the definition of intra-habitats
communication topology does not use any proximity threshold. Again, aiming at
improving the biological plausibility of the system, here, we use a communication
topology that is probabilistically defined.

For a habitat with more than one population, intra-habitat communication
occurs in such a way that each population inside the habitat chooses another
population to perform communication. Here, the distance between populations
influence directly the probabilistic decision. The closer two populations are from
each other the higher is the chance of these two populations communicate. The
opposite happens with farthest populations.

All the non-mentioned procedures of Algorithm 1 remain the same as pub-
lished in [9].

Table 3. Linearly scaled values for distance

Node Itemleft Itemright Distance

1 1 2 0.01

2 4 5 0.39

3 -1 -2 0.62

4 3 -3 0.99
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4 Experiments and Results

Experiments were conducted using four benchmark functions extensively used
in the literature for testing optimization methods [3]. Each function to be min-
imized was tested with 10 and 200 dimensions. The first function (f1(x) with
−100 ≤ xi ≤ 100) is known as generalized F6 Schaffer function. The second
function (f2(x) with −5.12 ≤ xi ≤ 5.12) is the Rastrigin function. The third
function (f3(x) with −600 ≤ xi ≤ 600) is the Griewank function. Finally, the
fourth function (f4(x) with −30 ≤ xi ≤ 30) is the Rosenbrock function.

The parameters of the ECO algorithm are: number of populations (N-POP)
that will be co-evolved, the initial population size (POP-SIZE ), number of cycles
for ecological successions (ECO-STEP), the size of the evolutive period (EVO-
STEP) that represents number of function evaluations in each ECO-STEP, the
tournament size (T-SIZE ) and the proximity threshold ρ. In this development
(ECO-C), with definition of habitats using hierarchical clustering, the proximity
threshold ρ is suppressed.

In all experiments the initial population size was set to POP-SIZE = 10. Stud-
ies about the adjustment of parameters have not been carried out yet. Hence,
all the parameters of the algorithm were defined empirically [9].

In all experiments, the Artificial Bee Colony Optimization (ABC) algorithm
[5] was used in a homogeneous model, i.e. all populations use this algorithm with
the same control parameters.

For the number of dimensions (D) equal to 10, the parameters used were N-
POP = 100, ECO-STEP = 100, EVO-STEP = 100, T-SIZE = 5 e ρ = 0, 5.
With this configuration, the total number of function evaluations was 10,000 for
each population. For D = 200, some parameters were redefined: N-POP = 200,
ECO-STEP = 500, EVO-STEP = 200. With this adjustment of parameters, for
200 dimensions, the total number of function evaluations was 100,000 evaluations
for each population.

Table 4 shows the averaged results obtained for the benchmark functions. For
both dimensions, D = 10 and D = 200, the results obtained by each configu-
ration of the algorithms are presented (columns 2 to 4). The ecological-inspired
framework was tested using three configurations. The first configuration im-
plements Algorithm 1 as described in Sect. 3, with the definitions of habitats
using the proximity threshold ρ, topologies and ecological relations (ECOABC ,
fourth column of Table 4). The second configuration implements Algorithm 1
and enables the ability to probabilistically create habitats using the single-link
clustering information uppon the proposed Algorithm 2 (ECO-CABC, third col-
umn of Table 4). The third configuration disables the ability to create habitats
and, consequently, topologies and interactions are not defined. This third con-
figuration simulates the evolution of completely isolated populations, and they
evolve without exchanging information (ABC, second column of Table 4). For
each configuration, the algorithm was run 30 times. For each dimension, the
third line (Global Best) in Table 4 shows the average and standard deviation of
the best result obtained by all populations in all runs.
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Table 4. Obtained results for the benchmarck functions

f1(x) D = 10
Model ABC ECOABC ECO-CABC

Global Best 4.6569 ± 0.8 1.1344 ± 0.2 1.0687 ± 0.2
D = 200

Model ABC ECOABC ECO-CABC

Global Best 27.5936 ± 0.73 20.2792 ± 0.4 19.8027 ± 0.5

f2(x) D = 10
Model ABC ECOABC ECO-CABC

Global Best 10−11 ± 0.0 0.0000 ± 0.0 0.0000 ± 0.0
D = 200

Model ABC ECOABC ECO-CABC

Global Best 62.1453 ± 0.0 10−05 ± 0.0 10−05 ± 0.0

f3(x) D = 10
Model ABC ECOABC ECO-CABC

Global Best 10−06 ± 0.0 10−13 ± 0.0 10−18 ± 0.0
D = 200

Model ABC ECOABC ECO-CABC

Global Best 10−07 ± 0.0 10−11 ± 0.0 10−11 ± 0.0

f4(x) D = 10
Model ABC ECOABC ECO-CABC

Global Best 0.0098 ± 0.0 0.0086 ± 0.0 0.0082 ± 0.0
D = 200

Model ABC ECOABC ECO-CABC

Global Best 13036.1 ± 4193.4 137.86 ± 42.0 1.8778 ± 1.7

(a) Function f1(x). (b) Function f2(x).

(c) Function f3(x). (d) Function f4(x).

Fig. 2. Bar graph off each benchmark function with D = 200
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Analyzing the ABC and ECOABC we can observe that the ecological-inspired
approach obtained much better results than the algorithm executed without the
concepts of habitats for all functions. This gain is mainly due to the ecological
interactions (intra and inter-habitats) that enabled the co-evolution of popu-
lations. Analyzing the results for the ecological-inspired approach with prob-
abilistic habitat definition, ECO-CABC , we can observe that the results were
equivalent or better for all functions when compared with the ecological-inspired
approach without the use of clustering strategy (ECOABC). This analysis indi-
cates that the behavior of the ecological algorithm does not change when using
the proposed hierarchical clustering strategy to probabilistically setup the habi-
tats and communication topology. It is worth mentioning that with this strategy
a critical parameter (ρ) is suppressed. Also, one can notice that the results ob-
tained by ECO-CABC for function f4(x) with D = 200 was much better than
the ECOABC approach. This result indicates that the value for the ρ parameter
present in ECOABC was not the best choice and should be optimized. With the
new application of hierarchical clustering this problem is cleary solved. More-
over, the ECO-CABC was the best approach for all functions. In Fig. 2 we can
visually verify the results for D = 200, where the x-axis shows the different
approaches and the y-axis represents the Global Best values of each approach
and are shown at the top of each bar.

5 Conclusions

This paper presents an ecological-inspired algorithm for optimization that uses a
hierarchical clustering strategy to probabilistically setup the distribution of pop-
ulations into habitats. The proposed algorithm uses cooperative search strategies
where populations of individuals co-evolve and interact among themselves using
some ecological concepts. Each population behaves according to the mechanisms
of intensification and diversification, and the control parameters, specific to a
given search strategy. The Artificial Bee Colony Optimization algorithm was
used in all populations. In this work, a more biologically plausible definition of
habitats is achieved by using probabilistically the distance information returned
by the single-link clustering algorithm.

The main ecological concepts addressed are the probabilistic definition of habi-
tats, ecological relationships, ecological successions. These features bring a higher
biological plausibility to the proposed algorithm, opposed to most bio-inspired
algorithms that take inspiration only from one biological phenomenon. Thus, the
proposed methodology opens the possibility for the insertion of several ecological
concepts in the optimization process, bringing more biological plausibility to the
system.

The results showed that the use of habitats and ecological relationships in-
fluence significantly the co-evolution process of populations, leading to better
solutions (when compared to the results not using the ecological concepts). Also,
the use of a probabilistic habitats definition inside the ECO framework improved
the results and, mainly, suppressed the proximity threshold ρ, a critical control
parameter that should be set by the user.
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This work is still under development and as future work we intend to analyze
the influence of the remaining control parameters (number of ecological succes-
sions, evolutive period, and number of populations) on the quality of solutions,
as well as to add other search strategies in the proposed model. Currently, in or-
der to bring more biological plausibility to the system, other ecological concepts
are being modeled, and efforts are doing to eliminate control parameters.
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Abstract. This paper proposes a genetic-fuzzy system for speech recog-
nition. In addition to pre-processing, with mel-cepstral coefficients, the
Discrete Cosine Transform (DCT) is used to generate a two-dimensional
time matrix for each pattern to be recognized. A genetic algorithm is
used to optimize a Mamdani fuzzy inference system in order to obtain
the best model for final recognition. The speech recognition system used
in this paper was named Hybrid Method Genetic-Fuzzy Inference System
for Speech Recognition (HMFE).

Keywords: speech recognition, fuzzy system, optimization, genetic
algorithm, discrete cosine transform.

1 Introduction

Parameterization of an analog speech signal is the first step in speech recogni-
tion process. Several popular signal analysis techniques have emerged as stan-
dards in the literature. These algorithms are intended to produce a ’perceptually
meaningful’ parametric representation of the speech signal: parameters that can
emulate some behavior observed in human auditory and perceptual systems. Ac-
tually, these algorithms are also designed to maximize recognition performance
[1,2]. The problem of pattern recognition might be formulated as follows: Let
Sk classes, where k = 1,2,3...K, and Sk ⊂ "n. If any pattern space is take with
dimension "x, where x ≤ n, it should transform this space into a new pattern
space with dimension "a, where a < x ≤ n. Then assuming a statistical measure
or second order model for each Sk, through a covariance function represented

by
[
Φ
(k)
x

]
, the covariance matrix of the general pattern recognition problem be-

comes:

[Φx] =

K∑
k=1

P (Sk)
[
Φ(k)
x

]
(1)

where P (Sk) is a distribution function of the class Sk, a priori, with 0 ≤ P (Sk) ≤
1. A linear transformation operator through the matrix A maps the pattern
space in a transformed space where the columns are orthogonal basis vectors
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of this matrix A. The patterns of the new space are linear combinations of the
original axes as structure of the matrix A. The statistics of second order in the
transformed space are given by:

ΦA = AT [Φx]A (2)

where ΦA is the covariance matrix which corresponds to the space generated
by the matrix A and the operator [·]T corresponds to the transpose of a ma-
trix. Thus, it can extract features that provide greater discriminatory power for
classification from the dimension of the space generated [3]. One of the most
widespread techniques for pattern speech recognition is the ”Hidden Markov
Model” (HMM) [4]. A well known deficiency of the classical HMMs is the inade-
quate modeling of the acoustic events related to each state. Since the probability
of recursion to the same state is constant, the probability of the acoustic event
related to the state is exponentially decreasing. A second weakness of the HMMs
is that the observation vectors within each state are assumed uncorrelated, and
these vectors are correlated [5],[6].

1.1 Proposed Methodology

In this paper, a speech signal is encoded and parameterized in a two-dimensional
time matrix, with four parameters of the speech signal. After coding, the mean
and variance of each pattern are used to generate the rule base of Mamdani fuzzy
inference system. The mean and variance are optimized using genetic algorithm
in order to have the best performance of the recognition system. Consider as
patterns the brazilian locutions (digits): ′0′,′ 1′,′ 2′,′ 3′,′ 4′,′ 5′,′ 6′,′ 7′,′ 8′,′9′. The
Discrete Cosine Transform (DCT) [7],[8] is used for encoding the speech patterns.
The use of DCT in data compression and pattern classification has been increased
in recent years, mainly due to the fact its performance is much closer to the
results obtained by the Karhunen-Loève transform which is considered optimal
for a variety of criteria such as mean square error of truncation and entropy
[9,10]. This paper demonstrates the potential of DCT and fuzzy inference system
in speech recognition [11,12]. These two tools have shown good results in the
temporal modeling of speech signal[13].

2 Speech Recognition System

The proposed recognition system HMFE block diagram is depicted in Fig.1.

2.1 Pre-processing Speech Signal

Initially, the speech signal is digitized, so it is divided in segments that are win-
dowed and encoded in a set of parameters defined by the order of mel-cepstral co-
efficients (MFCC). The DCT coefficients are computed and the two-dimensional
time DCT matrix is generated, based on each speech signal to be recognized.
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Fig. 1. Block diagram of the proposed recongnition system HMFE

Mel-Cepstrais Coefficients Coding. Experiments on human perception have
shown that complex sound frequencies within a certain bandwidth of a nominal
frequency should not be individually identified. When one of the components
of this sound is out of bandwidth, this component can not be distinguished.
Normally, it is considered a critical bandwidth for speech from 10 % to 20 %
of the center frequency of the sound. One of the most popular way to map the
frequency of a given sound signal for perceptual frequencies values, i.e., to be
capable of exciting the human hearing range is the Mel-Scale [2].

2.2 Two-Dimensional Time Matrix DCT Coding

The two-dimensional time matrix as the result of DCT in a sequence of T mel-
cepstral coefficients observation vectors on the time axis, is given by:

Ck(n, T ) =
1

N

T∑
t=1

mfcck(t)cos
(2t− 1)nπ

2T
(3)

where mfcc are the mel-cepstral coefficients, and k, 1 ≤ k ≤ K, is the k-th (line)
component of t-th frame of the matrix and n, 1 ≤ n ≤ N (column) is the order
of DCT. Thus, the two-dimensional time matrix is obtained[12], where the inte-
resting low-order coefficients k and n that encode the long-term variations of the
spectral envelope of the speech signal[6]. Each frame of a given example of the
word P generates a total of K mel-cepstral coefficients and the significant fea-
tures are taken for each frame along time. The N-th order DCT is computed for
each mel-cepstral coefficient of same order within the frames distributed along
the time axis, i.e., c1 of the frame t1, c1 of the frame t2, ...,, c1 of the frame tT , c2 of
the frame t1, c2 of the frame t2, ...,, c2 of the frame tT , and so on, generating ele-
ments {c11, c12, c13, ..., c1N}, {c21, c22, c23, ..., c2N}, {cK1, cK2, cK3, ..., cKN}, and
the matrix given in equation (3). Therefore, a two-dimensional time matrix DCT
is generated for each example of the word P . In this paper, a two-dimensional
time matrix generated has order (K = 2) × (N = 2). Finally, the matrices of
mean CM j

kn (4) and variances CV j
kn(5) are generated. The parameters of CM j

kn

and CV j
kn are used to produce gaussians matrices Cj

kn which will be used as fun-
damental information for implementation of the fuzzy recognition system. The
parameters of this matrix will be optimized by genetic algorithm.

CM j
kn =

1

M

M−1∑
m=0

Cjm
kn (4)
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CV j
kn(var) =

1

M − 1

M−1∑
m=0

[
Cjm

kn −
(

1

M

M−1∑
m=0

Cjm
kn

)]2
(5)

where M=10.

2.3 Rule Base Used for Speech Recognition

Given the fuzzy set A input, the fuzzy set B output, should be obtained by the
relational max-t composition. This relationship is given by.

B = A ◦Ru (6)

where Ru is a fuzzy relation rules base. The fuzzy rule base of practical systems
usually consists of more than one rule. There are two ways to infer a set of rules:
Inference based on composition and inference based on individual rules [14], [15].
In this paper the compositional inference is used. Generally, a fuzzy rule base is
given by:

Rul : IF x1 is Al
1 and...and xn is Al

n THEN y is Bl (7)

where Al
i and Bl are fuzzy set in Ui ⊂ " and V ⊂ ", and x = (x1, x2, ..., xn)

T ∈
U and y ∈ V are input and output variables of fuzzy system, respectively. Let
M be the number of rules in the fuzzy rule base; that is, l = 1, 2, ...M .

From the coefficients of the matrices Cj
kn with j = 0, 1, 2, ..., 9, k = 1, 2

and n = 1, 2 generated during the training process, representing the mean and
variance of each pattern j a rule base with M = 40 individual rules is obtained
and given by:

Ruj : IF Cj
kn THEN yj (8)

In this paper, the training process is based on the fuzzy relation Ruj using
the Mamdani implication. The rule base Ruj should be considered a relation
R(X × Y ) → [0, 1], computed by:

μRu(x, y) = I(μA(x), μB(y)) (9)

where the operator I should be any t-norm [16]. Given the fuzzy set A′ input,
the fuzzy set B′ output might be obtained by max-min composition. For a
minimum t-norm and max-min composition it yields:

μ(Ru)(x, y) = I(μA(x), μB(y)) = min(μA(x), μB(y)) (10)

μ(B′) = maxxminx,y(μA′(x), μ(Ru)(x, y)) (11)

2.4 Generation of Fuzzy Patterns

The elements of the matrix Cj
kn were used to generate gaussians membership

functions in the process of fuzzification. For each trained model j the gaussians
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memberships functions μcjkn
are generated, corresponding to the elements cjkn of

the two-dimensional time matrix Cj
kn with j = 0.1, 2, 3, 4, 5, 6, 7, 8, 9, where j is

the model used in training. The training system for generation of fuzzy patterns
is based on the encoding of the speech signal s(t), generating the parameters of
the matrix Cj

kn. Then, these parameters are fuzzified, and they are related to
properly fuzzified output yj by the relational implications, generating a relational
surface μ(Ru), given by:

μRu = μcjkn
◦ μyj (12)

This relational surface is the fuzzy system rule base for recognition optimized
by genetic algorithm to maximize the speech recognition. The decision phase is
performed by a fuzzy inference system based on the set of rules obtained from
the mean and variance matrices of two dimensions time of each spoken digit. In
this paper, a matrix with minimum number of parameters (2 × 2) in order to
allow a satisfactory performance compared to pattern recognizers available in
the literature. The elements of the matrices Cj

kn are used by the fuzzy inference
system to generate four gaussian membership functions corresponding to each
element cjkn

∣∣k=1,2;n=1,2 of the matrix. The set of rules of the fuzzy relation is
given by:

IF cjkn
∣∣k=1,2;n=1,2 THEN yj (13)

Modus Ponens

IF c
′j
kn

∣∣k=1,2;n=1,2 THEN y
′j (14)

From the set of rules of the fuzzy relation between antecedent and consequent, a
data matrix for the given implication is obtained. After the training process, the
relational surfaces is generated based on the rule base and Mamdani implication
method. The final decision for the pattern is taken according to the max −
min composition between the input parameters and the data contained in the
relational surfaces. The process of defuzzification for the pattern recognition is
based on the mean of maxima (mom) method given by:

μy′j = μ
c
′j
kn

◦ μ(Ru) (15)

y
′
= mom(μy′j ) = mean{y|μy′j = maxy∈Y (μy′j )} (16)

2.5 Optimization of Relational Surface with Genetic Algorithm

The continuous genetic algorithm (GA) is configured with a population size
of 100, generations of 300, with mutations probability of 15% and two indi-
viduals chromosomes with 40 gens each, to optimize a cost function with 80
variables, which are the mean and variances of the patterns to be recognized
by the proposed fuzzy recognition system [17],[18]. The genetic algorithm was
used to optimize the variations of mean and variances of each pattern in order
to maximize the successful recognition process. For example, for the pattern
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of the spoken word ”zero” is generated ten two-dimensional time matrix. For
each element of the matrix Cj

kn coefficients are determined with variations mi-
nimum and maximum , and the coefficient c11 ∈ [c11(minimum) c11(maximum)],
c12 ∈ [c12(minimum) c12(maximum)], c21 ∈ [c21(minimum) c21(maximum)], c22 ∈
[c22(minimum) c22(maximum)]. Thus, it has eight time varying parameters for each
pattern which correspond to eighty parameters to be optimized by genetic algo-
rithm , [19],[20].

3 Experimental Results

3.1 System Training

The patterns to be used in the recognition process were obtained from ten speak-
ers who are speaking the digits 0 until 9. After pre-processing of the speech sig-
nal and fuzzification of the matrix Cj

kn, its fuzzifieds components μcjkn
had been

optimized by the GA that maximize the total of successful recognition. The op-
timization process was performed with 16 realizations of the genetic algorithm,
whose results are shown in Fig.2. The best result of the recognition processing
by HMFE is shown in Fig.3. The total number of hits using GA was 92 digits
correctly identified in the training process. The relational surface generated for
this result was used for validation process.
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Fig. 2. Histogram for 16 realizations of
the training process with the HMFE
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Fig. 3. Plot of the best results obtained
in the training process

The best individual in the first generation is shown in Fig. 4. In this case the
total number of correct answers was 46 digits correctly identified. The ralational
surface of the best individual in the first generation is shows in Fig. 5.

The optimum individual, HMFE, presents the features in Fig. 6 and Fig. 7.

3.2 System Test – Validation

In this step, 100 locutions uttered in a room with controlled noise level and 500
locutions uttered in an environment without any kind of noise control were used.
For every ten examples of each spoken digit, was generated two-dimensional time
matrix cepstral coefficients Cj

kn and they were used in the test procedure. Were
performed six types of tests:
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Fig. 4. Membership functions for cjkn in
the 1st generation

Fig. 5. Relational surface (μRu) in the
1st generation
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optmized by GA

Fig. 7. Relational surface (μRu) opt-
mized by GA

Training: Recognition Optimized by HMFE (5 Female and 5 Male Speakers)
TEST 1: Validation - Strictly speaker dependent recognition, where the
words used for training and testing were spoken by a same group of 10
speakers(5 Female and 5 Male Speakers).
TEST 2: Validation test- Recognition based on the partial dependence of
the speaker with two examples for each ten examples of each digit(Female
Speaker).
TEST 3: Validation test- Recognition based on the partial dependence of
the speaker with two examples for each ten examples of each digit(Male
Speaker).
TEST 4: Validation test- Recognition independent of the Speaker, where the
speaker does not have influence in the training process(Female Speaker).
TEST 5: Validation test- Recognition independent of the Speaker, where the
speaker does not have influence in the training process(Male Speaker).
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Fig. 8. Results in the training
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Fig. 9. Validation Test 1
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Fig. 10. Validation Test 2
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Fig. 11. Validation Test 3
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Figures 8 to 13 present the comparative analysis of the HMM with two, three and
four states, two, three and four gaussians mixtures by state and order analysis,
i.e., the number of mel-cepstral parameter equal 12 and HMFE with two, three
and four parameters for speech recognition.
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4 Conclusions

Evaluating the results, it is observed that the proposed speech recognizer HMFE,
even with a reduced parameters number in the generated patterns was able to
extract more reliably the temporal characteristics of the speech signal and pro-
duce good recognition results compared with the traditional HMM. To obtain
equivalent results with HMM is necessary to increase the state number and/or
mixture number. An increase in the order of the analysis above 12 parame-
ters does not improve significantly the performance of HMM. Any particular
technique of noise reduction, such as those commonly used in HMM-based re-
cognizers, was not used during the development of this paper. It is believed that
with proper treatment of the signal to noise ratio in the process of training and
testing, the HMFE Recognizer may improve its performance:Increase the speech
bank with different accents; Improve the performance of genetic algorithm to
100% recognition in the training process; Use Nonlinear Predicitve Coding for
feature extraction in speech recognition; Use Digital Filter in the speech signal
to be recognized; Increase the parameters number used in HMFE.
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Abstract. In this paper, a robust fuzzy digital PID control strategy, via
multiobjective genetic algorithm, based on the gain and phase margins
specifications, with applications to uncertain dynamic systems with time
delay, is proposed. A multiobjective genetic strategy is defined to tune the
fuzzy controller parameters, so the gain and phase margins of the fuzzy
control system are close to the specified ones. Computational results
show the efficiency of the proposed methodology through the accuracy
in the gain and phase margins of the fuzzy PID control system compared
to the specified ones and tracking of the reference trajectory compared
to Ziegler-Nichols method.

Keywords: robust control, fuzzy system, digital PID controller, uncer-
tain dynamic system, multiobjective genetic algorithm.

1 Introduction

A control is robust when the adjustment mechanism of the controller takes ac-
count of certain classes of parametric uncertainties and dynamics of the plant
to be controlled. The controller is designed to make the control system stable,
in spite of the uncertainties or parametric changes in the plant to be controlled,
so as to establish tracking of the reference trajectory within the frequency range
of interest. The robust control area has a rich literature on different techniques
for design, analysis and applications. However, since designers and engineers
need to deal with industrial plants increasingly complex, taking into account
structural and dynamic features such as nonlinearities, uncertainties, paramet-
ric variations, time delay, among others, several methods of robust control has
been proposed, allowing in their formulation the use of constraints and perfor-
mance requirements [1,2]. In [3], the stabilization of a discrete time robust control
system based on reference model, is achieved. In [4], the design of robust control
for perturbed systems, is presented. In [5], a fuzzy PID control to improve the
stability of hydraulic position servo system, is proposed.

Furthermore, fuzzy controllers have been a good alternative for control of
complex dynamic systems, once that the fuzzy structure based on rules are able

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 330–339, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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to treat uncertainties, nonlinearities and time delay problems [6]. In this paper, a
model based robust fuzzy digital PID control strategy, via multiobjective genetic
algorithm, based on the gain and phase margins specifications, with applications
to uncertain dynamic systems with time delay, is proposed.

2 Mathematical Analysis of Additive Unstructured
Uncertainty

Consider the real dynamic system transfer function H(z, ν), given by:

H(z, ν) =
bα + bα−1z

−1 + . . .+ b1z
−α+1 + b0z

−α

1 + aβ−1z−1 + . . .+ a1z−β+1 + a0z−β
+ΔA(z, ν) (1)

where ΔA is the additive uncertainty, a and b are the coefficients of the nominal
dynamic system transfer function, v is a time varying scheduling variable of the
uncertainty ΔA z is the Z -Transform operator, α and β are the orders of the
numerator and denominator of the nominal transfer function.

The structure of ΔA(z, ν) is usually unknown but ΔA(z, ν) is assumed satis-
fying an upper bound in the frequency domain, i.e,

|ΔA(ω, ν)| ≤ νA(ω), ∀(ω) (2)

for some known function νA(ω). From (1) and (3) is defined a family of plants
described by: ∏

A

= {H/|H(ω, ν)−H(ω)| ≤ νA(ω)} (3)

where:

ω =
1− z−1

1 + z−1
(4)

3 Identification of TS Fuzzy Model Based on Clustering
Algorithm

3.1 Antecedent Parameters Estimation

In this paper, the TS fuzzy model antecedent parameters are estimated by fuzzy
C-Means (FCM) clustering algorithm, which is based on minimizing the func-
tional given by:

J(Z;U, V ) =
c∑

i=1

N∑
k=1

(μik)
m ‖zk − vi‖2A (5)

where

U = [μik] ∈ Mfc (6)

is a fuzzy partition matrix of Z,
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V = [v1, v2, ..., vc] , vi ∈ "n (7)

is a vector of cluster prototypes (centers), determined by:

D2
ikA = ‖zk − vi‖2A = (zk − vi)

T
A (zk − vi) (8)

which is a squared inner-product distance norm, where zk represents the elements
of each column of the data matrix Z and vi is associated with the coordinates
of the clusters centers.

The FCM algorithm is realized using the following steps: given the data set
Z and the initial partition matrix U (0) ∈ Mfc, choose the number of clusters
1 < c < N , the tolerance ε > 0 and the weighting exponent m > 1.

Repeat for l=1,2,...
1- Compute the cluster prototypes (means):

v
(l)
i =

N∑
k=1

μ
(l−1)
ik zk

N∑
k=1

(
μ
(l−1)
ik

)m , 1 ≤ i ≤ c (9)

2- Compute the distances:

D2
ikA =

(
zk − v

(l)
i

)T
A
(
zk − v

(l)
i

)
, 1 ≤ i ≤ c, 1 ≤ k ≤ N (10)

3- Update the partition matrix:
If DikA > 0 for 1 ≤ i ≤ c, 1 ≤ k ≤ N ,

μ
(l)
ik =

1
c∑

j=1

(DikA/DjkA)
2/(m−1)

, (11)

otherwise
μ
(l)
ik = 0 if DikA > 0, and μ

(l)
ik ∈ [0, 1] with Σc

i=1μ
(l)
ik = 1.

Until ||U (l) − U (l−1)|| < ε.

3.2 Consequent Parameters Estimation

Consider the transfer function Gi
P (z) as i-th rule consequent sub-model of the

TS fuzzy inference system, given by:

Gi
P (z) =

bi0 + bi1z
−1 + . . .+ biβz

−β

1 + ai1z
−1 + ai2z

−2 + . . .+ aiαz
−α

, (12)

where:

– z is a complex variable, based on Z-transform;
– ai1,2,...,α and bi1,2,...,β are the parameters of i-th sub-model;
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– α and β are the orders of the numerator and denominator of Gi
P (z), respec-

tively.

The TS fuzzy dynamic model presents the following structure:

ỹ(k) =

l∑
i=1

γi(k)[bi0u(k)+. . .+biβu(k−β)−ai1y(k−1)−ai2y(k−2)−. . .−aiαy(k−α)]

(13)
In matricial form, results:

Ỹ(k) = Γ 1X(k)Θ1 + . . .+ Γ iX(k)Θi (14)

where:

X(k) =
[
u(k) u(k − 1) . . . u(k − β) y(k − 1) −y(k − 2) . . . −y(k − α)

]
(15)

is called the regressors matrix,

Θi =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

bi0
bi1
...
biβ
ai1
ai2
...
aiα

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(16)

is the vector of the sub-model parameters in i-th rule,

Γ i =

⎡⎢⎢⎢⎣
γi(0) 0 . . . 0
0 γi(1) . . . 0
...

...
. . .

...
0 0 . . . γi(N)

⎤⎥⎥⎥⎦ (17)

is the diagonal weighting matrix of i-th rule,

Ỹ(k) =

⎡⎢⎢⎢⎣
ỹ(0)
ỹ(1)
...

ỹ(N)

⎤⎥⎥⎥⎦ (18)

is the output vector of fuzzy model.
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Considering the output vector of the uncertain dynamic system as

Y(k) =

⎡⎢⎢⎢⎣
y(0)
y(1)
...

y(N)

⎤⎥⎥⎥⎦ (19)

applying the least squares algorithm in order to reduce the approximation error
between the outputs of the fuzzy model and the uncertain dynamic system, the
parameters vector of the sub-models in the consequent space can be estimated
as follow:

Θ1 = (X
′
Γ 1X)−1X

′
Γ 1Y(k)

Θ2 = (X
′
Γ 2X)−1X

′
Γ 2Y(k)

...

Θl = (X
′
Γ lX)−1X

′
Γ lY(k) (20)

4 Strategy for Robust Fuzzy Digital PID Controller
Design

4.1 Tuning Formulas for Model Based Control via Gain and Phase
Margins Specifications

The TS fuzzy inference system to be used as model of the uncertain dynamic
system H(z, ν), presents the i|[i=1,2,...,l]-th rule given by:

R(i): IF ỹ(k − 1) IS F i
k|ỹ(k−1) THEN

Gi
P (z) =

Ki

aiz2 + biz + ci

where ai, bi, ci, and Ki are the parameters to be estimated by least square
algorithm. The variable ỹ(k − 1)|[t=1,2,...,n] belongs to fuzzy set F i

k|ỹ(k−1) with

a value μi
Fk|ỹ(k−1)

defined by a membership function μi
ỹ(k−1) : R → [0, 1], with

μi
Fk|ỹ(k−1)

∈ μi
F1|ỹ(k−1)

, μi
F2|ỹ(k−1)

, μi
F3|ỹ(k−1)

, . . . ,μi
Fpỹ(k−1)|ỹ(k−1)

, where pỹ(k−1) is

the partitions number of the universe of discourse related to linguistic variable
ỹ(k − 1). The TS fuzzy digital PID controller, according to Parallel Distributed
Compensation (PDC), presents the j|[j=1,2,...,l]-th rule given by:

R(j): IF ỹ(k − 1) IS F j
k|ỹ(k−1) THEN

Gj
c(z) = Kj

P +Kj
I

(
T (z+1)
2(z−1)

)
+Kj

D

(
2(z−1)
T (z+1)

)
whereKP ,KI , andKD are proportional, integral, and derivative controller gains,
respectively. Therefore, the TS fuzzy controller Gc(ỹ(k−1), z) is a weighted sum
of local linear PID sub-controllers:
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Gc(ỹ(k−1), z) =

l∑
j=1

γj(ỹ(k−1))×
(
Kj

P +Kj
I

(
T (z + 1)

2(z − 1)

)
+Kj

D

(
2(z − 1)

T (z + 1)

))
(21)

and the TS fuzzy model, Gp(ỹ(k − 1), z), by weighted sum of local linear sub-
models:

Gp(ỹ(k − 1), z) =
l∑

i=1

γi(ỹ(k − 1))
Ki

aiz2 + biz + ci
(22)

In the direct path of closed-loop control system, considering the TS fuzzy model,
the time delay R2(z), and the fuzzy digital PID controller, it has:

Gc(ỹ(k − 1), z)Gp(ỹ(k − 1), z) =
l∑

j=1

l∑
i=1

γi(ỹ(k − 1))γj(ỹ(k − 1))×

×
(
Kj

P +Kj
I

(
T (z+1)
2(z−1)

)
+Kj

D

(
2(z−1)
T (z+1)

))
× Ki

aiz2 + biz + ci
R2(z)

(23)

The gain and phase margins of the fuzzy control system are given by:

arg[Gc(ỹ(k − 1), ejωp)GP (ỹ(k − 1), ejωp)] = −π (24)

Am =
1

|Gc(ỹ(k − 1), ejωp)GP (ỹ(k − 1), ejωp)| (25)

|Gc(ỹ(k − 1), ejωg )GP (ỹ(k − 1), ejωg )| = 1 (26)

φm = arg[Gc(ỹ(k − 1), ejωg )GP (ỹ(k − 1), ejωg )] + π (27)

where the gain margin is given by (24) and (25), and the phase margin is given
by (26) and (27), respectively. The ωp is called phase crossover frequency and
ωg is called gain crossover frequency.

4.2 Multiobjetive Genetic Strategy for Controller Tuning

The GA proposed in this paper to optimize the parameters Kj
P , K

j
I , and Kj

D

of fuzzy digital PID controller in the j-th rule from the gain and phase margins
specifications, presents the cost function given by [7]:

Custo = |Amcal −Amesp|+ |Pmcal − Pmesp| (28)

where Amcal and Amesp correspond to the gain margin computed and speci-
fied, respectively; Pmcal and Pmesp correspond to the phase margin computed
and specified, respectively. The crossover between two chromosomes, used by
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the multiobjective genetic algorithm generates two new offspring by a simple
crossover operator, which performs a weighted sum between the genes of the
parents in order to generate the offspring, as follow:

cromossomo1 = [pm1, pm2, pm3..., pmn]
cromossomo2 = [pp1, pp2, pp3..., ppn]
dnew1 = β ∗ pmn + (1− β) ∗ ppn
dnew2 = β ∗ ppn + (1− β) ∗ pmn

(29)

where the terms pmn and ppn represent the n genes mother chromosome (cromos-
somo1) and genes father chromosome (cromossomo2) respectively, dnew is new
offspring generated from two chromosomes and β is a random value between 0
and 1. The mutation operator used in this paper selects randomly a gene from
the chromosome of the population and change its value to any other, within
the range of possible values that the gains of the fuzzy controller can take. The
best chromosome of the previous generation is keeped for the next generation,
which is complemented by selected parents and the result of the mutation on
the offspring. The stages of evaluation, classification, partner selection, crossover,
mutation, and formation of the new population are repeated at each iteration of
the algorithm.

5 Computational Results

To illustrate the efficacy of the proposed method, according to sampling time
T = 10ms, the nominal transfer function is given by:

H(z) =
2.469 ∗ 10−5z2 + 4.938 ∗ 10−5z + 2.469 ∗ 10−5

z2 − 1.975z + 0.9753
(30)

and the additive uncertainty ΔA(z, ν), used has the following transfer function:

ΔA(z, ν) =
T (z + 1)

(2 + νT )z − 2 + νT
(31)

where ν is a random parameter. The real transfer function of the uncertain
dynamic system to be controlled, considering the additive uncertainty, results in
the following expression:

H(z, ν) = 2.469∗10−5z2+4.938∗10−5z+2.469∗10−5

z2−1.975z+0.9753 + T (z+1)
(2+νT )z−2+νT (32)

In the identification procedure, it was used the input and output signals of the
uncertain dynamic system, as shown in Fig. 1, respectively. In order to estimate
the fuzzy sets corresponding to input linguistic variable ỹ(k), the FCM algorithm
was implemented for 2 clusters, weighting exponentm=1.2 and tolerance ε=0.01.
The efficiency of the identified model and the fuzzy sets obtained are shown in
Fig. 2, respectively. From the data input and output of the uncertain dynamic
system, taking into account the weights of fuzzy sets, the least squares algorithm
was applied for parameter estimation of the consequent sub-models, resulting in
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Fig. 1. System Identification: Input Signal and Output Signal, respectively
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Fig. 2. Model validation and Membership Functions, respectively

the fuzzy model structure of the uncertain dynamic system to be controlled,
given by:

IF ỹ(k − 1) IS F1 , THEN G1
p =

0.0026

z2 − 1.2671z + 0.2707
(33)

IF ỹ(k − 1) IS F2 , THEN G2
p =

0.0023

z2 − 1.3075z + 0.3113
(34)

From the multiobjetive genetic strategy proposed in this paper, specifying the ap-
propriate gain and phase margins for the fuzzy control system, and considering
the fuzzy model of the uncertain dynamic system with time delay of L = 0.5s,
the parameters of the fuzzy digital PID controller were obtained, according to ta-
ble. 1.The parameters of fuzzy digital PID controller obtained by themultiobjetive
genetic strategy proposed was compared to Ziegler-Nichols Method [8].

The multiobjective genetic algorithm used the following parameters: 300 gen-
erations, random initial population of 100 chromosomes, each chromosome com-
prising three genes, the selection rate of 50% and the mutation rate of 30%. It
can be seen the efficiency of the proposed methodology in the model based PID
controller design, since the gain and phase margins obtained of the fuzzy control
system are very close to the specified ones (2,55◦). The Bode Diagram of sub-
models is shown in Fig.3. The temporal response performance of the proposed
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Table 1. Parameters of PID Controller and Gain and Phase Margins obtained to
sub-models

Sub-model (Am,Pm) PID Gains(KP ,KI ,KD)

G1
p (1.7505,55.5960◦ ) (6.1846,1.4927,1.0405)

G2
p (2.5044,54.7174◦ ) (4.1838,3.9748, 1.0820)
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Fig. 4. Temporal response performance of the proposed methodology: black (reference
signal), blue (robust fuzzy PID controller), red (ziegler-nichols fuzzy PID controller)

methodology is shown in Fig.4: black (reference signal), blue (robust fuzzy PID
controller), red (ziegler-nichols fuzzy PID controller).

6 Conclusions

In this paper, a methodology for robust fuzzy digital PID control design of the
uncertain dynamic systems with time delay, was proposed. The control scheme
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was efficient to ensure, through the multiobjetive genetic approach, that the
design criteria are met, the accuracy of the gain and phase margins obtained by
the fuzzy control system, as well as the tracking of the reference trajectory.
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work.
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Abstract. In order to prevent faults, many methodologies have been proposed 
for process monitoring. When it is difficult to obtain a classical model, the use 
of fuzzy clustering techniques allow the identification of classes that can be as-
sociated to the process functional states (normal, alarms, faults). This paper 
presents a methodology for predicting functional states in order to prevent criti-
cal situations. Using the process historical data and combining fuzzy clustering 
techniques with Markov's chains theory a fuzzy transition matrix is constructed. 
This matrix called WFT is used later online in order to predict the next func-
tional state of the monitored process. The methodology was tested in a boiler 
subsystem, and a water treatment plant.  

Keywords: fuzzy clustering and classification, Markov chains, complex 
process, functional state prediction. 

1 Introduction 

In the industrial environment, the human operator or expert can perform multivariable 
analysis to identify functional states and track the system evolution, in order to correct 
or prevent possible problems, avoid failures, or restore the system if it fails; this is 
relatively simple in noncomplex processes, especially if the number of variables is 
reduced [1]. In complex processes, the monitoring system, based on the identification 
of the current functional state, allow the operator to quickly understand the current 
behavior of the system. One of the techniques used to identify the functional states in 
a process is data clustering [2]. With this technique, complex patterns in the historical 
data of a process can be identified and associated to functional states, which may be 
useful for situation assessment, fault diagnosis and as support in the decision making 
process, in order to find solutions to problems with high complexity variables [3]. To 
prevent a critical fault, it is interesting to estimate the next functional state of the 
process at each sample time.  In this way, the ability to implement forecasting tech-
niques constitutes a valuable tool for the optimal operation of a process. Recently, 
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advances in pattern recognition have resulted in the development of methods for state 
identification based on features extracted from specific signals. Statistical Process 
Control (SPC) [4], Hidden Markov Models (HMM) [5, 6], and Fuzzy Transition 
Probabilities (FTP) [7] are among the methods used for the estimation of states. In the 
last few years Artificial Intelligence (AI) methods such as Neural Networks (NN), 
Fuzzy Logic (FL), Genetic and Evolutionary Computation (GC, EC), and Support 
Vector Machines (SVM) have increasingly been used for monitoring complex 
processes [8]. In general, the most used methods are based on, or include, probabili-
ties or fuzzy sets for estimating functional states. 

FTP [7] combines the effectiveness of methods based on probabilities and that of 
methods based on fuzzy sets, but it only works to detect progressive failures. These 
failures are associated with degrading processes. 

This article introduces a new methodology which allows estimating, for the next 
sample time, the fuzzy membership degrees of the process to the different functional 
states. The proposed methodology is based on the FTP . In online mode and using the 
estimated membership degrees the next functional state is predicted. This estimation 
becomes vital for the process operator in determining the actions to take in order to 
maintain the required control, security and reliability of the process.  

Section 2 describes the methodological proposal of FTP (the basis for the new pro-
posal). A detailed description of the new prediction method is presented in Sect. 3. 
The results obtained by applying the methodology to two real processes, a boiler sub-
system and a water treatment plant, are analyzed in Sect. 4. Finally, Sect. 5 includes 
conclusions and future work. 

2 FTP Based on Markov Chains for the Monitoring of 
Industrial Processes 

According to Du and Yeung [7], it is possible to obtain the Fuzzy Transition Probabil-
ities (FTP) starting from a representative historical dataset of a process. 

The methodology includes two parts: First, an offline training allows to obtain 
fuzzy probabilities [9] associated with every sample and the FTP. Secondly, the FTP 
is used to estimate the next state. The second part is an online step. 

Offline, a specific analogy is proposed in which FTPs take the same structure as 
the probability of transition of Markov chains theory [10]. That is:  ∑ , 1,2, … , . (1) 

where, FPj(St+1) is the fuzzy probability estimated for sample t+1 to state j. This value 
can be associated with the probability of the process to change to state j at the next 
time sample t+1. FPk(St) is the Fuzzy Probability of the current measurement vector 
to belong to functional state (class) k. FPkj is the fuzzy transition probability from 
state k to state j, and m is the number of states in the process.  
The specified condition in (2) must be satisfied. 

 1 ∑ ,   1,2, . . . , . (2) 

In particular, the methodology was developed for processes where there is no backward 
transition. This characteristic was included in the mathematical formulation changing 
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the upper limit of the sum as k=j. The proposal of Du and Yeung is limited to processes 
where there is no return to previous states, and defined according to equation (3)  ∑ , 1,2, … , . (3) 

Based on (3), a group of linear equations is obtained, where FPkj is solved by means 
of the Least Squares (LS) method. Then, by normalizing the solution, the transition 
probability function can be found. 

Online, the proposed methodology in Du and Yeung [7], allows the calculation of 
the fuzzy probabilities for the current sample, FPk(St) and, using the FPkj found of-
fline, the fuzzy probabilities for the next sample FPj(St+1) (estimation) is obtained by 
evaluating (1). And, according to the maximum fuzzy probability in FPj(St+1), the 
estimated state is defined. FTP methodology was specially oriented toward mechani-
cal systems with degrading states [11].  

Since, most of industrial processes present the possibility to return to previous 
states, the FTP Methodology is not applicable in a general form, and in addition, this 
methodology depends on the classification method proposed in Du and Yeung [7]. 

3 Fuzzy Memberships Prediction Method 

In order to predict (in online mode) the next functional state for the monitored system, 
a general methodology based on fuzzy clustering methods is proposed. This approach 
is based on the FTP theory presented in Sect. 2. This new algorithm allows to predict 
the fuzzy membership degrees associated with sample at time t+1, i.e. µk(St+1) 
(k=1,2,...,m), based only on the current fuzzy membership degrees at time t, i.e. µk(St) 
(k=1,2,...,m). These fuzzy membership degrees are obtained using any fuzzy cluster-
ing or classification algorithm. The estimated functional state at t+1 is associated with 
the maximum value of the membership degrees. 

The methodology has two principal steps: an offline training stage to obtain what 
we have called Weights of Fuzzy Transition (WFT), and an online stage to predict the 
next functional state of the process. 

In Fig. 1, the steps of the proposed method are presented. Black lines indicate the 
sequence of the steps to follow both offline training and online monitoring. Dotted 
lines indicate the information obtained in a specific offline step which is required in 
an online step. 

In the training stage, to estimate the WFT matrix, the membership degrees of his-
torical data to the functional states of the process are used.  These membership de-
grees are obtained using any fuzzy clustering algorithm. For this proposal, in a similar 
way to the FTP theory, we propose to work the Markov chains with the historical 
fuzzy membership degrees; then, (1) is modified as follows: 

 ∑ , 1,2, … ,  (4) 

The above proposal is supported by the theory presented by Dubois and Prade [12]. 
They demonstrated a bijective relation (bijective mapping) between a probability 
measure pi and a possibility measure πi (or membership degree). Then, it is possible to 
calculate the probabilities in terms of possibility measures (5), and the possibilities in 
terms of probability measures (5). 
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 1, … ,    ∑ ;           ∑ ,  (5) 

Thus, the behavior of discrete event systems expressed in probabilities and/or possi-
bilities ‒where the probabilities are obtained from the possibilities or vice versa‒ 
preserves the same pattern and relationship between values. 

It should be noted that in equation (4), unlike the proposed equation in Du and 
Yeung [7], the sum is extended to k=m in the upper limit. In this way, the calculation 
of bidirectional transitions between functional states is included. Based on (4) a group 
of linear equations ‒(8),(9) and (10)‒ is constructed, and a solution for WFT is ob-
tained using Least Squares Method (LSM), since the solution of the linear system 
with more equations than unknown values may have multiple solutions, then we re-
straint the solution to values equal or greater than zero. In equation (6), x corresponds 
to WFT vector, and matrix A and vector b correspond to fuzzy membership degrees 
organized according to equations (7) and (8). 

  , 0 (6) 

 

 

Fig. 1. General diagram of the prediction methodology 

In the offline stage, in order to obtain the fuzzy membership degrees matrix, U, any 
fuzzy clustering method can be applied to the historical data (e.g. Fuzzy C-Means ‒FCM‒, Gustafson-Kessel ‒GK‒, Learning Algorithm for Multivariable Data Analy-
sis ‒LAMDA‒, among others)[13, 14]. Where, µrk is an element of matrix U, r corres-
ponds to the measurement vector for each sample (r=1,2,...,N where N is the number 
of samples) and k corresponds to the class (k=1,2,...,m). These membership degrees 
µrk allow to construct the system of equations obtained from (4). 
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The matrix representation for equation (4) is given by equation (7). It is solved to 
obtain the Weights of Fuzzy Transition (WFT vector). 

 … …  (7) 

 where, … ,  (8) 

and, 

 µ S … N
A0 0A … 0… 00 0 … A

A0 0A … 0… 00 0 … A … A0 0A … 0… 00 0 … A  (9) 

 0 000 , A µ Sµ Sµ SN
 i 1,2, … m. 

For the online (monitoring) phase, a new vector sample (containing the instant values 
of process variables) is taken into the monitoring system, where it is processed by the 
fuzzy classifier to obtain the membership degrees to each class at the current time t, 
i.e. µk(St) (k=1,2,...,m). To estimate the fuzzy membership degrees to each class in 
time t+1, i.e. µj(St+1) (j=1,2,...,m), equation (4) is evaluated with the current µk(St) and 
the WFT vector calculated in the offline step. Finally, the predicted functional state is 
estimated using the maximum fuzzy membership degree of the estimated individual 
µj(St+1). This state is presented to the process operator.  

The proposed methodology permits to estimate the fuzzy membership degree for 
time t+1, by using only the fuzzy membership degrees of the current sample at time t. 
In summary, we start from a static model (fuzzy partition) to develop a methodology 
for estimation of discrete states, where the Markov structure introduces a discrete-
time formulation. 

4 Application in Industrial Processes 

The proposed method was tested in two complex processes: a boiler subsystem ‒where the methodology application is explained in detail‒, and a water treatment 
plant [15]. LAMDA [13] was used as the fuzzy clustering algorithm, because this algo-
rithm has been successfully applied to the monitoring of industrial processes [15-18], 
nevertheless any other fuzzy clustering method can be used. 
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4.1 Boiler Subsystem 

The steam generator was designed as a scaled version to pilot a real steam generator 
of a nuclear plant. Operation of the process is the following: the feed water flow is 
generated by a pump that propels water to a boiler. To maintain constant water level 
in the boiler, an On−Off controller operates via the pump. Therefore, the heat power 
value of the boiler will depend on the steam accumulator pressure. When the accumu-
lator pressure drops below a minimum value, the heat resistance that gives the maxi-
mum heat power is activated, and when achieving a maximum pressure the heat resis-
tance is cut off to maintain the pressure in the set-point. The historical data contains 
601 training samples, 1800 test samples, and, 5 descriptor variables, corresponding to 
physical measures: the feed water flow, heat power, boiler pressure, boiler level and 
output steam flow. With the objective of homogenizing the influence of the own di-
mensions of the variables, the data is normalized with respect to the maximum and 
minimum value of each variable [18]. 

The fuzzy membership degrees (matrix U) for each historical sample were ob-
tained by applying LAMDA algorithm. Five classes were identified by the fuzzy clus-
tering method. Each sample was classified according to their maximum membership 
degree. In Table 1, the 5 resulting classes were associated to functional states after 
previous validation (100% clustering performance) by the process expert.  

Table 1. Subsystem of boiler: 
states 

Class  State 

C1 Normal Opera-
tion 

C2, C3 Pressure Regula-
tion 

C4 Level Regulation 
C5 Level and Pres-

sure Regulation 
 

Table 2. Estimation for sample 200 in training database 

µk(St) µj(St+1) Estimated 
µj(St+1) 

µ1(S199)=0,2030 
µ2(S199)=0,7901 
µ3(S199)=0,5357 
µ4(S199)=0,2332 
µ5(S199)=0,2611 

µ1(S200)=0,2030 
µ2(S200)=0,7883 
µ3(S200)=0,5338 
µ4(S200)=0,2305 
µ5(S200)=0,2604 

µ1(S200)=0,2116 
µ2(S200)=0,7769 
µ3(S200)=0,5382 
µ4(S200)=0,2305 
µ5(S200)=0,2611 

Assigned, Ex-
pected State: C2. 

Assigned Ex-
pected State: C2. 

Estimated Ex-
pected State: C2. 

 

 
The expected classes (given by the expert) are shown in Fig. 2a), where the hori-

zontal axis in each point corresponds to each of the samples for the database and the 
vertical axis corresponds to the classes which are defined according to the maximum 
membership degree given by the classifier. For comparison, the x-axis in the figures 
of Estimated classes is defined from t=2 up to N, this is necessary since the prediction 
function needs an initial value sample. Based on matrix U, values are assigned to (7). 
The WFT vector is then calculated solving (7). With the resulting WFT, the next func-
tional state is estimated. 

To verify the performance of the proposed method, every single sample of the 
training database is taken as if it was the sample at time t, µk(St), and the next fuzzy 
membership degrees µj(St+1) are estimated for time t+1 by evaluating (4). Taking the 
maximum µj(St+1) the estimated state is defined. The predicted states for each sample 
of the training database are shown in Fig. 2b). 
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As an example for the training database, in Table 2, vector µk(St) ‒for sample 
199‒, vector µj(St+1) ‒for sample 200‒, and the estimated vector µj(St+1) ‒for sample 
200‒ are shown in the first, second and third column respectively. 

a)  a)  

b)  

Fig. 2. Training database.  a) Expected,       
b) Estimated classes. 

b)  

Fig. 3. Test database (1300 - 1700 samples). a) 
Expected,  b) Estimated classes. 

In the last row of Table 2, the assigned states according to the resulting maximum 
fuzzy membership degrees, and the expected state by the expert are presented. Pres-
sure Regulation (C2) is the estimated state for sample 200 based on sample 199. The 
estimation corresponds to the expected assignation (see Fig. 2). For the training data-
base (600 samples), a comparison between the expected states (see Fig. 2a) and the 
estimated states (see Fig. 2b) was made. There were only 2 errors in the estimated 
states; samples 10 and 495 were expected in C2, but estimated in C3. Nevertheless C2 
and C3 are both pressure regulation. Then, WFT was used to estimate the state at t+1, 
by taking each of the samples of the test database as the state at instant t. The test 
database, with 1799 samples, includes the transition from ¨Pressure Regulation¨ C2 to 
¨Fault¨ C5 not present in the training database, and on the contrary state C4 
¨Regulation Level¨ is not present. For the test database, expected states (see Fig. 3a) 
and estimated states (see Fig. 3b) were compared. There was only one error. Sample 
1537 was estimated in ¨pressure regulation¨ C2 but it was expected in C3 which cor-
responds to the same ¨Pressure regulation¨. Moreover, the transitions ¨Normal Opera-
tion¨ C2 to ¨Fault¨ C5 were correctly estimated, and as expected no prediction to state 
C4 was registered. The estimation was correct in 98.8% of the cases within the train-
ing database, and 99.83% of the cases within the test database. 
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4.2 Water Treatment Plant 

The “SMAPA” water treatment plant (Tuxtla-Mexico), has a nominal capacity to 
process 800 l/s per day. Raw water is collected from the river “Grijalva” and pumped 
to the plant. The water treatment plant includes two main processes, clarification and 
filtration. The behavior of the plant depends on the turbidity parameters and the con-
sumption of chemical agents [17]. 

The training database is built up using 105 samples. Four variables were chosen to 
monitor the process: turbidity at the decanters input, filter backwashing frequency, the 
coagulant added dose, and the difference between input and output turbidity. The data 
for testing contained 105 samples. In the training stage ‒using LAMDA algorithm‒ 6 
classes were identified. The classes were associated with states according to Table 3. 

Only 5 classes were validated by the expert in the process, i.e. 98% of clustering 
performance was obtained because two samples were misclassified in C6(see Fig. 4a). 

Table 3. Water plant: functional states 

Class C1 C2 C3 C4 C5 C6 

State 
Normal Op. 
(end of rain) 

Normal Op  Alarm High 
sludge  

Critical 
state 

Spurious 
class 

 

a)  a)  

b)  

Fig. 4. Training database (50-100 samples).   
a) Classifier, b) Estimated. 

b)  

Fig. 5. Test database (30-80 samples).
a) Classifier, b) Estimated. 
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Applying the proposed methodology for the training database (104 samples), the 
estimated states are shown in Fig. 4b). There were three errors. Sample 62 and 63 
were estimated in ¨Normal operation¨ C2 (samples expected in ¨Alarm state¨ C3), 
sample 94 was estimated in ¨High sludge¨ C4 (sample expected in ¨Critical state¨ C5). 
Sample 70 was estimated in ¨Spurious Class¨ C6 (sample expected in ¨Critical state¨ 
C5). Whereas sample 69 was estimated in C3 “Alarm” but expected in Spurious 
class” C6, and sample 71 which was also expected in “Spurious Class” C6 was esti-
mated in C5 “Critical state”, thus avoiding the undesired “spurious class”. 

This same situation was evidenced in the results obtained for the test database. 
Here, data samples 37, 38, 39, 49, 50 and 51 were classified in the ¨Spurious class¨ C6 
(see Fig. 5a), but by using the proposed method, only samples 38, 39 and 51 were 
estimated in the ¨Spurious class¨ C6. (see Fig. 5b). 

Classes according to fuzzy classification and estimated classes for the test database 
are presented in Fig. 5a) and Fig. 5b) respectively. The global estimation was correct 
in 98% of the cases within the training database, and in 92% of the cases within the 
validation set. 

5 Conclusions 

A methodology for functional state prediction of complex industrial processes is pro-
posed in this paper. This methodology is based on the calculation of a Weighted 
Fuzzy Transition matrix using historical data from the process and combining fuzzy 
clustering techniques with Markov chains theory. A key contribution of our proposal 
is the possibility to use any fuzzy clustering/classification technique providing a fuzzy 
membership degrees matrix U. This is an advantage which allows implementing the 
methodology in a very simple way and with a relatively short execution time. This 
characteristic allows our proposal to be feasible in an online implementation. The 
resulting WFT matrix provides predicted membership degrees for all functional states, 
giving useful information to the process operator so he can determine the actions to 
take according to the tendency of the process that is being observed. 

 The methodology proposed by Du and Yeung in [7] can only be applied for non 
renewable processes, we have extended it in order to generalize it so it can be applied 
to industrial processes where it is possible to return to previous functional states (i.e. 
after an alarm or a minor fault the process may return to a normal/degraded state after 
passing through a transition or reconfiguration state). 

The performance of the proposed method was tested in two different industrial 
processes showing promising results. The method correctly predicts the changes be-
tween functional states. For the second process the methodology reduced the samples 
classified in the spurious class, improving the monitoring results. 

Currently, the methodology is being tested in "slow” processes to evaluate its ca-
pabilities to predict the evolution of the process (i.e. next possible state) more than 
one time sample ahead. In future works, it is intended to use the results previously 
obtained, to implement an automata that will show and estimate the dynamics of the 
different states of complex processes. 
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Abstract. The large number of components involved in the operation of indus-
trial processes increases its complexity, together with the likelihood of failure 
or unusual behaviors. In some cases, industrial processes solely depend on plant 
operator experience to prevent and identify failures. It has been shown that au-
tomatic identification of failures within functional states of the process brings 
support to the operator performance, reducing the incidence of accidents and 
defective products. However, increasing use of automatic measurement systems 
generates large amounts of information that hinders fault detection. Obtaining 
adequate fault identification systems requires the use of the most informative 
variables to cope with large amounts of data by intelligently removing redun-
dant and irrelevant variables. In this paper, an unsupervised methodology based 
on fuzzy clustering is applied on fault identification of the Tennessee Eastman 
process. Results show that an optimal variable subset improves the classifica-
tion percentages and avoid the use of unnecessary variables. 

Keywords: feature selection, fault detection, fuzzy clustering, Tennessee East-
man process. 

1 Introduction 

In the absence of a mechanistic model it is possible to detect abnormal situations in 
complex industrial processes using classification techniques. Fuzzy logic presents the 
advantage to express the membership degree of an observation (historical data) to 
several classes or functional states [1]. But in large amounts of data, variables are 
usually highly correlated with non-linear behavior which hinders data-based identifi-
cation and isolation of faults. Appropriate fault identification requires the most rele-
vant and informative variables to be used. 

Feature selection is often used as a way to reduce the high dimensionality of the 
data, improving storage requirements, computational cost and fault identification 
results [2]. Several authors have proposed methods for feature selection in complex 
industrial processes: Patterson et al. [3], proposed a methodology for Feedback Varia-
ble Selection for Control of Semiconductor Manufacturing Processes. Fei and Huan 
[4], proposed a feature selection method based on the spatial distribution of subgraph 
features in graph data and apply their method on several chemical processes. Jun et al. 
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[5], make use of partial least squares regression for variable selection in an Automo-
bile Assembly process. These cases show the utility of feature selection methods in a 
wide area of real life applications. 

The Tennessee Eastman process, developed by Downs and Vogel [6] and proposed 
in 1993 has been widely used as study case in the development of methodologies for 
process monitoring. Shi and Huang [7] proposed a wavelet BP neural network struc-
ture for monitoring and fault detection of this process. Hsu and Chen [8] performed 
the fault detection for this process by using a support vector machine. Mao et al. [9], 
make use of principal component analysis (PCA) and sliding windows to detect fail-
ures in this process. 

Some authors have also proposed feature selection procedures for the Tennessee 
Eastman Process: Senoussi et al. [10] similarly to Wu and Wang [11] selected 3 fault 
states and found the number of features needed to detect properly those 3 faults. Da 
Silva et al. [12] developed individual classifiers for each fault and determined the 
number of variables required to detect each fault individually. 

This paper, focus on feature selection for fault identification of the Tennessee East-
man Process using a fuzzy clustering methodology [13], and a wrapper feature selec-
tion method [14, 15] to reduce the number of descriptors provided by the process. The 
method founds a minimum number of features required to detect a greater or equal 
number of faults than those found in previous works. It takes into account all process 
variables and it does not require isolating faults individually and developing particular 
classifiers to each one in order to obtain a better classification. 

In the Tennessee Eastman Process all faults cannot be detected with the same ef-
fort, there are some fault states more difficult to identify than others. Five of the most 
commonly used and less difficult to identify failures were selected to expose the  
performance of the wrapper feature selection method, then five of the most rare and 
difficult to identify failures were selected to demonstrate its efficiency. 

This paper is presented as follows. Section 2 explains the wrapper feature selection 
method; Sect. 3 presents the application to the Tennessee Eastman process, as well as 
the analysis of experimental results and discussion. Finally in Sect. 4 conclusions and 
future work are presented. 

2 Feature Selection Method 

There are different approaches in feature selection; the most used are the wrapper and 
the filter [16]. A wrapper approach is based on the idea that a subset of features ob-
tained with an induction algorithm guided by some performance measure leads to a 
better feature subset [16]. The feature subset with  the highest performance is  chosen  
as  the final set on which to run the  induction  algorithm. The filter approach selects 
features using a preprocessing step, even though they are usually faster. The main 
disadvantage of this approach is that it ignores the effects of the selected feature sub-
set on the performance of the induction algorithm [16] (in this case a fuzzy clustering 
algorithm). 

Recently a wrapper approach guided by a clustering algorithm was proposed in 
[14, 15] capable of finding a reduced number features to identify functional states of a 
process, but it was limited in its applications. Figure 1 shows a scheme of the  
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Q is eliminated. The process is repeated iteratively with all the remaining variables 
until all the n variables are eliminated. SBE is a directed search algorithm and it does 
not perform an exhaustive search with all possible combinations among variables, 
thus giving suboptimal solutions. SBE is part of a greater category called sequential 
search algorithms; they add or subtract features by using a local search strategy.  
However there are some other strategies like exponential (e.g. branch and bound) and 
randomized (e.g. genetic algorithms) that are less inaccurate but require additional 
exigencies [18]. SBE gives suboptimal solutions due to its hill climbing search strate-
gy. This local search strategy does not guarantee to find the best possible solution 
since the wrapper algorithm may be stack on a local optimum. Despite all its  
weaknesses, SBE becomes in a good search algorithm because of its simplicity and 
significant results (even if they are suboptimal). 

2.3 Clustering Algorithm 

A clustering algorithm is used to obtain the data clusters associated to the functional 
states of the process. Wrapper feature selection methods allow the use of any existing 
fuzzy clustering algorithm because the feature relevance analysis depends only on the 
membership degree matrix. In this work the LAMDA methodology is used as fuzzy 
clustering algorithm, but it is possible to use any other fuzzy clustering method. 

LAMDA (Learning Algorithm for Multivariate Data Analysis) is an unsupervised 
fuzzy classification methodology [13] that has been used for detection of states, faults 
and monitoring tasks in complex industrial processes [14, 15, 19]. It does not require 
the number of classes as an input parameter as most of the fuzzy clustering algorithms 
and it works with data that can be quantitative (numeric) and/or qualitative (symbolic) 
[19]. This clustering algorithm is based on the use of marginal information available 
by means logical connectors to their respective representation in classes, groups or 
concepts such qualitative as quantitative. The LAMDA methodology generates and 
recognizes classes using as criterion the global adequacy degree (GAD) of each indi-
vidual to each class given by the logical connectors. 

The marginal adequacy degree (MAD) which is the membership degree of each 
descriptor of each individual to each class is calculated using a Gaussian possibility 
function (see eq. 2). 

/ , ·
 (2) 

Where  is the individual (one vector V in one t-sample with the values of the j va-
riables in that t-sample),  and   are the mean and standard deviation values for 
each descriptor j in each k class respectively. 

After calculating the membership degree of each individual to each generated 
class, the global adequacy degree (GAD) is calculated using aggregation rules pre-
viously established by logical connectors (see eq. 3), and taking into account the con-
tribution of all descriptors. 
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/ / , … . / 1 / , … . /  (3) 

Where á is an exigency index, 0<á<1, , … .  is the t-norm ( , … .  for 
this case), , … .  is the s-norm ( , … .  for this case) and n is the num-
ber of features. 

When the algorithm starts, only one class has been predefined and it is known as 
the Non-Information class (NIC). This class gives the same adequacy degree to all 
data. The first individual is classified in the NIC class because it is considered unre-
cognized, then, a new class is created and initialized with the NIC parameters, mod-
ified by the data values as additional information. Similarly, if an individual has a 
membership degree lower than the NIC threshold it cannot be classified within a 
class, it is put in the NIC and a new class is created. If an individual can be classified 
within a class, the mean and standard deviation values of the class are updated to 
contain the new entry value. 

The membership degree matrix is the matrix which contains all the classified vec-
tors GADs. 

2.4 Performance Index 

For each group of selected variables (at each iteration), the cluster validity index CV, 
(see eq. 4), measures the quality of the cluster in terms of the separation among 
classes and its data dispersion. · · √  (4) 

Where N is the number of data samples available, K is the total number of classes,  
is the partition dispersion (eq. 5) and  is the ultrametric distance between the fuzzy 
set A and the fuzzy set B (see eq. 6). 

 
(5) 

Where , , ,   ,  , max , ,  1,  y ,  is the member-
ship degree of the individual n to class k. 

, 1 ∑ min , , ,∑ max , , ,  (6) 

The partition with most compacted and separated classes is the partition with the 
highest CV value. 

The CV only depends on the membership degree matrix (this contains the member-
ship degrees of each data to each class). CV depends neither on the data values nor on 
the geometric structure of the classes, which makes it independent of the clustering 
method [20]. 
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2.5 Optimization Algorithm 

This algorithm only depends on the properties of the membership degree matrix pro-
vided by the clustering algorithm and the separation among classes [20]. It measures 
the partition quality with a performance index (CV) and merges the two most similar 
classes, then the CV is calculated again, and the process continues until a partition 
with only two classes is obtained. To estimate the most similar classes, the fuzzy si-
milarity measure G (A, B) is used (see eq. 7). The two most similar classes are merged 
using maximum S-norm. Finally, the highest CV value is used to select the best  
partition. , 1 ,  (7) 

The optimization algorithm is an optional stage and it may not be included in the 
wrapper feature selection method. When it is not included, the CV is calculated with 
the partition given by the variable subset. When the optimization algorithm is used, 
the CV is calculated with the optimal partition. 

3 Application to the Tennessee Eastman Process 

The Tennessee Eastman Process (TEP) is a benchmark process control problem de-
veloped by the Eastman Kodak Company in collaboration with the University of Ten-
nessee, to be a tool in the study, research, evaluation, and improvement of process 
control technologies [6]. This process describes a complete chemical plant with 5 
main subsections that produces two exothermic chemical reactions starting from four 
gaseous reactants. 

The TEP has 53 variables, 12 manipulated and 41 measured variables (22 variables 
responsible of continuous measurements for the process and 19 compositions). All 
variables and their names are shown in Table 1. 

Table 1. Tennessee Eastman process features 

# Name # Name # Name 
1 A feed 19 Stripper steam flow 37 D Product analysis  
2 D feed 20 Compressor work 38 E Product analysis 
3 E feed 21 Reactor cooling temp. 39 F Product analysis 
4 A and C feed 22 Separator cooling temp. 40 G Product analysis 
5 Recycle flow 23 A Reactor feed analysis 41 H Product analysis 
6 Reactor feed rate 24 B Reactor feed analysis 42 D feed flow 
7 Reactor pressure 25 C Reactor feed analysis 43 E feed flow 
8 Reactor level 26 D Reactor feed analysis 44 A feed flow 
9 Reactor Temperature 27 E Reactor feed analysis 45 A and c feed flow 
10 Purge rate 28 F Reactor feed analysis 46 Comp.  recycle valve 
11 Product separator temp. 29 A Purge gas analysis 47 Purge value 
12 Product separator level 30 B Purge gas analysis 48 Separator pot liquid flow 
13 Product separator pressure 31 C Purge gas analysis 49 Stripper product flow 
14 Prod. separator underflow 32 D Purge gas analysis 50 Stripper steam valve 
15 Stripper level 33 E Purge gas analysis 51 Reactor cooling water  
16 Stripper pressure 34 F Purge gas analysis 52 Condenser cooling water  
17 Stripper underflow 35 G Purge gas analysis 53 Agitator speed 
18 Stripper temperature 36 H Purge gas analysis   
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In the Tennessee Eastman process it is possible to simulate 20 pre-established fault 
states. Table 2 shows the faults selected as study case. Faults IDV(1,2,4,7,8) are the 
most commonly used in literature as study case [7, 12, 21-23]. IDV(14) is occasional-
ly used [7, 8, 22]. IDV(16,17,18,19) faults are unknown and are rarely used in pre-
vious literature. In other papers when these last four faults are used, the classification 
algorithm has unsatisfactory results [9, 24], presenting a challenge for the fault identi-
fication algorithms. 

Table 2. Process faults 

   Name Process Disturbances 

IDV(1) A/C feed ratio, B composition constant 

IDV(2) B composition, A/C ratio constant 

IDV(4) Reactor cooling wáter inlet temperature 

IDV(7) C header pressure loss—reduced availability  

IDV(8) A,B,C feed composition 

IDV(14) Reaction kinetics 

IDV(16) Unknown 

IDV(17) Unknown 

IDV(18) Unknown 

IDV(19) Unknown 

 
Ten thousand data for each of the 53 available features were collected for this ex-

periment. To test the fault identification the data were divided in proportions 70% for 
training (variable selection and training clustering algorithm) and 30% for test (recog-
nition) sets respectively. Faults in the simulation are produced after a normal state. 
The Pre-processing stage presented in Sect. 2 was applied to each variable. The num-
ber of samples used in the normal state is the same number used for the fault condi-
tion in training and test datasets.  

4 Experimental Results and Discussion 

Ten faults were detected by the clustering algorithm. Using the training data (70% of 
the total data) the most informative variables were selected. In Table 3 the classifica-
tion results for the training set and the test data set (30% of the total data) with the 53 
variables and with the selected variables (31) are presented. 

The method chose 31 of 53 variables, thus obtaining the optimal feature subset 
Fs=[1,2,3,5,8,9,12,14,15,16,17,18,19,21,22,24,26,31,34,36,37,39,40,41,42,43,45,47,49,51,52].
Figure 2 shows the CV values through the SBE search. The optimal feature subset Fs 
is obtained when the maximum CV value (0.00346) is attained. 

Table 3 shows a comparison among the results obtained in the fault identification 
for training and test sets. The comparison was made using the correct classification 
percentage of the obtained LAMDA classification. á=1 is used as exigency level.  
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The results are comparable with previous works that uses supervised learning ap-
proaches. The classification percentage is over 90% in average for the 
IDV(1,2,4,7,8,14) faults, similar results were found in [7, 8, 12, 24]. These faults are 
generally the least difficult to detect. When the last four faults are compared with 
[24], their fault identification (fault IDV (16) (96%), fault IDV (17) (91%), fault IDV 
(18) (81%) and fault IDV (19) (83%)) is not as good as the recognition results pre-
sented here. Results also show better performance than  [9], where the fault identifica-
tion results are 11.13%, 10%, 91.63% and 64.38% for the faults IDV (16), IDV (17), 
IDV (18) and IDV (19) respectively. 

5 Conclusions and Future Work 

This wrapper approach reduces significantly the number of redundant and non-
informative variables in high dimensional data sets and improves the fault identifica-
tion results. 31 of 53 variables were selected, obtaining correct classification percen-
tages over 90% (in average) for recognition. 

In previous works the fault identification was made from individual classifiers for 
each fault, isolating the fault and the normal operation state from other faults in order 
to obtain a good classification. In our case, the fault detection was done using only 
one classifier for all faults. 

The selected preprocessing stage emphasizes the signal amplitude changes. This 
provides a more appropriate input data for the clustering algorithm and enhances the 
diagnosis results. 

Although LAMDA was used as classification algorithm, any existing fuzzy cluster-
ing algorithm can be used. This is possible because the relevance analysis and the 
feature selection are made from the membership degree matrix (common result of any 
fuzzy clustering method). 

Future work consists in the use of several validation indexes and feature search al-
gorithms in the wrapper feature selection method that can improve the fault identifica-
tion results on the Tennessee Eastman process. 
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Abstract. Cloud Computing is a new paradigm of distributed computing that
offers virtualized resources and services over the Internet. To offer Infrastructu-
re-as-a-Service (IaaS) many Cloud providers uses a large data center which us-
age ranges 5% to 10% of capacity in average. In order to improve Cloud data
center management and resources usage a Virtual Machine (VM) consolidation
technique can be applied to increase workloads and save energy. Using VM con-
solidation, we introduce an artificial intelligence consolidation based in Pseudo-
Boolean (PB) Constraints to find a optimal consolidation. To evaluate our PB
consolidation approach we used the DInf-UFPR and Google Cluster scenario and
the formulas are solved with two state-of-the-art solvers.

Keywords: pseudo-Boolean, satisfiability, optimization, cloud, consolidation.

1 Introduction

Cloud Computing is a new paradigm of distributed computing that offers virtualized
resources and services over the Internet [1,7]. Using Cloud Computing it is possible to
offer a pool of easily usable and accessible virtualized resources. These resources can
be dynamically reconfigured to adjust to a variable load (scale), allowing also for an
optimum resource utilization. This pool of resources is typically exploited by a pay-
per-use model in which guarantees are offered by the Infrastructure Provider by means
of customized SLAs [16].

One of the service model offered by Clouds is Infrastructure-as-a-Service (IaaS) in
which virtualized resource are provided as virtual machine (VM). With VMs, users
obtain a personalized and isolated execution environment to execute applications. A
VM also uses virtualized resources such virtual CPU, virtual RAM, virtual network
and virtual storage devices.

Many Cloud providers use a large data center in order to offer IaaS. Data centers
contains a huge amount of physical resources (server, disks, wired networks). Unfortu-
nately, most of large data center usage ranges from 5% to 10% of capacity on average.
In order to maximize the resources utilization by virtualized resources, a IaaS Cloud

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 361–370, 2012.
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provider can apply server consolidation technique [4,11,17] for VM reallocation on
physical servers. This consolidation is also denoted as VM Consolidation.

A server consolidation can increase workloads on servers from 50% to 85% where
they can operate more energy efficiently [5] and, in some cases, a consolidation can
save 75% of energy [3]. Reallocating virtualized resources allow to shutdown physi-
cal servers, reducing cooling costs, headcount, hardware management and energy con-
sumption costs.

To maximize Cloud data center usage, an optimal VM consolidation has been topic
of research in Cloud Computing. There are works [2,4,11,17] that uses Linear Program-
ming formulation or distributed algorithms to guarantee the optimal resource utiliza-
tion. Different from these approaches we introduce an artificial intelligence approach
based on Pseudo-Boolean (PB) [13] formulation to solve the optimization problem. We
perform experiments using DInf-UFPR datacenter and Google Cluster to evaluate our
approach based on real scenarios.

In Sect. 2 we present related works to consolidation in Clouds. Section 3 describes
the Pseudo-Boolean formulation. In Sect. 4 we evaluate the proposed approach using
data from real scenario. Finally, in Sect. 5 we present a conclusion and future works.

2 Related Works

Advances in virtualization technology allowed migration of VMs or entire virtual exe-
cution environment across physical resources. It also allowed a VM consolidation which
has been investigated with different aspects [3,12,15] such performance of VM, energy
consumption, costs of resource and costs of migration. Optimal VM consolidation has
been explored and solved using Linear Programming formulation [2,4] and Distributed
Algorithms [11] approaches.

Marzolla et al. [11] presents a gossip-based algorithm called V-Man. Each physical
server (host) run V-Man with an Active and Passive threads. Active threads request a
new allocation to each neighbor sending to them the number of VMs running. The
Passive thread receives the number of VMs, calculate and decide if current node will
pull or push the VMs to requested node. The algorithm iterate and quickly converge to
an optimal consolidation, maximizing the number of idle hosts.

Ferreto et. al. [4] presents a Linear Programming formulation and add constraints to
control VM migration on VM consolidation process. The migration control constraints
uses CPU and memory to avoid worst performance when migration occurs.

Bossche et. al. [2] propose and analyze a Binary Integer Programming (BIP) for-
mulation of cost-optimal computation to schedule VMs in Hydrid Clouds. The for-
mulation uses CPU and memory constraints and the optimization is solved by Linear
Programming.

Different from above approaches, we introduce an artificial intelligence solution based
on Pseudo-Boolean formulation to solve the problem of optimal VM consolidation.

3 Pseudo-Boolean Optimization

A Pseudo-Boolean function in a straightforward definition is a function that maps Boolean
values to a real number. The term pseudo-Boolean is given to these functions that are not
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Boolean but remains very close to Boolean functions [8,10,13]. In a Pseudo-Boolean
(PB) formula, variables have Boolean domains and constraints, know as PB constraints
[13], are linear inequalities with integral coefficients. In PB Optimization, a cost function
is added to a PB formula.

PB functions are a very rich subject of study since numerous problems can be ex-
pressed as the problem of optimizing the value of a PB function. PB constraints offer
a more expressive and natural way to express constraints than clauses and yet, this for-
malism remains close enough to the Satisfiability (SAT) [8,10] problem to benefit from
the recent advances in SAT solving.

Simultaneously, PB solvers benefit from the huge experience in Integer Linear Pro-
gramming (ILP) and, more specifically, 0-1 programming. This is particularly true when
optimization problems are considered. Inference rules allow to solve problems polyno-
mially when encoded with PB constraints while resolution of the problem encoded with
clauses requires an exponential number of steps. PB constraints appear as a compromise
between the expressive power of the formalism used to represent a problem and the dif-
ficulty to solve the problem in that formalism [13].

In this work we use PB constraints instead of raw Boolean because each Boolean
variable has an integer coefficient that maps the structure of the servers and VMs in
terms of processing power (CPU) and memory (RAM). With this construction there is
no need to transform the formula into a CNF since PB can represent all that is necessary.

We take advantage of PB optimization [13] that are implemented on PB solvers,
where we create one more PB constraint. This constraint does not have the inequality
to express the upper bound of the constraint but is set as an objective constraint to the
solver to find the minimal value that this constraint can assume while respecting all
other constraints.

A detailed description of modern SAT solver, maximum satisfiability and Pseudo-
Boolean optimization can be found, respectively in [8,10,13].

3.1 PB Formulation to Optimal VM Consolidation

The goal of our problem is to deploy K VMs {vm1 . . . vmK} inside N hardwares
{hw1 . . . hwN} while minimizing the total number of active hardwares. Each VM vmi

has an associated needs such as number of VCPU and amount of VRAM needed while
each physical hardware hwj has an amount of available resources, number of CPU and
available RAM.

In order to create the PB Constraints each hardware consists of two variables, one
that relates hwi to the amount of RAM hwram

i and one that relates to the amount of
CPU hwproc

i . Per hardware, a VM has 2 variables, one to relate the VM vmj required
amount of VRAM vmram

j to the hardware hwi amount of RAM hwram
i , denoted as

vmram·hwi

j . The another variable relate the required VCPU vmproc
j to the amount of

CPU available hwproc
i , denoted as vmproc·hwi

j . The total amount of VM variables is
2×N variables.

Our main objective is to minimize the amount of active hardware. This constraint is
defined in 1. Each hwi is a Boolean variable that represents one hardware that, when
True, represents that hwi is powered on and powered off otherwise.
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minimize :

N∑
i=1

hwi (1)

To guarantee that the necessary amount of hardware is active we include two more
constraints that implies that the amount of usable RAM and CPU must be equal or
greater than the sum of resources needed by VM. These constraints are defined at 2 and
3, respectively.

N∑
i=1

RAMhwi · hwram
i ≥

K∑
j=1

RAMvmj · vmram
j (2)

N∑
i=1

PROChwi · hwproc
i ≥

K∑
j=1

PROCvmj · vmproc
j (3)

To limit the upper bound of hardwares, we add two constraints per host that limit:

Available RAM per Hardware: This constraint dictates that the sum of needed ram of
virtual machines must not exceed the total amount of ram available on the hardware,
and it is illustrated in constraint 4;

Available CPU per Hardware: This constraint dictates that the sum of VCPU must
not exceed available CPU, and it is illustrated in constraint 5.

∀ hwram
i ∈ hwram

N

(
K∑
j=1

RAMvmj · vmram·hwi

j ≤ RAMhwi

)
(4)

∀ hwproc
i ∈ hwproc

N

(
K∑
j=1

PROCvmj · vmproc·hwi

j ≤ PROChwi

)
(5)

Finally we add one constraint per VM to guarantees that the VM is running in exactly
one hardware. These constraints can be seen on constraint 6.

∀ vmi ∈ vmK

(
N∑
j=1

vm
proc·hwj

i · vmram·hwj

i · hwproc
j · hwram

j = 1

)
(6)

With this model we have (2 × N + 2 × N × K) variables and (2 + 2 × N + K)
constraints with one more constraint to minimize in our PB formula. It is possible to
get these amounts because it is a non-linear formula since constraint 6 has a sum of four
multiplication.

Note that additional constraints, such as requiring minimal latency between VM,
minimal guarantee of bandwidth, migration costs and others will add additional com-
plexity to the problem and are left for future works.
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4 Experiments

For the implementation and evaluation of the PB Constraints, we wrote a simple pro-
gram that reads the amount of physical hardware followed by its amount of RAM and
CPU, the amount of VM and its requirements of virtual memory (VRAM) and virtual
processing power (VCPU), and solved the formula using open source PB solver/opti-
mizer Sat4j-PB [6] and BSOLO [9].

We use two workloads to perform our PB consolidation approach. The first is the
datacenter of Informatic Departament of Federal University of Paraná (DInf-UFPR),
which are used to deploy VMs to offer services and execution environments for experi-
ments of researches and students. The second is the Google Cluster Data project which
has traces about machines and tasks running in Google servers. Tasks have resource
requirements as well as VMs.

To evaluate both workloads we used the First-Fit and Round-Robin approaches to
allocate the VMs on resources to compare with our PB optimal solution. With Round-
Robin we expect to find the worst case and with First-Fit a medium case of consolidation.

We also used a subset of workloads to see the progress on the use of different amount
of VM or tasks. A subset of workload is the larger subset of VMs or tasks which sum
of VCPU requirements does not exceed σ percent of sum of physical servers CPU
capacities. In this experiment we assume σ equals to 25%, 50% and 75%.

4.1 Better Use of DInf-UFPR Datacenter

In DInf-UFPR Datacenter we separated a set of physical server and VMs totalizing 9
servers and 22 VMs. The configuration are as follows on Table 1. The number of CPU
and VCPU is given by the amount of processing cores and RAM and VRAM is given
by amount of memory in Gigabytes.

To evaluate our approach in this scenario, we took the subset of VMs present in
Table 2. The table shows information about subsets with respective sum of VCPU, sum
of VRAM and amount of VMs.

As a result, Table 3 show the execution time, in seconds, of PB solvers for cur-
rent scenario with above subsets workload. The table also shows respective amount of
variables and amount of PB constraints generated from formula. Figure 1 presents the
number of active servers for each subset. Each subset was executed using Round-Robin,
First-Fit and PB consolidation with Sat4j-PB and BSOLO solver.

The results obtained in DInf-UFPR scenario show that PB optimal consolidation has
a better result of First-fit, but it is very close to optimal due to little amount of servers.
As expected, Round-Robin presents the worst-case of consolidation.

4.2 Google Cluster Data Project

Google Cluster Data 1 is a Google project to intend for the distribution of data about
workloads running on Google Cluster. The workloads contains data traces about 12k
machines describing events and resource capacity of each server. The traces also de-
scribes around 132k tasks workloads with respective resource requirements.

1 http://code.google.com/p/googleclusterdata/

http://code.google.com/p/googleclusterdata/
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Table 1. Hardwares and VM description for DInf-UFPR scenario

(a) Hardware de-
scription.

Host RAM CPU
hw1 30 4
hw2 18 4
hw3 10 8
hw6 10 8
hw5 30 4

prd3b 125 32
prd3d 125 32
prd3c 125 32
tesla1 62 16

SUM 535 140

(b) VMs desciptions.

VM VRAM VCPU VM VRAM CPU
planetmon 12 4 db 2 1

vc3-blanche 8 4 devel 4 2
alt 10 8 salinas 5 2

dalmore 10 8 vc3-colombard 8 2
mumm 10 8 vc3-educacional 2 2
priorat 5 8 vc3-newcastle 4 2
talisker 32 8 vc3-qef1 2 2

bowmore 20 12 vc3-qef2 2 2
alt-marcadle 80 16 vc3-qef3 2 2
alt-murphy 93 24 vc3-qef4 2 2

caporal 18 4 alt-guinness 120 32

SUM 451 155

Table 2. Workload subsets with σ equals to 25%, 50% and 75% and respective sums of VRAM,
VCPU and amount of VMs for DInf-UFPR scenario

Workload Percent
∑

VRAM
∑

VCPU Amount of VMs
25% 51 23 11
50% 81 39 14
75% 138 71 18

Table 3. Variables and constraints generated and execution time for DInf-UFPR scenario using
BSOLO and Sat4j-PB solvers

Formula Variables Constraints BSOLO Sat4j-PB

hw9-vm25p 108 25 0.004 0.101
hw9-vm50p 198 30 0.004 0.109
hw9-vm75p 288 35 0.004 0.118

Due to the long period to perform PB consolidation using all 12k machines and 132k
workloads we selected five subset of machines. The size of each subset are 32, 64,
128, 256, 512 machines. For each size of subset machines, we used the above subset
of workload to perform experiments. Table 4 shows the amount of resources used to
evaluate PB consolidation and others allocation approaches. Values of CPU and RAM
are normalized in a scale relative to the largest capacity of the resource on any machine
in the period of trace. The value of the largest capacity is 1.0.

As a result, Table 5 shows time results for the set of formulas explained above. For
each instance was given a time limit of 7200 seconds. When the solver run out of time
limit and did not found any solution it is show a Time Limit Exceeded (TLE). If the
solver caught a Segmentation Fault signal a Runtime Error (RTE) is thrown as a result.



On Modelling Virtual Machine Consolidation to Pseudo-Boolean Constraints 367

Fig. 1. Number of active hardware for each approach for DInf-UFPR scenario

Table 4. Workload subsets for each subset of machines. The workload has a σ equals to 25%,
50% and 75% and respective sum of VRAM, VCPU and amount of tasks for Google Cluster
scenario.

#Machines RAM CPU Workload %
∑

VRAM
∑

VCPU #Tasks
32 14.9813 17.0000 25% 3.7375 4.3475 98
32 14.9813 17.0000 50% 5.7048 8.5640 173
32 14.9813 17.0000 75% 9.5204 12.7674 278
64 32.2117 34.5000 25% 5.7281 8.6389 174
64 32.2117 34.5000 50% 13.8382 17.2724 371
64 32.2117 34.5000 75% 19.3733 25.8826 559
128 61.8284 68.0000 25% 13.5025 17.0473 368
128 61.8284 68.0000 50% 26.3261 34.3367 713
128 61.8284 68.0000 75% 39.0425 51.0215 1048
256 121.5035 134.5000 25% 26.2943 33.9555 712
256 121.5035 134.5000 50% 49.0585 67.2507 1407
256 121.5035 134.5000 75% 75.6842 10.08777 2119
512 246.7420 275.2500 25% 50.9854 68.8945 1432
512 246.7420 275.2500 50% 100.1324 137.8664 2771
512 246.7420 275.2500 75% 206.4426 148.0852 4035

Figures 2a, 2b, and 2c respectively shows the result of amount actives machines for
32, 64, 128 and 256 subset of machines. For each subset, we perform the Round-Robin,
First-Fit and PB consolidation approaches using Sat4j-PB and BSOLO solvers.

Unfortunately none of the tested solvers were able to find a satisfiable assignment
for the larger formulas such subsets of 512 machines and 256 machines and only two
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Table 5. Execution time per instance for BSOLO and Sat4j-PB solver. Time Limit was set to
7200s and TLE represents when Time Limit was Exceeded and RTE is for RunTime Error.

Formula Variables Constraints BSOLO Sat4j-PB

hw32-vm25p 6336 164 7242.75 305.277
hw32-vm50p 11136 239 7198.01 7204.971
hw32-vm75p 17856 344 7237.44 6417.293
hw64-vm25p 22400 304 7198.02 7227.192
hw64-vm50p 47616 501 7198.02 7243.419
hw64-vm75p 71680 689 7198.19 7243.385
hw128-vm25p 94464 626 TLE 7244.51
hw128-vm50p 182784 971 TLE 7244.46
hw128-vm75p 268544 1306 TLE 7243.678
hw256-vm25p 365056 1226 TLE TLE
hw256-vm50p 720896 1921 RTE TLE
hw256-vm75p 1085440 2633 RTE TLE
hw512-vm25p 1467392 2458 RTE TLE
hw512-vm50p 2838528 3797 RTE TLE
hw512-vm75p 4132864 5061 RTE TLE

(a) Result for 32 machines. (b) Result for 64 machines.

(c) Result for 128 machines.

Fig. 2. Number of active machines using Round-Robin, First-Fit and PB consolidation with Sat4J-
PB and BSOLO solvers for Google Cluster scenario
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instances reached optimum objective assignment. A non optimum solution can be easily
identified in test case of 128 machines with 50% load where in Fig. 2c the First-Fit al-
gorithm were able to optimize better than the PB Solver. Table 5 shows that the biggest
formulas tested solver were not even able to find one satisfiable assignment to the for-
mula, as can be identified as RTE and TLE. The RTE has many possibilities of errors
caused in the solver execution, and it discussion is out of the scope of this work. The
TLE means that it took too much time to find any satisfiable assignment with 7200
seconds time limit.

With the present result, we can confirm the VM consolidation by PB formulation
approach is a valid formulation. When the Cloud has only a few resources, both physical
and virtual, state-of-the-art solvers can prove optimal consolidation very fast. Within
larger instances, PB solvers could not find the optimal, and in most of the cases they do
not found any consolidation.

5 Conclusions

This paper presented a VM consolidation model using a artificial intelligence based on
Pseudo-Boolean (PB) Constraints. A PB Constraints can be used to optimize costs, i.e
minimizing the amount of active hardware. With a PB approach it is easily add extra
restrictions to VM consolidation that would not be easily done with a First-fit or Round-
Robin algorithms.

Unfortunately, follow experimental results, PB solvers were not able to solve the
formulas of a huge test scenario such as Google Cluster. Also the benefit of running
time was not as good as others approaches such First-fit algorithm.

Despite the fact tested solvers were not powerful enough to complete all formulas in
a practical time we can use these formulas as a good benchmark to improve PB solvers.

We are interested in going on investigating some important research direction. First,
we want to extend our solution and implement it inside a Cloud Management System
(i.e. OpenNebula [14]) as an optimizer module. After we are interested to add some
important restrictions such as network dependency of VMs and create classes of VMs
to make better use of network interfaces of hosts.

References

1. Armbrust, M., Fox, A., Griffith, R., Joseph, A.D., Katz, R.H., Konwinski, A., Lee, G., Patter-
son, D.A., Rabkin, A., Stoica, I., Zaharia, M.: Above the Clouds: A Berkeley View of Cloud
Computing. Tech. rep., EECS Department, University of California, Berkeley (2009)

2. Bossche, R., Vanmechelen, K., Broeckhove, J.: Cost-Optimal Scheduling in Hybrid IaaS
Clouds for Deadline Constrained Workloads. In: 3rd IEEE International Conference on
Cloud Computing (CLOUD 2010), pp. 228–235. IEEE Computer Society (2010)

3. Corradi, A., Fanelli, M., Foschini, L.: Increasing Cloud Power Efficiency through Consoli-
dation Techniques. In: 2011 IEEE Symposium on Computers and Communications (ISCC
2011), pp. 129–134. IEEE Computer Society (2011)

4. Ferreto, T.C., Netto, M.A.S., Calheiros, R.N., De Rose, C.A.F.: Server Consolidation with
Migration Control for Virtualized Data Centers. Journal of Future Generation Computer Sys-
tems 27(8), 1027–1034 (2011)



370 B.C. Ribas et al.

5. Harmon, R., Auseklis, N.: Sustainable IT Services – Assessing the Impact of Green Comput-
ing Practices. In: 2009 Portland International Conference on Management of Engineering &
Technology (PICMET 2009), pp. 1707–1717. IEEE Computer Society (2009)

6. Le Berre, D.: SAT4j – A Reasoning Engine in Java Based on the SATisfiability Problem,
http://www.sat4j.org

7. Leavitt, N.: Is Cloud Computing Really Ready for Prime Time? Journal of Computer 42(1),
15–20 (2009)
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Abstract. The structural condition of pavements can be evaluated properly by 
non-destructive surface deflection testing. Based on measured deflection res-
ponses of pavements to impact load, it is possible to estimate layer moduli 
through back analyses. For that purpose, typical constant values of Poisson’s ra-
tio are commonly assumed for each layer material. In this work a thorough in-
vestigation to assess Poisson´s ratio influence on pavements response modeling 
is carried out. To this end, Artificial Neural Networks are proposed to Poisson´s 
ratio estimation from deflection testing data. A comparative analysis of pave-
ment responses obtained under constant and variable conditions of Poisson's  
ratio is performed. 

Keywords: neural networks, pavements, Poisson’s ratio, non-destructive testing. 

1 Introduction 

The remaining life and maintenance decisions of existing pavements are highly de-
pendent on structural conditions exhibited throughout their service. Particularly, flex-
ible pavements are considered as multilayer systems under repeated loading, whose 
structural response and performance significantly depend on the features of pavement 
layers: thickness, type of materials, mechanical properties such as strength and stiff-
ness. Layer moduli are commonly used to represent the layer stiffness, which can be 
back-calculated from non-destructive surface deflection testing, conducted on existing 
pavements. To this end, constant values of Poisson’s ratio, related to strain behavior, 
are usually assumed for each layer. 

An analysis is carried out in this investigation to verify the influence of a dynamic 
range of Poisson ratio on pavements response modeling, since previous studies have 
mentioned the negligible effect that constant assumption of Poisson ratio has on layer 
moduli estimation. 

An approximate non-conventional solution via Artificial Neural Networks - ANNs, 
is considered in this work to Poisson’s ratio estimation. Previous investigations  
have shown the exceptional ability of ANNs for parameter identification problems 
related to pavements, but most of the reported cases were developed using synthetic 
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Fig. 3. Impact load deflection test - deflection basin 

Deflection response of pavements to impact load tests depends on applied load, 
layer thicknesses, mechanical parameters such as layer moduli and Poison’s ratios. 

Scopes and limitations of testing should be considered for proper interpretation of 
deflection data: all parameters derived, represent the loading and environmental con-
ditions at time of testing. It should also be borne in mind that most analytical methods 
are not suitable to analyze the response when either extensive deterioration or thin 
layers exist in the pavement [5]. 

4 Traditional Solution to Parameter Identification Problem 

Based on measured responses of pavements to deflection tests, parameter related to 
mechanical behavior can be estimated through back analyses. 

In common practice, the problem is reduced to a basic principle of action (applied 
load) and response (deflections), both related by any law of soil material behavior 
known (e.g., elastic, critical state, viscoelastic, etc). In those approaches, Poisson’s 
ratio is supposed constant for each layer and seed moduli are assumed to compute 
theoretical deflections. Moduli are then back-calculated through an iterative process 
trying to match computed and measured deflections by minimizing an error function 
until certain criteria for acceptance is met. 

Although the non-linearity in material behavior can be considered into traditional 
analyses, the cost and the computational complexity considerably increase; therefore, 
simplified hypothesis such as linear behavior of materials have to be assumed in these 
approaches to solve the problem efficiently. Despite the limitations, estimations ob-
tained are widely accepted given the complexity of pavement’s behavior. 

5 Artificial Neural Networks 

Since stiffness parameters identification problem is non-linear, multivariate and  
complex, a non-conventional solution via ANNs is considered to map properly the 
pavement responses measured in field. 
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ANNs are computational tools where learning and adaptation converge to develop 
“intelligent” software that allows modeling complex and variable systems. ANNs use 
prior knowledge to solve a problem and by incorporating new information throughout 
a time-learning process increases their forecasting capabilities. Accordingly, problems 
can be treated more rationally either when multivariate models for regression compu-
tations are developed or pattern recognition from a data set is the issue. 

ANNs are formed by interconnected-processing neurons that receive, process and 
transmit signals or information to others which are connected [6]; each link has asso-
ciated a value called weight, which can be fitted to simulate any feature or behavior in 
particular. 

An ANN is a parallel multilayer structure formed by an input layer, hidden layers 
and an output layer; each one is constituted by neurons. Its results depend largely on 
how the neurons are interconnected (architecture) and the strength of these connec-
tions (weights values). Complex architectures have been associated commonly to non-
linear, multi-dimensional problems. Typical elements of an ANN system are: Learn-
ing rule, error function, input function, transfer function, all of which have to be de-
fined by a trial and error process. 

There are two stages in ANN model development: 1) Training stage, where learn-
ing is achieved from input-output data sets; the learning process could be: supervised 
if desired outputs are given for the specified inputs or reinforced if desired outputs are 
not known for sure but there is hint on them [7]. 2) Testing stage where the ability of 
ANN to yield reasonable outputs for new data sets, is evaluated; all performance sta-
tistics must be reported on the testing data. When suitable results are obtained in both 
stages, the resulting ANN is said to be a model capable of carrying out reliable pre-
dictions out from unknown data sets. 

For parameter identification problems via ANN, input variables and desired out-
puts are presented to the network, which assigns initial values to weights which are 
adjusted by successive iterations. After each iteration, the network provides outputs 
that are compared with desired outputs until a given error criterion is satisfied; then it 
is said that the network has learned the input-output relationships naturally. 

It is worth mentioning that once a well-trained ANN is developed, it can be used 
for fast and reliable predictions. Furthermore, by introducing plasticity (the ability to 
always learn) into the ANN, new information in long-term memory can be assimi-
lated. Henceforth, ANN capabilities are enhanced. 

6 Application 

A 28 km road length with two lanes was selected as the case of study. Available  
parameters listed in Table 2 were selected to create the database for Poisson’s ratio 
estimation. 
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Table 2. General database 

Data Type Parameters 
Pavement system Measured layer depth 

Deflection testing: 
On right lane: 278 tests 
On left lane: 280 tests 

Applied load, Q (ton)  
Measured deflections  
Sensors position 

 
Figure. 3 shows the main parameters related to deflection testing. Applied loads 

vary between 4 and 7 tons; seven sensors located at 0.0 m, 0.3 m, 0.45 m, 0.6 m, 0.9 
m, 1.2 m and 1.8 m away from loading point, allowed deflection basin measurement. 

As illustrated in Fig. 4 and Table 3, there are two types of pavement systems with-
in the 28 km road stretch considered in this study: a three-layer system from kilometer 
119 to 127, where the stiffness decreases with depth and a four-layer pavement sys-
tem having a subbase stiffer than the granular base; the asphalt layer of the former 
system is thicker than in the latter. 

Available information on the road right lane was selected to train the ANN and the 
left lane dataset was used for the testing stage. To predict Poisson’s ratio, twelve va-
riables were selected for the input set: one load level, layer depths (4) and seven sur-
face pavement deflections in each test. In the output of the training set, typical values 
of Poisson’s ratio were assumed for each layer material: 0.3, 0.4, 0.35 and 0.45 for 
asphalt layer, granular base, stabilized subbase and lower layer respectively. 

 

 

Fig. 4. Structural pavement systems along the road stretch considered 

Table 3. Ranges of layer thicknesses (m) 

Layer Three-layer system Four-layer system 
Asphalt layer 0.15 – 0.20 0.06 – 0.10 
Granular base 0.00 0.11 – 0.13 

Stabilized subbase 0. 29 - 0.31 
Lower layers 3.00 

 
The ANN configuration used was the supervised three-layer feed-forward model il-

lustrated in Fig. 5, with Multilayer Normal Feed Forward – MLN architecture and 
Quick Propagation – QP learning algorithm. This configuration has proved to be effi-
cient for a parameter identification problem in a previous study [8]. 
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In this study the approximation between target Poisson’s ratios (υTarg) and esti-

mated via ANN (υANN) was evaluated by the Mean Absolute Error function, MAE 
convergence criterion, defined by: 

 

 MAE=∑|( Dijmeas – Dijcomp)|) ⁄ M (1) 

Where: 

Dijmeas = measured deflection at sensor i for basin j 
Dijcomp = computed deflection at sensor i for basin j 
M = The number of basins times the number of sensors 
 

The resulting dynamic ranges of Poisson’s ratios on the testing set are given in Table 

4. It is observed that most of the predicted υANN are within reasonable values for each 
layer of pavements studied here. 

 

 

Fig. 5. ANN-based backcalculation model 

Table 4. Poisson’s ratios estimated via ANN 

Layer υANN 
Asphalt Concrete 0.24 – 0.35 

Granular Base 0.31 – 0.42 
Stabilized Subbase  0.29 – 0.40 

Lower Layers 0.41 – 0.48 

 
The highest values of Poisson’s ratio along the asphalt layer were obtained for the 

intermediate three-layer pavement system, where an asphalt base is a constituent of 
the surface layer. Also, lower values were obtained in the stabilized subbase than in 
the base, as expected. 
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The layer moduli estimation process, under constant assumption of Poisson’s ratio 
was conducted in the prior study [8], by means of a supervised-learning ANN model-
ing. At that time, constant values of Poisson’s ratios were introduced in the input set 
along with measured deflection basins, applied load and layer thicknesses. Likewise, 
layer moduli back-calculated by Orozco [9] via layer-elasticity theory, from the same 
deflection testing database, was used as initial approximation of target outputs in the 
ANN training process. 

With Poisson’s ratios computed in this work - υANN, the whole process was re-
peated to estimate another set of layer moduli. The obtained layer moduli for each 
scenario were used for a deflection-basin verification process, conducted by means of 
ANN modeling as well. Now, measured deflection basins were the target outputs and 
the computed moduli via ANN were considered as inputs for each option. The fore-
casting reliability was judged on the basis of the accuracy their computations matched 
the field-measured deflection basins. 

Matching accuracy was defined according to the similarity with the characteristics 
of a perfect match, which is achieved when exists a linear regression between com-
puted and measured deflections such that the slope of the trend line (b) and the deter-
mination coefficient (r2) are equal to one and the intercept value (a) is zero.  

Estimated and measured deflections are in good agreement for both options, as 
seen in Fig. 6, which allows concluding on the quality of results and the ability of the 
ANN to reproduce the pavement response under NDT. Despite the slight difference 
between the two scenarios, variable Poisson’s ratio yield to values of the trend line 
slope, intercept point and coefficient of determination, closer to those of perfect 
match between measured and computed deflections. 

 
 

 

Fig. 6. Deflections measured and computed - left lane 

a) Constant  Poisson’s ratios b) Varying  Poisson’s  ratios 
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7 Conclusions 

In this paper, an ANN model with three-layer feed-forward MLN architecture and QP 
learning algorithm was used to estimate Poisson’s ratio and layer moduli of pave-
ments. 

The predicted Poisson’s ratios remain within reasonable values for each layer. It 
was found that pavement features are well mapped by the ANN model. 

Deflection-basin verification process via ANNs was helpful to compare predictions 
with field measurements. Layer moduli estimated using variable Poisson’s ratio, are 
able to reproduce more closely, the pavement field-measured deflection basins: values 
of the trend line slope and coefficient of determination were close to one, the intercept 
was nearly zero and 2% of error (MAE) was obtained. 

The analysis of results, allow thinking about the convenience of assuming pre-
established hypotheses regarding the influence of Poisson's ratio in the estimates of 
layer moduli. In fact, if proper simulation of the actual physical phenomenon of 
pavements is intended, it is very convenient to eliminate the uncertainty associated 
with such assumptions.  

Finally, based on the high quality of results obtained, it seems reasonable to con-
clude that ANNs are confidently enough that can be used for Poisson’s ratio and layer 
moduli predictions for flexible pavements. 
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Abstract. In this paper we present an efficient way to encode connect-
edness in reductions from graph problems to SAT and MaxSAT. We
show and prove linear reductions from Minimum Path and Clique and a
quadratic reduction from Steiner Tree, although others NP-complete and
NP-hard problems can be reduced with this complexity as well. These
reductions use a new class of operators that extends the traditional set
of connectors of propositional logic.

Keywords: polynomial reductions, satisfiability, maximum satisfiabil-
ity, Steiner tree, clique.

1 Introduction

Due to the big effort put on SAT and MaxSAT solvers in the last years, the
interest on reductions from many NP problems to (Max)SAT has grown, mainly
hard problems from the Graph Theory.

However, it’s not trivial to reduce problems in graphs that requires the so-
lutions to be connected in an efficient way. There are formulas easily built that
states the requirement of complete connected subgraphs (cliques), as shown in
[3]. These reductions are linear in the size of the complement of the given graph,
which can be large for sparse graphs. Also, creating a boolean formula that states
that a solution must be a connected graph, but not necessarily a complete one,
is not trivial.

One can build a formula that states that a certain graph must be a (con-
nected) tree by modeling a depth-first transversal [1]. It’s not trivial to build
such a formula efficiently. Also, approximated reductions encode connectedness
by enumerating some (not all) paths between pair of vertices [2]. These reduc-
tions require a large number of encoded paths to guarantee a solution.

We suggest a simpler way to build such reductions by allowing the resulting
formula to have operators other than the classic ones (¬,∧,∨). It’s possible to
convert these new operators to formulae with the classic ones in linear time. Also,
these operators can be implemented on non clausal SAT solvers. With them, we
reduce Steiner Tree and Hamiltonian Cycle, for instance, in quadratic time in
the size of the given graph. Also, we reduce the decision version of Clique in
linear time in the size of the given graph.
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Section 2 presents the new defined operators. Section 3 shows reductions from
graph problems to SAT or MaxSAT. Section 4 shows experimental results, and
Sect. 5 concludes and describes some future works.

2 Definition of the New Used Operators

Let B = {0, 1} be the set of truth values, where 0 is equivalent to false and
1 is equivalent to true. An operator of arity k is a function o : Bk → B that
associates a truth value for k truth values.

Let H ⊆ {0, ..., k} be a finite set of non-negative integer numbers. Let’s define
the Choose-H (CH) operator in the following way:

CH(f1, f2, ..., fk) =

⎧⎪⎨⎪⎩1, if
k∑

i=1

fi ∈ H

0, otherwise
This operator assumes the true value if and only if the number of true arguments
is in H . The operator C{0,2}(f1, ..., fk), for instance, assumes 1 if there is exactly
0 or 2 true values among f1, ..., fk, and 0 otherwise. When H is an unit set
H = {x}, we write Cx instead of C{x} for simplicity.

The operator can be clearly implemented as a disjunction of |H | counters and
comparators. These circuits can be converted to a CNF formula in linear time
[4]. Also, if H has constant size, then the entire operator can be converted also
in linear time by renaming the resulting formulae.

It’s worth mentioning that the operators ∧, ∨ and ¬ can be directly trans-
lated to some Choose operator with the following properties: (f1 ∧ ... ∧ fk) =
Ck(f1, ..., fk); (f1 ∨ ...∨ fk) = C{1,...,k}(f1, ..., fk); ¬f1 = C0(f1). Also, the prop-
erty ¬CH(f1, ..., fk) = C{0,...,k}\H(f1, ..., fk) holds.

These operators allow us to count the number of true values among a certain
set of variables. In our reductions, we use them to force the degree of certain
vertices, as shown in Sect. 3.

3 Reductions from Problems in Graphs

We present in this section some reductions from problems in graphs to SAT
and MaxSAT using the operators presented in Sect. 2. We start by showing
reductions from Path Checking and Minimum Path. Although these problems
are in P, these reductions are used as subroutines while reducing NP problems.

3.1 Path Checking

Let G = (V,E) be a graph and let va, vb ∈ V be a pair of distinct vertices in
G. Let’s recall that a (single) path P between va and vb with length k in G is a
sequence P of edges in E, P = (e1, e2, ..., ek), with the following properties:

– va ∈ e1 and there is no edge in P \ {e1} containing va;
– vb ∈ ek and there is no edge in P \ {ek} containing vb;
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– |ei ∩ ei+1| = 1 and there is no edge in P \ {ei, ei+1} that contains the vertex
in ei ∩ ei+1, for all 1 ≤ i < k.

The Path Checking problem consists of, given G, va and vb, checking whether
there is a path between va and vb in G.

Let fp(G, va, vb) be a boolean formula that is satisfiable if and only if there
is at least one path between va and vb in the graph G. Also, any model A for
this formula describes a subgraph Gp(A) of G that contains at least one path
between the given vertices. This formula can be built in the following way:

– Let’s associate, for each ei ∈ E, a boolean variable �i, and let E = {�i : ei ∈
E}. In a given assignment A : E → B for fp(G, va, vb), A(�i) = 1 if and only
if ei is in the subgraph described by A. The described graph Gp(A) is defined
then as the subgraph of G induced by the edge set {ei ∈ E : A(�i) = 1};

– Let N (vi) = {�j ∈ E : ej ∈ N(vi)} be the set of variables associated with
the edges inN(vi), the neighbourhood of vi. Let’s force the degree d() of both
vertices va and vb to be 1, i.e., d(va) = d(vb) = 1 in the described subgraph.
This can be done with the constraints C1(N (va)) and C1(N (vb));

– For each other vertex vi ∈ V \ {va, vb}, let’s force its degree to be 0 or 2 in
the required subgraph. This can be done with the constraint C{0,2}(N (vi)).

The formula fp(G, va, vb) is built then as a conjunction of these constraints:

fp(G, va, vb) = C1(N (va)) ∧ C1(N (vb)) ∧ (1)

C{0,2}(N (v1)) ∧ C{0,2}(N (v2)) ∧ ... ∧ C{0,2}(N (vm))

where {v1, v2, ..., vm} = V \ {va, vb}.
To prove that there is one path between va and vb in G if and only if

fp(G, va, vb) is satisfiable, it’s enough to show the following two theorems:

Theorem 1: If there is a path P = (e1, ..., ek) between va and vb in G, then
there is a model A : E → B for fp(G, va, vb) for which Gp(A) contains P .

Proof: Let A be the assignment that assigns 1 to and only to variables associated
to edges in P , i.e., A(�i) = 1 if ei ∈ P , and A(�i) = 0 otherwise. Clearly Gp(A)
contains only the edges in P . Let’s show that A satisfies fp(G, va, vb).

The edge e1 is the only edge in P that contains va, since P is a simple path
as defined above. Thus, d(va) = 1 in Gp(A), satisfying C1(N (va)). For the same
reason, ek, the last edge in P , is the only edge in it that contains vb, and thus
C1(N (vb)) is satisfied as well.

Since P is a simple path with length k, ei and ei+1 share exactly one vertex, say
vi, for each 1 ≤ i < k. The edges ei and ei+1 are the only edges in P that contains
vi. Thus, d(vi) = 2 in Gp(A), which satisfies the constraint C{0,2}(N (vi)). For
all the vertices vj that are not in any edge of P , there is no edge in N(vj) present
in Gp(A). This satisfies the constraint C{0,2}(N (vj)) as well, since d(vj) = 0 in
the described graph.
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Hence, A satisfies all the given constraints, satisfying fp(G, va, vb). �

Theorem 2: Let A be a complete assignment of E . If A satisfies fp(G, va, vb),
then there is a path between va and vb in the graph Gp(A).

Proof: Let A be a complete assignment of E that satisfies fp(G, va, vb). Assume
that Gp(A) doesn’t contain a path between va and vb. va and vb belong to
different connected components of Gp(A). Let G′

p(A, va) be the subgraph of
Gp(A) consisting of the connected component va belongs to.

Since A satisfies fp(G, va, vb), d(va) = 1 in Gp(A) and, since G′
p(A, va) is a

connected subgraph of G containing va, d(va) = 1 in G′
p(A, va) as well.

Since A satisfies fp(G, va, vb), all vertices in V \ {va, vb} have even degree (0
or 2) in Gp(A). Also, except for va, the only vertex that has odd degree (1) in
Gp(A) is vb, which is not in G′

p(A, va), as stated. Due to this, va is the only
vertex in G′

p(A, va) that has odd degree. So there’s an odd number of vertices
(only one, va) with odd degree in G′

p(A, va).
It’s well know that there must be an even number of vertices with odd degree

in any graph. Since G′
p(A, va) is a graph, the conclusion above is an absurd.

Hence, a connected component of Gp(A) with va and without vb cannot exist,
and thus there is a path between va and vb in the graph Gp(A). �
There are |E| variables in the formula. Also, there are |V | constraints in it,
one for each vertex in G. The arity of each one is equal to the degree of the
corresponding vertex in G. Hence, the number of elements in the entire formula
is bounded to |V | plus the sum of the degrees of the vertices in G, 2|E|. Hence,
the size of the resulting formula is linear in the size of the given graph.

3.2 Minimum Path

Once reduced, Path Checking can be used to reduce Minimum Path to MaxSAT.
Let’s describe the (Partial Weighted) MaxSAT problem as, given a hard for-

mula fh, a set of soft formulae fs = {fs1 , fs2 , ..., fs|fs|} and a function ws : fs →
N that associates a weight to each soft formula, finding a model for fh that
maximizes the sum of the weights of the satisfied soft formulae.

Let w : E → N be a function that associates, for each edge in a given graph G,
a natural weight. The weight of a path P is the sum of the weights of the edges
in P . The minimum path problem consists of, given G, w and a pair va, vb ∈ V ,
finding a path between va and vb whose weight is minimum.

Minimum Path can be reduced to MaxSAT by defining a hard formula that
states that there must be a path between the given pair of vertices, and a set of
soft formulae that states that the path must be minimum.

The hard formula can be fp(G, va, vb) as described above. Each soft formula
can be defined simply as the unit clause (¬�i) with weight w(ei), for each ei ∈ E.
These formulae indicate the willing of maximizing the sum of the weights of the
edges not present in the desired path, minimizing then the weight of such a path.
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There is a minimum path P between va and vb in the given graph if and only
if there is an optimal solution A for the given instance for which Gp(A) contains
only P . This is shown by the following two theorems:

Theorem 3: If A : E → B is a solution for the given MaxSAT instance, then
Gp(A) contains exactly a minimum path between va and vb.

Proof: Let A : E → B be a model for fp(G, va, vb) and let m be the sum of the
satisfied soft formulae by A.

Since each soft formula consists only of the clause (¬�i) with weight w(ei) for
each ei ∈ E, m is equal to the sum of the weights of the edges not present in

Gp(A). Let M =
∑
ei∈E

w(ei) be the sum of the weights of all edges in G.

Since MaxSAT consists of maximizing m, the sum of the weights of the edges
in Gp(A), M − m, is minimized. Thus, if A is optimal, then the sum of the
weights of all edges in Gp(A) is minimum. Also, according to the theorem 2,
there is a path between va and vb in Gp(A). Then, Gp(A) is a subgraph of G
that contains a path between the given vertices and whose sum of its edges is
minimum. Clearly Gp(A) is a subgraph consisting of a required minimum path.

Hence, if A is an optimal solution, then Gp(A) contains only a minimum path
between the given pair of vertices. �

Theorem 4: Let P be a minimum path between va and vb in a given graph
G. There is an optimal assignment A that is a solution for the built MaxSAT
instance for which Gp(A) contains exactly the edges in P .

Proof: Let P be a minimum path between va and vb in the given graph.
Consider the assignment A shown in theorem 1. A satisfies fp(G, va, vb), and

Gp(A) contains only the edges in P . Let w(P ) be the weight of the path P . Since
A(�i) = 1 for each ei ∈ P , all and only the soft formulae corresponding to an
edge in P is unsatisfied by A. Thus, the sum of the weights of all satisfied soft
formulae (the objective function of MaxSAT) is equal to M −w(P ). Since w(P )
is minimum, M − w(P ) is maximum.

Hence, A is an optimal solution for the given MaxSAT instance. �
Since |fp(G, va, vb)| is linear in the size of the given graph G as stated in Sect.
3.1, and since there is only an unit clause in fs for each edge in G, this reduction
is still linear in the size of G.

3.3 Connectedness Checking

The reduction from Minimum Path can be used as subroutine to reduce others
NP problems, such as Steiner Tree. To reduce it, however, it’s necessary to reduce
Connectedness Checking firstly.

Let G = (V,E) be a graph and S ⊆ V be a subset of the vertices in G. The
Connectedness Checking problem consists of checking whether all vertices in S
are connected, i.e., there is a path in G between si and sj, for all si, sj ∈ S.
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Let’s built a formula fc(G,S) that is satisfiable if and only if all vertices in
S belongs to the same connected component in G. Analogously to fh(G, va, vb),
any model A for fc(G,S) describes a subgraph Gc(A) of G in which all vertices
in S are connected. This formula can be built in the following manner:

– LetG1, G2, ..., G|S|−1 be |S|−1 graphs, all of them identical toG. Also, let ei,j

be the edge i in the graph Gj . Let’s associate, for each ei,j ∈ ∪|S|−1
j=1 E(Gj),

a boolean variable �i,j . Let Ej = {�i,j : ei ∈ E(Gj)} and E = ∪|S|−1
j=1 Ej .

Given a model A : E → B for fc(G,S), Gc(A) is then defined as the union of
all graphs Gjp(Aj), where Aj is the assignment A restricted to the variables
in Ej, i.e., Aj = {(�i,j , A(�i,j)) : �i,j ∈ Ej};

– Let S′ = (s1, ..., s|S|) be a permutation of the set S. Let’s state that there
must be a path between each pair of adjacent vertices in S′, in each graph.
This can be done with the constraints fp(Gj , sj , sj+1) for all 1 ≤ j < |S|.

fc(G,S) is defined then as a conjunction of these constraints, i.e.,

fc(G,S) = fp(G1, s1, s2) ∧ fp(G2, s2, s3) ∧ ... ∧ fp(G|S|−1, s|S|−1, s|S|) (2)

Let’s show that fc(G,S) is satisfiable if and only if all vertices in S are connected
in G. To do so, let’s prove the following theorems:

Theorem 5: If all vertices in S are connected in G, then there is a model
A : E → B for fc(G,S) for which all vertices in S are connected in Gc(A).

Proof: Since all vertices in S belongs to the same connected component of G,
there is a path in G between each pair of adjacent vertices in S′. Let Pj be the
path between the vertices sj and sj+1. As shown in theorem 1, there is a model
Aj : Ej → B for the formula fp(Gj , sj , sj+1), for all 1 ≤ j < |S|. Also, Gjp(Aj)
contains Pj .

Let A : E → B be the union of all Aj : Ej → B described above. Since Aj

satisfies fp(Gj , sj , sj+1), A satisfies all the constraints in fc(G,S), and thus is
a model for it. Also, since Gc(A) is defined as the union of all Gjp(Aj) that
contains Pj , Gc(A) contains a path between each adjacent pair of vertices in S′.
Due to transitivity, Gc(A) contains a path between all pairs of elements in S
and, thus, contains a connected subgraph of G that contains all vertices in S. �

Theorem 6: Let A be a complete assignment of E . If A is a model for fc(G,S),
then all vertices in S are connected in Gc(A).

Proof: Let A : E → B be a model for fc(G,S). Since A satisfies the formula
fp(Gj , sj , sj+1) for all 1 ≤ j < |S|, there is a path Pj between the vertices sj and
sj+1 in the graph Gjp(Aj) as shown in theorem 2, where Aj is the assignment
A restricted to the variables in Ej .

Since Gjp(Aj) is a subgraph of Gc(A), there is a path in Gc(A) for all 1 ≤
j < |S| as well. Due to transitivity, there is a path between each pair of vertices
in S in Gc(A), thus all vertices in S are connected in this subgraph of G. �
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There are |S| − 1 constraints in fc(G,S). Each of them has |V |+2|E| elements,
as shown in Sect. 3.1. Hence, the size of this formula, which has |E|(|S| − 1)
variables, is equal to (|V |+2|E|)(|S|−1). It’s quadratic in the size of the graph in
the worst case. However, it’s worth mentioning that |S| ≤ |V |, and, if |V | ≤ |E|,
the size of the formula is smaller than (|V |+ |E|)2.

3.4 Steiner Tree

The Steiner Tree problem consists of, given a graph G = (V,E), a set of its
vertices S ⊆ V and a function w : E → N that associates a weight to each edge
in G, finding a subgraph of G that is connected, contains all the vertices in S
and whose weight is minimum. The weight of a subgraph is equal to the sum
of the weights of its edges. Clearly an optimal subgraph is always a tree. The
problem is known to be NP-hard [5].

Steiner Tree can be reduced to MaxSAT if the hard formula states that all
vertices in S are connected, and the soft formulae state that the required graph
must have the minimum sum of weights of its edges.

The hard formula is defined as fc(G,S) as described above. Each soft formula
is defined as fsi = (¬�i,1 ∧ ... ∧ ¬�i,|S|−1) with weight w(ei), for each ei ∈ E.

The correctness of this reduction is shown by the following two theorems.
Their proof were omitted due to space limitations. However, they can be proved
using theorems shown in Sect. 3.1, 3.2 and 3.3.

Theorem 7: If A : E → B is a solution for the reduced instance to MaxSAT,
then Gc(A) is an optimal tree containing the vertices in S.

Theorem 8: Let T be an optimal tree of G that contains all vertices in S. There
is a model A for fc(G,S) that is a solution for the given MaxSAT instance for
which Gc(A) contains only T .

The number of elements in fc(G,S) is equal to (|V |+2|E|)(|S|−1) , as shown
in Sect. 3.3. Also, There are |E| formulae in fs with size |S| − 1 each. Hence,
the sum of the size of all the formulae is equal to (|V | + 3|E|)(|S| − 1). This
reduction is also quadratic in the size of the given graph in the worst case, but
smaller than 2(|V |+ |E|)2 if |V | < |E|.

This reduction is partially based on ideas from a previously published approx-
imated reduction from Steiner Tree to MaxSAT [2]. After a pre-processing step,
the reduction presented in [2] generates a CNF instance with |E| + k(|S| − 1)
variables and O(|E|+k|E|(|S|−1)) clauses, where k is an approximation factor.
k is not polynomial for exact reductions. Our reduction is exact, quadratic and
doesn’t require a pre-processing step.

Using similar ideas, it’s possible to reduce other NP problems than Steiner
Tree to SAT and MaxSAT. One can reduce Hamiltonian Cycle, for instance,
stating that all vertices in V must be connected and that the degree of each one
in the resulting subgraph must be exactly 2. This reduction is also quadratic in
the worst case. It’s not covered in this paper due to space limitations.
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3.5 Clique

As shown in previous sections, it is possible to build a formula stating that some
(possible all) vertices of a graph must be connected in a solution in quadratic
time, in the worst case. However, reductions can be simplified when the required
solution consists of a complete connected subgraph, i.e., a clique.

A clique of size k in a graph G is a complete subgraph of G with exactly k
vertices. The decision problem Clique consists of, given G and k ∈ N, checking
whatever there is a clique of size k in G. In this paper we assume k > 1, since
the problem is trivial for other cases. Clique is a NP-complete problem [5].

Clique can be reduced to SAT by building a formula fK(G, k) that is satisfiable
if and only if there is a clique of size k in G. Also, any model A for fK(G, k)
describes a subgraph GK(A) of G consisting of a required clique. This formula
can be built in the following way:

– Analogously to the reduction from Minimum Path, let’s associate a binary
variable �i for each ei ∈ E, and let E be the set of all these variables. Given
a model A : E → B for fK(G, k), GK(A) is defined then as the subgraph of
G induced by the edge set {ei ∈ E : A(�i) = 1}.

– Let’s state that there must be exactly k vertices in GK(A) with degree k−1.
This can be done with the constraint, where {v1, v2, ..., v|V |} = V :
Ck(Ck−1(N (v1)), Ck−1(N (v2)), ..., Ck−1(N (v|V |)))

– Also, let’s state that all others |V |−k vertices must have degree 0 in GK(A).
This can be done with the constraint
C|V |−k(C0(N (v1)), C0(N (v2)), ..., C0(N (v|V |))).

fK(G, k) can then be built as the conjunction of the given two constraints:

fK(G, k) = Ck(Ck−1(N (v1)), Ck−1(N (v2)), ..., Ck−1(N (v|V |))) ∧ (3)

C|V |−k(C0(N (v1)), C0(N (v2)), ..., C0(N (v|V |)))

This reduction to SAT is correct, as shown by the two following theorems:

Theorem 9: If there is a clique of size k in G, then fK(G, k) is satisfiable.

Proof : Let G′ be a clique of size k in G, and let A be the assignment that
associates 1 to the variables corresponding to the edges in G′, i.e., A(�i) = 1 if
and only if ei ∈ E(G′).

Since G′ is a complete subgraph, all vertices in V (G′) have the same and
maximum possible degree in it, equal to |V (G′)| − 1. Since G′ has k vertices,
|V (G′)| = k and thus the degree of all k vertices in it is equal to k − 1. Hence,
there are exactly k − 1 edges in the neighbourhood of vi in the clique, for all
vi ∈ V (G′). Since this sentence is valid for exactly k vertices, A satisfies the first
constraint of fK(G, k).

Also, all the others |V | − k vertices in G do not belong to G′, and thus none
(0) of the edges in their neighbourhood are in the clique. Hence, A satisfies the
second constraint of fK(G, k) as well, and thus satisfies the entire formula. �
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Theorem 10: If fK(G, k) is satisfiable, then G contains a clique of size k.

Proof: Let A be a model for fK(G, k). Since A satisfies the second constraint
of fK(G, k), there are at least |V | − k vertices for which no edges in GK(A)
connects them, since their degree is zero. Hence, there are at most k vertices in
GK(A).

Also, since A satisfies the first constraint of the formula, there are at least
k vertices for which there is at least one edge in Gc(A) connecting it, since we
assume k − 1 ≥ 1. GK(A) has at most and at least k vertices with positive
degree. Hence, there are exactly k vertices in GK(A).

Since A satisfies the first constraint of fK(G, k), the degree of any vertex in
GK(A) is equal to k − 1. This degree is maximum, since there are k vertices in
GK(A). Hence, any vertex in the subgraph is directly connected to all others
vertices in it, and thus GK(A) is a clique of size k.

Since GK(A) is a subgraph of G, G contains a clique of size k. �
The number of elements in both the first and second constraints of fK(G, k) is
proportional to the number of vertices in G plus the sum of the degrees of all
vertices in G, 2|E|. To be exact, there are 4|E|+2|V |+3 elements in the entire
formula, which has |E| variables. Hence, the size of this formula is linear in the
size of the given graph.

The decision problem Clique can be used to solve the optimization problem
Maximum Clique. The problem can be solved by binary searching k or by incre-
menting k until the formula is unsatisfiable.

4 Experimental Results

We implemented all described reductions. The resulting formulae were converted
to CNF by using recursive counters [4] with variable injections. Our implemen-
tation can be downloaded at http://www.inf.ufpr.br/rtoliveira .

We compare the size of the resulting formulae and the time taken by a
(Max)SAT solver to solve them against earlier published reductions. We use
Lingeling [7] to solve SAT instances, and MiniMaxSAT [3] to solve MaxSAT
ones. Both solvers were run on an Intel(R) Core(TM)2 Duo CPU E8400, 3
GHz, 4 Gb RAM, Ubuntu 10.10 OS.

The reduction from Steiner Tree was compared against a straightforward, not
optimized implementation of a depth-first transversal (DFT) representation [1].
The tested instances were obtained from the SteinLib benchmark [6].

Table 1 shows the results. The column |V |/|E|/|S| describes the size of the
elements of the graph. No.Vars. and No.Claus. indicate the number of boolean
variables and the number of clauses in the resulting formulae, respectively. Time
describes the time took by the solver to solve the instance. The value TLE
indicates that the instance was not solved within one hour.

One can observe that our reduction generates formulae which are smaller and
can be solved faster than the DFT reduction. It’s worth mentioning, however,
that DFT’s authors themselves point the ineffectiveness of this reduction [1].
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Table 1. Experimental results of reductions from Steiner Tree

Presented Reduction DFT

Instance |V |/|E|/|S| No.Vars No.Claus. Time No.Vars. No.Claus. Time

b01 50/63/9 2367 7309 2.87s 15939 1032075 TLE
b02 50/63/13 3363 10330 3.56s 15939 1032079 TLE
b03 50/63/25 6711 20705 10.18s 15939 1032091 TLE
b04 50/100/9 4748 14816 TLE 40100 4080209 TLE

It’s also possible to notice that the size of a formula is not proportional to
the time a SAT solver takes to solve it. The formula generated from the instance
b04 is smaller, but is not solved as fast as the formula generated from b03.

The presented reduction from Clique was compared against the simpler reduc-
tion from Maximum Clique to MaxSAT, linear in the complement of the given
graph (LCOMP), as shown in [3]. The conversion from our reduced instances
to CNF generated formulae larger than the ones generated by LCOMP, mainly
due to the large number of encoded half and full adders. Using LCOMP is more
efficient than converting our formulae to CNF, even for random sparse graphs
(with density 1%).

It’s worth mentioning, however, that formulae generated by our reduction
from Clique have 4|E|+ 2|V |+ 3 elements before the conversion to CNF, while

the hard formula generated by LCOMP have
(|V |

2

)− |E| clauses with size 2.
Also, before the conversion to CNF, instances generated by our reduction from

Steiner Tree have |E|(|S| − 1) variables (aprox. 5 times less than the number of
variables after the conversion, for the tested instances), and (|V |+3|E|)(|S|− 1)
elements (aprox. 4 times less than the number of clauses for the same instances).

As discussed in Sect. 5, this motivate the direct implementation of the Choose
operators in a non clausal SAT solver. This would discard the need to convert
the formulae to CNF.

5 Conclusions and Future Work

We presented Choose-H, a class of operators that simplifies reductions from prob-
lems in graphs to SAT and MaxSAT. As shown in Sect. 2, any classical formula
can be directly converted to use only these operators. Also, these operators can
be converted to classical formulae in linear time, if |H | is constant.

Our experiments showed that, when converted to CNF, the formulae gener-
ated by our reduction from Steiner Tree are smaller and can be solved faster
than ones generated by the previously presented exact reduction. However, they
are not small enough, as our experiments with the reduction from Clique also
showed.

A possible way to take advantage of smaller formulae is to adapt some non
clausal SAT solver to make it solve MaxSAT instances with Choose operators,
using Branch and Bound, like MiniMaxSAT [3]. We intend to implement the
operators in some free, open source non clausal SAT solver.
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It will not be needed to create new variables in the formulae, since, given
a (partial) assignment, the solver can count and compare the number of true
values among the arguments of an operator in a trivial way. This will keep the
number of variables of an instance in its minimum, |E |.

Also, since any classical formula can be converted to use the Choose con-
nectors, we are motivated to create a new non clausal SAT solver that handles
these operators only. Efficient internal data structures are being studied and im-
plemented to optimize the Boolean Constraint Propagation Procedure on these
connectors.
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Abstract. Testing and validating Ambient Intelligence (AmI) services
by living labs is not always feasible. The costs involved, specially when
considering a large number of users, may be prohibitive. In these cases, an
artificial society is required to test the AmI software in a simulated envi-
ronment. Numerous methodologies deal with the modeling of agents, but
this paper contributes with a methodology capable of modeling human
beings by using agents, CHROMUBE. This methodology is extended in
this paper to include social interactions in its models. This extension
of the methodology employs an architecture which maximizes code reuse
and allows developers to model numerous kind of interactions (p.e.: voice,
e-mail conversations, light panels ads, phone calls, etcetera). An imple-
mentation of the architecture is also given with UbikSim and a case study
illustrates its use and potential.

Keywords: ambient intelligence, testing, validation, social simulation,
chronobiology, interactions.

1 Introduction

Ambient Intelligence (AmI) [15] brings us the possibility of a new world where
computing devices are spread everywhere. These devices allow human beings to
interact in physical world environments in an intelligent and unobtrusive way.
These environments should be aware of the needs of people. For that reason, AmI
environments offer different services whose main goal is to augment live quality of
people. As any software, these services need to be tested and validated. The use
of living labs [16] is a typical approach to test and to validate AmI environments.
A living lab is a real environment that emulates the final environment where the
system under test is going to be deployed. However, this approach is not feasible
in scenarios with a large number of users involved due to the high costs associated
with its deployment.

As an alternative, new approaches based on simulation are emerging. Simu-
lation implies the creation of a virtual physical space which combines real and
simulated features. Some components as the system under test could be real
while another components (users, sensors and appliances) are simulated. Var-
ious attempts following this approach can be found in the literature; Ubiwise,

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 392–401, 2012.
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TATUS, UbiREAL [12] and UbikSim [17] are examples of this. Among this exam-
ples, only UbikSim addresses the simulation of users realistically by combining
this tool with CHROMUBE.

In addition to the development of UbikSim, previous works [6] have introduced
CHROMUBE (CHROnobiology for Modeling hUman BEhavior). Unlike related
works which propose methodologies for the agent based modeling, CHROMUBE
allows developers to model realistic AmI users with the purpose of testing and
validating AmI systems. The main ideas behind this methodology are the follow-
ing. (1) It is possible to create realistic human behaviors and simulate them for
the validation of AmI environment’s services or applications. (2) Chronobiology,
an area of science which studies how time affects living organisms, can help in
the characterization of human behaviors. (3) Sensor data gathered from the AmI
environment allow CMHBs (Computational Models of Human Behavior) to be
created. CHROMUBE has been successfully employed to validate AmI environ-
ments with isolated users, e.g. elders living independently in their own house. On
the other hand, this methodology still lacks mechanisms to model and validate
social interactions in the CMHBs. There is a great number of AmI scenarios,
e.g. evacuation services, where the communication among humans must be con-
sidered to model a realistic society. Besides, different social roles for different
human models must also be included since they have an important influence
over the behavior presented.

The contribution of this paper is an extension of CHROMUBE in general and
its modeling phase in particular to simulate human behaviors including social
interactions, i.e. building socio-chronobiological computational human models.
To build such models, this methodology guide developers step by step in the
construction of an architecture based on two components: hierarchical automa-
ton of behaviors (HAB) and hierarchical automaton of interactions (HAI ). The
paper shows how this component-based architecture allows developers to model
a large number of interactions such as voice, e-mail conversations, light panels
ads, phone calls, etc. UbikSim [2], available online, has been extended to include
not only the code to follow the methodology so as to build instances of this archi-
tecture for specific cases, but also numerous examples to maximize the software
reuse. Moreover, independently of CHROMUBE and UbikSim, this paper offers
a breakdown of the major design decisions that any developer has to deal with
to include interactions in social simulations.

The paper is structured as follows. Section 2 outlines the basic ideas of CHRO-
MUBE and presents the extension for the modeling phase. Section 3 defines how
to obtain behavior models in CHROMUBE and Sect. 4 explains the process of
including social interactions in these behavior models. Section 5 illustrates the
application of previous sections in a concrete case study. Section 6 gives related
works. Finally, Sect. 7 outlines conclusions and future work.

2 A Methodology to Develop Realistic Human Models

CHROMUBE [6] addresses the problem of obtaining realistic human models
to validate AmI services by social simulations. This methodology is capable of



394 F. Campuzano, E. Serrano, and J.A. Bot́ıa

Define subject
of observation

Data
gathering

Perform data
representation

Analyse data &
representations

Design
artificial

behaviors 

Validate 
behaviours

Target subject

Behavior data

Visual representations

Basic design information

Behaviour model

Simulation data

Simulate 
artificial 

behaviors

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

4.Automaton2.States 
needed at this 

level?
3.Simple state?

5.SimpleState

1.Automaton

6.Level++

7.Level==0 8.Level--

9.Interactions 
needed? 10.Protocol L1 11.Protocol L2

12.Specific
 behaviors 

needed
13.Protocol L3

14.Channel

15.Reg. 
conversation

Yes

No

Yes

Yes

No

No

No

Yes

Yes

No

Level 0

Fig. 1. Methodological process to obtain and validate computational models of human
behavior (on the left). Detail of the modeling step (on the right). Figures available
online [1].

generating and validating a realistic CMHB, i.e. one that reproduces a behavior
which is highly similar to that used as a source, by using techniques of chronobiol-
ogy. Chronobiology is the field of biology that studies the mechanisms and alter-
ations of each organism’s temporal structure [10]. Some Chronobiology methods
employed in CHROMUBE to ensure that the human models are realistic are the
use of actograms and plexograms to characterize the activity rate of people andhow
their activity varies depending on time. CHROMUBE appears graphically repre-
sented inFig. 1 on the left.Amoredetailed explanationofCHROMUBE is available
online http://ants.dif.um.es/staff/emilioserra/ubiksim/IBERAMIA/ [1].

As explained in the introduction, this paper extends the step 5 of CHRO-
MUBE, design of artificial behaviors, providing CHROMUBE with the possibil-
ity of modeling interactions among the human models. Fig. 1 on the right shows
the guideline for this design in a flow diagram. Before explaining this detail of
the methodology, the following sections introduce the general architecture that
developers have to adapt to their specific purposes. The resulting CHMBs are
the inputs for the step 6 of CHROMUBE (Simulate artificial behaviors). The
case study follows this extension of the methodology and simulates the resulting
models in UbikSim [2].

3 Hierarchical Automaton of Behaviors

This section discusses the Hierarchical Automaton of Behaviors (HAB) that al-
lows humans to be modeled realistically. Previous works [6] have introduced this
automaton, but this paper gives a methodology for its design (see Fig. 1 on the
right) and an implementation available online [2] to be tested by the reader inter-
ested. Furthermore, this paper combines a HAB with a hierarchical automaton
of interactions (HAI) which is explained in Sect. 4 to build an architecture for
the interactions among human models whose main components are depicted in

http://ants.dif.um.es/staff/emilioserra/ubiksim/IBERAMIA/
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Fig. 2. Architecture for the interactions among human models, main components (on
the left). Simulation with UbikSim (on the right).

Fig. 2 on the left. An implementation of this architecture is included in UbikSim,
Fig. 2 on the right shows a simulation in UbikSim which is deployed in Sect. 5.

In essence, a HAB is composed of: a list of pending transitions ordered by
priority, a method for creating new transitions (adding them to the list), a cur-
rent state (state with the control) and a default state (state that takes control of
the automaton when the list of pending transitions is empty). An interpreter [6]
makes the automaton advance every step of the simulation. The main actions of
the interpreter are described below. (1) Firstly, new pending transitions are gen-
erated from the current state to another. (2) Then, the interpreter checks whether
the current state is completed (or still empty) to undertake the next transition
in the list, the one with higher priority. (3) If the list is empty, the default state
is taken as current state. (4) If the current state is not finished but there is a
transition with highest priority in the list, the interpreter gives the control to
the latter. Finally, (5) the current state takes control to undertake an action. In
our proposal, the HAB control is performed transparently to the developer. The
complete code of the interpreter is omitted for the sake of brevity (see code on-
line [1]). The following section outlines the main components to model behaviors
using a HAB and the main decisions to be made when implementing it.

3.1 Main Components of a HAB

Hierarchical automaton means that each state is itself another automaton, a
subordinate automaton, and therefore, it has the same components. By default,
the architecture presented assumes that an automaton ends and returns the
control when the time assigned as a parameter in its creation is over, or if there is
no default state given and no transitions pending. Note that the main automaton
(level 0), the highest in the hierarchy, never ends if a cyclic behavior wants to be
modeled (and therefore a default state must be given). UbikSim offers the class
Automaton to define a HAB extending it. The tasks to be implemented by the
developer are: (1) creating new transitions, (2) getting the default state, and (3)
including an ending condition for the automaton if needed.

The states at the bottom of the hierarchy (with no subordinate automata) im-
plements simple behaviors. The developer must create one of these simple states
when defining an action which will be performed in one step to immediately
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return control to the automaton father. The class that defines simple states in
UbikSim is SimpleState. (1), (2), and (3), needed in the definition of Automaton
instances, are not necessary for simple states because they do not have: transi-
tions, a default state, or a final condition. These states requires redefining only
a method step which carries out an “atomic” action (in the sense that modeling
an automaton is not necessary due to its simplicity).

3.2 Modeling a HAB in CHROMUBE

Figure 1 on the right explains the methodology for the creation of a HAB in steps
1 to 8. Firstly, an abstraction level 0 is supposed to create an automaton (step
1). Then, the developer considers whether to add new states to the automaton
at that level (step 2). If so, the next decision is whether the state is simple
or not (step 3). If it is not simple, an Automaton is created (step 4). If it is
simple, a SimpleState is introduced (step 5). For both cases, steps 4 or 5, some
details are required such as the maximum execution time and the priority of the
state (see [6]). The previous section details the key decisions to be addressed in
implementing Automaton and SimpleState extensions. If an automaton has been
created, the subordinate states must be defined. In this case, the abstraction
level is increased (step 6) and the developer returns to step 2 to define these
subordinate states. Once there are no more states to be added at the current
level (step 2), step 7 checks if the abstraction level is zero to start modeling
the interactions. In the level is not zero, the level is reduced and the developer
returns to step 1 to include transitions to the subordinate states in the currently
considered automaton.

This methodology describe a top-down approach which involves the breaking
down of a human behavior to gain insight into its compositional sub-behaviors.
Code reuse is a major concern of the architecture presented. Some example
automata implemented in UbikSim [2] that can be used or combined to create
a specific HAB are: SimpleMove (to allow an agent to move in a straight line);
DoNothing (do nothing, typically used as default state); Move (move to a room
or a particular position establishing automatically an optimal path in the map),
this automaton has several subordinate SimpleMove automata; MoveAndStay
(which allows an agent to move to a room and stay in a certain time), this
automaton has as subordinate automata DoNothing and Move.

4 Hierarchical Automaton of Interactions

There are plenty of related works which propose a model of social agents. In
contrast, this paper offers an architecture which is able to model human beings
considering their social interactions. This section details the Hierarchical Au-
tomaton of Interactions (HAI) to be combined with the HAB discussed above
in order to model these social interactions in CMHBs. The HAI is a hierarchical
automaton in three levels: InteractionsHandler, Conversations and Protocols.
Besides, Protocols have three different levels of abstraction, see Fig. 2 on the
left.
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The control of the HAI is illustrated in Fig. 2 on the left. An initiator, an
agent which wants to start an interaction, calls the InteractionsHandler to reg-
ister a conversation with a protocol and a channel. The handler passes control to
the conversation in every step of the simulation. The conversation passes control
to a protocol (if it is allowed by the channel). The protocol produces messages
in the conversation, marks the end of the conversation, and makes the partici-
pants react (usually causing new transitions in the HAB). The following section
discusses these elements in more detail and explains the decisions required when
implementing a HAI.

4.1 Main Components of the HAI

The main components of the HAI are: messages, protocols (three levels), chan-
nels, conversations and InteractionHandler. They are explained below.

The communication implemented is based on a Message passing, but this
mechanism is used to model various types of conversations (voice, email, phone,
etc). Messages have the typical elements of a FIPA ACL message [8].

The Protocol is the message producer and has three different levels of abstrac-
tion. A first level is responsible for performing tasks that are implemented for a
protocol regardless of the semantics exchanged. Its objectives are: (1) providing
the set of performatives, i.e. communicative acts [8], that can follow a given per-
formative in the protocol; (2) determining if the protocol is finished for a given
message and if this end has been successful or not; and (3) verifying, given a
conversation that has followed this protocol, if the protocol has been followed
correctly. When a protocol is used for specific purposes, is used in a second level
of abstraction. At this level, the problem is no longer deciding the next perfor-
mative, but deciding the semantics or content for the following message. That
is, (4) the semantics of a received message must be studied in addition to its
performative to select the next message to be sent. This level is also responsible
for (5) selecting a set of participants for the conversation and (6) reacting once
the protocol has been completed, i.e., changing the behavior of the participants
based on the results of a conversation. Finally, at a third level of abstraction,
each agent can have (7) different preferences to fulfill a protocol, so there are as
many instances of the second level as preferences needed.

The protocol producesmessages assuming that the agents are in an appropriate
state of the HAB and that the messages are correctly received. However, the mes-
sages must not always reach their destination. The requisites to decide whether
a message is received or not are implemented in the Channel. In particular, the
channel is responsible for five different tasks listed below. (1) Initialize partici-
pants reserves the use of the channel when necessary (e.g for a phone call). (2)
Channel free to send decides if the person modeled is available to send a message
through the channel in a conversation (e.g. having a cell phone and not being al-
ready calling). (3) Channel free to receive is also necessary because in some chan-
nels the proper sending does not imply that the recipient receives the message (e.g
modeling a interaction by e-mail). (4) Discard message when a message does not
reach its destination at once (e.g. voice is ruled out, but a e-mail is not). (5) Finish
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participants undertakes tasks after the end of a conversation on the channel (e.g.
releasing a channel reservation if it was made in (1)).

A Conversation uses a channel, a protocol of level 1 and 2, and, if necessary,
specific protocols of the participants (level 3) to generate messages. The conver-
sation is a protocol and “channels” interpreter. The conversations are registered
by the HAB in the InteractionsHandler, another interpreter which manages the
different conversations. These interpreters acts in a transparent manner without
requiring additional code as the interpreter of the HAB explained in Sect. 3 (see
source code online [1]).

4.2 Modeling a HAI in CHROMUBE

Fig. 1 on the right explains the methodology for the creation of a HAI in steps
9 to 15. Step 9 checks whether it is necessary to add interactions among the
humans modeled. If so, the developer implements a protocol of the first level
of abstraction that can be used for different purposes (step 10). Afterwards,
this protocol is extended for a particular purpose, e.g. FIPA-request-for-meeting
(step 11). Step 12 checks if some people have different behaviors at the second
level of the protocol to create a third level of abstraction (step 13). Once all the
necessary protocol implementations are developed, the channel is implemented
(step 14). Finally, the HAB is modified to register a conversation in the Inter-
actionsHandler, including the protocols and the channel newly created.

Again, as in the case of the HAB, a HAI can be constructed using compo-
nents available in the implementation of the approach presented [2]. In this case,
however, is usually necessary to implement protocols for level 2 and 3 ad-hoc
because the semantics of interactions often depends on the specific purposes of
the simulation. Some examples of classes already defined in UbikSim are: chan-
nels (channelVoice, channelPhone, channelEmail, etc.) and protocols of level 1
(FipaRequest, FipaContractNet, SimpleMessage, etc).

5 Case Study

This case study models an emergency evacuation in a real department at a
university (see map of the department and figure of the environment simulated
online [1]). The purpose is to illustrate the construction of a HAB and a HAI
in a particular case. In a first approximation, the department faculty remain
working in her office by default. Then, one of the professors start fleeing to the
stairs and loudly warning of an emergence on her way. The expected outcome is
a viral effect that produces the spread of the emergency behavior.

Following the methodology of Fig. 1 on the right, a class AutomatonProfessor
is implemented with the behavior of professors in the department (step 1). This
automaton represents the abstraction level 0. After step 2 and 3, a “working”
automaton must be modeled. The Move automaton provided by UbikSim for
movements along complex environments is used to make agents go to their of-
fices (step 4). Back in AutomatonProfessor this new working automaton is used
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as default state (step 1; after steps 6, 2, 7, 8 and 1). After step 2, 3 and 4; a
new automaton Escape is created. The level of abstraction is increased (step 6)
to design the new states of this automaton of level 1. Step 4 is simplified again
by using predefined UbikSim automata: Move (to “goToStairs”) and Disappear
(to remove the agent after the escape). Returning to the design of Automaton-
Professor (steps 2, 7, 8 and 1), a transition is included to Escape.

After modeling the HAB, the social interactions are included in the HAI. Sin-
gleMessage, included in UbikSim, is employed as protocol of level 1 (step 10) to
send a single message of performative inform. Step 11 creates SingleMessage-
WarningOfFire to include: the semantics (“Fire” as content of the message),
participants of the conversation (all staff), and the reaction of the receptors
(generating a transition in the HAB to Escape). Step 12 and 13 considers the
possibility of heterogeneous reactions to the alarm, i.e. some agents could tend
to panic, which are not modeled in this case. Step 14 models ChannelVoice, al-
ready given by UbikSim, which does not require initialization or ending by the
participants, either has restrictions when sending. In contrast, the messages that
are not received after a step are ruled out and the successful reception depends
on the distance among participants. Finally, step 15 goes to Escape to register
the conversation in the InteractionHandler.

Figure 2 on the right shows a snapshot of the simulation. Multiple agents
escaping can be observed in red. An agent at the upper left corner has not
received the warning because of its isolation from the rest. A second strategy
can generate more movement transitions in the HAB to pass through several key
points in the building so as to spread the warning. A third strategy, which is
the one that the department actually has, can designate organizers and a series
of offices to be evacuated by each of these organizers. For the sake of brevity,
the model of these last two alternative strategies are not included in this paper.
However, all these variations can be easily reproduced by the interested reader
including more “move” transitions in the basic HAB modeled here. The graphical
representation of the HAB modeled and the classes implemented to reproduce
this case study in UbikSim are available online [1]. The authors also strongly
recommend to watch the video showing a run of the simulation for the three
evacuation strategies modeled [1].

6 Related Works

Regarding engineering realistic human behaviors, various approaches have been
proposed to create autonomous characters. Garcia-Valverde et al. [9], defined
human behaviors as states in a hierarchical automata and probabilistic transi-
tions between them. In approaches [18] and [5], the behavioral models described
also use a hierarchical structure of finite state automata.In the work of Chittaro
et al. [7], the behavior sequences are modeled through probabilistic automata
(Probabilistic Finite-State Machine, PFSMs). Arthur [4] develops agents using
a parameterised learning automaton with a vector of associated actions that can
be weighted to choose actions over time the way humans would. Anastassakis
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et al. [3] present an approach where every character is provided with a small
KBS (Knowledge-Based System) for intelligent reasoning. A reasoning system
is also used by Noser et al. [13]. Both methods are very flexible, but defining
the knowledge base is a complex and time-consuming task. Liu et al. [11] use
a distributed intelligent multi-agent system for modeling complex and dynamic
user behavior. Most alternative approaches just rely on reading variables to sim-
ulate interactions without offering the developer any guideline. The extension
of CHROMUBE presented in this paper offers a concrete methodology and a
complete architecture to model social interactions.

7 Conclusions and Future Works

This paper extends CHROMUBE (CHROnobiology for Modeling hUman BE-
havior), in particular its step of modeling, with an architecture to build socio-
chronobiological computational human models. For this purpose, the architec-
ture includes a hierarchical automaton of interactions which defines protocols
with several levels of abstraction, channels which decide if messages can be sent
and received, and interpreters which make the messages flow in a transparent
manner. The methodology offers concrete steps to adapt the architecture to spe-
cific cases and the major issues in the modeling of these interactions have been
discussed. Besides, an implementation of the architecture has also been given [2]
and a case study illustrates the potential of the methodology to model societies
to test and validate Ambient Intelligence (AmI) services. Additional unpublished
material is available online [1].

Since the case study presented is based on fire safety and security policies of a
department, our main future work is to apply the methodology and architecture
presented in scenarios where sensors can gather information of the real human
beings (e.g. hospitals or geriatrics). The use of sociometers [14] will allow us
to register physical movements, capture vocal inflections and face to face inter-
actions. Patterns that represent the degree of engagement between conversing
people can be identified analyzing these data to be modeled with the architecture
presented in this paper and subsequently validated.
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Abstract. ICARO is a software framework to implement multi-agent
systems (MAS) that promotes the use of different organizational and be-
havioural patterns. This has been extensively used in several projects and
the conclusion is that productivity could be improved with the support of
an agent-oriented modelling language. This would allow the specification
of MAS at a higher level during design phases. Then, there is a need for
code generation from the specifications to the ICARO framework. The
INGENIAS Development Kit (IDK) supports both the specification of
MAS models with all the characteristics that are required to implement
MAS with ICARO and a set of facilities for code generation. This paper
shows how ICARO is integrated with the IDK with the development of
two IDK modules (code generator and code update) for the implemen-
tation of ICARO reactive agent applications.

Keywords: multi-agent system, agent-based software engineering, code
generation.

1 Introduction

Code generators are useful tools for software development due to the evident ben-
efits that their exploitation provides [4]. One is an improved productivity as the
time necessary to perform coding tasks is reduced. Another important benefit is
that the quality of the developed systems is also improved, as the generated code
(usually) does not have bugs. Multi-agent systems (MAS) are not an exception.
Several tools for developing MAS applications [18] already provide functionali-
ties to generate code for a given agent programming language or framework. For
example, PDT [14], the supporting tool of the Prometheus methodology [15],
offers a code generation facility to automatically produce JACK agent language
code [21]. Taom4E [13], a tool for the development of software following the
TROPOS methodology [12], includes functionalities to generate code for Jadex
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language [3]. DDE [19] is an environment for the development of MAS that is
based on a Domain Specific Modeling Language for MAS and supports code
generation for JACK and JADE languages [1].

ICARO [7] is a software framework to implement MAS that promotes the use
of different organizational and behavioural patterns. The differentiating factor
from other agent oriented programming frameworks and languages [2] is the use
of component patterns for modeling MAS. Moreover, while other agent based
platforms that are FIPA-compliant (e.g. JADE) are focused mainly on commu-
nication standards, ICARO focuses on providing high level software components
for easy development of complex agent behavior, agent coordination, and MAS
organization. Regrettably, there are no tools for modeling MAS applications and
generating code for this framework. ICARO has been extensively used in several
projects [7] and the conclusion is that productivity could be improved with the
support of an agent-oriented modelling language. This would allow the specifi-
cation of MAS at a higher level during design phases. Then, there is a need for
code generation from the specifications to the ICARO framework.

The contribution of this paper is to present our experience of developing two
software modules that solve this gap: (1) a code generator module, and (2)
a module for code update. These two modules have not been developed from
scratch but the INGENIAS Development Kit (IDK) [10], the tool supporting
the agent-oriented software engineering methodology named INGENIAS [16], has
been used. IDK provides a template based proprietary mechanism for developing
new modules able to automatically generate code for any target language. As
far as we know, this kind of functionality is not provided for any other tool
for designing MAS applications (e.g., PDT, Taom4E, DDE). A developer who
wants to use other tools to implement the functionality implemented in this
work with IDK (code generator and code update) has to be familiar with the
IDK models and the structure of the xml files that store the specification of the
design models.

2 Principals of ICARO and IDK

ICARO framework [7] provides high level software components that facilitate
the development of agent applications. It provides engineers with concepts and
models, together with a customizable MAS design and Java code fully compat-
ible with software engineering standards, which can be integrated in the most
popular IDEs. Moreover, it is independent of the agent architecture allowing
developers to create new architectures and integrate them into the framework.
This is a clear difference with regard to other agent frameworks, such as JACK
[21] or JADE [1], which provide a middleware, instead of an extensible architec-
ture, to establish the communications among agents. An additional advantage
is that the framework already implements functionalities for automatic compo-
nent management, application initialization and shutdown, reducing the devel-
opers’ workload and ensuring that the components are under control. These last
functionalities are not usually provided by other frameworks. Moreover, ICARO
provides support to build reactive [7] and cognitive [8] agents.
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On the other hand, the IDK [10] offers a graphical editor for modelling MAS
applications and functionality for developing new modules able to automatically
generate code for any target language. Graphical editor is generated from the
INGENIAS meta-model [17], which can be extended introducing new concepts
and relations needed to build new MAS applications. After that the IDK is
regenerated again from the new meta-model specification. An advantage of this
approach is that changes in the definition of meta-model can be easily applied
to generate personalized editor. Regarding the modules, they can be developed
following a general process based on both the definition of specific templates for
each target platform, and procedures to retrieve information from INGENIAS
models [9]. Currently, IDK incorporates modules to generate code for JADE
language from design artifacts as well as documentation in HTML format for
these artifacts. Moreover, there is also available a module, named code uploader,
which can be used to keep the code components design artifacts updated with
changes made in the implementation.

3 Case Study: IDK Modules for ICARO

The development of IDK modules to support ICARO as the target platform cho-
sen for the final implementation of a multi-agent system application has followed
a “bottom-up” approach. In first place, the INGENIAS structures necessary to
specify all concepts and their relations for an application implemented in ICARO
are identified. Then, a module is gradually developed, which automates the task
of ICARO code generation from INGENIAS specifications in line with the iden-
tified conceptual relations. Finally, a new module is developed to provide the
ability to upgrade the specification of a model from changes made in the im-
plementation. A detailed description of the general process for developing IDK
modules can be found in [17].

The next subsections provide a description about relations between INGE-
NIAS and ICARO concepts, as well as the development of the modules to gen-
erate code for ICARO and to support the update of code, respectively.

3.1 Conceptual Relation between INGENIAS and ICARO

First, it is worth noting some details of the figures used in this section to describe
the relationship between INGENIAS and ICARO. The right side of the figures
correspond to the notation chosen to express a fragment of a model using ICARO
concepts and the left side is the notation used to express the same fragment but
in terms of INGENIAS language.

Any communications between the components implemented to develop a new
executable ICARO application can be summarized as follows. First, an event
is an entity for exchanging information between the producer of the event and
potential receivers. An event is used for communication and information delivery
from a resource to its agent or among agents. Thus, agents send events through
their use interfaces and, in the same way, a resource also uses the use interface
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Fig. 1. Modeling an agent using resource’s services

Fig. 2. Modeling an agent’s perception

of an agent to send it an event. Second, an agent uses the resource use interface
to request the services (methods) it offers.

From our point of view, the concepts of reactive application agent and ap-
plication resource used in ICARO can be modeled in INGENIAS by using the
concepts of agent and application, respectively. For example, when establishing
a relationship ApplicationBelongsTo between an agent and an application, it is
understood that the agent uses the services offered by the resource (see Fig. 1).
In particular, the actions that agents execute on the environment are represented
by this structure. Services are modeled as application methods.

The sending of information from a resource to an agent is modeled in IN-
GENIAS by establishing a relationship EPerceives between the agent and the
application that represents the resource (see Fig. 2). In INGENIAS, this infor-
mation falls within the relationship EPerceives that is modeled with an event
of type ApplicationEvent whether a resource simply sends a signal to the agent.
But, it is modeled with an event of type ApplicationEventSlots whether more
information has to be sent. In the latter case, the information and its type is
modeled with entities slots.

Now, the sending of information among reactive agents is modeled in IN-
GENIAS by specifying an entity of type InteractionUnit and relating it to the
producer and consumer agents by means of the relationships UInitiates and
UICollaborates, respectively (see Fig. 3). If the producer sends information, then
this information is included in the unit of interaction through an entity of type
FrameFact containing the necessary slots to transport it. Conversely, if it only
sends a signal, then it does not include a FrameFact. Visually, it is possible to
know that a unit of interaction includes a FrameFact because it shows the “Info”
attribute (the value shown is the identifier of the FrameFact).

Whenever an ICARO user wants to implement the behavior of a reactive
agent, he has to create an automaton which is modeled with a state diagram. In
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Fig. 3. Modeling a communication among agents

particular, the following five structures, availabe in INGENIAS “state diagram”,
have been identified to specify any automaton (see Fig. 4):

– To represent the initial state, a relationship is established between an “Ini-
tialNode” entity and the state.

– To represent a final state, a relationship is established between an “EndNode”
entity and the state.

– To represent a transition between two different states, a “WFollowGuarded”
relationship is established between these states, and a transition is specified
using the syntax event / semantic action in its “Condition” attribute. The
event represented in the state diagram is related to an ApplicationEvent or
ApplicationEventSlots entity when the event is sent by a resource (see Fig.
2), or to an InteractionUnit entity if the event is sent by an agent (see Fig.
3). The semantic action takes the same name of the task created in the
components diagram.

– The IDK tool does not permit to explicitly represent relationships that cy-
cle over the same entity. To fix this issue, a fourth structure is considered as
described next. To represent a transition that comes back to the same state,
first a copy of the state is made, afterwards a “WFollowGuarded” relation is
established from the copied state to the original state, and finally the tran-
sition is specified following the syntax described in the previous structure.

– Universal transitions of an automaton of an ICARO reactive agent are valid
for any state of an automaton. That is to say, when the event arrives, actions
are executed and the next state is reached, regardless of the automaton
current state. The solution for graphically representing them in INGENIAS
is to have a “UniversalState” to represent any state, which makes the role of
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Fig. 4. Modeling an agent’s automaton

the “source” state of the universal transition. Obviously, “UniversalState”
has not to be used with a different meaning.

– Finally, notice that the agent’s name is assigned to the state diagram as a
criterion to identify the agent’s behavior.

The XML file that describes the organization of an ICARO application repre-
sents the deployment of the application. The IDK tool offers the possibility of
creating deployment diagrams. The number of instances of each type of agent
is specified using entities such as DeploymentPackage and/or DeploymentUnit-
ByType. However, the existence of an application instance is conditioned by the
existence of the instance of an agent. For this reason, it is necessary to find an
alternative way of independently expressing the number of instances of agents
and applications, such as in ICARO. The solution is to create an environment
model and to follow the following steps: (1) copy all the agents and applications,
(2) relate them with entities of type UMLComment, and (3) set in attribute
Text of UMLComment the number of instances to be deployed. Obviously, this
process can be repeated to create different deployment configurations.

3.2 Code Generation Module

In order to generate code for the ICARO-T Framework, the IIF IDK module
has been developed. For this aim, the IIFGenerator class is extended so that its
constructors have, in a similar way to any IDK code generator, the templates that
the IIF module uses. Moreover, the extended IIFGenerator class also implements
the abstract methods defined in BasicCodeGeneratorImp. It is worth noting that
the development of the IIF module has been simplified by defining a template
for each artifact that an ICARO user has to implement (see Table 1).



408 J.M. Gascueña et. al

Table 1. Description of the templates

Template Description

Automaton It is used to generate an xml file with the automata agents code.
SemanticAction It is employed to generate code for the classes that implement the

agents’ semantic action.
ResourceGenera-
torClass

It is used to generate code for the classes that implement the re-
source use interfaces. The code of both methods and parameters of
these classes is automatically generated as well.

ResourceUseItf It is used to generate code for the resource use interfaces.
Deployment It is employed to generate an xml file with the organization of the

ICARO application under development.

The IDK templates for code generation have both source code written in the
programming language of the target platform and tags to establish where the
model information is used during the generation of code. The kinds of tags to
be used in an IDK template are very limited [9]: program is the main tag of the
document, repeat means that the text enclosed by this tag has to be copied and
pasted to have a duplicate, v represents a variable, and saveto is used to save the
enclosed text into a file. Therefore, it can be stated that the IDK code generation
technology is more straightforward and easy to learn than other technologies for
code generation, such as XSLT [20] o XPAND [11]. However, IDK exhibits a
disadvantage: it does not allow developers to reuse templates so that they have
to copy and paste those fragments to be reused hindering the code generator
maintainability.

Next, the elements used by the IIF module to generate code for the interme-
diate states of an ICARO reactive agent automaton are shown. With this aim,
the automaton template specifies the following pattern: for each (first repeat)
intermediate state defined by the intermediateState variable, generate code for
each (second repeat) transition that starts from such intermediate state.

@@@repeat id="intermediateStates"@@@

<state intermediateId="@@@v@@@intermediateState@@@/v@@@">

@@@repeat id="isTransitions"@@@

<transition input="@@@v@@@event@@@/v@@@"

action="@@@v@@@action@@@/v@@@"

nextState="@@@v@@@nextState@@@/v@@@"/>

@@@/repeat@@@

</state>

@@@/repeat@@@

When the IIF module is executed using a model created with IDK, a sequence
of data is generated. For instance, in the following a sketch of the sequence of
an agent automaton is shown.

<repeat id="intermediateStates">

<v id="intermediateState" entityID="" attID="" >IS1</v>
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<repeat id="isTransitions">

<v id="event" entityID="" attID="" >EV1</v>

<v id="action" entityID="" attID="" >A1</v>

<v id="nextState" entityID="" attID="" >NSA</v>

</repeat>

<repeat id="isTransitions">

<v id="event" entityID="" attID="" >EV2</v>

<v id="action" entityID="" attID="" >A2</v>

<v id="nextState" entityID="" attID="" >NSB</v>

</repeat>

</repeat>

Finally, it is worth noting that the IIF module performs a matching between the
templates and the data retrieved from the model. Next, following our example, it
is shown the code generated by IIF for an intermediate state and two transitions
that starts from it.

<state intermediateId="IS1">

<transition input="EV1" action="A1" nextState="NSA"/>

<transition input="EV2" action="A2" nextState="NSB"/>

</state>

3.3 Module to Support Code Update

Another important aspect to consider when developing of a code generator is
to provide developers with facilities that prevent manually written code from
being overridden by subsequent generator runs. The applied solution has been
to integrate in the IIF module a facility for marking protected regions where
the developers can manually write code. The start and end of a protected region
is marked by means of comments. A file can have as many protected regions as
necessary, labeled each one with a unique identifier. For instance, the classes that
implement the agents’ semantic actions have a protected region for each seman-
tic action established in the state diagram that specifies the agent automaton.
The following fragment of code shows an example of this type of region, where
ACTIONID has to be replaced with the identifier of the related semantic action.

//#start_nodeIDACCION:ACTIONID <--ACTIONID-- DO NOT REMOVE THIS

//#end_nodeIDACCION:ACTIONID <--ACTIONID-- DO NOT REMOVE THIS

The IIF module uses the specification of the model to generate code. Therefore,
it is necessary to store a copy of the code manually written in the protected
regions. In this way, each time the IIF module is run, each protected region is
overridden with the code manually written by the developer.

Another module, named ICAROTCodeUploader, has been developed that is
in charge of synchronizing code and design. When it is executed, the design
specification is updated with the regions of the code generated. This module,
unlike the IIF module, does not require templates for its definition.
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4 Conclusions

In this paper, the development of two modules (code generator and code update)
that provide support for the implementation of ICARO reactive agent applica-
tions has been described. These modules are integrated in the IDK tool. It is
worth pointing out that the time spent learning how to develop and implement
the IIF and the ICAROTCodeUploader modules described in section 3 was two
months and fifteen days. This effort is worth as new applications are modelled
and implemented because the productivity is improved. The main reason is that
the time necessary for coding is reduced because the developer does not need to
learn the structure, location and naming rules of ICARO applications files.

We would like to point out that the presented modules have been validated
through its use in the development of two different applications. The first appli-
cation [5] was developed to face the problem of a collection of robots patrolling
around a surveillance environment. The second application [6] was developed for
monitoring and controlling the normal and anomalous situations that happen
when humans access to a specific area.

During the development of both applications, the developer only had to write
manually the body of both the resources methods and semantic actions along
with some auxiliary classes. The remaining code was automatically generated by
using as input the models created with the IDK. However, in order to provide
the code generator with more powerful capabilities we are currently developing
an extension for generating the event notification code.
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Corchado, J.M., Pérez, J.B. (eds.) Advances in PAAMS. AISC, vol. 70, pp. 91–
101. Springer, Heidelberg (2010)

8. Lacouture, J., Gascueña, J.M., Gleizes, M.-P., Glize, P., Garijo, F.J., Fernández-
Caballero, A.: ROSACE: Agent-Based Systems for Dynamic Task Allocation in
Crisis Management. In: Demazeau, Y., Müller, J.P., Rodŕıguez, J.M.C., Pérez,
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Abstract. This paper proposes an organizational framework and an ap-
proach for development of cooperation models for teams of Autonomous
Adaptive Vehicles (AAV), using goal-driven control components. The
framework and the approach are illustrated through the development
and assessment of task allocation in multi-robot teams. Two cooper-
ation models have been implemented: i) a team model based on the
Adaptive Multi-Agent Systems (AMAS) theory, where task responsibil-
ity is agreed between team peers, by exchanging individual estimations
of the degree of difficulty and priority to achieve the task; ii) a hierarchi-
cal model where an AAV manager asks team members estimations and
then assigns the task. Experimentation for team-cooperation assessment
has been done taking into consideration environmental changes, commu-
nications and internal failure. The most significant results reported in
this work concerns team coordination in stressing situations. The exper-
imental setting and team performance figures are detailed in the paper.

Keywords: adaptive multi-agent systems, agent framework, robotics,
distributed task allocation, cooperation models.

1 Introduction

Component based approaches are increasingly used to deal with heterogeneity
and complexity of robotic systems [2]. A key advantage of componentization is
to allow development of simulated models which could be seamlessly deployed
fully or in part into the robot hardware. Ongoing work on robot simulation tools
are also in this direction [3]. This paper proposes a component based layered
architecture for Autonomous Adaptive Vehicles (AAV) which control is based
on a deliberative goal driven agent pattern [10]. High-level deliberative control
facilitates development and experimentation with different behaviour models by
bridging the gap between analysis, design and implementation. It also allows
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reusability, and ease traceability of the control process which is based on high
level constructs close to human behaviour. However common pitfalls are: hard in-
tegration with software engineering standards, poor performance, and difficulty
to control the deliberative process. Therefore, integration of symbolic delibera-
tive components with imperative components is still a challenge.

This paper describes an architectural framework for implementing teams of
AAVs capable to achieve individual and collective mission goals by taking into
account unexpected changes in the environment, internal failure and availabil-
ity of mission resources. The work is part of the research effort undergone in
the ROSACE (Robots and Embedded Self-Adaptive Communicating Systems)
project (http://www.irit.fr/Rosace,737), where the experimental setting is based
on a simulated fire forest crisis management scenario where AAV teams should
cooperate among themselves and with a Control Center broadcasting requests
for helping potential victims jeopardized by fire. Ongoing work in ROSACE
joints research efforts on MultiAgent System (MAS) coordination in other do-
mains such as poisonous material accidental release in a city [4]. In the Combined
System (http://combined.decis.nl) project, agents are used to implement a col-
laborative decision system for handling crisis situations. They are responsible
for the coordinate tasks, plan actions and reroute information of different actors
from different rescue organizations. Users can also benefit from agents’ informa-
tion using a dedicated geo-spatial language named OpenMap, and a dedicated
interaction language named Icon. Multi-agent-based Distributed Perception Net-
works (DPN) are also another relevant application of multi-agent systems to
crisis management by intelligently aggregating information coming from a net-
work of sensors [11]. Our works focus on sensor and data, and the intelligence
is embedded outside the devices, which implies a notable delegation for a tier of
computing services. While most of the experimental results focus on simulated
coordination for best cases, the most significant results reported in this work
concerns team coordination in stressing situations. Performance testing has been
done considering different team size, tasks to be achieved, and AAV deployment
in different processing nodes in order to assess the impact of communication.

The rest of the paper is organized as follows. Section 2 outlines the architec-
tural principles for AAV design, and the rationale for adopting a goal oriented
approach for implementing AAV control and team-cooperation. This approach
is illustrated with the development of two cooperation models in the ROSACE
project experimental setting: i) AMAS (Adaptative Multiagent System) model
where each team member evaluates the cost to achieve the goal, sends its eval-
uation to their peers and then assumes the goal if it has the most suitable eval-
uation; ii) hierarchical model where a manager, asks each peer to estimate the
evaluation of a given goal, then it proceeds to assign the goal to the most suitable
peer. Section 3 details assessment metrics, and testing results using different con-
figuration made up of various team size and number of victims to rescue. Stress
testing has been done to compare both functional issues and performance issues
on the AMAS model and the hierarchical model. Finally, conclusions and open
issues are summarized in Sect. 4.
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2 A Goal Oriented Approach for AAV Control and
Cooperation

The proposed approach relies on a multi-layered component based architecture,
which is populated by manageable components offering their services to other
components through standard interfaces (see Fig. 1). The AAV behaviour is gov-
erned by the Robot Global Control Component (RGC) which gathers elaborated
information from the rest of the components, makes choices, orders execution of
actions, monitors results, and sends control information to relevant components
when is necessary.

RGC is implemented with a declarative goal processor [5] that manages a goal
space, and a working memory. Strategic and tactics criteria for generating goals
and executing tasks and actions, in order to try to achieve goals, are defined
by means of situation-action rules, where the situation part specifies a partial
state of the working memory including the objective and its internal state, and

Fig. 1. General architecture
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the action part contains statements for executing tasks. The processing cycle is
droved by incoming information which is stored in the working memory. Then
control rules are used to decide either to generate new goals, to focus on a new
goal, to verify the resolution of pending goals, or to proceed to the resolution
of pending goals by executing new tasks and actions. Componentization allows
seamless integration of real or simulated components, then facilitating modelling,
encapsulation and reuse of control strategies and cooperation models.

2.1 Using the Approach for Developing Team-Cooperation Models

Work on team-cooperation focus on evaluating different control architectures and
cooperation models allowing an AAV-team achieve efficiently mission goals. The
experimental setting for AAV operation is based on fire forest crisis management
scenarios. The AAV team is situated in the intervention area to help people
jeopardized by fire. The Control Center (CC) broadcast requests to help potential
victims indicating the priority, location, and additional detail when needed.

The team should be capable of interpreting and evaluating the CC requests
taking into account their current work-load, then decide which member of the
team would assume the goal for helping the victim, and finally the team-mate
who have accepted the responsibility for the goal should proceed to help the
victim. When new requests for helping victims are sent by the CC, the team
should reallocate their current goals in order to satisfy the new demands.

Initial experiments have started implementing the AMAS cooperation model
[9], [1], [8]. AAVs are supposed to have a cooperative attitude which allows them
to take decisions in order to sharing resources and/or assuming goals (tasks),
avoiding possible conflicts. The generic process for team-cooperation to achieve
this common goal is the following.

Each AGV: (i) estimates the cost to achieve the new goal; (ii) sends its esti-
mated cost to the team members; (iii) receives estimated costs from team mem-
bers, and (iv) takes a decision to assume the goal based on the estimations received
from its peers. Three cases might happen. (C1) The agent has the best estimation:
it sends to their peers its proposal to achieve the goal, and waits to receive their
confirmation. (C2) There are other team-mates better suited than him to achieve
the goal: it sends them the agreement for them to achieve the goal. (C3) The agent
has the optimal cost, but it is tied with other team-mates: the tied peers add an
randomly generated number to their estimations, and send the new estimation to
tied peers, in order to allow one of them to take the responsibility of the goal.

Goal Allocation and Cost Estimation. A formal definition for the multi-
robot goal allocation problem can be defined as “given a number of goals, G1,
G2, ..., Gt, a team of robots, R1, R2, ..., Rr, and a function Feval(Gi, Rk), that
specifies the evaluation function (cost) of allocating goal Gk for the robot Rr, find
the assignment that allocates the goal for the robot with lowest cost according the
established criterion by the evaluation function”. The cost evaluation function is
calculated as follows. Goals consist on helping victims which should be rescued
according to its priority. When there two victims with the same priority the
victim that was notified first will be helped first. PriVv is the priority of victim
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Vv. QR = V1, V2, ..., Vnew , ..., Vn−1, Vn is an ordered list by priority of victims
that are assigned for robot R, where the new notified victim (Vnew) is the victim
that is being considered by the team in order to decide which robot will be
responsible for its rescue. D(Vi,Vk) is the distance between the victims Vi and Vk.
D(Rr,V1) is the distance between the robot Rr and the first victim (V1) located
in QR. The distance is calculated using the Euclidean distance formula, in three-
dimensions. Length(Q) is the number of victims of Q. Using these concepts, for
goal (victim) allocation the evaluation function is defined as follows:

If VPD > RE then Feval = −1.0

else Feval = W1 ∗VPD +W2 ∗AT (1)

where RE is the robot available energy; V PD is the path distance to visit each
victim belonging to Q (see equation 2); AT is the required time for attending
victims belonging to Q (see equation 3); W1, W2 and W3 are weights for V PD,
AT and PriVv values. For the experiments the weight values are W1 = 10.0;
W2=3.0; W3=3.0.

V PD = D(Rr, V1) +

n=Length(Q)−1∑
i=1

D(Vi, Vi+1) (2)

AT =

n=Length(Q)∑
i=1

W3 ∗ PriVi (3)

Performance evaluation of the goal allocation algorithm is based on the following
three parameters. (1) The time required for a goal to be assigned to a team-mate.
This time is calculated using the processor real time clock, as the time difference
between the instant when the control center sends the request, and the instant
when the goal to help the victim was accepted by a team-mate. (2) Goal distri-
bution among team members. (3) The cost of the robot team, which corresponds
to the highest cost of the goals assumed by each team member.

Dealing with Uncooperative Peers. Cooperation comes out from the need
by each agent to get information from their team mates to achieve their own
goals. The cooperation process is highly dependent on team-communication
which quality cannot be guarantee in a hazardous and changing environment
as the fire-forest. Cooperation might fail when communication is missing, and
also due to internal processing factors such as lack of synchronization in the coop-
eration process, and malfunctioning of internal components like sensors, motion,
vision, position, computing, and others. Consequently each agent should be ca-
pable to deal with situations where: i) they cannot communicate with their peers;
ii) communication is possible but team-mates do not send the expected infor-
mation, and/or they do not respond to requests; and iii) they send unexpected
or out-dated information. In these cases individual decisions should be taken to
achieve the goals/tasks requested by the CC. To cope with “worst cases” which
correspond to real situations the AAV team model has been extended to take
into account: deadlines for decision making, missing information from the team
mates, the current workload of the AAV, and stressing requests from the CC.
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A hierarchical team model has been implemented to have a reference for as-
sessing the strengths and weakness of the AMAS model, and for the utilization
of a “heavy deliberative control architecture” for implementing these models.

2.2 Implementation Approach Using ICARO’s Deliberative Control

The ICARO framework has been used in ROSACE and in other areas to model
AAVs using reactive patterns [6,7] which control is based on a Finite State
Automata. The deliberative control pattern is based on a goal processor. AAV
behaviour is characterized by: i) the set of goals which can be achieved; ii) the
activities, process and actions needed to achieve the goals; iii) the information
model representing the domain and environmental entities, the computing enti-
ties needed for representing goal achievement states, and intermediate results pro-
duced by activities and actions, and iv) the process defining the life cycle of goals.
This is done through situation-action rules expressing conditions for: a) goal gen-
eration; b) goal focalization; c) goal achievement, and d) executing activities and
actions tomake it possible that pending goals satisfy their achievement conditions.

Goals are represented as classes from which multiple object instances can be
generated. Activities and actions needed to achieve goals are represented as tasks.
The work-flow of activities and actions needed to achieve goals are first defined
with UML activity diagrams, and then implemented with situation-action rules.
In AMAS team model, the goal resolution process is defined with 41 structured
rules. From each behaviour model multiple distributed deployment instances
might be generated. The ICARO framework provides deployment, monitoring
and communication transparency among component instances.

The AMAS team-model is implemented with a common behaviour model
for all AAVs. Teams are made up of cloning instances; they have the same
goals, tasks, information model and goal-resolution rules. Requests sent by the
CC are received by all team-members which generates similar goal instances:
helpVictim() and decideWhoShouldGo(). Cooperation is modeled in the protocol
for making collective decisions, that is, to achieve the goal decideWhoShouldGo().
This is done by exchanging cost estimations, and then deciding which member
of the team is the best situated to help the victim.

Although all the team members participate voluntary on the decisions process,
the way in which each AAV achieves their own goals is dependent on its situation
in the environment and on its internal state which is characterized by information
objects in its working memory including previous goals and the current focus
representing the goal under resolution. Experimentation has been done for fine-
tuning the model in order to: 1) allow the AAV takes individual decisions when
collective decisions fails; 2) determine deadlines for expected information and
for taking collective decisions. As most of these parameters are dependent of
hardware and communication performance, they are defined as configurable.

The hierarchical team-model has two roles implemented with two be-
havioural models: a) the AAV-boss which is in charge of interpreting the requests
from the CC and deciding which team-member should be assigned to achieve
the goal; b) the AAV-subordinate which receives messages from his boss, first
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requesting to estimate their cost for achieving the goal, and then to accept/refuse
proposals for assuming the goal. Subordinates might refuse proposals when they
do not have the necessary means to achieve it, however the final decision to as-
sign the goal correspond the boss. Deadlines for expected answers and deadlines
for taking decisions are similar to the AMAS model. The information model is
the same as for AMAS, goal and tasks might also be shared, however the boss
role is implemented with 15 rules, and the subordinate role with 6 rules.

The system is implemented in java. It may run in a central node or in a
network of processing nodes with OS windows/linux and virtual machine Java
6.xx. The rule processor used for implementing the deliberative agent pattern is
based on Drools 5.x. and communication among AAVs is done through RMI. A
public version will be available for demonstration during the conference.

3 Experimental Results

Metrics to assess both the model and the implementation approach using the
deliberative architecture considers two main aspects: functional conformity and
performance. Functional conformity focus on the quality of goal allocation, and
goal distribution among team members. Performance considers the time needed
for the team to assume goals for helping victims requested by the CC. Metric
values have been gathered from testing experiments considering the following
parameters: i) the team size and the number of victims to rescue; ii) the frequency
of messages sent by the CC in order to assess the response of the team face up
to stressing requests; iii) deployment in different processing nodes to assess the
impact of real parallel processing and communication.

Experimentation in one central node has been done in a processor AMD Phe-
nom II X4 at 3,20 GH with 4MB Ram and SO Windows 7. The two additional
nodes for distributed experiments are based on Intel core I7 at 2,20 Ghz with
8Gb of Ram, SO windows 7 , and AMD Turion X2 at 2 Ghz , 2Gb of Ram and
SO Windows XP. The most significant results are summarized below.

The AMAS model works as expected in situations where the CC sends
requests at frequency greater than the time needed for deciding the responsibility
to assume the goal. As the time required to take decisions increases with the size
of the team, deadlines for waiting responses and for taking decision should also
be increased to synchronize goal resolution. When deadlines are not met the
same goal might be assumed by two or more team members, however this rarely
happens. Tie-brakes for cost evaluation are satisfactorily solved.

Fig. 2 shows performance results for AAVs deployed in one central node and
deployed in 3 nodes. Time for allocating goals is quite similar. Stressing requests
degrade team performance due to the perturbation caused by the interpretation
of incoming requests during collective decision making.

The first consequence of increasing the frequency of CC requests is desynchro-
nising the process for achieving goals. CC messages are received at different time
and processed at different speed by team-peers. When a team-member receives a
request from the CC, it retrieves the victim’s priority and generates new goals for
helping the victim and for deciding who should assume that goal. If the priority
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Fig. 2. AMAS model goal assignment

Fig. 3. AMAS model versus Hierarchical model

of the new victim is higher than the victim which decision is trying to achieve,
it delays the resolution of the current goal and starts a new decision process
to help this new victim. It is assumed that their team-mates will do the same,
consequently it estimates its cost to achieve the goal and send it to its compan-
ions. However it happens that team-peers receive cost estimations and requests
for sending its estimations before the message from the CC was processed. This
lack of synchronization might lead to various peers taking the responsibility to
assume the same goal. To deal with this situation, the peer receiving cost esti-
mations, or requests for sending estimations about unknown victims, acts as if it
were informed by its peer about the CC request. It trusts peer’s information, and
then it generates the goals and starts participating in the decision process. When
the CC request arrives interpretation is already done. If the CC request can-
not be received the AAV has been indirectly informed through its team-mates.
Goal desynchronisation delays decisions due to multiple interruptions during the
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decision process, and consequently decrease team-performance but the goals still
allocated correctly. Experimentation shows (see Fig. 2) progressive degradation
of performance when stressing demand increase, however quality still assured.
This confirms the robustness of the model.

Performance of the hierarchical model compared to the AMASmodel is in Fig. 3.
Centralization of CC message interpretation and decision making facilitates con-
flict resolution reducing the number of messages needed for goal assignment. Per-
formance with respect to the AMAS model is shown in Fig. 3. It is 10 times faster
than AMAS model, however stress has more impact in its performance. Stressing
requests degrades performance by a factor of 3,3 while the impact in the AMAS is
of 1,6. The main weakness of this model concerns robustness since the efficiency of
the team is dependent on boss decisions. If the boss fails or communication among
the boss and the subordinates fails, the team became inactive.

4 Conclusions and Future Challenges

Experimentation with decision models using deliberative architecture requires
availability of engineering tools facilitating quick development, deployment and
evaluation. Face to the wide range of papers devoted to team modeling, avail-
ability of systems allowing verification and extension of these models are scarce.
Work have faced two related challenges: model validation taking into account re-
alistic constraints, and engineering evaluation mainly focused on the utilization
of heavy deliberative architecture for controlling the behaviour of complex enti-
ties such as AAVs. Experimentation has gone beyond “best cases” to be focused
on stressing test cases in order to validate key aspects of cooperative decision
making such as performance, quality and robustness. The most significant results
are obtained in worse case scenarios were team-members should face up with
internal failure, communication failure, and stressing requests. AMAS perfor-
mance is significantly lower than the hierarchical model; however this weakness
might be compensated by higher robustness. Stress decrease performance in both
models, most significantly in the hierarchical model, but quality is guaranteed.
Utilization of encapsulated deliberative architecture facilitates high level mod-
eling, and the traceability of the collaborative decision making process, then
allowing incremental development and bridging the gap between analysis design
and implementation. Seemly creation of multiple parallel instances can be done
without penalizing deployment and performance.

The current system is made up of open source, reusable, components provided
by ICARO . Extensibility, manageability, integration and deployment might be
done with most popular IDEs. This paves the way to the development and ex-
perimentation with new team models were teammates might change dynamically
their role. For example, the implementation of a team which starts hierarchical
but becomes AMAS when the boss looses connection with their peers, can be
done without significant effort. Other models such as selecting a new boss or
creating partial hierarchy for big teams might be quickly developed.

Future work aims to go beyond simulation to validate the models incorporated
into actual AAVs evolving in a physical environment.
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Abstract. This paper presents the integration of the tracing model TRAMMAS 
in an agent platform called PANGEA. This platform allows to developed mul-
tiagent systems modeled as Virtual Organizations. The concepts of roles, organ-
izations and norms are fully supported by the platform assuring flexibility and 
scalability. Before TRAMMAS, this platform uses a Sniffer Agent to trace the 
information reducing its scalability as a centralized mechanism. TRAMMAS 
proposes the use of event tracing in multiagent systems, as an indirect interac-
tion and coordination mechanism to improve the amount and quality of the in-
formation that agents can perceive in order to fulfill their goals more efficiently. 
Moreover, the event tracing system can help reducing the amount of unneces-
sary information. 

Keywords: agent platform, multiagent systems, virtual organizations, IRC  
protocol, tracing systems. 

1 Introduction 

Distributed multi-agent systems (MAS) have become increasingly sophisticated  
in recent years, with the growing potential to handle large volumes of data and  
coordinate the operations of many organizations [21]. In these systems, each agent 
independently handles a small set of specialized tasks and cooperates to achieve the 
system-level goals and a high degree of flexibility [10]. Multiagent systems have 
become the most effective and widely used form of developing this type of applica-
tion in which communication among various devices must be both reliable and effi-
cient. One of the problems related to distributed computing is message passing, which 
is in turn related to the interaction and coordination among intelligent agents. Conse-
quently, a multiagent architecture must necessarily provide a robust communication 
platform and control mechanisms.  
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This article presents a multiagent platform based on a Virtual Organization (VO) 
paradigm. In this paradigm, the social behavior (based on abstractions such as norms, 
teams, organizations, roles, commitments, etc.) plays and important role and it has to 
be incorporated as a decentralized mechanism. This platform called PANGEA (Plat-
form for Automatic coNstruction of orGanizations of intElligent Agents) includes a 
robust communication model that allows intelligent agents to connect from a variety 
of devices. On the other hand, TRAMMAS is a tracing model that is incorporated to 
the platform to improve the amount and quality of the information that agents can 
perceive from both their physical and social environment, in order to fulfill their goals 
more efficiently. 

The remainder of the paper is structured as follows: the next section introduces 
some previous works made in tracing systems. Section 3 presents an overview of the 
TRAMMAS model. Section 4 explains the inclusion of TRAMMAS inside 
PANGEA. Next, Section 5 presents a case study and some results. Finally, Section 6 
shows some conclusions. 

2 Related Work 

The tracing systems within the multiagent architectures have been traditionally used 
for tasks of “debugging” and the control of certain agents’ behavior. 

The most outstanding example of this case is the Sniffer Agent and the Introspecter 
Agent of JADE [23]. The Sniffer Agent allows registering all the messages sent and 
received by the MAS and later, by means of a log file, to examine its content. The 
Introspecter Agent allows knowing all the events related to the life cycle of an agent, 
the messages sent and received as well as its behavior. Nevertheless, in this model all 
the communication flow is centralized and must pass through this agent to be ana-
lyzed and later, registered. Once the information is in the log files, humans must study 
it since is not prepared for the treatment by agents. The own agents cannot extract log 
information and the procedure cannot be automated. JADEX [8] provides a Conversa-
tion Center, which allows a user to send messages directly to any agent while it is 
executing and to receive answers to those messages from a user-friendly interface. 
The JACK [7, 12] multiagent platform supports monitoring communication between 
agents by means of Agent Interaction Diagrams. It also provides a Design Tracing 
Tool, to view internal details of JACK applications during execution, and a Plan  
Tracing Tool, to trace the execution of plans and the events that handle them. Other 
examples of tracing facilities provided by platforms are ZEUS’s [13] Society Viewer 
and Agent Viewer, which display organizational inter-relationships among agents  
and their messages and agent’s internal state. Also, JASON [11] provides a Mind 
Inspector tool to examine agents’ internal state. 

Apart from those tools provided by multiagent platforms themselves, there are 
many tracing facilities provided by third party developers. This is the case of Java 
Sniffer [14], developed by Rockwell Automation based on JADE’s Sniffer Agent. 
Another third party tool based on JADE’s Sniffer Agent is ACLAnalyser [16], which 
intercepts messages interchanged by agents during the execution of the application 
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and stores them in a relational database, which can be lately inspected to detect social 
pathologies in the MAS. These results can be combined with data mining techniques 
to help in the multiagent system debugging process [17]. MAMSY, the management 
tool presented in [18] lets the system administrator monitorize and manage a MAS 
running over the Magentix multiagent platform [19]. MAMSY provides graphical 
tools to interact with the MAS and visualize its internal state at run time. In [20], the 
authors describe an advanced visualization tools suite for MAS developed with 
ZEUS, although the authors also claim these tools could be used with Common-
KADS. 

As previously mentioned, the multiagent system that is proposed is based on Vir-
tual Agent Organizations [6]. Consequently, the PANGEA platform makes it possible 
to create open systems that resolve the inflexibility of a multiagent system. The new 
open and collaborative architectures require a control focused on the interaction and 
global knowledge rather than autonomous behaviors. For this reason, traceability has 
become a key point for the distributed knowledge. As it can be appreciated, tracing 
facilities in MAS are usually conceived as debugging tools to help in the validation 
and verification processes. It is also usual to use these tracing tools as help for those 
users which have to understand how the MAS works. Thus, generated events are de-
signed to be understood by a human observer who would probably use them to debug 
or to validate the MAS and tracing facilities are mostly human-oriented in order to let 
MAS users work in a more efficient and also comfortable way. Some multiagent plat-
forms provide their own tracing facilities, although there is also important work car-
ried out by third party developers. However, even those tracing facilities which were 
not designed by platform developer teams are usually designed for a specific multia-
gent platform. This reason leads us to integrate TRAMMAS with our platform to 
probe its independency and to achieve a distributed way to share knowledge  
between our PANGEA agents in a distributed way. 

3 TRAMMAS Overview 

Multiagent systems can be considered to be formed by a set of tracing entities or 
components which are susceptible of generating and/or receiving certain information 
related to their activity as trace events. A trace event is a piece of data representing an 
action which has taken place during the execution of an agent or any other component 
of the multiagent system. Each trace event has these attributes [14]: 

• Event type: Trace events can be classified according to the nature of the informa-
tion which they represent. This event type is necessary for tracing entities in order 
to be able to interpret the rest of the data attached to the trace event. 

• Time stamp: Global time at which the event took place, necessary to be able to 
chronologically sort events produced anywhere in the multiagent system. 

• Origin entity: The tracing entity which originated the event. 
• Attached data: Additional data which could be necessary to correctly interpret the 

trace event. The amount and type of these data will depend on the event type. 
Some trace events may not need any additional information. 
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Tracing entities can be considered to be playing two different tracing roles. When 
they are generating trace events, tracing entities are considered Event Source entities 
(ES). When they are receiving trace events, tracing entities are considered Event Re-
ceiver entities (ER). Any tracing entity can start and stop playing any of these two 
roles, or both, at any time. 

This architecture considers three different kinds of tracing entities: Agents, arti-
facts and aggregations. 

On the one hand, agents are all those autonomous and proactive entities which de-
fine the multiagent system behavior. On the other hand, artifacts are all those passive 
elements in the multiagent system (databases, physical sensors and actuators, etc.) 
susceptible of generating events at run time or receiving them as an input [25]. Arti-
facts can combine in order to perform more complex tasks, generating or receiving 
trace events as a tracing individual. From the point of view of the tracing system, 
these combinations of artifacts are also modeled as single artifacts. 

If the multiagent system supports aggregations of agents (or agents and artifacts), 
such as teams or organizations, then such aggregations are considered by the tracing 
system as single tracing entities, in the sense that trace events can be generated from 
or delivered to these entities as tracing individuals. Agents and artifacts within an 
aggregation are still tracing entities and thus, they can also generate and receive trace 
events individually, not only as members of the aggregation. 

From the point of view of the architecture, the multiagent platform can be seen  
as a set of agents and artifacts. Therefore, the components of the platform are also 
susceptible of generating and receiving trace events. 

When a tracing entity is playing the ER tracing role, the tracing system provides it 
with a stream, which can be seen as a special mailbox where the Trace Manager de-
livers the trace events for this ER entity. These streams can either be pieces of memo-
ry or log files. In both cases, the ER entity which owns the stream has to limit its size 
in order not to overload its resources. 

Event types are modeled in this architecture as tracing services. A tracing service is 
a special service which is offered by an ES entity to share its trace events, in a similar 
way to a traditional service. Each ES entity can offer different tracing services, and 
the same tracing service can be offered by many different ES entities. 

As with traditional services, when an ER entity is interested in receiving trace 
events of a specific event type, which are generated by a given ES, it has to request 
the corresponding service. From that moment on, the Trace Manager starts recording 
the corresponding trace events and delivering them directly to the ER stream until the 
ER cancels the request. The Trace Manager only records those trace events, which 
have been requested by an ER entity, so that no resources are spent in recording and 
delivering trace events, which have not been requested by any ER entity. 

The Trace Manager provides a list of all the available tracing services and the ES 
entities, which offer them. When an ES entity wants to offer any tracing information, 
it must inform the Trace Manager in order to publish the corresponding tracing ser-
vice so that other tracing entities can request it if they are interested in its trace events. 
When a tracing entity does not want to receive certain trace events anymore it has to 
cancel the request to the corresponding tracing service. 
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In order to let ES entities decide which ER entities can receive their trace events, 
when an ES entity publishes a tracing service, it has also to specify which agent roles 
are authorized to request that service to that ES entity (direct authorization). In this 
way, when an ER entity wants to request a tracing service to an ES, it has to be able to 
assume one of the authorized agent roles. ER entities which are authorized to request 
a tracing service to certain ES entity can also authorize other roles to request the same 
tracing service to that ES entity. This is defined as authorization by delegation. In this 
way, the tracing system maintains an authorization graph for each tracing service 
which is being offered by each ES. This authorization graph is dynamic, since tracing 
entities can add and remove authorizations at run time. When an authorization, direct 
or by delegation, is removed, all those delegated authorizations which depended on 
the removed one are also removed. 

The tracing system does not control which entities can assume each role in order to 
request or to add authorizations for a tracing service. It is the multiagent platform 
which has to provide the necessary security mechanisms no prevent agents from  
assuming inappropriate roles. 

4 Description of PANGEA Including TRAMMAS 

Developing PANGEA, we are looking for a platform that can integrally create,  
manage and control VOs. When launching the main container of execution, the com-
munication system is initiated; the agent platform then automatically provides the 
following agents to facilitate the control of the organization: 

• OrganizationManager: the agent responsible for the actual management of organi-
zations and suborganizations. It is responsible for verifying the entry and exit of 
agents, and for assigning roles. To carry out these tasks, it works with the Organi-
zationAgent, which is a specialized version of this agent. 

• InformationAgent: the agent responsible for accessing the database containing all 
pertinent system information. 

• ServiceAgent: the agent responsible for recording and controlling the operation of 
services offered by the agents. 

• NormAgent: the agent that ensures compliance with all the refined norms in the 
organization. For example, preventing an agent to take an unauthorized role. 

• Sniffer: manages the message history and filters information by controlling com-
munication initiated by queries. 

One of the most important features that characterize the platform is the use of the IRC 
protocol for communication among agents. Internet Relay Chat (IRC) is a Real Time 
Internet Protocol for simultaneous text messaging or conferencing. This protocol is 
regulated by 5 standards: RFC1459 [1], RFC2810 [5], RFC2811 [4], RFC2812 [2] y 
RFC2813 [3]. This allows for the use of a protocol that is easy to implement, flexible 
and robust. The open standard protocol enables its continuous evolution. There are 
also IRC clients for all operating systems, including mobile devices. 
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All messages include the following format: prefix command command-
parameters\r\n. The prefix may be optional in some messages, and required only for 
entering messages; the command is one of the originals from the IRC standard. For 
the diffusion of the defined trace event taking into account the format of the IRC mes-
sages, the event attributes have been included as parameters of the messages. The 
communication platform is able to treat the messages according to its format and to 
distribute them suitably. 

In line with this design, the inclusion of TRAMMAS in PANGEA is relatively 
easy. As previously commented, a tracing service is a special service which is offered 
by an ES entity to share its trace events. Therefore, the unique existing condition is 
that, as far as possible, an ES entity should implement its tracing service as a Web 
Service. This allows the ServiceAgent of PANGEA to offer the services to all the 
agents in the rest of suborganizations. 

An EventTracing Suborganization has been included to create the tracing system. 
Figure 1 shows the agents and its relationships. This suborganization carry out the 
tasks that the model TRAMMAS assign to the Trace Manager. Four agents form the 
suborganization: 

• TraceEntityAgent in charge of registering and managing all the tracing entities. 
• TracingServicesAgent in charge of registering and managing tracing services  

offered by ES entities. 
• SubscriptionAgent, which stores and manages subscriptions to each tracing service 

and ES entity. 
• AuthorizationAgent which stores and manages the authorization needed for each 

tracing service and ES entity. 
 

 

Fig. 1. Platform overview 
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Fig. 2. Interactions between agents in the EventTracing Suborganization 

Figure 2 shows how tracing entities interact with the EventTracing  
Suborganization. 

5 Case Study and Results 

The case study presents an example of VO, where different techniques are used to 
share information among agents. The agents created by PANGEA are implemented 
using different technologies and have different features, among which are the use of 
sensors. Virtual Organizations of agents are an interesting possibility to handle the 
large amounts of data provided by sensors because they can provide the necessary 
capacity to handle open and heterogeneous systems such as those normally found  
in the information fusion process. Several agents in the VO will be deployed on  
computers within a LAN and various agents will be on mobile devices. 

Theoretically, the cost of transmitting the necessary information between them  
can be used to measure the efficiency and scalability of PANGEA platform. It also 
enables to compare the techniques used in the construction of each of the agents. 

Let us consider a VO focuses on people detection, specifically developed for a 
work environment, which can facilitate tasks such as activating and personalizing the 
work environment; these apparently simple tasks are in reality extremely complicated 
for some people with disabilities [24]. 

ZigBee sensors are used to deploy the detection prototype. ZigBee is a low cost, 
low power consumption, two-way wireless communication standard that was devel-
oped by the ZigBee Alliance [22]. It is based on the IEEE 802.15.4 protocol, and 
operates on the ISM (Industrial, Scientific and Medical) band at 868/915MHz and a 
2.4GHz spectrum. 
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The proposed proximity detection system is based on the detection of presence by 
a localized sensor called the control point which has a permanent and known location. 
Once the Zigbee tag carried by the person has been detected and identified, its loca-
tion is delimited within the proximity of the sensor that identified it. Consequently, 
the location is based on criteria of presence and proximity, according to the precision 
of the system and the number of control points displayed. The parameter used to carry 
out the detection of proximity is the RSSI (Received Signal Strength Indication), a 
parameter that indicates the strength of the received signal. This force is normally 
indicated in mW or using logarithmic units (dBm). 0 dBm is equivalent to 1mW. 
Positive values indicate a signal strength greater than 1mW, while negative values 
indicate a signal strength less than 1mW [24]. 

In our Case Study we have a distribution of computers and laptops in a real office 
environment, separated by a distance of 2 meters. The activation zone is approximate-
ly 90cm, a distance considered close enough to be able to initiate the activation 
process. It should be noted that there is a “Sensitive Area” in which it is unknown 
exactly which computer should be switched on; this is because two computers in close 
proximity may impede the system’s efficiency from switching on the desired comput-
er. Tests demonstrate that the optimal distance separating two computers should be at 
least 40cm. 

The agents share certain information about the state of the sensors so that other 
agents can carry out the detection in an optimal way. For instance, important increases 
in the RSSI of sensors may be indicative of a proximity to a computer and so on. 

The example considers the transmission of relevant information of sensors between 
agents which may be interested. The internal reasoning process by which agents re-
ceive information from sensors is out of scope of this work. The case study will be 
considered to be in a general situation where there are nsens agents in charge of  
controlling n sensors in the system and there is a total amount of nrem remarkable  
situations to be reported to agents. Table I shows the number of transmissions as a 
function of the number of remarkable situations occurred in the system. The number 
of transmissions in the worst case is in the same order for both techniques (broadcast 
and the EventTracing Suborganization). However, the best case is constant for event 
tracing while it is higher using broadcasting. 

Table 1. Summary of best and worst case costs as a function oft he number of Nsens agents for a 
constant number of remarkable situation (Kremarkable) 

Number of transmissions for nrem situations 

 Best Case Worst Case 

Broadcast kremarkable*(2+nsens) kremarkable*(2+nsens) 

EventTracing 
Suborganization 

0 kremarkable*(2+nsens) 

 

Results show that the event tracing technique provides a way to coordinate differ-
ent agents in charge of sensors without having to contact directly with none of them. 
The amount of information interchanged among agents in the system is reduced to the 
minimum necessary, which makes the system more efficient and scalable. 
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6 Conclusions 

This paper has presented a platform called PANGEA, which has been improved 
thanks to TRAMMAS. PANGEA has great potential to create open systems, and 
more specifically, virtual agent organizations. This architecture includes various tools 
that make it easy for the end user to create, manage and control these systems. One of 
the greatest advantages of this system is the communication platform that, by using 
the IRC standard, offers a robust and widely tested system that can handle a large 
number of connections, and that additionally facilitates the implementation for other 
potential extensions. Before TRAMMAS, the Sniffer agent offers services that can be 
invoked to study and extract message information but this was centralized and limited 
if we want to create a platform for building Large-Scale Agent-Based Systems. 

TRAMMAS offers an additional indirect communication mechanism which lets 
agents and other entities in the system generate trace events, as well as receiving 
events generated by other entities. The incorporation of this model to PANGEA has 
improved the way in which entities and agents perceive each other and their environ-
ment, which in turn improves the way in which high-level social abstractions can be 
developed and incorporated to the multiagent system. 

Finally, the event tracing suborganization can help reducing the amount of unne-
cessary information which has to be transmitted and processed, while keeping agents’ 
internal logic as simple as possible and thus, contributing to the scalability and feasi-
bility of VOs. 
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Abstract. In n-player games a focal player may choose n− 1 players to play a
round of the game. It makes sense that this choice might be informed, meaning
that the focal player tries to choose the best n− 1 players from the population.
Reputation is a mechanism that allows such informed choice. In this paper we
present a private reputation mechanism that can be applied to any n-player game.
Our solution targets the case when a player cannot identify the partner responsible
for his payoff. Players collect information from previous interactions and build
an imprecise reputation of their candidate partners. This information is used in
future interactions to select the best partners. Results show that when there are
not enough good partners, our mechanism is able to select the top n − 1 best
partners.

Keywords: partner selection, cooperation, reputation.

1 Introduction

Cooperation dilemmas appear in a variety of social situations [2]. The dilemma can
be solved if a player can choose partners that are cooperative. This has been shown
in 2 player game models (e.g. [1]) and in n-player games (e.g. [9]). However in the
beginning of interaction, players do not know each other. Therefore they need a means
to obtain information about the cooperating character of potential partners.

In order to evaluate some entity, one can assign it a reputation. This involves repeated
interactions with that entity [2]. A reputation value can be formed by the interactions
one has with that entity, by observing the interactions of the entity with some third-party,
or by obtaining information from some third-party. This may be called the reputation
obtention process.

Using reputation information a player may select the most reputed partners when
forming a team to play a game or, in general, to engage in some cooperating activity.
In such models, dynamics will tend to a state where a focal player only interacts with
cooperators. A problem may arise if there are not enough cooperators, for instance if
some potential partners behave stochastically. In such cases, a player has to find the best
partners.

In this paper we improve a generic partner selection model [9] augmenting it with a
reputation mechanism including the reputation obtention process. The previous model
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is generic in the sense that is applicable to any n-player game. However, it behaves
poorly when there are fewer than n − 1 cooperators. The reputation mechanism we
develop addresses the problem of selecting the top n− 1 best partners.

We assume that the player only uses his payoff in order to build a partner reputation.
Such reputation can be considered imprecise because the player does not know each
partner’s actions. This model maintains the generality property in the sense that it can
be used with any n-player game.

2 Related Work

In our approach a player obtains a reputation representation of other players from
results of games he played with them. Reputation is then used by a focal player to
choose partners whenever needed. If a player chooses partners with higher reputation he
should benefit his outcome in the game. Similar approaches have been followed to study
evolution of cooperation [11,13], sometimes combined with other features such as
punishment [3] that favour emergence of cooperation.

Previous work [14] has investigated partner choice based on binary reputation of
players, in the Prisoner’s Dilemma (PD) game. However, a binary reputation is too
coarse and does not allow a gradation of reputation. This gradation seems to better
correspond to real situations where a binary classification is seldom realistic.

When players assess their peers, this information may be shared with others. This
is used in artificial markets where sellers and buyers rate each other [5,6]. Sabater and
Sierra [15] review some models of computational reputation management. They present
models where reputation is built from direct interactions or from information given
by others. These, as well as other works on player reputation [7,12] require perfect
identification of players.

Kreps and Wilson [8] study the effect of imperfect information about players payoffs
in building a reputation about opponents strategies. This is applied to firms competing
for a market, in a scenario with a dominant firm and others that, one at a time, may chal-
lenge the dominance. Brandts and colleagues [4] made a similar study in loan decision
making.

However all these cases use two player games. In [16] a Public Good Provision
(PGP) game of three players is used with reputation. A focal player gets perfect knowl-
edge of his neighbors actions in a network of contacts and, for each round, he can
choose two partners based on their reputation. The measure of reputation is the number
of cooperative actions a player has performed. A similar measure is also used in [10] in
a 5-player PGP, also with perfect reputation information.

In the case we are addressing a player does not obtain direct information about indi-
vidual actions of his partners. We consider that a player only obtains information from
his own payoff. This means that he cannot directly identify partners that have not coop-
erated, nor obtain some kind of signal from them. This is a situation that often occurs
in human interaction. In a group of people sometimes is not possible to pinpoint who
shirked from contributing. We find that for instance in a n-player snow-drift type game.
Suppose a bus that has to be pushed by several individuals. No one knows exactly if a
specific individual is cooperating. One can only assess the global outcome in the form
of the progress of the bus.
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To the best of our knowledge no previous research has dealt with imperfect reputation
information in n-player games. This happens for instance in a PGP game when only the
player’s own payoff is known without access to the individual actions of the players.
In such case, the only situation with perfect information is when all players cooperate.
Otherwise each player has an uncertainty about the other n−1 players’ actions. One or
more of them may have defected. Our work tackles this situation in two ways from the
point of view of the focal player. One is to have the player using imperfect reputation
knowledge to choose his successive partnerships, and the other is to have him gathering
individual reputation information from the result of a PGP type game.

We chose a private reputation model that extends the random partner selection model
described in [9]. In the present work, a player associates to each potential partner a
single value that measures his utility. This value is updated from direct interactions with
partners, considering all partners in a game as equally responsible for the outcome. Our
classification system is independent of the game being played, which contrasts with
others [3] that are game specific.

3 Model Description

We describe the proposed reputation mechanism that was built on top of a partner selec-
tion model. We begin by describing the main features of this model (for details see [9])
and finish with the description of the new model using the reputation mechanism.

3.1 Random Partner Selection

Whenever a focal player needs to play a game, he selects one of the combinations of
partners stored in vector c. Each combination has a probability of being selected. This
probability is stored in vector p. The length of these vectors is represented by parameter
l, pool size. In this model, when a focal player selects his game partners, they cannot
refuse playing.

After a player has played the game with partner combination ck, he compares the
utility obtained u with utility threshold uT . If the utility is higher or equal than the
threshold, no changes occur. If the utility is lower than the threshold, the corresponding
probability is decreased by factor δ , and the combination is replaced. The following
equation represents the probability update policy for the used combination k:

pt+1
k =

{
δ pt

k if u < uT

pt
k if u ≥ uT

. (1)

The probabilities of other combinations are updated as follows (to maintain unit sum):

pt+1
i =

⎧⎨⎩pt
i +

(1− δ )pt
k

l − 1
if u < uT

pt
i if u ≥ uT

. (2)

The used combination is replaced by a new one if the utility is lower than uT :

ct+1
k =

{
rnd(C ) if u < uT

ct
k if u ≥ uT

. (3)
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If a new combination is to be added, it is previously checked against the ones in the
combination vector. If it is identical to any of those, a new one is drawn until it is
unique. The overall behaviour of this model is that good combinations remain in the
probability vector because they are not replaced and absorb the probabilities of bad
combinations.

3.2 Partner Selection with Reputation

In the new model, reputation is used only when a new combination must be drawn in
order to replace a combination deemed unacceptable. To represent reputation, a focal
player assigns a weight to each possible partner. These weights are stored in vector
w. When a new combination is drawn, the probability of partner i being selected is
proportional to his weight:

P(X = i) =
wi

∑ j w j
. (4)

Therefore a weight represents the desire to choose the corresponding player as a part-
ner. It can be considered as his reputation. Higher values mean a partner has a higher
reputation and thus should be chosen more often.

We consider that the n-player game does not allow the focal player to identify the
partner that has done a particular action. In light of equation (4), the model assumes
that a player can correctly identify the partners in a combination.

Weights are updated after knowing the result of playing a game with selected com-
bination ck according to:

wt+1
j = wt

j(1− pt
k)+ (u− u)pt

k , (5)

where j ∈ ck and u is the lowest utility obtainable by the player.
The initial value of the weight vector may depend on the game. An optimistic ap-

proach is to define every initial weight to be the utility obtained by a player using a
strategy belonging to a Pareto Optimum profile. This is tantamount to consider that all
players are cooperative until shown otherwise.

Weight domain is the domain of the utility, but translated by u in order to always
have positive weights even when the game has negative values. We can interpret the
dynamics of equation (5) as assigning to any partner the utility the focal player obtained
while playing with him, discounted by probability pk associated to the combination ck

where the partner is.
Algorithm 1 details the partner selection based on reputation. The parameters of the

algorithm are the strategy s used by the player, his set of candidate partners
N , the game he is going to play, G , and the parameters of the partner selection model:
pool size l, probability update factor δ , utility threshold uT , and d that is a boolean
indicating whether combinations in the vector are all distinct or repetitions are
allowed.

Figure 1 lists the parameters of the model 1a and sketches the player architecture 1b.
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Require: s, N , G , l, δ , uT , d
w0 ← f (G )
p1 ←{p1

i : p1
i = 1/l ∧1 ≤ i ≤ l}

c1 ←{c1
i : c1

i = rnd(C )∧1 ≤ i ≤ l}
w1 ←{w1

α : w1
α = w0 ∧α ∈N }

for t = 1 to NI do
select combination of partners from ct using pt

play game G and obtain u
compute pt+1 using equations (1) and (2) with δ , uT and u
compute ct+1 using equation (3) with wt , uT , u and d
compute wt+1 using equation (5)

end for

Algorithm 1. Partner selection with reputation model algorithm

Environment
G n-player game
N set of candidate partners

Player
s strategy for game G
l pool size
δ probability update factor
uT utility threshold
d distinct combinations flag
p probability vector
c combination vector
w weight vector

(a) Parameters.

player partners

c αi1 αi2 · · ·αin−1 . . . cl

p 0.1 . . . pl

w 1.2 4.5 . . .
α1 α2 . . .

s δ uT d

�

�

�

�

�

�

�

�

α1
α2
α3
...

(b) Architecture.

Fig. 1. Player description. The table shows the parameters that effect the player.

4 Experimental Analysis

4.1 Analysis Description

In order to evaluate the partner classification model, we have performed an experimen-
tal analysis of algorithm 1. We have varied some of the required parameters of the
algorithm, namely the set of candidate partners N , the number of players in game
G , pool size l, probability update factor δ , and whether the combination vector has re-
peated combinations or not, d. Parameters l, δ and d are intrinsic to the partner selection
model and are independent of the game G . The tested values of these parameters are
shown in Table 1a.

As the focus of this paper is the partner classification model and not any particular
game G , we have used an abstract game. Players are characterised by a probability to
act acceptably. In this game there are only two payoffs: one if all players act acceptably,
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zero otherwise. With this choice of game payoff, parameter uT was set to an arbitrary
value between zero and one (exclusive). The number of players, n, varied between three
and five (see Table 1b).

The set of candidate partners N had always eight distinct partners, with varying
degrees to act acceptably. Several sets N were tested. Their compositions are shown
in Table 1d. In sets N1 to N3 the probability to act acceptably varies linearly, each
set including one partner with probability one. In set N4 there are two linear groups
of partners: one with probabilities from 0.5 down to 1/8, and the other group with
probabilities from 1 down to 29/32.

Table 1. Parameters values used in the two sets of experiments

(a) Partner selection algo-
rithm.

l 4 6 8 10
δ 0 0.2 0.4 0.6 0.8
d true false

(b) Game.

n 3 4 5

(c) Other parameters.

NI number of iterations 10000
NR number of runs 30

(d) Candidate partners. Numbers represent probability to behave
acceptably.

N1 {1/8 2/8 3/8 4/8 5/8 6/8 7/8 1}
N2 {9/16 10/16 11/16 12/16 13/16 14/16 15/16 1}
N3 {25/32 26/32 27/32 28/32 29/32 30/32 31/32 1}
N4 {1/8 2/8 3/8 4/8 29/32 30/32 31/32 1}

Each run of the algorithm consisted in NI iterations. For each parameter combina-
tion we ran the algorithm a certain number of runs, NR, in order to obtain statistical
significant data. The values of these parameters are shown in Table 1c.

We ran two sets of experiments. In the control set we only used random selection of
partners, i.e., the weight vector was absent from the player architecture, see Fig. 1. In
the reputation set we used partner selection with reputation. The purpose of these two
sets was to assess the influence of the reputation model.

An aspect related to the implementation of the weight update policy pertains the pos-
sibility of zero weights. It may happen that all weights drop to zero as a consequence
of a series of games where the player always obtained the lowest payoff, see equa-
tion (5). After such series, there is an indeterminacy in equation (4). However, in this
state all partners should have the same probability of being selected. To circumvent this
problem, weights are never allowed to drop to zero, but are instead set to ε .

4.2 Experimental Results

During a run of algorithm 1, we recorded in each iteration the partners selected by
the focal player, and the payoff obtained by the focal player. Figures 2 and 3 show a
summary of this data, respectively.
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Regarding the partners selected by the focal player, the major result is that in the rep-
utation experiments the focal player selects more often the partners with higher prob-
ability. In the control experiments all partners are usually selected the same number
of times. Due to space limitations we only depict a few cases. Figure 2 shows results
from simulations with candidate partners N1 and N4 , with probability and combina-
tion vectors size set to l = 10, with probability update factor set to δ = 0.8, and with
distinct (d = true) or repetitions (d = false) in the combination vector. The vertical axis
shows the percentage of the number of games played between the focal player and some
partner, shown on the horizontal axis.

Results of N4 with d = true (not depicted) are similar to those of N1 in the same
conditions. For d = false we clearly notice a difference in the selection preference be-
tween the two probability groups in N4, which does not happen in N1 (not depicted).
Results from N2 and N3 and for other values of parameters follow the same pattern of
dependency on the partner probabilities of acceptable behaviour.

Figure 3 shows the payoff obtained by the focal player along the iterations. Each
point was obtained by averaging payoffs of NR runs. Afterwards, we averaged points
within a sliding window with a size of 30 iterations, to better observe tendencies. When
we compare the results from reputation experiments and control experiments, the payoff
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Fig. 2. Percentage of games played by focal player versus partner probability. Parameters values
in both plots are δ = 0.8, l = 10 and n = {3,4,5}. Top: N1 and d = true. Bottom: N4 and d =
false The numbers in the horizontal axis represent partner’s probability for each of the candidate
partners (see Table 1d). Bars represent results from reputation experiments (letter R in the key),
while points represent results from control experiments (letter C in the key). Each value is the
average result of NR runs.
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Fig. 3. Focal player payoff versus iteration, truncated at 1000 iterations for better visibility (from
then on values are stable). Parameters values in both plots are δ = 0.8, l = 10 and n = {3,4,5}.
Top: N1 and d = false. Bottom: N4 and d = true. Lines represent results from set reputation
(letter R in the key), while points represent results from set control (letter C in the key). Data is
the average result of 30 runs.

obtained in the first set is always higher. This means that reputation improved the focal
player’s payoff. The plots also show a rapid increase of this payoff which stabilises
before 200 iterations.

5 Discussion

We have performed experiments with a reputation model that was built on top of a part-
ner selection algorithm. The partner selection algorithm maintains a vector of partner
combinations along their probability to be selected. Good combinations never leave the
vector and absorb the probabilities of bad combinations.

When there are no good combinations, because there are not enough good partners,
the partner selection algorithm will keep drawing combinations with bad and average
partners. To address this problem we have developed a reputation model. This model
is characterised by a weight update policy that does not add a new parameter, but only
depends on the payoff obtained by the player, the partner weight, and the probability of
selecting the combination where the partner is. This greatly reduces the complexity of
the model.

The results showed that the reputation model improved the payoff obtained by the
focal player. This improvement was observed in games with five players. Even when
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there are not enough acceptable players, the reputation model favoured the best n −
1 partners. As for the parameters of the partner selection algorithm, the best results
were observed when the probability update factor was higher and when repetitions were
allowed in the combination vector. When all combinations had to be distinct, there could
be some bad partner combinations in a larger combination vector.

6 Conclusions

In n-player cooperation it is not always possible to identify individual behaviours. This
causes an indetermination in case some player fails to cooperate. However even in such
a stringent situation it may possible for a focal player to gather information about other
players’ strategies, by gradually forming their reputations. To model this problem we
considered a PGP type game: when all players cooperate the payoff is one, otherwise it
is zero.

Reputation for each game partner is obtained from the payoff obtained in successive
games where he participates. This results in a pessimistic approach with all players
from a group of n− 1 being penalized in case at least one of them defects. When the
focal player needs to choose a new partner combination, the probability of choosing a
player as partner is proportional to his reputation.

Results show that this reputation information, for slight it might be, enables higher
payoffs for the focal player. Payoff differences between experiments using the reputa-
tion model and control experiments decrease with increasing number of partners n.

Future work will focus on experimenting different reputation assignments and on
other partner selection procedures. The number n of players in a game may influence
the modifications to the current reputation. With higher n the modification of an indi-
vidual reputation should be lower than with smaller n because the uncertainty about
individual responsibility in a negative result is higher. Partner selection taking into ac-
count reputation values can me made more or less greedy and this may have significant
influence in the results.

In this paper we analysed the behaviour of a focal player with constant partners. We
intend to analyse the behaviour of a dynamic population of players all of them being
able to initiate a game and selecting their partners. This means that the set of candidate
partners also changes, which is akin to an open environment.
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Abstract. We present an integration of rational moral reasoning with emotional 
intelligence. The moral reasoning system alone could not simulate the different 
human reactions to the Trolley dilemma and the Footbridge dilemma. However, 
the combined system can simulate these human moral decision making process-
es. The introduction of affect in rational ethics is important when robots com-
municate with humans in a practical context that includes moral relations and 
decisions. Moreover, the combination of ratio and affect may be useful for  
applications in which human moral decision making behavior is simulated, for 
example, when agent systems or robots provide healthcare support. 

Keywords: moral reasoning, machine ethics, cognitive modeling, cognitive  
robotics, emotion modeling, emotional computing. 

1 Introduction 

Due to a foreseen lack of resources and healthcare personnel to provide a high stan-
dard of care in the near future [24], robots are increasingly being used in healthcare. 
By providing assistance during care tasks, or fulfilling them, robots can relieve time 
for the many duties of care workers. Previous research shows that robots can genu-
inely contribute to treatment. For example, Robins et al. [20] used mobile robots to 
treat autistic children. Wada and Shibata [23] developed Paro, a robot shaped like a 
baby-seal that interacts with users to encourage positive mental effects. Interaction 
with Paro has been shown to improve users’ moods, making them more active  
and communicative with each other and caregivers. Banks, Willoughby and Banks  
[2] showed that animal-assisted therapy with an AIBO dog helped just as good for 
reducing loneliness as therapy with a living dog. 

As their intelligence increases, robots increasingly operate autonomously. With 
this development, we increasingly rely on the intelligence of these robots. Because of 
market pressures to perform faster, better, cheaper and more reliably, this reliance on 
machine intelligence will continue to increase [1]. These developments request that 
we should be able to rely on a certain level of ethical behavior from machines. As 
Rosalind Picard [17] nicely puts it: ‘‘the greater the freedom of a machine, the more it 
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will need moral standards’’. Particularly when machines interact with humans, which 
they increasingly do, we need to ensure that these machines do not harm us or 
threaten our autonomy. Therefore, care robots require moral reasoning. We need to 
ensure that their design and introduction do not impede the promotion of values and 
the dignity of patients at such a vulnerable and sensitive time in their lives [22]. 

As a first step to enable care robots in doing so, Pontier and Hoorn [19] developed 
a rational moral reasoning system that is capable of balancing between conflicting 
moral goals. The three moral goals considered in the system were respecting  
autonomy, beneficence, and non-maleficence.  

In the well-known theory in biomedical ethics of Beauchamp & Childress [3],  
justice is added as the fourth moral principle. This is the primary value underlying 
ethical decisions in using utilitarian or Kantian theory [16]. Care providers may want 
decision-support systems to assist in allocating resources (i.e., linking the patient to 
the doctor that serves its needs best). During this process, dilemmas or ‘wicked  
problems’ might emerge which involve questions about how resources can be distrib-
uted fairly among patients. In entertainment settings, questions about fairness may 
arise as well; for example, a companion robot may have to decide on which person it 
should direct its attention. In accordance with the above described considerations, we 
added justice as a fourth moral principle to the system.  

Thereby we match to the principlism of Beauchamp & Childress [3]. However, this 
theory has been criticized for being one-sided. It focuses on balancing principles 
through rational argumentation. Thereby it may lead to underexposing the role of 
social processes of interpretation and communication [15]. This criticism is in line 
with current research in moral psychology, which emphasizes the role of social proc-
esses in moral decision making. 

For decades, research on moral judgment has been dominated by rationalist mod-
els, in which moral judgment is thought to be motivated by moral reasoning. How-
ever, more recent research indicates moral reasoning is just one of the factors motivat-
ing moral judgment. According to some researchers, moral reasoning is even usually 
a post hoc construction, generated after judgment has been reached (e.g., [9]). 

Both reason and emotion are likely to play important roles in moral judgment. 
Greene et al. [8] find that moral dilemmas vary systematically in the extent to which 
they engage emotional processing and that these variations in emotional engagement 
influence moral judgment. Their study was inspired by the difference between two 
variants of an ethical dilemma: the Trolley dilemma and the footbridge dilemma. 

In the Trolley dilemma, a runaway trolley is headed for five people who will be 
killed if it proceeds on its present course. The only way to save them is to hit a switch 
that will turn the trolley onto an alternate set of tracks where it will kill one person 
instead of five. Ought you to turn the trolley in order to save five people at the ex-
pense of one? Most people say yes.  

In the Footbridge dilemma, as before, a trolley threatens to kill five people. You 
are standing next to a large stranger on a footbridge that spans the tracks, in between 
the oncoming trolley and the five people. In this scenario, the only way to save the 
five people is to push this stranger off the bridge, onto the tracks below. He will die if 
you do this, but his body will stop the trolley from reaching the others. Ought you to 
save the five others by pushing this stranger to his death? Most people say no. 

According to Greene et al. [8], there is no set of consistent, readily accessible 
moral principles that captures people’s intuitions concerning what behavior is or is 
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not appropriate in these and similar cases. In other words, the different human moral 
decision-making processes in the Trolley dilemma and the Footbridge dilemma (and 
similar dilemmas) cannot be explained by rational principles alone. Therefore, human 
moral-decision making processes cannot be simulated in a moral reasoning system 
based on pure principlism. 

Greene et al. [8] hypothesized that the crucial difference between the Trolley di-
lemma and the Footbridge dilemma lies in the latter’s tendency to engage people’s 
emotions in a way that the former does not. They proposed that the thought of push-
ing someone to his death is emotionally more salient than the thought of hitting a 
switch that will cause a trolley to produce similar consequences. Our conjecture is 
that this is related to the issue that the person in the footbridge is a concrete human 
being (although a stranger) standing close by, whereas the people on the railway track 
are positioned equally far away (by chance). And it is this emotional response that 
accounts for people’s tendency to treat these cases differently. 

The fMRI and behavioral results of Greene’s et al. [8] studies supported this hy-
pothesis Moral-personal dilemmas (those relevantly similar to the Footbridge di-
lemma) engage emotional processing to a greater extent than moral-impersonal di-
lemmas (those relevantly similar to the Trolley dilemma), and these differences in 
emotional engagement affect people’s judgments. 

To be able to capture these human moral decision making processes, we integrated 
the moral reasoning system of Pontier and Hoorn [19], which did not include emo-
tional considerations, but merely rational principles, with Silicon Coppélia [10], a 
computational model of emotional intelligence that is capable of affective decision 
making. We hypothesized that, by combining moral reasoning and affective decision 
making into Moral Coppélia, human moral decision making processes could be simu-
lated that could not be simulated using the moral reasoning system alone. 

2 Method 

2.1 About the Rational Moral Reasoning System 

In the rational moral reasoning system [19], the agent tries to estimate the morality of 
actions by holding each action against the moral principles inserted in the system and 
picking actions that serve these moral goals best. The agent calculates the estimated 
level of Morality of an action by taking the sum of the ambition levels of the moral 
goals multiplied with the beliefs that the particular actions facilitate the corresponding 
moral goals. When moral goals are believed to be better facilitated by a moral action, 
the estimated level of Morality will be higher. The following formula is used to calcu-
late the estimated Morality of an action: 

 

Morality(Action) = ΣGoal( Belief(facilitates(Action, Goal)) * Ambition(Goal)) 
 

As can be seen Fig. 1, this can be represented as a weighted association network, 
where moral goals are associated with the possible actions via the belief strengths that 
these actions facilitate the three moral goals. 

In six simulation experiments, the system reached the same conclusions as expert 
ethicists [19]. For example, consider the hypothetical situation that a patient with 
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Fig. 1. Moral reasoner shown in graphical format 

incurable cancer refuses chemotherapy that will let him live a few months longer, 
relatively pain free, but refuses the treatment due to the false belief that he is cancer-
free. In this case, both the system and expert medical ethicists advise to try to con-
vince the patient of the need of undergoing the chemotherapy, because the patient is 
not capable of fully autonomous decision making and his decision will lead to harm 
(dying sooner) and denies him the chance of a longer life (a violation of the duty of 
beneficence), which he might later regret. 

2.2 About Silicon Coppélia – A Model of Emotional Intelligence 

Previous work described how certain dimensions of the design of virtual characters 
were perceived by users and how they responded to them [21]. A series of user stud-
ies resulted in an empirically validated framework for the study of user-character 
interaction with a special focus on the explanation of user engagement and use inten-
tions. This framework was summarized in a schema called Interactively Perceiving 
and Experiencing Fictional Characters (I-PEFiC). We formalized the I-PEFiC frame-
work and made it the basic mechanism of how virtual characters and robots build  
up affect for their human users [5]. In addition, we designed a special module for 
affective decision-making (ADM) that made it possible to make decisions based on 
rational as well as affective influences, hence I-PEFiCADM [11]. 

To further advance I-PEFiCADM into the area of emotion regulation, we also in-
cluded EMA [13]: an appraisal-based model of emotion generation and coping, and 
CoMERG [4]: a Cognitive Model for Emotion Regulation based on Gross' theory. 
Together, the three approaches cover a large part of appraisal-based emotion theory 
and all three boil down to appraisal models of emotion [6]. We therefore decided to 
integrate the three models of affect into one computational model that we called  
Silicon Coppélia [10]. Figure 2 drafts Silicon Coppélia in a graphical format. 

Silicon Coppélia is software consisting of a loop with a particular situation as in-
put, and actions as output, leading to a new situation. In this loop there are three 
phases: the encoding, the comparison, and the response phase. The virtual human 
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Fig. 2. Graphical representation of Silicon Coppélia [10] 

is programmed in such a way, that it follows the perception and appraisal paths as 
given in Fig. 2 and explained below. In doing so, the virtual human ‘perceives’ its 
interaction partner (either human or artificial). 

In the encoding phase, the virtual human ‘perceives’ another character (i.e., the  
respondent in this study) in terms of Ethics (good vs. bad), Affordances (aid vs.  
obstacle), Aesthetics (beautiful vs. ugly), and Epistemics (realistic vs. unrealistic). 

In the comparison phase, the virtual human retrieves beliefs about actions that  
facilitate or inhibit the desired or undesired goal-states. This is to calculate a general 
expected utility of each action. The virtual human also determines certain appraisal 
variables, such as the belief that someone is accountable for accomplishing goal-states 
or not. These variables and the perceived features of others are related to the virtual 
human’s goals and concerns, to appraise them for their level of Relevance (relevant or 
irrelevant) and Valence (positive or negative outcome expectancies). 

In the response phase of the model, the results of the comparison phase lead to 
processes of Involvement with, and Distance toward the other, and to the emergence 
of certain Use Intentions: the virtual human’s willingness to employ the other as a 
tool to achieve its own goals. Note that both overt (behavioral) and covert (experien-
tial) responses can be executed in this phase. Emotions such as hope, joy, and anger 
are generated using appraisal variables (e.g., the perceived accountability of others, 
and likelihood of goal-states). 

Finally, the virtual human applies an affective decision-making module to calculate 
the expected satisfaction of possible actions. In this module, affective influences and 
rational influences are combined in the decision-making process. Involvement and 
Distance felt toward the interaction partner give input for the affective influences in 
the decision-making process, whereas Use Intentions and general expected utility 
represent the more rational influences. However, no moral principles were included in 
the decision-making process yet. When the virtual human selects and performs an 
action, a new situation emerges, and the model loops back to the first phase. 

In a speed-dating experiment [18], participants did not experience differences in 
the perceptions, emotions and decision-making behavior between an avatar controlled 
by Silicon Coppélia versus the same avatar controlled by a human confederate. 
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2.3 Integration of the Two Systems into Moral Coppélia 

To integrate the moral reasoning system and Silicon Coppélia into Moral Coppélia, 
the moral principles were included in the appraisal process, and the affective-decision 
making module was added to the moral reasoning. This leads to the following formula 
to calculate the expected satisfaction of an action. In this formula, weu, wmor, wpos and 
wneg represent weights in calculating the expected satisfaction. 

 

ExpectedSatisfaction(Agent1, Action, Agent2) =  
weu *  ExpectedUtility +  
wmor *  Morality(action) + 
wpos *  (1 - abs(positivity – biasInvolvement * Involvement)) +  
wneg*  (1 - abs(negativity – biasDistance * Distance)) 
 

The agent prefers actions with a high level of expected utility for itself. Further, it 
prefers actions with a high level of (rational) morality, which could be seen as ex-
pected utility for everyone. The more emotional influences consisted of preferring 
actions with a positivity level close to the level of (biased) involvement, and a nega-
tivity level close to the (biased) level of distance. The biases account for individual 
defaults (being a positively or negatively oriented person). 

3 Simulation Results 

To examine the behavior of the moral reasoning system alone, we first tested the be-
havior of the rational moral reasoning alone in the trolley dilemma and the Footbridge 
dilemma in Experiment 1. To investigate the added value of Silicon Coppélia’s affec-
tive decision-making, we then tested the behavior of the integrated system Moral 
Coppélia in the Trolley dilemma in Experiment 2, and in the Footbridge dilemma in 
Experiment 3. 

3.1 Experiment 1: Rational Moral Reasoning Only 

Table 1. Parameter settings and results for footbridge and Trolley dilemma 

 Autonomy Non-Malef Benef Justice Morality 
Kill 1 to save 5 -0.5 0.5 0.8 -0.2 0.05 
Do Nothing 0 -0.8 -0.5 0 -0.20 
 

An initial experiment was performed to test the behavior of the moral reasoning  
system alone, by setting all weights in the affective decision making module to 0, 
except wmor for the influence of moral reasoning in the decision-making process. 

In accordance with various expert ethicists (see acknowledgements), we set the contribution 
of actions to the four moral principles to the same levels for the trolley and Footbridge 
dilemma. The parameter settings and experimental results can be found in Table 1. 

Because both dilemmas were represented by the exact same parameter settings, the 
system came to the exact same outcome for both the Trolley dilemma and the Foot-
bridge dilemma. In both variants of the dilemma, killing one to save five was consid-
ered ethically better (morality = 0.05) than doing nothing (morality = -0.20). Thus, in 
both variants of the dilemma the agent killed one person to save five others. 
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3.2 Experiment 2: Trolley Dilemma with Ratio and Affect Combined 

Table 2. Parameter settings for the Trolley dilemma 

wpos wneg weu wmor

0.1 0.1 0.1 0.7 
 

In experiment 2, we simulated the Trolley dilemma in the integrated model. The pos-
sible end-states in the system, ‘1 dead’ and ‘5 dead’ were both undesired goals. The 
ambition level for ‘1 dead’ was set to -0.5, and the ambition level for ‘5 dead’ to -1. 
The agent believed the action ‘Kill 1 save 5’ would certainly lead to ‘1 dead’ and ‘Do 
nothing’ would certainly lead to ‘5 dead’. Killing the stranger was regarded an  
extremely negative action towards him (positivity = -1; negativity = 1), whereas let-
ting him live at the cost of the five others was regarded an extremely positive action  
towards him (positivity = 1; negativity = -1). The remaining parameters in Silicon 
Coppélia were set at standard values that represent perceiving a stranger. This led to a 
small amount of involvement (0.15) and distance (0.07) towards the stranger that 
would be killed by hitting the switch.  

The resulting expected satisfaction for ‘Kill 1 to save 5’ was 0.04, whereas the re-
sulting expected satisfaction for ‘Do nothing’ was 0.03. Thus, the agent hit the switch 
and killed the stranger to save the five others.  

3.3 Experiment 3: Footbridge Dilemma with Ratio and Affect Combined 

According to Greene et al. [8], moral-personal dilemmas (such as the Footbridge  
dilemma) engage emotional processing to a greater extent than moral-impersonal 
dilemmas (such as the Trolley dilemma) and these differences in emotional engage-
ment affect people’s judgments. Therefore, the weights for the affective influences 
wpos and wneg were set to 0.2, a higher level than for the Footbridge dilemma. The 
remaining parameters were set to the same levels as Experiment 2. 

Table 3. Parameter settings and results for the Footbridge dilemma 

wpos wneg weu wmor

0.2 0.2 0.1 0.5 
 

Because of the increased emotional processing compared to Experiment 2, the 
agent felt more restrained to kill one person so to save five. Therefore, the expected 
satisfaction of this action decreased to 0.02. This caused the agent to do nothing, and 
the five people on the track were killed. 

4 Discussion 

In this paper, we presented Moral Coppélia, which is an integration of a moral 
reasoning system [19] and Silicon Coppélia [10], a system for the generation and 
regulation of affect for (virtual) others. The resulting system can simulate human 
decision making processes in the ethical domain that cannot be simulated by a rational 
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reasoning system. More specifically, the different choices that are typical for human 
decision behavior in response to the Trolley dilemma and the Footbridge dilemma 
could be simulated by the integrated system, whereas in the moral reasoning system 
without Silicon Coppélia, this was not possible. 

The rational but cold ethical behavior that could be simulated by the moral reasoning 
system was made more humane by adding affective decision-making. This is important 
for effective communication about moral decisions. Solutions that seem ethically best to 
the objective observer are often perceived as harsh by the people involved [14]. It is 
often counter-productive to propose a solution and communicate about this ‘like a ro-
bot’, without any empathy for the people involved. Moral Coppélia can be used to act 
more human-like in situations like this. The feedback loop in Silicon Coppélia enables 
the robot to adapt its behavior to individuals. Additionally, the robot could project 
Moral Coppélia in its human interaction partners to estimate their ethical viewpoints and 
predict their emotional reactions to certain proposals and actions. 

There are many applications, in which robots and computer agents should not  
behave ethically ‘perfect’ in a rationalist sense. They should be able to distinguish 
between right and wrong. In a training simulation or serious game, police officers 
may not always be effective when they ‘play it nicely.’ Sometimes they have to break 
the moral rules (e.g., lie or cheat) to achieve a higher goal (e.g., prevent a murder). 
Further, in entertainment settings, we often like characters that are a bit naughty [12]. 
Morally perfect characters may even be perceived as boring (ibid.). The need to be 
context-sensitive and not rigidly follow rational principles is not limited to such more 
or less atypical situations. It is actually crucial in all human interaction. A rationalist 
moral agent is insensitive to social processes of understanding, which are crucial for 
human interaction, especially in the context of care for dependent people. Certain 
authors even claim that it is impossible not to lie during the day [7]. 

Our experiments show that a system which integrates moral reasoning and emotion 
comes to decisions which do more justice to everyday moral concerns than a system 
that is based on principlist reasoning alone. The Silicon Coppélia software introduces 
an affective component to ethical decision making that can deal with inconsequent 
human choices in solving moral dilemmas. In application, a robot system could show 
empathy and understanding for the moral choice (e.g., “I won’t enter his house”) that 
a user makes. Nonetheless, the robot may insist that the affective choice is traded for a 
rational one (“But you have to do it anyway. The patient may die”). To push the enve-
lope, the robot system could even propose to do the job for the user (“Shall I do it for 
you?”). The robot does the dirty job and the user comes out ‘clean’. In itself, this 
makes interesting scenarios to have participants evaluate the ethical position of robot 
as well as user, which could be used to improve the moral reasoner in relation to af-
fective decision making. 

In future research, we wish to transform the Trolley and the Footbridge dilemma to 
a healthcare setting. The idea is to let care professionals work with a robot helper, a 
Caredroid, on a fictitious medical case.  

A medical equivalent of the Footbridge dilemma would be: Five people are waiting 
to have an organ transplant. If they are not operated immediately, they will die. At the 
Intensive Care unit, someone who crashed in a car accident is in a coma. That person 
has the right organs for all five transplant patients. Should the person in coma die to 
save the other five? 
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It would be especially interesting to apply the new system to real life dilemmas, 
such as the decision whether or not to inform relatives about the outcome of a genetic 
test on a patient which may be relevant to their health. Another case could be whether 
or not to enter the house of a patient who is in need of care, but refuses to cooperate. 

In the different scenario’s we will run, the Caredroid offers various solutions, also 
the one in which it proposes that the user does not have to take responsibility and that 
the Caredroid will do the dirty job for him or her. We plan to sample think-aloud pro-
tocols of other care professionals in which we record the arguments in support or 
against the ethical behavior and decisions of the Caredroid and its user. A set of 
judges (e.g., Medical Ethical Committee) will then classify the data as arguments 
of Autonomy, Beneficence, Non-maleficence, Justice and affective influences. This 
will provide insight into the priorities of the various arguments and argument clusters, 
informing the design of a Caredroid that will be acceptable to care professionals be-
cause it knows what it can propose and what not. 

As is, the moral reasoner with affective components only allows choosing from 
given decision options in scenarios. We additionally want to explore what happens if 
the Caredroid proposes alternatives that include more information than what is offered 
by the isolated dilemma. What do care professionals say and what is the conclusion of 
a Medical Ethical Committee if the Caredroid escapes from wicked problems through 
creativity? For example, what is our moral position if the Caredroid buys us time by 
suggesting that the transplant patients should be connected to the coma patient so that 
the six of them live symbiotically together until a definite solution is found and no 
one has to die? 
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Abstract. In this work we present a system for the automatic annotation of 
opinions in Spanish texts. We focus mainly in the definition of a TFS-style 
model for the predicates of opinion and their arguments, in the creation of a  
lexicon of opinion predicates and in two additional variants for identifying the 
source of opinions. The original system extracts opinions and all its elements 
(predicate, source, topic and message) based on hand-coded rules, the first  
variant uses a CRF model for learning the source, assuming that the predicate is 
already tagged, and the second variant is a combined version, with the result of 
source recognition via the rule-based system being added as an additional  
attribute for training the CRF model. We found that this hybrid system performs 
better than each of the systems evaluated separately. This work involved the 
construction of several resources for Spanish: a lexicon of opinion predicates, a 
13,000 word corpus with whole opinion annotations and a 40,000 word corpus 
with annotations of opinion predicates and sources. 

Keywords: opinion extraction, hybrid approach, rule-based system, conditional 
random fields. 

1 Introduction 

An interesting task for various Natural Language Processing applications is the identi-
fication of the points of view or positions of different sources, generally people of 
public importance, about different topics. To answer questions such as What is X´s 
opinion on the topic Y?, Who said something on the subject Y?, Who approves or 
disapproves of some issue Y?, it is essential to be able to extract occurrences of opin-
ions of different persons, in journalistic texts such as editorials or news articles. 

There are systems (Appinions1, EMM News Explorer2) that offer such services for 
English. These systems rely on different types of resources such as specialized lexi-
cons and annotated corpora, besides general-purpose resources in natural language 
processing (i.e., taggers, lexical databases like WordNet, parsers, etc.). 

                                                           
1 appinions.com 
2 emm.newsexplorer.eu 
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In the case of Appinions, an important resource is the MPQA corpus [20], which 
contains annotations for different elements of an opinion (source, topic, polarity, etc.). 
This system also uses dictionaries of subjective words [7]. 

Other work on the identification of opinions is also based on the use of a  
specialized vocabulary: positive and negative verbs and adjectives [8], or verbs that 
introduce reported speech [9, 11]. 

For recognition of the sources, [18] defines a repertoire of source introducing pred-
icates (SIP), where each entry has an associated semantic class and some syntactic 
information. 

There are no specific resources for opinion extraction in Spanish so we had to rely  
on general purpose lexical resources. These resources proved useful as an initial basis, 
but they had to be adapted, and to be contrasted with examples from a corpus. This is 
the case of ADESSE3, a lexical database for Spanish that provides lists of verbs  
belonging to different semantic classes and numerous corpus examples showing  
different syntactic configurations of the arguments inside each semantic class. Its 
adaptation to the type of text that we are interested in (journal articles) is not trivial, 
since many of the examples come from literary texts, where we find highly ambigu-
ous cases, such as for instance occurrences of the verbs greet, pray or sign within the 
class communication (“Ojalá que venga”, reza. / "I hope he comes”, he prays; Nunca 
dejé de rezar por ti. / I kept praying for you.). 

In a previous paper [15] we presented a rule-based system for the recognition of 
opinions and their elements (the predicate, the source, the topic and the message) in 
Spanish journalistic texts. In the present paper we focus primarily on opinion source 
identification. We report on the use of a CRF classifier for source recognition; on a 
combined system that includes the rule-based system output as an input attribute for 
training, significantly improving the results of the rule-based system and the CRF sys-
tem; and on a specialized co-reference resolution module for the recovery of omitted 
sources. The combined system for source recognition achieves 83% of exact F-measure, 
this result being similar to those reported for English and Chinese [6, 11, 21].  

The following resources were created and will be publicly available: a) a lexicon of 
155 opinion predicates in which for every element we provide syntactic and semantic 
information, necessary for the recognition of different patterns for the predicates and their 
arguments, b) two annotated corpora: a 13,000 token corpus annotated with opinions and 
their elements and a 40,000 token corpus annotated with predicates and sources. 

The organization of this paper is as follows. In Sect. 2 we present some works re-
lated to the source recognition task. In Section 3 we present our definition for opinion. 
In Sect. 4 we describe an opinion predicate lexicon. In Sect. 5 we present the automat-
ic systems for source recognition: we first describe briefly the rule-based system and 
then we present the CRF classifier, the combined system and the co-reference module 
for opinion sources. Finally, we conclude in Sect. 6. 

2 Related Work 

Regarding the identification of opinions, one of the most important references is the 
annotation schema for opinions and emotions presented in [20]. This model specifies 

                                                           
3 adesse.uvigo.es 
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the different kinds of expressions to be considered for the study of opinions: explicit 
mentions of private states (The U.S. fears a spill-over), speech events expressing pri-
vate states (“The U.S. fears a spill-over,” said Xirao-Nima), expressive subjective 
elements (The report is full of absurdities), and objective speech event (Sargeant 
O’Leary said the incident took place at 2:00pm). In our work we have considered 
most of these expressions, except the expressive subjective elements, so we included 
in our study all cases of reported speech (objective and subjective). 

To our knowledge, there are not systems for opinion source identification in Span-
ish texts. Different works focus on source identification for English [2, 3, 5, 6, 8, 21] 
and Chinese [11]. Almost all these authors apply machine learning methods, only [11] 
has developed a rule-based system obtaining better results than most of the listed 
systems. Some authors [8, 21] use a semantic role tagger, this tool is considered very 
important for source identification by some authors who have studied this problem 
[17, 18]. We did not have access to this type of  resource for Spanish. 

In addition, there are some works on reported speech identification, the typical 
mechanism for citation. Both studies analyzed [9, 14] propose rule systems. In the 
first case, the speech verb, the source and the reported clause are identified for each 
reported speech instance. In the second case, only direct speech is recognized. 

3 Opinion Definition 

In our work, the concept of opinion covers all the expressions attributed to different 
sources by the author of the text, including those in which the source transmits an 
objective content. We identify four relevant elements for the opinion: 

• the predicate: expression that indicates the presence of an opinion (verbs like 
opinar/say, rechazar/reject; nouns like opinión/opinion, rechazo/rejection and 
source indicators like según, de acuerdo con / according to), 

• the source: opinion holder, 
• the topic: explicit subject on which the opinion is expressed, 
• the message: content of the opinion. 

In our analysis the predicate is the central element of the opinion and the remaining 
elements are its arguments. 

In example (1) we show the different elements of the opinion using the following no-
tation: underlined source, predicate in bold, topic in italics and message shaded in gray. 

 
(1) 
Consultado sobre la lentitud de los procesos judiciales uruguayos, Carran-
za respondió: "Hay una situación de un muy alto número de presos sin 
condena, hay que agilizar los procesos". 
 
[Consulted about the slowness of the Uruguayan judicial processes, Car-
ranza said, "There is a situation of a very high number of unsentenced 
prisoners, we must speed up processes."] 
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Most instances of opinions in texts do not contain all the defined elements. The topic, 
for instance, is not very common. The source is sometimes absent, mainly when it can 
be recovered from context. In Sect. 5.4 we present a module for recovering missing 
sources. 

4 Opinion Predicate Lexicon 

Automatic opinion recognition is built around the identification of an opinion-
introducing predicate. A predicate lexicon is essential to identify these elements. 

The lexicon we built contains 100 verbs and 55 nouns, mostly extracted from our 
development corpus. The rules system evaluation (presented in section 4.1) showed 
that the lexicon had good coverage (91 %) on the evaluation corpus. 

For each lexicon entry a type is assigned, according to a model we defined for 
predicates, where the syntactic and semantic properties of the predicates and their 
arguments are described. These properties make it possible to identify the source, the 
topic and the message within the syntactic structures in which the predicates occur. 

The model focuses on predicates, mostly verbal predicates, and the other opinion 
elements (source, topic and message) are arguments for these predicates. It is speci-
fied in the language of Typed Feature Structures (TFS) [13]. 

The type system defined for verbal predicates is based on the hierarchically orga-
nized semantic classes of ADESSE and each subtype inherits properties or restrictions 
specified by TSF structures. In Figure 1 we show the hierarchical organization for 
opinion verbs. Semantic classes in bold belong to ADESSE classification. 

We have defined one semantic property (semantic orientation, with possible values 
positive, negative or neutral) and several syntactic-semantic properties: 

• The semantic role of the grammatical subject of the opinion verb, which can take 
the values source (OV_SS) or topic (OV_ST), resulting in the first binary branch-
ing of the tree. 

• The possibility of accepting the topic of the opinion as an object complement of 
the verb (OV_SS_NO_NEU: evaluation, acceptation and some sensation verbs) 
or of not accepting it (OV_SS_BEL_COM: belief and communication verbs). In 
addition, OV_SS_BEL_COM are neutral and OV_SS_NO_NEU have a semantic 
orientation positive (OV_SS_POS) or negative (OV_SS_NEG). 

• The possibility of accepting a subordinate construction containing the opinion 
message (OV_SS_BEL_REP: belief and reported speech verbs) or of not accept-
ing it (OV_SS_TALK: verbs like "talk"). 

• The possibility of topicalisation for the opinion topic, usually with the preposition 
sobre /about (OV_SS_BEL_REP: belief and reported speech verbs). 

Our model also includes nominal predicates for which the main feature we specified 
is the opinion element introduced by the Spanish preposition de: in some cases this 
preposition introduces the source (la delcaración del presidente / the president state-
ment), in other cases it can introduce the source or the topic (el anuncio del presidente 
/ the president’s announcement or el anuncio de su llegada / the announcement of his 
arrival).    
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OV_SS 

(the grammatical subject is the source)

decir, hablar, creer, aceptar, rechazar

                     OV_ST 

   (the grammatical subject is the topic: sensation) 

                      gustar, molestar 

  OV_SS_BEL_COM 

(belief, communication) 

   decir, hablar, creer 

      OV_SS_NO_NEU 

(evaluation, acceptation, sensation) 

         aceptar, rechazar 

 OV_ST_POS 

(positive verbs) 

       gustar 

 OV_ST_NEG 

(negative verbs) 

     molestar 

   OV_SS_BEL_REP 

 (belief, reported speech) 

     creer, decir  

OV_SS_TALK 

     (verbs like “talk”) 

        hablar 

   OV_SS_POS 

  (positive verbs) 

   aceptar 

 OV_SS_NEG 

(negative verbs) 

rechazar 

OV 

(opinion verbs) 

decir, hablar, creer, aceptar, 

 rechazar, gustar, molestar  

 

Fig. 1. Opinion Verbs: Types Hierarchy, some examples are shown for each class4 

5 An Automatic Opinion Identification Tool 

5.1     A Rule-Based System 

We developed a rule-based system, based on contextual rules [22], that uses the pred-
icate lexicon for the identification of the opinions and their elements. Example (2) 
shows the system output: 

 
(2) 
<opinion so="pos"> 

  <source so="neu">Mujica</source>  

  <predicate so="pos">respaldó</predicate>  

  <topic so="neu">importante inversión minera</topic>  

</opinion> 

[Mujica supports a major mining investment.] 
 

We defined five rule modules: one for each opinion element (predicate, source, topic 
and message) and a final module for the whole opinion. For each element, except for 
the message, a semantic orientation (so) value (neutral, positive or negative) is as-
signed. Finally, the semantic orientation of the whole opinion is calculated, based on 
the values of the elements. A more detailed description of the rule-based system was 
provided in [15], [16].  

                                                           
4 decir/say, hablar/talk,speak, creer/believe, aceptar/accept, rechazar/reject, molestar/annoy, 

gustar/please,like. 
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The rule system was evaluated on a 13,000 token corpus, including 300 opinion  
instances. Table 1 shows exact and partial results. 

Table 1. Results obtained with the rule-based system 

 Predicate Source Topic Message Opinion 
Precision (exact) 92% 81% 67% 65% 52% 
Precision (partial) 92% 93% 96% 95% 94% 
Recall (exact) 91% 63% 45% 58% 42% 
Recall (partial) 91% 72% 62% 84% 77% 
F-measure (exact) 91.5% 71% 54% 61% 47% 
F-measure (partial) 91.5% 81% 75% 89% 85% 

 
There are several elements which are sometimes partially recognized, especially 

for the topic and the message which are usually longer than the predicate and source. 
Results for the predicate show that the lexicon has good coverage, although there 

remains some place for improvement by adding new predicates (recall for predicate 
recognition is 91%). 

5.2    Machine Learning Experimentation 

In order to improve the results for source recognition, we applied a machine learning 
process, based on the Conditional Random Fields (CRF) model. CRF [10], a sequen-
tial discriminative probabilistic model, has proved to be successful in various applica-
tions of Natural Language Processing, such as nominal group segmentation, named 
entity identification and morphological tagging [19]. It has also been used in Opinion 
Mining for source recognition in English texts [5, 6] and to classify subjective sen-
tences in English and Chinese texts [12]. 

We treat the problem of source recognition as a sequential classification problem, 
where we estimate the conditional probability of a sequence of output values (the 
class of each lexical unit) given an input sequence (observations). 

We generated a manually annotated corpus of 40,000 tokens: 30,000 for training 
and 10,000 for testing. The training corpus contains 486 sources and the testing cor-
pus contains 158 sources. 

For training, we used morpho-syntactic attributes (word, lemma, POS-tag, number, 
gender) and some special attributes that indicate which verbs, nouns and prepositions 
belong to the opinion predicate lexicon. The corpus includes an output attribute, based 
on the B-I-O notation, indicating whether a word is the beginning (B) of a source or 
interior (I) to a source. The value O is assigned to non source words. We performed 
several experiments [16], varying the way of combining the attributes, the number of 
elements to consider before and after the current element, and the use of bigrams for 
output values. The best results obtained were 66% in recall and 92% in precision. 

To compare the two systems, we carried out a new evaluation of the rules system, 
just for source recognition, assuming all predicates were recognized, and using  
the same test corpus that we used for the CRF system evaluation. The rules system 
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reaches the best results for recall, 73% rules / 66% CRF, while CRF is better for pre-
cision, 85% rules / 92% CRF (exact measures). 

5.3    Combining the Rule-Based System with the CRF Classifier 

An additional input attribute, based on the B-I-O notation, indicates whether a word 
was marked as a source or as part of a source by the rule-based system. Thus we ob-
tained our third system: a combined system that inherits the benefits of each of the 
systems described above, reaching good results in precision, like CRF, and in recall, 
like the rule-based system. It is even one or two points higher on each measure com-
pared to the best values of the original systems. This leads to an improvement of the 
F-measure (83%): 4 points on the rule-based system and 7 points on the CRF system. 

We found that one of the advantages of the CRF system is the flexibility to include 
different elements in the sources, so that it achieves complete sources in some cases in 
which the rules system finds only partial sources (example 3). 
 

(3) 
Original text:  según5 una denuncia efectuada por funcionarios del INAU … 
English translation: according to a complaint made by officials of INAU … 
Expected annotation:  según [una denuncia efectuada por funcionarios del INAU] 
Rules annotation:  según [una denuncia] efectuada por funcionarios del INAU 
CRF annotation: según [una denuncia efectuada por funcionarios del INAU] 
CRF+rules annotation:  según [una denuncia efectuada por funcionarios del INAU] 

 
On the other hand, the rule system performs better for sources of nominal predicates, 
which have a low frequency in the training corpus (example 4). 
 

(4) 
Original text:  en palabras6 del economista Fernando Ribeiro … 
English translation: in the words of economist Fernando Riberio … 
Expected annotation:  en palabras [del economista Fernando Ribeiro] … 
Rules annotation:  en palabras [del economista Fernando Ribeiro] … 
CRF annotation: en palabras del economista Fernando Ribeiro … 
CRF+rules annotation:  en palabras [del economista Fernando Ribeiro] … 

5.4    Recovery of Omitted Sources and Co-reference Chains for Sources 

As an additional improvement in the recognition of the opinion source, we count now 
with a module specialized in co-reference resolution [1], including the recovery of 
omitted sources, very frequent in Spanish due to the possibility of omitting the subject. 

It is worth noticing that it is very common in news texts expressing opinions of 
politicians or governors, to write out the opinion spread in more than one sentence. 

                                                           
5 In this case the predicate is según / according to. 
6 In this case the predicate is palabras / words. 
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For stylistic reasons, the source is not repeated in each subsequent sentence: it is 
rather omitted or spelled in a different form. 

The algorithm deals with: 
1- Recovery of omitted sources. This process is triggered by opinions with no 

recognized source, and is very similar to pronominal anaphora resolution. 
2- Co-reference chains. For each opinion source, the system chooses between two 

possibilities: a. the source belongs to a previously started co-reference chain, b. the 
source initiates a new co-reference chain. 

The method relies on the maximization of a function that ranks a source according 
to a scale of first mention features: 

• Existence of proper nouns and appositions within the nominal group 
• Indefinite determinant 
• Definite determinant 
• Demonstrative 

If the function value is below the threshold for initiating a new chain, criteria for 
selecting an existing chain, based on morphological agreement and WordNet 
relations, are applied. 

The co-reference module recovers 61% of omitted sources and achieves 84% of   
F-measure for the co-reference chain task. It is not easy to compare this number with 
similar work because of the difference in scenarios and languages, and even the 
proliferation of metrics for the co-reference task [4]. 

6 Conclusions 

We report on a system for the automatic identification of source opinions in Spanish 
journalistic texts. To our knowledge, this is the first system for this task for the Span-
ish language. A set of linguistic resources has been generated and will be made pub-
licly available: an opinion predicate lexicon, two annotated corpora and a software 
tool for the automatic recognition of the opinion elements. All these resources have 
been extensively tested. The combined system for source recognition achieves 83% of 
exact F-measure, this result being similar to those reported for other languages: 78.1% 
of partial F-measure for English [6], 78% of partial F-measure for Chinese [11] and 
62.6% of exact F-measure for English [21]. A detailed comparison was not possible 
due to the difference in languages and scope of related work. Future directions of this 
work will focus on the identification of the theme within the message component, and 
in the inference of an affective orientation for opinions.  
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Abstract. Question Answering is an Information Retrieval task where
the query is posed using natural language and the expected result is a
concise answer. Voice-activated Question Answering systems represent
an interesting application, where the question is formulated by speech.
In these systems, an Automatic Speech Recognition module can be used
to transcribe the question. Thus, recognition errors may be introduced,
producing a significant effect on the answer retrieval process. In this work
we study the relationship between some features of misrecognized words
and the retrieval results. The features considered are the redundancy of
a word in the result set and its inverse document frequency calculated
over the collection. The results show that the redundancy of a word may
be an important clue on whether an error on it would deteriorate the
retrieval results, at least if a closed model is used for speech recognition.

Keywords: voice-activated question answering, passage retrieval, term
informativeness.

1 Introduction

Question Answering (QA) is an Information Retrieval (IR) task in which the
query is posed in natural language and the expected result is a concise answer.
Currently, most QA systems accept written sentences as their input, but in the
last years there has been a growing interest in systems where the queries are
formulated by voice; as can be seen in, for example, [2,5]. In fact, due to this
interest some Evaluation Conferences, such as the CLEF (Cross-Language Eval-
uation Forum) competition have included a voice-activated Question Answering
task in different languages [7].

In general, as it is shown in Fig. 1, a QA system is composed by an analysis
module, which determines the type of the question; a Passage Retrieval (PR)
module, which uses IR techniques to retrieve passages where the answer might

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 462–471, 2012.
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be contained; and an answer extraction module, which uses NLP techniques or
patterns to extract the answer from the passages. In addition, if the input to
the system are utterances, an Automatic Speech Recognition (ASR) module can
be used to transcribe the vocal input. One option is to “plug” the ASR before
the QA modules, in such a way that the input to the QA system is the sentence
(or the n-best sentences) given by the ASR. Figure 1 shows the architecture
of such a system, where the output is given back to the user by means of a
Text-To-Speech synthesizer (TTS).

Fig. 1. Modules of a voice-activated Question Answering system

In these systems, recognition errors can strongly modify the meaning of the
query. In fact, these errors are crucial in the case of Named Entities (NEs),
since they are usually very meaningful words. Unfortunately, NEs are often very
difficult to be recognized properly, sometimes because they are in a language dif-
ferent to the user’s one, which makes this fact one of the biggest open challenges
in voice-activated QA. From an IR perspective, NEs can be characterized by
their high IDF (Inverse Document Frequency) and redundancy in the retrieved
passages. Thus, our hypothesis is that recognition errors on words with a high
IDF and that are redundant in the retrieved passages are key, since the object
of the question is lost.

Our aim is to study the correlation between the recognition errors on question
words with the above characteristics and the resulting errors in the PR module.
We limited our study to this phase and did not take the full QA system because
the errors in the other modules are so important that can mask the retrieval
errors [4]. We computed the IDF of the words of the original sentence that were
misrecognized by the ASR both over the document collection and the passages
retrieved by the PR engine using the correct sentence. This experiment was
performed for several language models with a different number of NEs.
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The rest of the paper is structured as follows. In Sect. 2 we explain how a
voice-activated Passage Retrieval system works. Then, in Sect. 3, we describe the
Passage Retrieval system that we have used in the experimentation we report
in this paper. In Sect. 4 a discussion about some interpretations of the IDF is
provided and in Sect. 5 we present how we have measured the performance of
the PR module. Next, we detail the experimentation performed and discuss the
obtained results. Finally, we draw some conclusions.

2 Voice-Activated Passage Retrieval

A voice-activated QA system consists of several connected modules that, working
together, aim to find an answer to a question posed by the user in natural
language. One of the possible architectures is the one shown in Fig. 1, where an
ASR system has been joined to a traditional (textual) QA system and the output
is optionally given back to the user by means of a Text-To-Speech synthesizer.
This is the architecture we used in our experiments.

As shown in Fig. 1, among the modules of a QA system it is found the Passage
Retrieval (PR) module. The purpose of this module is to extract from a collection
of texts a number of them that are relevant for the input question. Another
module is the Question Analysis one, which aims to determine the kind of a
question (e.g. if the user is expecting a name or a date) and some additional
constraints. The Answer Extraction module analyses the passages previously
retrieved and using the information given by the Question Analysis module looks
up the answer to the original question.

The most critical part in a QA system is the Question Analysis module. In
fact, in [4] it is shown that 41.6% of the errors in a Question Answering system
derive from an error in the Question Analysis phase, with more than 33% due to
the identification of the question type. Answer extraction is also an important
source of errors, with 18.7% of the total number of errors in QA. However,
Passage Retrieval is shown to be a limited source of errors, as mistakes derived
from this module account only for 1.6% on the performance in QA.

For this reason, we have focused our work on the study of the effects of
the ASR errors on Passage Retrieval, where the effects of a badly recognized
question are directly reflected on the ranking of passages and can be detected.
These effects can not be discovered using the complete QA system, since the
errors in Question Analysis and Answer Extraction would mask most of the
effects of the question recognition over the retrieval phase.

3 The JIRS Passage Retrieval System

In our study, we have used the JIRS Passage Retrieval system. This PR system
uses a weighting scheme based on n-grams density. It was proved in [1] that this
approach is more effective in the PR and QA tasks than other commonly used IR
systems based on keywords and the well-known TF.IDF weighting scheme. So,
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JIRS works under the premise that, in a sufficiently large document collection,
question n-grams should appear near the answer at least once. The architecture
of JIRS is shown in Fig. 2.

Fig. 2. Structure of the JIRS Passage Retrieval engine

The first step consists in extracting passages which contain question terms
from the document collection, which is done using the standard TF.IDF scheme.
Subsequently, the system extracts all question k-grams (with 1 ≤ k ≤ n, where
n is the number of terms of the question) from both the question and each of
the retrieved passages. The output of the system is a list of at most M passages
(in our experiments we set M = 30) re-ranked according to a similarity value
calculated between the passages and the question. The similarity between the
question q and a passage p is defined in Equation 1.

Sim(p, q) =

∑
∀x∈(P∩Q)

h(x)

1 + α· ln(1 + d(x, xmax))∑n
i=1 w(tqi )

(1)

In this equation P is the set of k-grams (1 ≤ k ≤ n) contained in passage p and
Q is the set of k-grams in question q = (tq1 , . . . , tqn); n is the total number of
terms in the question. w(t) is the term-weight, determined by:

w(t) = 1− log(nt)

1 + log(N)
(2)

Here nt represents the number of sentences in which the term t occurs and N is
the number of sentences in the collection.

The weight of each k-gram x = (tx1 , . . . , txk
) is calculated by means of the

function h(x) =
∑k

j=1 w(txj ).
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Finally, the distance d(x, xmax) is calculated as the number of words between
any k -gram x and the one having the maximum weight (xmax). α is a factor,
empirically set to 0.1, that determines the importance of the distance in the
similarity calculation.

4 Estimating the Informativeness of a Term

We can intuitively see that, given a set of documents D, a word w that appears
in all of them will not be very informative, since it makes no distinction between
the documents. However, if w is found in just one document, then it will probably
be one of the most informative for that document. This idea, extended to all the
range between these two cases, is the one that underlies the IDF formula [3],
which can be written as

IDF = −log( |D(w)|
|D| ) (3)

where |D(w)| is the number of documents where the word w is found and |D| is
the cardinality of the collection. According to this formula, the higher the IDF
for a word w, the more relevant it is in the collection.

From a PR point of view, two interpretations can be given to the IDF depend-
ing on the set of documents considered. On one hand, if we calculate the IDF of
a word over the whole document collection, this value represents how important
is the word in it, which is called term informativeness. On the other, if the set is
constituted by the passages retrieved by the PR engine given a query in which
the word appears, the IDF can be used to calculate the redundancy of that word
on this result set. In this case, a low IDF indicates a high redundancy. Due to
the filter constituted by the PR phase, a redundant word in this set may not be
a stop-word, but a term highly related to the query submitted to the system.

It might happen that, given a query containing a word w, it does not appear
in any of the documents returned by the PR engine using this query. Thus, in
order to avoid zeroes as a result of the division, in the case of the redundancy
we have slightly modified the IDF formula by adding one to both elements of
the fraction. This is shown in Equation 4.

redundancy = −log( |D(w)|+ 1

|D|+ 1
) (4)

5 Measuring the Performance of the Passage Retrieval
Module

The output of the PR module is a ranked list of passages. So, it is interesting to
know if this ranking would match what a user would expect from the PR system.
Among the IR measures that are commonly used to take into account the position
of the passages, we chose the Normalized Discounted Cumulative Gain (nDCG),
since it is the one that best models the user’s preferences, according to [6].



Voice-QA: Evaluating the Impact of Misrecognized Words on PR 467

In order to calculate IR measures such as the nDCG, it is necessary to have a
set of relevance judgments, which is a set of documents considered to be relevant
for the query. In our case, this set was built using hand-made answer patterns
and regular expressions to test if a passage contains the answer.

Normalized DCG at position π is defined as:

nDCGπ =
DCGπ

IDCGπ
(5)

where IDCGπ is the “ideal” DCG obtained by ranking all the relevant doc-
uments at the top of the ranking list, in order of relevance, and DCGπ =
rel1+

∑π
i=2

reli
log2 i , where reli is the degree of relevance of the result at position i.

6 Experiments and Results

For our experiments we have used the questions in Spanish from the CLEF1

QA 2003-2006 contests. The target collection (the set of documents where the
answer should be found) is composed by documents of the EFE (Spanish news
agency) of the years 1994 and 1995. The 1800 questions available were split into
a set of 1600 for training and the remaining 200 for test. The latter were uttered
by a specific user (because this corpus does not include utterances of the written
questions) and constitute the input to the ASR.

We have trained a generic Language Model (LM) for the ASR with just the
training questions, separating the NEs in a category. Then, we have added more
elements to this set according to its frequency in the document collection. So,
we can distinguish two types of LMs: the Open Named Entity models, which
include only the N most frequent NEs taken from the target collection, and the
Closed NE models, which include all the test NEs plus a number of the most
frequent NEs taken from the same collection, in order to amount up to N Named
Entities. In both cases the minimum number of NEs considered in the category
was 4, 000 and the maximum 48, 000. As the original corpus does not have the
NEs tagged in any way, previously to this process we automatically tagged the
corpus using a POS-tagger.

For this experimentation we used both Open and Closed Named Entity models
because they simulate different kinds of real applications of QA systems. On one
hand, an Open NE model simulates a situation where the number of NE that
the system has in its vocabulary is limited but the users are allowed to ask
about whatever they want. On the other, the Closed NE model simulates a
more restricted domain where the NEs the user can ask about are limited and
known when building the system.

Once all the test questions were recognized using each one of these models,
we considered two outputs from the ASR: the recognized sentences themselves
and the Word Error Rate (WER). Then, we performed the Passage Retrieval
process, taking the recognized sentences as its input.

1 http://www.clef-campaign.org

http://www.clef-campaign.org
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As explained before, the ASR that works before the PR may modify the
original sentence by introducing recognition errors. Thus, it would be interesting
to relate the nDCG values obtained for each of the LMs to the ones achieved if
the input to the PR process was composed by the correct test questions. For this
reason, we have used as the measure of the Passage Retrieval performance for
each LM the value nDCG diff defined as in Equation 6, where nDCG(test sents)
stands for the nDCG obtained using the correct original sentence as the input for
the Passage Retrieval module, while nDCG(recognized sents) means the same
but taking the output of the ASR module. The average nDCG obtained for the
original test set is 0.584.

nDCG diff = nDCG(test sents)− nDCG(recognized sents) (6)

Finally, we have calculated the term informativeness and the redundancy of the
words of the test queries that were misrecognized by the ASR. These calculations
were done over the complete target collection and the passages retrieved by
the PR engine using the full correct sentence. In the case of the redundancy,
we have calculated a composition within each sentence, both using the mean
and max operators. The use of these operators is motivated because in the
recognized sentences there may be more than one error, so it is reasonable to
consider both the word that would give the largest redundancy (max), and the
average redundancy considering all the misrecognized words. Also, for both the
redundancy and the term informativeness, and for each LM, we have averaged
the results obtained for each sentence. The obtained figures are presented in
Table 1.

Table 1. Results for the Closed and Open Named Entities Models

Closed NE Models Open NE Models
avg redund. avg redund.

# NE WER mean max Term inf nDCG diff WER mean max Term inf nDCG diff

4000 0.265 0.348 0.529 2.329 0.151 0.333 0.522 0.755 2.379 0.265

8000 0.298 0.419 0.606 2.020 0.183 0.347 0.530 0.762 2.526 0.262

12000 0.305 0.432 0.614 2.011 0.197 0.351 0.531 0.750 2.455 0.273

16000 0.310 0.448 0.636 2.102 0.192 0.350 0.533 0.759 2.364 0.252

20000 0.310 0.454 0.644 2.143 0.192 0.348 0.534 0.760 2.389 0.248

24000 0.306 0.456 0.648 2.091 0.195 0.342 0.531 0.760 2.292 0.246

28000 0.312 0.461 0.660 2.159 0.201 0.344 0.526 0.755 2.297 0.242

32000 0.319 0.487 0.689 2.241 0.208 0.342 0.533 0.764 2.336 0.232

36000 0.319 0.489 0.691 2.293 0.205 0.344 0.534 0.766 2.388 0.229

40000 0.319 0.496 0.698 2.330 0.199 0.342 0.539 0.768 2.409 0.222

44000 0.321 0.493 0.698 2.298 0.203 0.345 0.536 0.768 2.390 0.226

48000 0.321 0.493 0.698 2.298 0.204 0.345 0.535 0.768 2.375 0.226

The different behaviour with respect to the number of NEs is due to the own
nature of the models: in the closed NE models, the smaller the NE set, the lesser
the probability of error is. This is opposed to what happens in the open models,
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where introducing new NEs increases the chances of finding the right NE among
the elements of the set and so recognizing it properly.

With regard to the relationship between redundancy and nDCG in the re-
trieved passages, Table 1 shows that in the closed NE models the lower the
redundancy of the misrecognized words, the lower the nDCG difference is (see
also Fig. 3). Indeed, their Pearson correlation coefficient amounts to 0.9408. In
the open NE models (see Fig. 4) this correlation is not observed. None of the
models show a correlation between the nDCG and the term informativeness

Fig. 3. Closed Entity Model Results. Term informativeness values have been divided
by 10. “NE err”: error on NEs.

Fig. 4. Open Entity Model results. Term informativeness values have been divided by
10. “NE err”: error on NEs.
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of the misrecognized words, somehow surprising as we expected that errors on
words with high IDF should be more important.

Our interpretation of these results is that in the closed NE models the errors
on non-NE words, which may have a high redundancy in the result set, are very
important. As shown on Table 1, the error on NEs is inversely proportional to
redundancy, indicating that NEs are less redundant than some other words.

7 Conclusions and Future Work

In this paper we attempted to find a relationship between the redundancy and
the term informativeness of misrecognized terms on the output of a PR module
of a voice-activated QA system and its performance. We used both closed and
open NE models as the input to the ASR module. Our results show that the
term informativeness, measured as the IDF, is not an indicator of the relevance
of the error on that term for the PR process. However, the redundancy of a term
in the retrieved passages seems to be an important clue on whether an error on
that term will produce a worse result, at least if a closed NE model is used.

As future work, it would be interesting to investigate the relationship between
other informativeness measures on the misrecognized words and the nDCG dif-
ferences, as well as to use other PR engines and compare the results obtained.
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{belemps,mariajsomodevilla,ivopinedatorres,mcarrillr}@gmail.com
2 DICIS, Universidad de Guanajuato,

Carretera Salamanca-Valle de Santiago Km 3.5+1.8 Km, Salamanca, México
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Abstract. This paper presents a method based on information retrieval
to enrich corpus using bootstrapping techniques. A supervised corpus
manually validated is provided, and then snippets are obtained from
Web in order to increase the size of the initial corpus. Although this
technique has already been reported in the literature, the main objective
of this work is to apply it under the specific task of GEO/NO-GEO
toponym disambiguation.The disambiguation procedure is evaluated by
a classification model observing favorable results.

Keywords: toponym disambiguation, geographic information retrieval,
corpus, classification model.

1 Introduction

In recent years, there has been a resurgence of an empiricist model of language
processing. The raw material for this model is large volumes of unrestricted
textual information better known as corpus. With this resurgence it appears
also the need to develop techniques to facilitate treatment of these large data
volumes.

The toponyms disambiguation is one of the Information Retrieval (IR) tasks,
more specifically of Geographic Information Retrieval (GIR) and Question An-
swering (QA), including the generation of maps. It aims to relate place names
with their geographic representation.

The Geo-information is abundant on the Web and digital libraries, for in-
stance, collections of geo-referenced pictures (Flickr), news, databases of demo-
graphic information, among others. It is reported that approximately 80% of
Web pages contain references to places [20]. Much of the information required
is related to a given geographical context, i.e., finding the nearest restaurant,
finding news about a certain country, as well as finding photographs taken in
any specific community, among the most frequent. It has also documented that
approximately 20% of queries on the Web have a geographic component, which
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shows the importance of working with techniques for the treatment of certain
terminology as in the case of toponyms. GIR belongs to a branch of information
retrieval, and includes all research tasks that traditionally form the core of the
IR, but also with an emphasis on Geographic and Spatial information.

In the task of GIR, the majority of userś requests are of type X in P , where
P is a place name and X , the subject matter of the query. GIR addresses IR
difficulties [5], such as geographic ambiguity (place names), for example: “there
is a cathedral in St. Paul in London and one in Sao Paulo”; illdefined geographic
regions, “near of the east”; complex geographic regions “near Russian cities”
or “along the Mediterranean coast”; multilingual aspects: “Greater Lisbon” in
English is the same as “Grande Lisboa” in Portuguese or “GroBraum Lissabon”
in German and granularity in references to the countries “north of Italy”.

The toponyms (place names) may be ambiguous and can have one of the two
types of ambiguity GEO/GEO or GEO/NO-GEO. For GEO/GEO ambiguity a
place name represents several places, for example: “Tripoli” is the name of 16
places. The GEO/NO-GEO case has the peculiarity that a place name refers
to geographic entities (places) and non geographical entities (people, organiza-
tions, etc.), for example: “Benito Juarez” represents to a person and also places;
“Java” is an island in Indonesia and a programming language. In both cases, the
application domains are the extraction and information retrieval.

In this paper, the disambiguation of toponyms is addressed, specifically by
GEO/GEO-NO type because it considers special characteristics closely associ-
ated with the spatial nature of the information. For this purpose, a corpus based
method arises for the task of toponyms disambiguation since there is evidence
indicating that these methods tend to be more accurate than those based on
knowledge [8,11].

The remainder of this paper is structured as follows: Section 2 explains in
detail the disambiguation of toponyms task, as well as the related work reported
in the literature. The proposal presented is discussed in Sect. 3. Section 4 shows
and discusses the experimental results. Finally, in Sect. 5 the conclusions and
possible future work are reported.

2 Toponym Disambiguation

The disambiguation of toponyms is an important task within the geographic
information retrieval. Recently, there has been great interest in this problem
from different perspectives such as resource development for the evaluation of
the toponyms disambiguation methods [12] and the use of these methods to
improve resolution of the geographic scope in electronic documents [1], just to
name a few. It would not be possible to study ambiguity of toponyms without
studying also used resources such as databases, dictionaries and other supplies in
the process to find the different meanings of a word. Throughout the investigation
of methods for toponyms disambiguation, the choice of appropriate algorithm
for this task has been extremely important. The chosen lexical resource greatly
influences the discrimination of references to places.
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Although the methods for the disambiguation of toponyms are very different,
these have phases in common, such as those listed below:

1. Remove the candidate’s referents. All possible regarding the location of
a resource are extracted from a geographic knowledge resource (repositories
of meaning: gazzetteer, ontology, etc.).

2. Choosing the correct referent. Apply a set of heuristics to determine all
potential candidates who most probably has the correct meaning according
to context (textual corpora) and the resources as a source of evidence.

Based on the above mentioned phases, this section includes a brief description of
the most relevant works that have been developed in an interdisciplinary way for
geographic information retrieval. The work of Smith and Crane [19] describes a
system for toponyms disambiguation based on the digital library Perseo1. This
disambiguation method calculates the geographical centroid of candidates and
then removes all candidates located at a distance greater than twice the stan-
dard deviation from the centroid. Jones [9] reported some methods to extract
geographic information from Web pages as part of SPIRIT2 project, which in-
cludes the task of retrieval of spatial information through geographic ontologies,
such as WordNet, where even (based on meanings of words in English) have been
widely exploited to join to this project. Sang Ok [10] suggested the construction
of a simple method that is capable of building a semi-automatic domain ontology
through the analysis of many texts in a collection of unstructured documents, us-
ing word groupings (hub words). Varelas [21] proposes and implements a model
to retrieve information of images and documents on the Web, using semantic
similarity between concepts that are not geographically lexicon-like. Clough [6]
proposes a heuristic based on the calculation of the punctuation of overlap be-
tween the context and the path to the hierarchical relation, i.e., the number of
toponyms in common. Andrade and Silva [2] present a geographical similarity op-
erator that calculates the ratio between two geographic locations and describes
how to combine text classification, besides, different strategies are considered
for the formulation of queries and to combine textual and geographic classifica-
tion. Ledo and Sidorov [15] proposed a method of disambiguation of meanings
of words using large lexical resources (explanatory dictionaries, dictionaries of
synonyms, WordNet), this work is focused on the resolution of lexical ambiguity,
which appears when the words. Leidner [12] concentrates on geographical names
of popular sites, which defines the task of Toponym Resolution as the calcula-
tion of mapping occurrences of place names found in a text to its extensional
semantic representation of the location to be referred. Leite y Ricarte [13], ex-
plore a framework to encode a geographic knowledge base composed of multiple
related ontologies whose relationships are expressed as fuzzy. Buscaldi [4], on
the other hand, aims to study the ambiguity of toponyms and the effects of
resolution on GIR and QA applications as information retrieval using the Web.
Dwivedi y Rastogi [7] investigated the critical aspects of the various approaches

1 Disponible en: http://www.perseus.tufts.edu/hopper/
2 Disponible en: http://www.geo-spirit.org/

http://www.perseus.tufts.edu/hopper/
http://www.geo-spirit.org/
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to WSD [17], provide a breakdown of the rate of success of different approaches
to WSD, as well its use in various application areas. Seco [16] formalized ontol-
ogy of geographic space which provides a vocabulary of classes and relations to
describe a given geographic area. Bensalem y Kholladi [3] present a heuristic for
the disambiguation of toponyms in text based on the quantification of proximity
in a tree hierarchical between toponyms. Lopez [14] suggest the development of
techniques for toponyms disambiguation based on ontologies to deal with ambi-
guity in GIR queries. The method proposed is based on geographical proximity
between toponyms in the same context using hierarchical relationships provided
by the ontology, and the ontological hierarchical weighting, supplemented with
the Haversine distance. This method resolves GEO/GEO ambiguity very well
but does not completely resolve the ambiguity GEO/NO-GEO.

Considering the current state of the art presented above, it is possible to see
the importance of the toponyms disambiguation task. The studies show different
approaches and in some cases for very specific domains. However, no studies were
found related to the Spanish language, and that was precisely what motivated
the development of this work. The following section describes the proposed model
for the treatment of ambiguous toponyms.

3 Proposal of the Classification Model

Since the ultimate goal of the research work is the toponyms disambiguation by
supervised categorization techniques (probabilistic classifiers or support vector
machines) requires essentially a supervised corpus to obtain an adequate clas-
sification model. To our knowledge, this corpus is not available for the task of
toponyms disambiguation type GEO/NO-GEO. Therefore, we will use the tech-
nique proposed in [8] to create a training corpus using enrichment techniques
for text collections. This supervised training corpus may then be used by any of
the classifiers.

The steps for creation of the supervised corpus are shown in Fig. 1. Basically
this is a bootstrapping technique, where a set of manually classified texts (initial
corpus) is created, that is, it is enriched by a process of searching for sentences
on the Web (snippets) followed by an evaluation in order to ensure the quality
of the snippet to be added into the training corpus.

In our case, that is, the disambiguation of toponyms, creating an initial corpus
manually tagged texts, means that (i.e., news) have a reference GEO (positive
samples) or have a reference NO-GEO (negative samples). Since the toponyms
GEO/NO-GEO are manually labeled in the initial corpus, then, it can trust the
quality of this collection, however, it is important to ensure that samples (both
positive and negative) are sufficiently representative, as to generalize the initial
corpus, enriching it with samples extracted from the Web.

The initial corpus was extracted of written texts in Spanish from a collection
of multilingual QA task news of CLEF3 initiative. The procedure considered to
sample the Web using any information retrieval system. In our case, we use the

3 Revisar: http://www.clef-initiative.eu//

http://www.clef-initiative.eu//
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Fig. 1. Process for the enrichment of corpus from the Web [8]

Google API and queries were created from n-grams (bigrams and trigrams) of
words extracted from the labeled news. Those n-grams that include the place
name were only considered. For example, for the following piece of text (from a
positive sample):

En la ciudad de Guadalajara hubo un enfrentamiento ...

The next five n-grams were obtained: {de Guadalajara}, {Guadalajara hubo},
{ciudad de Guadalajara}, {de Guadalajara hubo} and {Guadalajara hubo un}.
These n-grams are used as query in Google and these search requests are launched
to the Web in order to download information that contains some of the n-grams
used as reference. The goal is to find more examples that potentially have a
bearing on the toponyms in question. In our case, we asked 500 Google snip-
pets for each query, resulting in a total of 2,500 snippets associated with a place
name. Clearly, not all of them have the quality to be included in the training
corpus (enrichment), and therefore its quality is evaluated using a classification
model built on the positive and negative samples of the initial corpus. That is, if
the snippet is classified as a positive sample with a threshold greater than 85%,
then it is included in the initial corpus. The classification model is reconstructed,
now considering the new sample and the process is repeated for a new snippet
extracted from the Web. The process is performed for both positive samples and
negative samples. The final training corpus is made up of 3.222 positive samples
(type GEO) and 3.682 negative samples (type NO-GEO). After building the
training corpus, then the process of disambiguation of toponyms is carried out.

Figure 2 shows the classification model proposed for disambiguation. Given
a corpus of unstructured documents without identifying of toponyms andidates,
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Fig. 2. Classification model for toponym disambiguation

each new is morphologically labeled in order to include the morphological cat-
egories as characteristics within a supervised classifier. Undoubtedly the most
important feature is the class whose values are the labels NON-GEO and GEO,
since they allow to determine whether an untagged notice containing or not a
geographical reference (GEO/NO-GEO). In order to determine candidates to-
ponyms in news, a spatial ontology is used, which describes the geographical
area considering the natural and artificial geographic objects [18], and identify
those terms in the news that are classified as toponyms in the ontology. This
process simplifies the task of manually labeling the initial corpus.

The proposed disambiguation presented in this paper, considered three dif-
ferent classifiers: Näıve Bayes, Näıve Bayes Multinomial and Support Vector
Machines. Since there is no standard corpus for evaluating the task of disam-
biguation of toponyms in Spanish, so a baseline classification results were used
regardless of the enrichment process of the initial corpus. In the next section the
results of applying the proposed methodology are presented.

4 Experimental Results

Table 1 shows the results of reference for the different types of classifiers used.
These values correspond to the percentage of correctly classified instances for
the initial corpus and also for the corpus enriched with information downloaded
from the Web. In all cases, the context was determined based on a words bag,
which contains the frequency of occurrence of words regardless of punctuation
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Table 1. Evaluation of the toponyms disambiguation procedure

Classifier Initial Corpus Enriched Corpus

Näıve Bayes (NB) 74 % 77.83 %
Multinomial Näıve Bayes (MNB) 72 % 75.96%
Support Vector Machine (SVM) 64 % 79.94 %

marks. For each classifier a cross validation scheme was used with 80% of samples
for training and 20% for testing.

As shown in Table 1, the classifier SVM reports better results. However, it
is curious that this method has poor performance when using only the initial
corpus for the training phase. We believe that SVM fails to adequately capture
the support vector considering the small number of samples. In contrast, the
Näıve Bayes method seems to find enough evidence to obtain an acceptable
percentage of classification. However, all classifiers significantly improve their
performance by enriching the initial corpus.

Table 2 shows the results of evaluation measures obtained when performing
the disambiguation of toponyms, the lowest value of recall obtained indicates
must be incorporated negative instances at training and testing sets.

Table 2. Evaluation measures of the toponyms disambiguation procedure

Classifier Initial Corpus Enriched Corpus
Precision Recall F-Measure Precision Recall F-Measure

NB 0.778 0.221 0.344 0.842 0.424 0.563
MNB 0.839 0.161 0.270 0.893 0.447 0.595
SVM 0.786 0.213 0.335 0.833 0.425 0.562

The results show that when the corpus is enriched with information down-
loaded from the Web an increase the accuracy is achieved. This result allows
us to appreciate the incorporation of information from the Web to the training
set is useful in order to improve accuracy, which potentially it can be used even
with not enough labeled training instances for a particular domain are available.
However, it can be seen that there is a need to increase the size of the training
and testing set by the incorporation of new unlabeled examples.

5 Conclusions and Future Work

The disambiguation of toponyms is an important task within the geographic
information retrieval, noting that there is little research in this subject for Span-
ish language in comparison with other languages, specifically with the English
language. Therefore, in this work a supervised corpus was created in order to
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generate an appropriate classification model for the toponyms disambiguation
task type GEO/GEO NO for Spanish language.

In addition to creating a supervised corpus, a methodology for toponyms
disambiguation has been evaluated and it was observed that the results were fa-
vorable. This performance is mainly due to the high quality of training instances
and the incorporation of information downloaded from the Web, which guaran-
tees a semantic relationship with the toponyms to disambiguate, considering the
search patterns constructed on the basis of n-grams.

The approach presented in this paper focuses on the use of the method pro-
posed for toponyms disambiguation; however, in the future it could use the same
method for the disambiguation of the meaning of words in general.
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Abstract. One of the main research challenges in Semantic Role
Labeling (SRL) is the development of systems for languages other than
English. For Brazilian Portuguese, a corpus with appropriate manually-
annotated data, PropBank.Br, has recently become available. Proposals
for implementing SRL systems using this corpus have already been made,
but no standard way of comparing their results is available. We present a
benchmark for comparing SRL systems for Brazilian Portuguese, based
on the CoNLL Shared Tasks on SRL for English. Training and test data
sets, evaluation metrics and a baseline system are provided as part of
this benchmark. These resources have been used to implement a super-
vised SRL system which outperforms the baseline (17 points better in
F1 measure). Most importantly, the benchmark proved to be useful for
evaluating the performance of SRL systems for Brazilian Portuguese.

Keywords: semantic role labeling, benchmark, supervised learning,
natural language processing.

1 Introduction

Semantic Role Labeling (SRL) is a Natural Language Processing (NLP) task
which identifies the semantic relations between the predicate (generally the verb)
and the other sentence’s constituents (the predicate’s arguments). Basically, SRL
determines who did what to whom, when and where [9]. Through this analysis
of the meaning of sentences, it is possible to identify the events they describe
and the participants involved [11].

It is worth noting that, even if the constituents of the sentence alternate
syntactically, their semantic roles remain the same. In the example sentences1
below, for predicate quebrar (to break), a janela (the window) alternates between
object (S1 and S2) and subject (S3) while keeping the semantic role of patient
(affected by the action). The same thing happens with a pedra (the stone) which
is the instrument (used to performed the action) both when being part of a
prepositional phrase (S1) and a subject (S2).
1 The semantic roles in the examples are labeled under the PropBank annotation

framework, which we will assume throughout this paper.
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[João]A0 quebrou [a janela]A1 [com a pedra]A2. (S1)

[A pedra]A2 quebrou [a janela]A1. (S2)

[A janela]A1 quebrou [ontem]AM-TMP. (S3)

Identifying the semantic roles of a predicate’s arguments, considering their mul-
tiple syntactic alternations, is what makes SRL a challenging task. It has also
proven useful in a variety of NLP applications, such as: information extraction,
Q&A systems, automatic summarization and machine translation [9].

Most SRL systems rely on manually-annotated data in order to learn how to
classify the constituents of a sentence into their corresponding semantic roles
(given a target verb). For English, big lexical resources, such as PropBank [10],
provide the necessary training examples for systems to learn properly. Since
that’s not the case for all other languages, one of the main research challenges
in SRL is developing applications for languages other than English [9].

For Brazilian Portuguese, appropriate training data has been recently re-
leased in the PropBank.Br corpus [6]. This is a Brazilian Portuguese Tree-
bank manually-annotated with semantic roles, following the guidelines of the
PropBank project. Proposals have already been presented in [1,7] to use that
corpus for developing SRL systems for Portuguese. However, there is no standard
way of evaluating the systems so that their results can be properly compared.
Having a standard way of evaluation could benefit the comparisson of different
algorithms and methods when implementing SRL systems for Portuguese.

In this paper, a benchmark for evaluating SRL systems for Brazilian Por-
tuguese is presented. It is based on the CoNLL Shared Tasks (STs) on constituent-
based SRL [4,5], which have been widely used when evaluating SRL systems for
English. The resources provided are training and test datasets, appropriate eval-
uation metrics and a baseline system for basic comparison. Results of a super-
vised system implemented using these resources are also presented. It obtained
better performance than the baseline (17 point higher in F1 score). Most im-
portantly, results proved the usefulness of the benchmark when comparing SRL
systems.

This paper is structured as follows: related work is described in Sect. 2, the
procedure of building the benchmark is explained in Sect. 3, Sect. 4 describes
the implementation of a supervised system using the benchmark and, finally, we
conclude and outline some future work in Sect. 5.

2 Related Work

The STs regarding SRL have been widely used as benchmarks for English. The
challenge consists on semantically analyse the propositions expressed by some
target verbs in a given sentence. In particular, for each target verb, all con-
stituents that could fill a semantic role must be identified and properly labeled.
Manually-annotated data from the PropBank corpus is provided for training and
testing the participant systems.
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Even though the task remains the same, in each edition new information is
given to the participants so as to explore new areas of improvement in the perfor-
mance of the SRL systems: English constituent-based [4,5], English dependency-
based [15] and multilingual dependency-based SRL [8].

As indicated in [9], most SRL systems rely on supervised learning methods for
training classifiers capable of identifying and labeling semantic roles. This ap-
proach was used in [14] for European Portuguese. The CETEMPúblico section of
the Bosque corpus was automatically annotated with P (predicate), ARG0 (proto-
agent) and ARG1 (proto-patient) labels according to the constituents’ syntatic
categories (verb, subject and object, respectively) and used as training data for
two classifiers (SVM and CRF). Their best classifier (SVM) achieved a F1 score
of 31.1 for ARG0 and 19.0 for ARG1. No indication of manual validation of the
training data is given in their paper which could be the cause of the poor results.

For Brazilian Portuguese, two proposals have been given for developing SRL
systems using the PropBank.Br corpus. In [1], the authors propose a semi-
supervised approach using self-training and maximum entropy models. In [7],
an architecture for neural networks is described, so that it can performed dif-
ferent NLP tasks, such as SRL. As far as we know, no results have yet been
published regarding these proposed methods.

3 Building a Benchmark

Following the STs scheme, the bechmark provides: training and test data sets,
evaluation metrics and a baseline system. These are described next.

3.1 Data

Sentences with information on predicate-argument structures were extracted
from the PropBank.Br corpus. This was created based on the annotation of
the Brazilian Portuguese section (CETENFolha) of the Bosque corpus from the
Floresta Sintá(c)tica2, which is a corpus annotated by the parser Palavras [2]
and manually corrected by linguists [13]. The PropBank.Br corpus is composed
of 4,213 sentences, which results in 7,107 propositions for 1,068 target verbs.

Following the PropBank annotation framework, each predicate is associated
with two sets of roles: core and adjuncts. The former (A0-A5) have interpretations
that are specific to that predicate, while the latter (AM-) are general arguments
(such as location or time) whose interpretation is common accross predicates.

Data Format. Annotations of a sentence are given using a flat representation in
columns, separated by spaces. Each column encodes an annotation by associating
a tag with every word. The information provided for each sentence is explained
in Table 1 and an example of a fully-annotated sentence is presented in Fig. 1.

2 http://www.linguateca.pt/Floresta/principal.html

http://www.linguateca.pt/Floresta/principal.html
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Table 1. Column format. Fields 10 and beyond are not available in the test set.

Number Name Description

1 ID Token counter, starting at 1 for each new sentence
2 FORM Word form or punctuation symbol
3 LEMMA Gold-standard lemma of FORM
4 GPOS Gold-standard part-of-speech tag
5 FEAT Gold-standard morphological features
6 CLAUSE Clauses in start-end format
7 FCLAUSE Full clause information in start-end format
8 SYNT Full syntactic tree
9 PRED The semantic predicates in this sentence.

10. . . ARG Columns with argument labels for each semantic
predicate following textual order.

1 Agora         agora        ADV     -          (S*  (FCL*  (FCL(ADVP*)    -         (AM-TMP*)  *
2   ,             ,            PU      -            *      *           *     -                *     *
3   os            o            ART     M|P          *      *     (CU(NP*     -             (A0*     *
4   soldados      soldado      N       M|P          *      *           *)    -                *     *
5   e             e            CONJ-C  -            *      *           *     -                *     *
6   a             o            ART     F|S          *      *        (NP*     -                *     *
7   polícia       polícia      N       F|S          *      *           *))   -                *)    *
8   estão         estar        V-FIN   PR|3P|IND    *      *        (VP*     -                *     *
9   trabalhando   trabalhar    V-GER   -            *      *           *)    trabalhar      (V*)    *
10  juntos        junto        ADV     M|P          *      *      (ADVP*)    -          (AM-MNR*)  *
11  para          para         PRP     -            *      *        (PP*     -         (AM-PNC*   *
12  prender       prender      V-INF   -          (S*  (ICL*    (ICL(VP*)    prender          *   (V*)
13  os            o            ART     M|P          *      *        (NP*     -                *  (A1*
14  traficantes   traficante   N       M|P          *)     *)          *)))  -                *)    *)
15  .             .            PU      -            *)     *)          *)    -                *     *

Fig. 1. An example of an annotated sentence in the training set.

Conversion Process. Sentences in the PropBank.Br corpus are in Tiger-XML
format. When converting them to the flat column representation described previ-
ously, propositions of 905 sentences had to be discarded for the following reasons:

– Wrongsubcorpus label: During the annotation process, an instance was
given this label if it presented an error in (i) parsing (e.g, a non annotated
internal NP); (ii) corpus (ortographic or punctuation error, fragmented sen-
tence); or (iii) invocation (verb in past participle used as adjective).

– Disconected syntactic trees: Sentences which had constituents that were
not conected to another in the parse tree (i.e, child nodes without a parent).

– Instances of verb ser : Following the guidelines of the PropBank project,
propositions whose target verb is ser (to be) weren’t annotated.

Training and Test Sets. The STs provide training, development and test sets.
Considering the amount of annotated propositions available in the PropBank.Br
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corpus, it was split in just training and test. For the CoNLL–X ST on multi-
lingual dependency parsing [3], the Bosque corpus was properly divided in train-
ing and test data sets. We used the same sentences for each of our own data
sets. If new sentences appeared in our corpus, they were added to the test set.
The final statistics of the corpus are presented in Table 2.

Table 2. Counts on the data sets

Training Test Total

Sentences 3,164 144 3,308
Tokens 57,744 2,352 60,096
Propositions 5,537 239 5,776
Verbs 1,001 164 1,023
Arguments 12,968 536 13,504

A0 2,934 124 3,058
A1 4,937 211 5,148
A2 1,063 38 1,101
A3 111 2 113
A4 74 1 75
A5 1 0 1
AM-ADV 349 20 369
AM-CAU 155 1 156
AM-DIR 13 2 15
AM-DIS 283 11 294
AM-EXT 80 1 81
AM-LOC 751 27 778
AM-MNR 392 18 410
AM-NEG 316 19 335
AM-PNC 166 5 171
AM-PRD 186 6 192
AM-REC 60 5 65
AM-TMP 1,097 45 1,142

3.2 Evaluation

The STs use three evaluation metrics: precision (percentage of the labels output
by the system which are correct), recall (percentage of the true labels correctly
identified by the system) and F1 (harmonic mean of precision and recall). Since
the input and output of the SRL systems are in the STs format, their official
evaluation script, srl-eval.pl3, is also used in our benchmark.

3.3 Baseline System

The baseline system in the STs uses a small set of simple rules for labeling
semantic roles. These rules were adapted for Portuguese in order to build our
own baseline, and are as follows:
3 Publicly available in http://www.lsi.upc.edu/~srlconll/soft.html

http://www.lsi.upc.edu/~srlconll/soft.html
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1. Tag target verb as V.
2. Tag não in target verb clause as AM-NEG.
3. Tag first NP before target verb as A0.
4. Tag first NP after target verb as A1.
5. Tag que before target verb as A0.
6. Switch A0 and A1 if the target verb is in a passive VP. A VP is considered in

passive voice if it contains verbs ser or estar and the part-of-speech tag of
the target verb is V-PCP (participle).

One of the original rules (regarding modal verbs) couldn’t be adapted since no
appropiate syntactic annotation was available. The performance of the baseline
system is presented in Table 3.

Table 3. Performance of the baseline system considering all propositions (training and
test set) and just the ones in the test set. The overall results take into account all the
semantic role labels in the corpus.

Precision Recall F1

All Test All Test All Test

Overall 64.3% 64.6% 39.1% 40.9% 48.6 50.1

A0 51.6% 49.7% 72.2% 70.9% 60.2 58.5
A1 77.9% 79.4% 53.8% 53.1% 63.6 63.6
AM-NEG 79.6% 90.5% 89.6% 100.0% 84.3 95.0

V 96.1% 96.2% 96.1% 96.2% 96.1 96.2

4 Using the Benchmark

To evaluate the usefulness of the benchmark, a supervised SRL system was
implemented and tested using the resources provided.

4.1 System Architecture

For a given verb, all constituents of the sentence are argument candidates, but
just a small subset of them actually display a semantic role. Based on this con-
sideration, a three-stage architecture is adopted so as to reduce the number of
negative samples (constituents marked NULL) for the training stages.

Pruning. We use the pruning method of [16] to filter out constituents that are
clearly not semantic arguments of the target verb. It is a recursive algorithm
starting from the target verb. It first returns the siblings of the verb as candi-
dates; then it moves to the parent of the verb, and collects the siblings again.
The process goes on until it reaches the root. In addition, if a constituent is a
PP, its children are also collected. For the example in Fig 2, for predicate receber,
the output of the method will be: [Ele]NP, [o valor a a vista]NP, [após 30 dias ]PP
and [30 dias ]NP.
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[Ele]A0 receberá [o valor à vista]A1 [após 30 dias]AM-TMP.

FCL

NP

Ele
(He)

VP

receberá
(will receive)

NP

o
(the)

valor
(money)

PP

a
(in)

NP

a vista
(cash)

PP

após
(after)

NP

30 dias
(days)

Fig. 2. Parse tree of a sentence in the training set

Argument Identification. For this step, we trained a binary classifier to iden-
tify whether a candidate is an argument or not. This subsystem receives as input
the output of the prunning algorithm.

Argument Classification. In this stage, the system assigns labels to the argu-
ment candidates identified in the previous step. A multi-class classifier is trained
to predict the semantic roles of the argument candidates. The classifier can also
label an argument as NULL (not an argument) to discard it.

4.2 Features

We decided to use part of the feature set of ASSERT [12], which is one of
the state-of-the-art SRL systems for English. Some adaptations were necessary
considering the syntactic anotation of the sentences in our corpus. The final set
of features consists of the following:

– Predicate. The word form and lemma of the target verb.
– Path. The syntactic path through the parse tree from the target verb to the

constituent being classified. For example, in Fig 2, the path from receberá to
Ele is VP↑FCL↓NP, where ↑ and ↓ represent going upwards or downwards in
the tree, respectively.

– Phrase type. Syntactic category (NP, VP, etc.) of the constituent.
– Position. Whether the constituent is before or after the target verb.
– Voice. Whether the verb clause is in active or passive voice. The same

strategy of Rule 6 of the baseline system was used.
– Subcategorization. The phrase structure rule expanding the target verb’s

parent node (normally a VP) in the parse tree. Given that Bosque doesn’t
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use traditional VP constituents but rather verbal chunks (consisting mainly
of auxiliary and main verbs), we decided not to expand the VP node but its
parent. For the example in Fig. 2, the subcategorization of the target verb
is FCL→NP-VP-NP-PP.

– Partial path. Path from the constituent to the lowest common ancestor of
the target verb and the constituent.

– Predicate context. The word form and POS tag of one word before and
one after the predicate.

– Punctuation. Punctuation symbol at the left and right of the constituent,
or NULL if there is none.

– First and last word/POS in constituent. The word form and POS tag
of the first and last words of the constituent.

– Phrase type of relatives. Syntactic category of the parent, left and right
siblings of the constituent.

4.3 Results and Discussion

We carried out experiments using Naive Bayes (NB) and Decision Tree (DT)
algorithms for the identification and classification stages. The implementation
of these algorithms provided in the NLTK Toolkit4 were used. Both classifiers
use the whole set of features described previously.

Following common practice, the SRL systems are evaluated in three tasks:
argument identification (label each node as being an argument or not), ar-
gument classification (given gold argument candidates, label each one with
the corresponding semantic role tag) and combination of identification and
classification (the real case scenario). The results of these experiments are
presented in Table 4.

Table 4. Results for argument identification, argument classification and combination
of both for Naive Bayes (NB) and Decision Trees (DT) classifiers in the test set. For
the classification task, since the system receives gold argument candidates, it won’t
miss or over-predict any argument. Therefore, only accuracy is presented.

Precision Recall F1 Accuracy
Task NB DT NB DT NB DT NB DT

Identification 89.1% 93.5% 94.9% 91.6% 91.9 92.6 – –
Classification – – – – – – 64.1% 57.5%
Ident. + Class. 66.2% 56.2% 66.4% 55.0% 66.3 55.6 – –

Both classifiers performed better than the baseline when compared on F1

scores. While the DT classifier performs better for the task of argument iden-
tification (only two labels), NB obtains better results when the task at hand
4 http://nltk.org/

http://nltk.org/
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includes multiple classes5. Therefore, a final experiment was performed using
DT for the first stage and NB for the second. The results (shown in Table 5)
show that this approach is even better than the last two.

Table 5. Results of DT + NB compared to the baseline on the test set

Precision Recall F1

Baseline DT+NB Baseline DT+NB Baseline DT+NB

Overall 64.6% 68.0% 40.9% 66.6% 50.1 67.3

5 Conclusions and Future Work

In this paper we present a benchmark for evaluating the performance of SRL
systems for Brazilian Portuguese, based on the CoNLL STs. We provide training
and test data sets, evaluation metrics and a rule-based baseline system. Fur-
thermore, a supervised SRL system is implemented using these resources. This
system outperforms the baseline in about 17 points of F1 score. After the exper-
iments, the benchmark has proven useful as a standard evaluation of the quality
of SRL systems.

As future work, we will increase the information of the sentences in the data
sets, specially regarding dependency information. Features that take into account
the head of the constituent (really useful in SRL for English) couldn’t be used
since the gold parse trees available don’t provide that type of information.

Simple training algorithms were used when implementing the SRL system,
so as to just exemplify the usefulness of the benchmark’s resources. The re-
sults obtained are poor when compared to the state-of-the-art systems for other
languages. To improve them, experiments with more sophisticated learning al-
gorithms (such as Maximum Entropy Models or Support Vector Machines) will
be carried out.
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Abstract. Humanoid robots usually have a large number of degrees of
freedom which turns humanoid control into a very complex problem.
Humanoids are used in several RoboCup soccer leagues. In this work,
the SimSpark simulator of the Simulation 3D will be used. This pa-
per presents an automatic approach for developing humanoid behaviors
based on the development of a generic optimization system. The paper
describes the adopted architecture, main design choices and the results
achieved with the optimization of a side kick and a forward kick. For
both skills, the optimization approach allowed the creation of faster and
more powerful and stable behaviors.

Keywords: humanoids, soccer, simulation 3D, optimization, NAO,
SimSpark.

1 Introduction

The advent of humanoid robots has brought new challenges in robotics and re-
lated fields. The development of behaviors with many degrees of freedom (DOF)
is one of these challenges. Within RoboCup [7], an international robotic com-
petition, researchers are challenged to many of these problems in order to have
robots, including humanoids, playing soccer and performing other complex tasks.

The RoboCup Simulation 3D League uses a model of the humanoid robot
NAO [4] and was created in order to promote research in techniques to make
humanoid robots play soccer. The FCPortugal Team project was conceived as an
effort to create intelligent players, capable of thinking like real soccer players and
behave like a real soccer team competing in the RoboCup Simulation Leagues.
The result of this kind of research may be extended to other domains, such as
the use of real humanoid robots to perform social tasks such as helping the blind
to cross streets or elderly people to perform tasks that became impossible for
them to do alone.

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 491–500, 2012.
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The use of simulated environments is very useful because it allows the devel-
opers to make arbitrary or complex tests in the simulator without using the real
robot thus avoiding expensive material getting damaged [8].

In order to have a humanoid robot playing soccer, it has to walk in many
directions, kick the ball, get up when necessary, etc. However, developing a be-
havior is not trivial as you have to control lot of DOF (NAO humanoid has 22)
in a complex body shape where most configurations are not stable [9][13]. This
makes the development of fast and stable behaviors a complex task. This paper
presents an automatic approach to improve the development of such behaviors
using generic optimization methods.

This paper starts by describing the problem in Sect. 2, then the designed
optimization system and its main features in Sect. 3. The results achieved are
presented in Sect. 4 and Sect. 5 presents the conclusion.

2 Problem Formulation

The official Robocup 3D simulation server is SimSpark [2], a generic physical
multi-agent simulator system for agents in 3D environments. It simulates the
physics dynamics of the real world in the context of a soccer game as well as the
robots (physical dimensions, sensors and joints).

2.1 Humanoid Robot Behaviors

A behavior or skill consists in a intentional, repeatable action executed by the
agent, such as getting up from a fall or kicking the ball. These can be specified
once and executed as many times as necessary. The FCPortugal’s agent has
these behaviors specified and stored in XML files, providing the parameters of
a behavior specification model. All behaviors are loaded when the agent starts.

A behavior defines the trajectories for all the humanoid joints. A joint tra-
jectory can be defined by a set of points over an interval of time. A behavior
specification model can be used to specify skills by computing different joint tra-
jectories. There are various models for specifying skills, some of those used by the
FCPortugal Team, including the StepBehavior model which uses step functions
to model the trajectories, SlotBehavior model which uses a Sine Interpolation
(SI) method [11,12,13], and the Central Pattern Generator model (CPG), based
on the work of Behnke [1].

3 The Optimizer

The optimizer was designed in a distributed architecture allowing a behavior to
be optimized using either a single computer or multiple computers connected
via a network. Figure 1 depicts the configuration of the optimizer.

Once started, the optimizer server starts the simulator, the monitor and the
agents using predefined shell scripts. It may start multiple simulators and their
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Fig. 1. Possible setup for the optimizer, running in multiple machines

respective monitors in different computers if specified. The agents connect to
the simulation server and to the optimization server. Then the optimization
server sends to the agents the behaviors to be executed and receives from them
information about their execution used to compute the behavior performance.

The optimization server is the core of the system and it is multi-threaded.
There is one thread per agent that provides the agent with the behavior to op-
timize, waits for the agent to finish executing the behavior, receives the experi-
mental data sent by the agent and evaluates it, giving that generated behavior
a score according to a specified objective function.

A shell script is responsible of starting the FCPortugal agents. This allows
the agents to be started on the local or in a remote machine. Another shell
script terminates the agents. In the current implementation, for convenience,
the simulator script, that starts the simulator, is started from the agent script.

The scripts exist for both flexibility and to isolate the optimization server
from the details of running the other components. Recompiling the optimization
server each time we wanted to change the parameters of the agents, such as when
the host of the simulation server changes, would be a poor design choice [12].

3.1 The Configuration File

In order to make this optimizer easier to use in different situations, a configu-
ration file is used to specify the characteristics of the optimization and how the
agent will execute the experiment. The main parameters are the following:

– behavior - Path to the XML specification file of the behavior to optimize.
– type - Type of behavior. It can be “StepBehavior”, “SlotBehavior”, “Expe-

diteSlotBehavior” or “CPGBehavior”.
– objectiveScript - Path to the LUA script that evaluates the executed ex-

periment and returns its fitness.
– objective - The evaluation method can be implemented directly in the

optimizer code, instead of in a LUA script. This is not recommended since
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most of the fitness functions can be specified with a LUA script. However,
for a fitness function which handles more complex data this might be useful.

– script - Path to the script responsible for starting agent(s) and simulator(s).
– name - Name for the resulting optimized behavior.
– algorithm - Algorithm used for optimization. The available options are

”hc” (Hill-Climbing), ”hcr” (Random Hill-Climbing), ”sa” (Simulated An-
nealing), ”ga” (Genetic Algorithm) and ”tabu” (Tabu Search).

– numExp - Number of executions for the same experiment.
– nMax - The number of iterations for the algorithms main loop.
– numThread - If more than one agent can execute the experiments, the

optimization can be made in less time. This option specifies the number of
agents that will be executing.

– waitBefore - Time in seconds that the agent will wait before executing the
experiment. Ater a beam the agent loses some balance and this waiting time
may be used to stabilize or to perform other preparation taks.

– useGyroStabilization - Instead of using the waitBefore option, another
approach is possible. Using the data received from the agent’s gyroscope, it
is possible to know if the agent has enough stability to start the execution.
The value in this parameter is a boolean (true/false).

– waitAfter - Time in seconds, the agent waits before collecting data about
the experiment to be evaluated by the fitness function. This is useful, for
instance when optimizing a kick as we need to know the final ball position.

– beamBall - The position of the ball in the start of each execution. Again,
if when optimizing a kick we need to reset the ball position after each kick.

– algorithm parameters - the parameters of the algorithm such as the pop-
ulation size for genetic algorithms or the size of the tabu list for Tabu Search.

– behavior optimization parameters - specific parts of the behavior to be
optimized such as which slots or steps for SlotBehaviors or StepBehaviors,
respectively, which joints restrictions to enforce such as symmetries, etc.

– minChange - minimum value to change an optimization variable to obtain
a neighboring solution - does not apply to time intervals

– maxChange - maximum value to change an optimization variable to obtain
a neighboring solution - does not apply to time intervals

– minChangeDelta - minimum value to change an optimization variable that
represents a time interval to obtain a neighboring solution;

– maxChangeDelta - maximum value to change an optimization variable
that represents a time interval it to obtain a neighbouring solution.

– serverRestartTime - maximum amount of time the simulator can run
without being restarted (in seconds). Further details in Sect. 3.5.

To process the configuration files libconfig1 library is used. For this kind of
configuration it is more compact and readable than XML. Besides, it is type-
aware, which means that it is not necessary to do string parsing to the specified
values [10].

1 Further information in http://www.hyperrealm.com/libconfig/

http://www.hyperrealm.com/libconfig/
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3.2 Gyroscope Initial Stabilization

The time the agent has to wait before starting the experiment can be statically
fixed in the configuration file or, alternatively, this time can be dinamically
determined using information from the gyroscope. When this option is set the
agent will wait until it receives from the gyroscope data values in the range of
]− 5.0, 5.0[. Then, the agent is ready to execute the behaviour.

3.3 Objective Function

In order to evaluate the experiment, the agent collects data and sends it to the
server. The collected data includes: The time taken to execute the behaviour; A
boolean indicating whether the agent fell; The agent’s initial and final position;
The distance travelled by the agent in each axis; The final agent’s orientation;
The ball’s initial and final position; The distance travelled by the ball in each
axis; The simulation time.

After receiving this data, the server evaluates the experiment. This is made
calling the objective function (or fitness function). There are two ways to spec-
ify an objective function (or fitness function). The first is by implementing a C
function and include it in the source code of the optimizer. The drawback of
this approach is that whenever it is needed to create an objective function, some
changes have to be made in the code. This requires some knowledge about the
implementation code. Furthermore, it is necessary to recompile the optimizer. To
handle this drawback, we used a scripting language known as Lua [5,6]. Lua is an
embeddable scripting language with a simple C API and it has been widely used
as a tool to customize applications. It has the usual control structures (whiles,
ifs, etc.), function definitions with parameters and local variables, it also provides
functions as first order values, closures, and dynamically created associative ar-
rays (called tables) as a single, unifying data-structuring mechanism [3]. Using
the Lua API, the objective function for the optimization can be implemented as
a script in a separated file and it is only necessary to specify the path to it.

3.4 Optimization Algorithms

Several problems consist in finding the best configuration of a set of variable
values to minimize (or maximize) some quantity known as the objective function,
f . The independent variables that can change while searching for an optimum
are known as decision variables. For some problems, the values that decision
variables can take are specified by their domains and also through a number of
conditions known as constraints.

The search space of a problem is defined as the set of all candidate solutions.
A candidate solution is an instantiation of the decision variables, if it satisfies all
the constraints of the problem it is called a feasible solution or just a solution.
The solution space is the set of all (feasible) solutions. An optimal solution is
a solution where the objective function evaluates to a minimum (or maximum).
Computer algorithms that traverse the search space with the purpose of finding
optimal solutions are called automatic optimization algorithms.
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3.5 Adaptations Made in the Simulator

Whenever an experiment is made, the agent and ball positions change. In order
to have the same conditions for every execution, it is necessary to undo these
changes. It is necessary to have an automated way of controlling the agent and
ball positions. So, a few changes were made in the simulation server.

The simulator has a feature that allows the creation of plugins. These plugins
can be actions that make some changes in the simulation environment and they
are triggered when the server receives some specific messages. The simulator had
already a plugin that allowed the repositioning of the agent – the Beam plugin.
However, this could only be done in the beginning of the games. As the optimizer
needs to do this in every game states, a few changes were made in the Beam
plugin. To reposition the ball, a similar plugin was created.

Another modification was to allow the game to automatically start. Origi-
nally the server only allowed manual starts. The duration of the game was also
modified. In the original simulator, the server had to be reinitialized after less
than 600 seconds of simulation, and each reinitialization took approximately 20
seconds. This is acceptable, but in order to speed up the optimization, this value
was changed to a larger number.

4 Experimental Results

4.1 Side Kick Optimization

A good approach for developing new behaviors for the FCPortugal agent, is to
start by creating a version of the behavior by hand. After that, the optimizer
can be used to enhance it. In this experience, a side kick was developed using
the Slot Behaviour model. The execution of the non optimized behaviour can be
seen in Fig. 2. In a side kick the main objective is to get higher ball distances
in less time and also not to have the ball going front or back. So, the fitness
function awards solutions with these characteristics.

f(x) =
bdist3y ∗ bell(bdistx)

Δt
(1)

Fig. 2. Sequence of images showing the execution of the side kick skill
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Table 1. Side kick optimization parameters

Parameter Value
Number of experiments 5
Number of threads 1
Minimum Change for Angles -5.0
Maximum Change for Angles 5.0
Minimum Change for Deltas -0.3
Maximum Change for Deltas 0.3
Number of Iterations 500
Tabu List Size (Tabu Search) 1000
Wait for Gyroscope Stabilization True
Time to Wait After the Experiment (sec) 3.0
Beam Ball Position (0.0, 0.0)

Table 2. Side kick optimization results

Ball Distance Duration Best Solution Best Solution Time Total Time
(m) (sec) (iteration) (simulation sec) (simulation sec)

Original 1.42 1.14 - - -

Hill Climbing 2.75 0.89 266 9756 18042

Tabu Search 3.07 0.88 404 14553 17920

The function bell(x) is the probability density function of a normal (or Gaussian)
distribution. It is used in the fitness function with μ = 0.0 (a.k.a. mean) and
σ2 = 1.0 (a.k.a. variance) with the aim of giving better fitness values to solutions
in which the ball goes strictly to the side.

The optimization parameters used are shown in Table 1. The results achieved
can be seen in Table 2. The best result reaches 3.07 meters of ball distance,
executes in 0.88 seconds and was obtained with the Tabu Search algorithm.

The graphs of Fig. 3 present the evolution of the fitness score of the best
and current solutions, for both Hill Climbing and Tabu Search methods. The
blue lines represent the current experiment fitness and the red lines are the best
fitness until that iteration. We can notice that the fitness of the solution that is
being evaluated varies greatly, despite the very slight differences. Even though
the Tabu Search only reached the best fitness at iteration 404, a solution with
the same fitness as the best solution in Hill Climbing, was achieved in less time
at iteration 63.

4.2 Forward Kick Optimization

Another behavior optimized was the forward kick. The behavior was already in
use prior to being optimized but we wanted to maximize the distance achieved
by the ball. The fitness function is represented in equation 2. Again, the function
bell(x) is used to ensure that the ball is kicked strictly forward.

f(x) =
bdist3x ∗ bell(bdisty)

Δt
(2)
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Fig. 3. Graphs of the fitness over the iteration reported in the optimization of the side
kick skill for both Hill Climbing and Tabu Search algorithms

Table 3. Forward kick optimization parameters

Parameter Value
Number of experiments 6
Number of threads 1
Minimum Change for Angles -5.0
Maximum Change for Angles 5.0
Minimum Change for Deltas -0.3
Maximum Change for Deltas 0.3
Number of Iterations 500
Tabu List Size (Tabu Search) 1000
Wait for Gyroscope Stabilization True
Time to Wait After the Experiment (sec) 4.0
Beam Ball Position (0.0, 0.0)

Table 4. Forward kick optimization results

Ball Distance Duration Best Solution Best Solution Time Total Time
(m) (sec) (iteration) (simulation sec) (simulation sec)

Original 5.15 2.04 - - -

Hill Climbing 6.30 1.78 495 27419 27637

Tabu Search 5.65 2.04 356 20159 28258

Fig. 4. Sequence of images showing the execution of the front kick skill (not optimized)
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Fig. 5. Graphs of the fitness over the iteration for the longest distance kick optimization
with the Hill Climbing and Tabu Search methods

The Table 3 shows the parameters used in the experience. The results of this
experiment are reported in the Table 4. The best results were achieved with
Hill Climbing resulting in a kick that moves the ball 6.30 m. The skill duration
was reduced from 2.04 s to 1.78 s. The graphs of Fig. 5 show the convergence
of the optimization methods. The blue lines represent the fitness of the current
experiment and the red lines are the best fitness until that iteration.

5 Conclusions

Humanoid robots are currently not able to perform as well as humans do some
simple tasks, such as kicking a ball. This work offers an automated process of re-
ducing this difference by improving existing behaviors with automatic optimiza-
tion methods. The initial work was made to create an optimization framework
for the behaviors of the FCPortugal Team 3D humanoid agent which inhabits
the simulated world of the RoboCup 3D simulation server. This required both
modifications to the agent, the simulation server and the creation of the opti-
mizer itself. The configuration of the optimizer was designed to be easily used
with different kinds of behaviors. Also, the use of scripts to implement the objec-
tive function, makes the optimization much more generic and easy to configure.
Two behaviors were optimized in this work: a side kick and a front kick. Both
were created using the SlotBehavior model and the results were very good.

The side kick reached the best results with the TS algorithm, having an im-
provement of 91% with the ball distance being raised from 1.38m to 2.64m. The
forward kick optimization also achieved good results: from 5.15 meters of ball
distance now the kick can get 6.30 meters, which is an improvement of 22%.
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Abstract. In this paper an automatic image segmentation methodology
based on Multiple Kernel Learning (MKL) is proposed. In this regard,
we compute some image features for each input pixel, and then combine
such features by means of a MKL framework. We automatically fix the
weights of the MKL approach based on a relevance analysis over the
original input feature space. Moreover, an unsupervised image segmen-
tation measure is used as a tool to establish the employed kernel free
parameter. A Kernel Kmeans algorithm is used as spectral clustering
method to segment a given image. Experiments are carried out aiming
to test the efficiency of the incorporation of weighted feature information
into clustering procedure, and to compare the performance against state
of the art algorithms, using a supervised image segmentation measure.
Attained results show that our approach is able to compute a meaning-
ful segmentations, demonstrating its capability to support further vision
computer applications.

Keywords: kernel learning, spectral clustering, relevance analysis.

1 Introduction

Image segmentation is an important stage in computer vision and image pro-
cessing applications, it consists in splitting an image into disjoint regions such
that the pixels have a high similarity according to a preset property or measure
for each region and contrast difference among regions. The main goal is to ob-
tain a proper segmentation that can be used in processes such as video object
extraction [16], in which for partitioning the image into homogeneous regions
that correspond to relevant objects, and then, to extract the moving object, the
regions are merged according to temporal information of the sequence. Image
segmentation is also used in object recognition systems [2]. Most of these systems
partition the object to be recognized into sub-regions and attempt to character-
ize each region separately to simplify the matching process. Moreover, tracking
systems that are region-based techniques [1] use the information of the entire
objects regions. They track the homogeneous regions from the object by their

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 501–510, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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color, luminance or texture. At the end, a merging technique based on motion
estimation is carried out to obtain the complete object in the next frame.

Several image segmentation methods have been proposed, which can mainly
be divided into the following categories: Histogram-based algorithms, which con-
sider the histogram of an image as a probability density function of a Gaussian,
hence the segmentation problem is reformulated as a parameter estimation fol-
lowed by pixel classification. However, the parameter estimation and the selec-
tion of a global threshold in 3D histograms for color images represent a difficult
task and could slant the algorithm to work with only some images. The sec-
ond category are Boundary-based algorithms, the basic idea of this approach
is that changes in pixels values among neighboring pixels inside a region is not
as significant as changes in pixels values on the boundary of a region, therefore
regions can be identified when the boundaries are detected. The main drawback
of this approach is that boundaries may not be not totally closed. Many post-
processing algorithms have been created in order to connect open boundaries [3],
however these algorithms always tend to attain over-segmented results. Finally,
Grouping-based algorithms aim to group pixels in the same cluster if they have
similar patterns or characteristics, while pixels grouped into different clusters
have different characteristics. Nonetheless, traditional grouping algorithms, e.g.,
Kmeans and Expected Maximization, tend to fall into local optimal, whereas
spectral clustering algorithms can converge in a global optimal and can be used
on arbitrary datasets [8]. Conventional spectral clustering algorithms used for
image segmentation, use as input, similarity matrices based only on pixel inten-
sity. Mostly, this information source is not enough to obtain a good performance
by the spectral clustering algorithm.

In this sense, we propose a methodology for image segmentation based on a
grouping approach that incorporates multiple sources of information for each
input pixel by using a Multiple Kernel Learning (MKL) framework and a rele-
vance analysis for the automatic weight selection of the MKL approach. Taking
into account the survey of unsupervised measures presented in [17], we propose
to use the unsupervised measure FRC [13] as a feedback control to determine
a proper free parameter for the employed kernel. Also, we propose to use the
Kernel Kmeans technique as spectral clustering algorithm and a post-processing
stage to relabel clusters that are spatially split. Finally, a supervised measure
Probabilistic Rand Index, described in [15], is used to objectively evaluate the
proposed algorithm performance.

This paper is structured as follow. In Sect. 2.1 we describe the incorporation of
multiple sources of information into the image segmentation problem by means of
MKL. Section 2.2 explains the automatic weight selection of the MKL approach.
In Sect. 3 we present the proposed image segmentation methodology. Section 4,
describes the experimental scheme used for the proposed methodology and we
expose the performed experiments. Finally in Sect. 5 and 6 discussions and
conclusions over attained results are exposed.
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2 Theoretical Background

2.1 Image Analysis by Multi-Kernel Learning

Recently, machine learning approaches have shown that the use of multiple ker-
nels instead of only one can be useful to improve the interpretation of data
[12]. Given a set of p feature representations for each image pixel hi = {hz

i : z =
1, . . . , p}, based on the Multi-Kernel Learning (MKL) methods [7], the similarity
among pixels can be computed via the function:

κω

(
hz
i , h

z
j

)
=
∑p

z=1
ωzκ
(
hz
i , h

z
j

)
, (1)

subject to ωz ≥ 0, and
∑p

i=1 ωz = 1 (∀ωz ∈ R). Thereby, the input data can be
analyzed from different information sources by means of a convex combination
of basis kernels. Regarding to image segmentation procedures, each pixel of an
image can be represented by including p different image features, which are
properly combined by MKL as shown in (1), in order to enhance the performance
of further spectral clustering stages. Nonetheless, as can be seen from (1), it is
necessary to fix the ωz free parameters, to take advantage, as well as possible,
of each feature representation.

2.2 MKL Weight Selection Based on Feature Relevance Analysis

We propose to select the weights values ωz in MKL by means of a relevance anal-
ysis over the original image features. This type of analysis is applied to find out
a low-dimensional representations, searching for directions with greater variance
to project the data, such as Principal Component Analysis (PCA). Although
PCA is commonly used as a feature extraction method, it is useful to quantify
the relevance of the original features, which also provides weighting factors tak-
ing into consideration that the best representation from an explained variance
point of view will be reached [5]. Given a set of features (ηηηz : z = 1, . . . , p) corre-
sponding to each column of the input data matrix X ∈ R

r×p (a set of p features
describing a pixel image hi), the relevance of ηηηz can be identified as ωz, which

is calculated as w =
∑d

j=1 |λjvj |, with w ∈ R
p×1, and where λj and vj are the

eigenvalues and eigenvectors of the covariance matrix V = X�X, respectively.
Therefore, the main assumption is that the largest values of wz lead to the

best input attributes, since they exhibit higher overall correlations with principal
components. The d value is fixed as the number of dimensions needed to conserve
a percentage of the input data variability.

3 Weighted Gaussian Kernel Image Segmentation

Taking into account the above mentioned techniques, we propose a new image
segmentation methodology called Weighted Gaussian Kernel Image Segmenta-
tion (WGKS). The main goal of the proposed methodology is to properly identify
the objects contained in an image.
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The first step of WGKS is to conform a feature space from the original image
Hn×m. In this sense, p different features are extracted for each pixel. Thus, a
feature space Xr×p is obtained, with r = n×m. A MKL framework is employed
to identify the similarities among pixels, by combining the obtained features
using a Gaussian kernel Gz ∈ R

r×r as shown in (2)

Gz
(
xzi , x

z
j

)
= exp

⎛⎝−1

2

(∣∣xzi − xzj
∣∣∣∣xzj ∣∣ σ
)2
⎞⎠ , (2)

where σ is the kernel band-width and the term
∣∣xzj ∣∣ in the denominator stands

for comparing the samples xzi and xzj by means of a relative error. Therefore,
as described in (1), a weighted gaussian kernel G ∈ R

r×rcan be inferred as
G =

∑p
z=1 wzG

z, where each ωz is estimated by a feature relevance analysis
over the original input space.

In order to exploit the data representation obtained by G, a Kernel Kmeans
algorithm [6] is used to segment the original image H. Moreover, the number of
groups k is calculated from an eigenvalue analysis over a weighted linear kernel,
which is computed as KL = XWXT , where Wp×p = diag(wp×1), in a similar
way as described in [11].

4 Experiments

To verify the effectiveness of the proposed methodology, natural images drawn
from the Berkeley Image Segmentation Database are tested [9]. The Database
contains hand-labeled segmentations made by 30 human subjects for 300 color
images of 481 × 321 pixels. Natural images are in jpg format and human seg-
mentation results in seg format. The images exhibit large variety of objects and
real world scenes. For concrete testing, images are resized to 97 × 65, and the
following features are extracted: RGB components, row position x, column posi-
tion y, normalized rgb components, HSV components and YCbCr components.
Thus, for each image an input feature space X ∈ R

6305×14 is obtained.
It is important to note that for all the provided experiments the Kernel-

Kmeans (KN-Kmeans) technique is used as a spectral clustering approach. More-
over, the Probabilistic Rand Index (PR) is employed as a supervised segmen-
tation measure. The PR allows to compare a test segmentation with multiple
hand labeled ground-truth images, through soft nonuniform weighting of pixel
pairs as function of the variability in the ground-truth set [15]. Consider a set
of manual segmentations {Y1, . . . ,YT } of an image H {h1, . . . , hr} consisting of
r pixels. Let S be the segmentation that is to be compared with the manually
labeled set. The label of point hi is denoted by lSi in segmentation S, and by
lYt

i in the manually segmented image Yt, with {t = 1, . . . , T }. It is assumed that

each label lYt

i can take values in a discrete set of size lYt , and correspondingly
lSi takes one of the lS values. The PR index chooses to model label relationships
for each pixel pair by an unknown underlying distribution. It can be seen as if
each human segmenter provides information about the segmentation Yt of the
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Fig. 1. WGKS scheme

image in the form of binary numbers δ(lYt

i = lYt

j ), for each pair of pixels (hi, hj).
Therefore, this measure allows us to compare the segmented image by an image
segmentation algorithm against a set of ground truth images as

φ(S,Y ) =
1
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)
δ
(
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+ δ

(
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)
δ
(
lYt
i �= lYt

j

)]
.

(3)

being φ the attained PR value. This measure is widely used because it can retains
the uncertainty of the hand labeled segmentations, weighting it in a balanced
way. Also, it has the capability to perform comparisons even if the number of
groups of each segmented image is different [14].

Note that, the σ free parameter of the Gaussian kernel is selected from the set
σ = [0.15 0.3 0.45 0.6 0.75 0.9], using as a cost function the unsupervised measure
FRC [13]. Given the optimum σ value according to FRC, a post-processing stage
is employed, which consists in relabeling clusters that are split into different
groups. The proposed WGKS scheme is shown in Fig.1.

Two different experiments are performed. The first one aims to prove the effec-
tiveness of the proposed WGKS approach when incorporating more information
into the segmentation process with automatic parameter selection. To this end,
image 388016 (blond-girl) of the Berkeley dataset is used. The WGKS segmen-
tation result over blond-girl image is compared against GKS (WGKS with all
equal weigths), and against traditional KN-Kmeans computing a gaussian kernel
just over the RGB components. The attained segmentation results for blond-girl
image are shown in Fig. 2, and the obtained relevance weights for WGKS are
shown in Fig. 3.

The second kind of experiments are performed to compare the WGKS algo-
rithm against a traditional image segmentation algorithm named Edge Detection
and Image Segmentation System (EDISON), which is a low-level feature extrac-
tion tool that integrates confidence based edge detection and mean shift-based
image segmentation [4]. The EDISON system has been widely used as a reference
to compare image segmentation approaches [17,10]. For testing, the parameters
of the EDISON system: scale bandwidth (bs) and color bandwidth (bc), are set
as suggested in [10]. 50 randomly selected images from the Berkeley database are
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Fig. 2. a) Original Image, b) Single Gaussian Kernel RGB, c) GKS (WGKS Equally
Weighted), d) WGKS

Fig. 3. Weight Selection by Relevance Feature Analysis for blond-girl Image 388016

used. The PR results for the second kind of experiments are presented in Fig. 4.
Moreover, the mean estimated number of groups and the mean PR accuracy for
all the 50 tested images are described in Table 1. Finally, some relevant results
of the studied images are shown in Table 2 and Fig. 5.

Table 1. Segmentation Performance for 50 images drawn from the database

Method k φ

EDISON1 79.68 ± 47.65 0.660 ± 0.191

EDISON2 21.68 ± 25.53 0.473 ± 0.208

EDISON3 54.68 ± 43.46 0.589 ± 0.205

WGKS 9.862 ± 4.412 0.742± 0.142

k : Number of Groups, φ : PR measure.
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Fig. 4. Image segmentation results for 50 images. WGKS(b). EDISON1(r), EDI-
SON2(g), EDISON3(m), are EDISON segmentation results using (bs = 7, 7, 20) and
(bc = 7, 15, 7) respectively.

Table 2. Segmentation Performance for Images of Fig. 5

Method a b c d e f

EDISON
k 100 61 76 43 32 46
φ 0.659 0.671 0.532 0.666 0.456 0.554

WGK
k 8 6 4 4 9 10
φ 0.890 0.894 0.897 0.936 0.932 0.842

k : Number of Groups, φ : PR measure.

5 Discussion

From the image segmentation results attained for the blond-girl image, it can
be seen how the single Gaussian kernel based segmentation using only RGB
components poorly performs, lacking of extra information that could improves
the estimation of the number of groups and the Kn-Kmeans clustering (see
Fig. 2 b). The latter can be corroborated by a PR measure of 0.055. When the
spatial and color spaces information are incorporated into the spectral clustering
algorithm based on MKL, the performance improves dramatically, obtaining a
PR or 0.721 (see Fig. 2 c). Finally, using the proposed WGKS methodology,
the best result is achieved obtaining a PR of 0.774. It can be explained by the
estimated weights using the relevance analysis, which allows to identify the most
relevant features, avoiding redundant information which could affects the pixel
representation (see Fig. 2 d).

The results for the 50 images are exposed in Fig.4. For the EDISON system 3
different combinations of parameters are used. The first combination (EDISON1)
is set as bs = 7 and bc = 7, the second one as (EDISON2) bs = 7 and bc = 15
and the last one a as (EDISON3) bs = 20 and bc = 7. From the figure it can
be observed that our methodology obtains the best results in most of the cases,



508 S. Molina-Giraldo et al.

Fig. 5. Image segmentation results. (1) Original Images. (2) WGK. (3) EDISON.
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obtaining the first place for 29 images, while EDISON 1 for 16. In Table 1 are
exposed the mean results for the 50 images, it can be seen that the WGKS
algorithm obtains the best results with the highest mean PR measure 0.742,
furthermore, obtains the best stability for all images having the lowest standard
deviation 0.142. It also can be seen that the EDISON system always obtains
over-segmented results, generating a large amount of groups for each image,
whereas the proposed algorithm can correctly identify the number of objects in
the scene in most of the cases, it can be explained by the estimation of groups
made by the eigenvalue analysis of the weighted linear kernel.

Image segmentation results attained by WGKS mehtodology, and EDISON
system using bs = 7 and bc = 7 shown in Fig. 5 demonstrate that the proposed
methodology produces more accurate and better segmentation results than the
EDISON system, which clearly generate over-segmented images. The results in
Table 2 expose that according to the PR measure, WGKS methodology generate
very similar segmentations as those realized by each human person, identifying
the objects present in the scene. By the other hand, EDISON system generates
a large amount of groups for each image, hence, the PR measure penalizes the
results, whereas the group estimation of our method was accurate for all images.
It is important to note that all the approaches based on spectral techniques
require a high computational cost due to the similarity matrix estimation.

6 Conclusions

We have proposed a grouping-based methodology for image segmentation called
WGKS, which aims to incorporate different information sources by means of a
MKL approach, each information source is weighted using a relevance analysis
and a Kernel Kmeans algorithm is used to segment the resulting kernel. Ex-
periments showed that the weighted incorporation of spatial and different color
spaces information can enhance the data separability for further spectral clus-
tering procedures. The attained results also showed that the estimation of the
number of groups made by means of the eigenvalue analysis of the weighted lin-
ear kernel was accurate, supporting the performance of the spectral clustering
algorithm. Moreover, the use of the FRC measure gave an effective feedback for
the correct selection of the kernel bandwidth. As a future work, other differ-
ent free parameter estimations are to be studied, as well as the extension for
temporal analysis is to be designed such that the WGKS methodology can be
performed and tested into a complete computer vision process. Furthermore, due
to the complexity of the proposed WGKS, a GPU computation scheme could be
proposed in order to achieve a real-time application over full size images.
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DIZAJE DE MÁQUINA”, funded by Universidad Nacional de Colombia.



510 S. Molina-Giraldo et al.

References
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Abstract. Object recognition from images is traditionally based on a
large training set of previously annotated images which is impractical for
some applications. Also, most methods use only local or global features.
Due to the nature of objects some features are better suited for some
objects, so researchers have recently combined both types of features
to improve the recognition performance. This approach, however, is not
sufficient for the recognition of generic objects which can take a wide
variety of appearances. In this paper, we propose a novel object recogni-
tion system that: (i) uses a small set of images obtained from the Web,
(ii) induces a set of models for each object to deal with polymorphism,
and (iii) optimizes the contribution of local and global features to deal
with different types of objects. We performed tests with both generic
and specific objects, and compared the proposed approach against base
classifiers and state-of-the-art systems with very promising results.

Keywords: object recognition, global features, local features, few im-
ages, multiple-classifiers.

1 Introduction

Consider a service robot that helps elderly people. Mary just acquired such a
robot, and will like the robot to fetch a medicine she left in the kitchen and
bring it to the bedroom. The robot, however, does not have a visual model of
this particular medicine, so it searches for images in the Web, builds a model
from a few images and then use this model to recognize it in an image.

Visual object recognition has been an area of research for several decades, in
which important advances have been achieved in the last years. However, most
object recognition systems: (i) require a large sample of annotated images of the
object to be recognized [4], (ii) are usually focused on recognizing a particular
class of object (i.e., faces) [6,9,15], (iii) many are based on local features which
are good for recognizing specific objects (e.g., my cup) but are not so reliable
for object categories (e.g., any cup), and (iv) fail with objects classes that have
a high variability (e.g., recognizing apples - different colors, a single apple or a
bunch of apples).

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 511–520, 2012.
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In this work we have developed a general visual object recognition system
that overcomes some of the previous limitations. It incorporates several novel
features: (i) It starts with a small set of training images, obtained from the
Web, and autonomously expand this initial set with artificial transformations
for robustness against changes in scale, rotation and noise. (ii) It builds several
classifiers to deal with polymorphism of objects. (iii) It automatically obtains
an optimal combination of local and global features to recognize different types
of objects.

A classifier ensemble is built for each object based on 12 images obtained
with Google Images. We compared two selection strategies: (a) unsupervised
–the first images returned by the search engine, (b) semi-supervised –a user
selects a subset of images from the images returned by the search engine. Then
each classifier is evaluated using a different set of positive and negative sample.
We evaluated our object recognition system with 10 different objects from past
editions of the Semantic Robot Challenge competition (SRVC) [1], that include
specific objects and object categories, and with a set of images extracted from
Google images used by other authors. The results are promising, with an average
recognition rate of approximately 89.5% for specific objects and 78% for object
categories. We also compared our method against other state-of-the-art systems
trained with Web images. We obtained a clear superior performance, in terms
of F-measure, using their same set of training images.

The rest of the paper is organized as follows. The next section summarizes
related work. Section 3 describes the proposed method for object recognition and
Sect. 4 presents the experiments and results. Finally, we conclude with directions
for future work.

2 Related Work

The field of object recognition is very wide, so we focus on the most closely
related work in 3 areas: (i) techniques that combine global and local features,
(ii) methods based on multiple classifiers, and (iii) systems that make use of
training images obtained from the Web.

Most object recognition methods are based either on global or local features
(we do not consider in this review structured techniques). Global methods usu-
ally include color, texture and shape features, and are traditionally used for
recognizing object categories. Local or key-point based methods model an ob-
ject based on local descriptors and are more appropriate for recognizing specific
objects [12], although recently there have been some extensions to recognize ob-
ject categories [3]. There are few works that combine both types of features.
In [10] they use global shape features, Fourier Descriptors combined with SIFT
descriptors to help in improving the performance of object class recognition. In
[18], the authors combine the advantages of appearance-based methods and key-
point descriptors. First key-points are used for eliminating false matches, and
then Local Binary Patterns confirm the match.
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Recently, classifier ensembles have shown superior performance in several do-
mains. In [14] a meta-level classifier produced the best results from nearest-
neighbor classifiers that combined local and global features. In [8] the authors
describe two alternative techniques for recognizing marine objects, one based on
stacking and other on a hierarchical classifier, combining global and local fea-
tures. In [7] the authors show a method based on hierarchical Dirichlet processes
to generate intermediate mixture components for recognition and categorization.

Unsupervised object categorization relies on samples collected from the Web,
some representative examples are [4,11,17]. Fergus et al. [4] apply probabilistic
clustering methods to discover a mixture of visual topics in a collection of semi-
organized image data.

Curious George [11] is a robot develop for the SRVC competition. Its object
recognition component uses images retrieved from Computer Vision databases in
the Web to build several classifiers based on SIFT features, shape and deformable
parts models; which are combined for object recognition.

In [17] the authors propose an unsupervised learning algorithm for visual
categories using potential images obtained from the web building on the work
by Bunescu and Mooney [2]. The idea is to obtain several images by translating
the category name into different languages and searching the web for images
using those translated terms. The negative examples are collected from random
images with obtained from different categories. They consider the fact that at
least one of the positive images is truly a positive instance of the target concept
while all the negative examples can be safely considered as negative instances of
the target concept.

A multi-modal approach using text, metadata and visual features is used in
[16]. Candidate images are obtained by a text-based web search querying on
the object identier. The task is then to remove irrelevant images and re-rank
the remainder. First, the images are re-ranked using a Bayes posterior estimator
trained on the text surrounding the image and meta data features, and then the
top-ranked images are improved by eliminating drawings and symbolic images
using an SVM classifier previously trained with a hand labeled dataset.

Our unsupervised object recognition approach differs in three main aspects
from previous work. It uses a smaller sample set of images which is expanded via
transformations; this reduces the risk of introducing irrelevant images. It includes
a learning mechanism that creates various visual models of the same category
to deal with intraclass variability. It automatically weights the contribution of
local and global features according to the object characteristics, as well as the
rest of the model parameters via cross-validation.

3 Methodology

The general outline of the procedure for building a classification model for an
object (specific or category) is the following (see Fig. 1):

1. A set of C training images for the concept to be learned are retrieved from
the Web using Google Images.
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Fig. 1. Schematic representation of the object recognition system. A set of n classifiers
is built, one for each sample image, generating d new images from each sample by
applying different transformations. Global and local features are extracted from each
image, and based on these two classifiers are trained, and combined. The parameters
of the model are obtained via cross validation.

2. A series of transformations are applied to each training image, obtaining
| C | sets of d images each.

3. Global (color and texture) and local (SIFT key-points) features are extracted
from each image in the extended training set (C × d images).

4. Two classifiers are trained for each of the | C | sets of d images, one with
the global features and other based on SIFT descriptors, so in total 2 × C
classifiers are obtained.

5. The local and global classifiers for each of the | C | subsets are integrated
via a linear weighted combination.

6. The set of | C | classifiers are combined using a voting scheme.

7. The model parameters –weights for the linear combination of local and global
features, thresholds for each classifier, and threshold for the combination of
classifiers– are determined via cross-validation for each object.

Image Transformations
Inspired by [13], we generate several images from each sample (model) image via
different transformations. This provides a training set for building a classifier for
each model image. It also allows to select robust local features that are invariant
to these transformations. The transformations include: (i) additive Gaussian
noise, (ii) salt and pepper noise, (iii) rotations, (iv) changes in scale, and (v)
changes in intensity. Five different levels are used for each transformation, so in
total 5× 5 = 25 images are generated.

Object Representation – Global and Local Features
An object is represented by a combination of global and local features extracted
from the training images.
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Fig. 2. SIFT key-points are obtained for the original image and the images obtained
under the different transformations (scale, noise, intensity, etc.). The frequency of each
point is collected in a frequency matrix and those points with higher frequency are
selected as local features.

Global Features: Include color and texture information. To avoid the require-
ment of object segmentation we do not consider shape in this work. As color
features we combine three different color models – RGB, HSV and CieLab–,
each is represented via a normalized histogram with 20 bins per channel.

As texture descriptors we used a Grey Level Co-occurrence Matrix (GLCM)
and Gabor Filters. A GLCM is obtained for 4 different angles (0 , π/4, π/2 and
3π/4), and for each one several statistical descriptors are obtained –contrast,
correlation, energy and homogeneity. This gives 4 × 4 = 16 features. Gabor
filters [5] are applied at the same 4 angles and with two different wavelengths, so
in total there are 8 filters; for each one we obtain the mean and variance. This
gives another 8× 2 = 16 features.

The global feature vector has 3×3×20 = 180 color descriptors and 16+16 =
32 texture descriptors, which gives a total of 212 features. Considering that
in the sample images usually the object of interest is approximately centered,
we restrict the calculation of the global features to a central window of the
image.

Local Features: As local features we use the SIFT descriptor [9]. The SIFT
features are obtained for a sample image and all the transformations (25 images).
For each SIFT point we count the number of repetitions in the set of images, and
we select those that are preserved in at least υ transformed images (in the exper-
iments we set υ = 5). To detect the matching SIFT points across the modified
images, we obtain the coordinates of each key-point in the original model image,
and these coordinates are geometrically mapped to the other images according
to the corresponding transformation. With this process we obtain a set of robust
SIFT descriptors for each model image, stable against affine transformations,
noise and illumination variations. This process is illustrated in Fig. 2.
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Classifiers
We build two classifiers for each model image, one based on the global features
and other based on the local features, which are then integrated via a linear
weighted combination.

Global Classifier: For the global features we use a Näıve Bayes classifier (NB):

PGlobal(Vi, Cj) = P (Cj)

z∏
k=1

P (Fik = fik|Cj) (1)

where fik is the k feature of image Vi. PGlobal(Vi, Cj) gives the probability of
concept Cj in image Vi given the z global features.

Local Classifier: For the local features we estimate the probability of concept
Cj in image Vi based on the number of matching key-points between the model
and test images (#matches). This probability, PLocal(Vi, Cj), is estimated as:

PLocal(Vi, Cj) =

{
1− 1

#matches+1 , #matches > 0

0.001, #matches = 0
(2)

Classifier Combination: Local and global probabilities are combined via a
weighted sum:

Pfusion(Vi, Cj) = λPGlobal(Vi, Cj) + (1− λ)PLocal(Vi, Cj) (3)

where λ is a parameter that gives different weight to the global or local features.
A positive decision is obtained for classifier j if Pfusion(Vi, Cj) > η:

Cdecision(Vi, Cj) =

{
1, Pfusion(Vi, Cj) � η

0, otherwise
(4)

This combined probability is obtained for each of the | C | original training
images. Thus, for a test image Vi, we obtain Pfusion(Vi, Cj) for j = 1.. | C |.
This process is depicted in Fig. 3. Finally, an object is recognized if at least ϕ
classifiers give a positive classification:

Robject(Vi) =

⎧⎪⎨⎪⎩1,

|C|∑
j=1

Cdecision(Vi, Cj) � ϕ

0, otherwise

(5)

Parameter Adjustment: The model has 3 main parameters: (i) Local-global
Weight (λ : 0..1) it determines the weight for the local vs. global features
for each of the | C | classifiers. (ii) Classification Threshold (η : 0..1) it
sets the probability threshold so that each classifier gives a positive result if
PGlobal > η. (iii) Recognition Threshold (ϕ : 1..|C|) global threshold for
combining the C classifiers, an object is recognized if at least ϕ classifiers give a
positive classification.
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Fig. 3. For each test image the global and local features are extracted and from these
the local and global probabilities are estimated based on the corresponding classifier,
and then combined. This is repeated for each of the model images, obtaining | C |
probabilities.

The values of these parameters are automatically obtained by cross-validation
in a set of validation images (also retrieved from the Web) to maximize the
accuracy in the validation set.

4 Experiments and Results

We evaluated the proposed method in the recognition of some of the objects
used in SRVC [1]. A robot is given several concepts that correspond to specific
objects or object categories, and it has to search in the Web and build a model
to recognize the objects in its environment. Thus, this competition provides a
good testbed for our method. However, we can not make a direct comparison
with competitors of SRVC, as they perform their tests in real environments1 and
we on images extracted from the Web.

We consider 10 objects from the SRVC, 5 specific (Colgate Total, Pepsi bottle,
Coca-Cola can, Shrek DVD and Ritz crackers) and 5 categories (apple, banana,
frying pan, white soccer ball, and eyeglasses). For each concept we used 12
positive examples for training obtained with Google Images, and 26 negative
examples (images of indoor environments considering that a robot will search for
the objects in this type of scenarios). Another 6 positive and negative examples
(obtained from Web) are used as the validation set for tuning the parameters of
the method. We used precision, recall and accuracy to quantitatively evaluate
the performance of our method.

We performed two experiments. In Experiment 1 we used as training images
the first 12 images returned by Google Images. For Experiment 2 we have a
semisupervised scenario, where a person selects the training images among those
50 returned by the search engine. This could be a reasonable approach in some
applications where a human can give some feedback to the robot (similar to
intermediate relevance feedback). For testing we consider 40 new examples, 20
positive and 20 negative retrieved with Google Images (selected by a user).

1 Their best reported results are in the order of 40% for object recognition in the
competition.
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Fig. 4. Summary of apple model. (a) images used for the experiment 1: automatic
selection. (b) images used for the experiment 2: semi-supervised. (c) examples used as
validation. (d) images of test for model.

We compared our method against three different base classifiers. First, build-
ing a classifier using only the global information from the training set. Second,
storing all the local information (SIFT features) from all the training set and
checking if a testing image matches any of the stored features. Third, combining
local and global information with equal weight to both features. The results are
summarized in Table 1.

From this table, it can be seen that the proposed approach very clearly out-
performs the other base classifiers in terms of precision and accuracy. So it is
evident that combining local and global features with an adjusted weight, de-
pending on the characteristics of the images, and generating artificial images
proves to be beneficial.In terms of the results for recall, although our proposed
approach presents lower results, it should be noted that this can be explained
as some results from the other classifiers are close to 100% but with a precision
close to 50%, which means that they are building trivial classifiers that accept
every image as positive.

As expected, the results for specific objects are higher (89.5% in Accuracy)
than for general objects (78% in Accuracy). Also, better results are obtained

Table 1. Experimental results for the testing set in both scenarios. Using only global
information (G), using only local information (L), combining both with equal weight
(GL), and the proposed approach (GLM).

Experiment 1: Automatic selection

Apple Banana Eyeglasses Frying pan White soccer ball Average
G L GL GLM G L GL GLM G L GL GLM G L GL GLM G L GL GLM G L GL GLM

Precision 57 60 52 64 70 57 57 69 59 51 58 89 53 46 52 71 60 51 52 80 60 53 54 75
Recall 100 90 55 55 70 20 75 80 95 90 100 80 100 80 100 75 85 76 100 80 90 71 86 74
Accuracy 63 65 52 63 70 53 60 72 65 52 65 85 55 43 55 73 65 51 55 80 64 53 57 75

Coca Cola can Colgate Total DVD Shrek Pepsi bottle Ritz crackers Average
G L GL GLM G L GL GLM G L GL GLM G L GL GLM G L GL GLM G L GL GLM

Precision 54 88 62 89 51 78 74 100 63 76 60 93 54 64 60 80 54 85 64 100 55 78 64 92
Recall 100 75 100 85 100 90 100 90 100 95 100 70 100 55 100 60 100 85 100 90 100 80 100 79
Accuracy 58 82 70 88 53 82 82 95 70 83 67 83 58 62 67 73 58 85 72 95 59 79 72 87

Experiment 2: semi-supervised

Apple Banana Eyeglasses Frying pan White soccer ball Average
G L GL GLM G L GL GLM G L GL GLM G L GL GLM G L GL GLM G L GL GLM

Precision 50 57 52 77 54 48 54 71 51 75 55 100 53 57 54 74 50 55 51 81 52 58 53 81
Recall 85 100 100 85 100 85 100 100 100 75 100 80 100 100 100 70 95 90 100 86 96 90 100 84
Accuracy 50 63 55 80 58 47 57 80 53 75 60 90 55 63 57 72 50 58 52 83 53 61 56 81

Coca Cola can Colgate Total DVD Shrek Pepsi bottle Ritz crackers Average
G L GL GLM G L GL GLM G L GL GLM G L GL GLM G L GL GLM G L GL GLM

Precision 51 76 66 100 54 75 83 100 56 83 76 89 57 61 62 89 54 86 68 95 54 76 71 95
Recall 100 80 100 80 100 90 100 95 100 95 95 85 100 40 100 80 100 95 100 100 100 80 99 88
Accuracy 53 77 75 90 58 80 90 98 60 88 82 88 63 57 70 85 57 90 78 98 58 78 79 92
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Table 2. Experiments with the same objects reported in [16,17] in terms of F-measure.
sMIL is the method reported in [17], and Schoroff is the method reported in [16].

Airplane Guitar Leopard Motorbike
GLM sMIL Schoroff GLM sMIL Schoroff GLM sMIL Schoroff GLM sMIL Schoroff

F-measure 41 26 23 51 23 25 50 24 25 72 25 25

Watch Car Fase
GLM sMIL Schoroff GLM sMIL Schoroff GLM sMIL Schoroff

F-measure 60 26 25 52 25 n.a. 52 23 n.a.

with the semi-supervised experiments (86.5%) than with the automatic selec-
tion (81%). We believe that these results (average global accuracy of 83.75%)
are very promising as the system only receives the name of the object (with
a possible selection of relevant images by the user) and has to recognize an
unknown instance of that object in new images.

We should emphasize, that contrary to traditional datasets used in the many
computer vision tasks, we are using images obtained directly from the Web.

We also performed experiments with the same dataset that was used in [17]
and in [16] with images extracted as well from Google Images. Our approach
was trained with the first 12 images (for each category) from Google Down-
loads [4] and tested with Caltech-7. We compared the performance of those two
approaches with our own in terms of F-measure and using, as they did, 5-fold
cross validation. For this experiment the 12 validation samples are obtained from
Google Downloads. The results are shown in Table 2.

We can appreciate, from the results shown in the Table 2, that our approach
is clearly superior to the other related work using their training images.

5 Conclusions and Future Work

Object recognition without the need of supervised training and considering dif-
ferent appearances is still a challenging problem. In this work we have presented
an approach based on multiple-classifiers that can recognize an unknown in-
stance of an object given only the name of the object. The proposed approach
obtains a small set of images from the Web, creates variants of those images
for robustness against changes in scale, rotation and noise, induces several clas-
sifiers to deal with polymorphism of objects, extracts global and local features
and obtains an optimal combination to recognize different types of objects. We
performed several experiments with specific and generic objects and compared
the proposed approach against base classifiers and state-of-the-art systems with
very promising results. As future work, we plan to implement the system on a
mobile robot to test our approach in a real environment. We also plan to test
the sensitivity of our method according to the number of model images.
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Abstract. Image segmentation and Automatic Image Annotation (AIA)
are two important areas that still impose challenging problems. Ad-
dressing both problems simultaneously may improve their results since
they are interdependent. In this paper we give a step ahead in that
direction considering different segmentation levels simultaneously and
possible contextual relations among segments in order to improve the
automatic image annotation. We propose to include hierarchical rela-
tions among regions of an image in a Markov Random Field (MRF)
model for annotation. This relations are obtained from irregular pyra-
mids, which keep parent-child relations among regions through all the
levels. Our main contribution is therefore the combination of the irreg-
ular pyramid approach with context modeling by means of hierarchical
MRFs. Experiments run in a subset of the Corel image collection showed
a relevant improvement in the annotation accuracy.

Keywords: Automatic image annotation, Markov random fields, irreg-
ular pyramids.

1 Introduction

Image segmentation and Automatic Image Annotation (AIA) are very important
research areas in computer vision due to their relevance for many applications,
such as image retrieval and scene understanding. However, the problems that
arise in both fields are frequently addressed independently, disregarding the rela-
tion between them. Both fields suffer from the well-known semantic gap between
low level image features and high level concepts, which is still a struggling point
for researchers world-wide. Addressing both problems simultaneously may help
closing the semantic gap and solving both more effectively.

Several approaches have been proposed in order to reduce the semantic gap.
Probabilistic graphical models are a promising alternative used with the purpose
of modeling in a more realistic fashion the context-dependent relations among
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data. In particular, Markov Random Fields (MRF) [13] are employed in com-
puter vision due to the possibility of modeling spatial neighborhood relations in
images.

MRFs have been used for AIA in several works. In [15], a multiple MRF is
proposed, where, instead of building a single MRF, they construct one MRF for
each keyword in the vocabulary to capture different semantics among keywords.
The proposal of [10] explores dependencies among features and several words.
In [5] and [7], the co-occurrence information among words and the probabilities
of occurrence of spatial relations between pairs of words respectively are used
as interaction potential in an MRF model. While these approaches have focused
on exploring dependencies among features and words, and between neighboring
pairs of words, we propose to explore hierarchical relations among different seg-
mentation levels of an image. Using hierarchies with MRF models is not a new
idea. In [8] they propose a segmentation method using two levels of a hierarchy,
where the region classification is performed independently at each level, and later
combined within the MRF model. It has been used also for texture segmentation
and denoising [9,3], where the hierarchy consists on two or three layers represent-
ing different characteristics of the image. The main difference with our proposal
is that we will use a hierarchy of image partitions (represented as graphs) at
different levels of resolution, and we will construct a MRF at each level that will
be fed with the MRF information computed in adjacent levels, for the purpose
of improving image annotation.

To obtain a hierarchical representation of images, we use irregular pyramids
[1], which are hierarchical structures formed by combinatorial maps. The com-
binatorial map at each level of the pyramid is equivalent to a Region Adjacency
Graph (RAG) [2] relative to a partition of the image. Irregular pyramids provide
hierarchical relations among regions found at different levels, and topological re-
lations among regions of the same level.

Our main contribution is therefore the combination of the irregular pyramid
segmentation approach with context modeling for improving automatic image
annotation. This involves using an additional potential in a MRF model, taking
into account the hierarchical information among regions at different levels of
the pyramid. A MRF will be modeled for each level of the pyramid, taking
into account the initial labels (annotated with a base classifier) and contextual
(hierarchical and spatial) relations among image regions. The best configuration
of labels for each level will be computed in a bottom-top (taking information from
lower levels) and top-bottom (taking information from lower and higher levels
at the same time) processes, thus refining the initial annotation. Experiments
performed in a subset of the Corel image collection showed that the proposal
(called HMRF-Pyr) can clearly improve the annotation results and revealed the
advantages of using hierarchical relations.

The remainder of this paper is as follows. Section 2 provides an overview
of irregular pyramids. In Sect. 3 we present basic concepts regarding MRFs.
The proposed approach is presented in Sect. 4, followed by the experimental
evaluation in Sect. 5. Finally we present the conclusions and future work.



Hierarchical MRF with Irregular Pyramids for Image Annotation 523

2 Irregular Pyramids Overview

An irregular graph pyramid is a stack of successively reduced graphs (being
the base level the high resolution input image). In these graphs G = (V,E) the
vertices (V ) represent cells or regions, and the edges (E) represent neighborhood
relations of the regions. When we build an irregular pyramid from an image, each
level represents a partition of the pixel set into cells, i.e. connected subsets of
pixels. On the base level (level 0) of the pyramid, the cells represent single pixels
and the neighborhood of the cells is defined by the 4-connectivity of pixels. A
cell on level k (parent) is a union of neighboring cells on level k − 1 (children)
[6]. Each graph is built from the graph below by selecting a set of surviving
vertices and mapping each non surviving vertex to a surviving one. In this way,
each surviving vertex represents all the non surviving vertices mapped to it and
becomes their father [6]. This parent-child relations may be iterated down to the
base level and the set of descendants of one vertex in the base level is named its
receptive field (RF). Some of these concepts are illustrated in Fig. 1.

Fig. 1. Construction of the irregular pyramid. (a) Set of surviving vertices, depicted
in black, (b) contraction kernels for this set and (c) irregular pyramid built using the
contraction kernels from b.

Within the irregular pyramid framework the reduction process is performed by
a set of edge contractions. The edge contraction collapses two adjacent vertices
into one vertex and removes the edge. This set is called a Contraction Kernel
(CK) [2]. The contraction of the graph reduces the number of vertices while
maintaining the connections to other vertices.

This pyramid is able to represent several topological relations between regions.
Besides the classical adjacency relationship encoded by the Region Adjacency
Graph (RAG), each graph may also contain parallel edges and self-loops, repre-
senting several common boundaries and inclusion relations respectively [2].

Combinatorial pyramids [2] are introduced in order to properly characterize
the inclusion relationship, which cannot be fully represented using graphs. In
this case, the edges orientation around a vertex is needed. A Combinatorial Map
(CM) may be understood as a planar graph encoding explicitly the orientation
of edges called darts, each dart having its origin at the vertex it is attached
to. A CM can be defined as G = (D, σ, α), where D is a set of darts (an edge
connecting two vertices is composed of two darts d1 and d2, each dart belonging
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to only one vertex), α is the reverse permutation which maps d1 to d2 and d2
to d1 and σ is the successor permutation which encodes the sequence of darts
encountered when moving around a vertex [2]. A combinatorial pyramid is then
a stack of successively reduced combinatorial maps, having the advantages that
each CM explicitly encodes the orientation of darts around each vertex

3 Markov Random Fields

Intuitively, MarkovRandomFields [13] are undirected graphical models that com-
bine information from a set of observations, and interaction information obtained
by the relation with neighbors. Formally, we can say that Y = {Y1, Y2, ..., Yn}
is called a random field, being Yi random variables on a set of sites S, that can
take values yi in a set of labels L. This can be depicted as an undirected graph,
where each vertex i represents the random variable Yi and the edges represent di-
rect dependence relations between variables. Henceforth, the terms “vertex” and
“variable” shall be used interchangeably.

A Markov Random Field is a random field that obeys the Markov property
P (yi|yi−1, yi−2, ..., y1) = P (yi|N(yi)), where N(yi) is the set of neighbors of yi.
This means that given its neighbor set N(yi), a vertex i is independent of all
other vertices in the graph. The most probable configuration of labels Y ∗ for a
MRF is the one that maximizes the joint probability P (y). This joint probability
is modeled by some restrictions represented by local probabilities, also known
as potentials. The potentials can be interpreted as constrains that penalizes or
favors certain configurations of Y . The joint probability is expressed as Eq. 1

P (y) =
1

Z
∗ exp−Up(y) (1)

where Z is the partition function or normalizing constant and Up(y) is the energy
function. Up(y) is computed using the aforementioned potentials (Eq. 2).

Up(y) = VO(y) + λ
∑
I

VI(y, y
′) (2)

VO(y) stands for the association (or unary) potential, which represents infor-
mation coming from the observations. VI(y, y

′) is the interaction (or pairwise)
potential and models the information obtained from neighboring vertices (y, y′).
λ is a constant introduced to weight the relevance of the restrictions imposed
by the potential functions. The Maximum A Posteriori (MAP) optimal config-
uration Y ∗ is obtained by minimizing the value of Up(y). Common methods for
achieving this optimal configuration are the Iterated Conditional Modes (ICM),
Simulated Annealing and Loopy Belief Propagation (LBP), among others [14].

Although higher order potentials could be used in the model (making yi de-
pendent on a number O of variables), we prefer to use only unary and pairwise
potentials, since higher order potentials largely increase the computational cost
for finding the optimal configuration.
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4 Proposed Approach

The definition of MRFs (see Sect. 3) and most of its applications in images, deal
with two basic relations: the relation of a region feature (observation) with a
label, and the relation of neighboring labels. We are proposing to include in this
framework a parent-child relationship, driven by the notion that in a hierarchical
representation, the children regions may have a trustworthy vote regarding its
parent’s classification and viceversa.

We propose to build a MRF for each level of the pyramid, starting from bot-
tom to top, and at each level l, the information regarding the best configuration
of labels Y ∗

l−1 obtained in level l− 1 is used as additional information to com-
pute the current level’s label configuration Y ∗

l. When the top level is reached,
the same process is repeated from top to bottom, now using Y ∗

l−1 and Y ∗
l+1

to compute Y ∗
l. The MRF for each level will have the same structure of the

underlying RAG in the irregular pyramid.
The Markovian neighborhood N(yli) of label y

l
i can be split into two neighbor-

hoods: the spatial neighborhood and the hierarchical neighborhood. The spatial
neighborhood of label yli corresponding to vertex i, is composed by the labels
assigned to all the vertices adjacent to i in the RAG of level l. The hierarchical
neighborhood is formed by all the labels assigned to the Contraction Kernel of
vertex i in level l − 1 and by its parent’s label in level l+ 1.

We propose to compute the energy function as depicted in Eq. 3.

Up(yl) = λOVO(y
l
i) + λI

∑
i

VI(y
l
i, y

l
j) + λH

(∑
ch

VCh(y
l
i, y

l−1
k ) + VP (y

l
i, y

l+1
m )

)
(3)

This is an extension of Eq. 2, introducing VCh(y
l
i, y

l−1
k ) as a hierarchical potential

that models the relation of label yli (assigned to vertex i of level l of the pyramid)
with its child label yl−1

k , and VP (y
l
i, y

l+1
m ) that models the relation of yli with its

parent label yl+1
m . The label yl−1

k was assigned to vertex k in level l−1 of the image
pyramid by the MRF computed for this level. Vertex k belongs to the CK (see
Sect. 2) of vertex i (k ∈ CK(i)). The observation, interaction and hierarchical
potentials are weighted by λO, λI and λH respectively, and λO + λI + λH = 1.

Having stated the energy function, we defined each potential as follows. The
association potential VO(y

l
i) is defined as in [5]. We use as base annotation system

the k-nearest neighbors (KNN) classifier. In order to rank candidate labels for
a given region we use the distance of the test instance to the top k-nearest
neighbors as relevance weight. As presented in [5], relevance weighting is obtained
using Eq. 4.

PR(ylij) =
dj(x

l
i)∑k

n=1 dn(x
l
i)
, yli ∈ Y, xli ∈ X (4)
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where dj(x
l
i) is the Euclidean distance in the attribute space of observation xj

(corresponding to the j-nearest neighbor) to xli (the test instance), being Y the
set of labels and X the set of observations.

The association potential is then expressed as in Eq. 5,

VO(y
l
i) =

1

PR(yli)
(5)

the interaction potential is defined in Eq. 6,

VI(y
l
i, y

l
j) =

⎧⎨⎩
0 if yli = ylj

1 if yli 
= ylj

(6)

the potential related with the children information is defined by Eq. 7 and the
potential related with the parents information is presented in Eq. 8

VCh(y
l
i, y

l−1
k ) =

⎧⎨⎩
0 if yli = yl−1

k

1 if yli 
= yl−1
k

(7) VP (y
l
i, y

l+1
m ) =

⎧⎨⎩
0 if yli = yl+1

m

1 if yli 
= yl+1
m

(8)

where k ∈ CK(i) and i ∈ CK(m).
The interaction potential penalizes neighbors with different labels with respect

to the current vertex, while hierarchical potentials punish children or parents
having different labels than the current vertex. In order to obtain the optimal
configuration Y ∗, we used the ICM algorithm, which is efficient and, although
usually criticized for converging to local minimums, for this case the results were
very similar to other more complex methods. This might indicate that for the
current problem, ICM is actually converging to the global minimum.

5 Experiments

In order to validate our proposal, we ran experiments on a subset of the Corel
image collection. Specifically, we used the CorelA subset developed by [4]. This
dataset contains 205 natural scene images split into two subsets with 137 images
for training and 68 images for testing. All images have been segmented using
normalized cuts [12] and they have been manually annotated with 22 classes.

The irregular pyramids computed for these images have an average of 20
levels. For these experiments we tested all the levels ranging from level 6 to 16,
in order to avoid extreme oversegmentations or undersegmentations. Following
the idea of [11], we used as visual features for each vertex (region) of each
graph, the quantization of the RGB values in 16 bins per channel, yielding a
48-dimensional color histogram, and a local binary pattern (LBP) histogram to
characterize texture in the region.
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Fig. 2. Accuracy results in the CorelA dataset using different parameter combinations

The experiments were performed using as base annotation system a KNN
classifier as implemented in [5]. We used this base classifier in order to be fair
in the comparison, sticking to the conditions imposed by [7]. Nevertheless, we
believe that, by using a more sophisticated classifier, our results can be improved.
Since we used a different segmentation approach than the one used by [7] to
label image regions, we measured the accuracy of the annotation at pixel level.
Results can be seen in Table 1. The first three rows show the average accuracy
over 10 runs obtained using the algorithms for each level of the pyramid. We are
comparing the base classifier KNN with our hierarchical MRF approach (HMRF-
Pyr) and the traditional MRF approach (without hierarchical relations). In row 4
we can see the relative improvement of HMRF-Pyr with respect to the KNN base
classifier and row 5 shows the relative improvement of HMRF-Pyr over MRF.
We tested several combinations of λO, λI and λH , having better results with
0.25, 0.25 and 0.5 respectively. This results can be analyzed in Fig. 2. Horizontal
axis show the pyramid levels and vertical axis depict annotation accuracy (in
%). For clarity, in Fig. 3 we can see an extract of Fig. 2, only showing the best
results using the hierarchical information, the best results when this information
is not used (λH = 0), and the base classifier KNN results.

In Fig. 4, some segmentation and annotation results can be seen for images
of the CorelA set. From these results we can see that the HMRF-Pyr approach
involving hierarchical and neighborhood relations improved the annotation accu-
racy with respect to the base classifier and with respect to the traditional MRF
approach. This is consistent with the initial assumption that the annotation of
children regions have influence in its father classification and viceversa.

Comparing our approach with other methods that were tested on this dataset,
we can see that the highest annotation accuracy obtained by [7] is of 45.64%,
while our best result is 44.6% (see Table 2). These results are similar (1 point
difference), however some test conditions (segmentation method and low level
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Fig. 3. Extract of Fig. 2, for clarifying the improvement obtained when using the
hierarchical potential (λH �= 0), with respect to not using it (λH = 0)

HMRF-Pyr

MRF

KNN

HMRF-Pyr

MRF

KNN

Fig. 4. Examples of Corel image annotation results. First column shows original images
with its ground truth annotation mask in second column. Columns 4 to 6 show different
pyramid levels. For each image, the first row of levels shows the annotation result with
HMRF-Pyr, the second row shows the MRF annotation result and the third one shows
the annotation result achieved with KNN. At the bottom we can find a color legend to
understand the annotation results (best seen in color).
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Table 1. Results obtained in the CorelA subset for each level of the pyramid

Pyramid levels
Algorithm 6 7 8 9 10 11 12 13 14 15 16

KNN 31.7% 31.8% 31.8% 32.0% 31.9% 32.0% 31.9% 31.7% 31.6% 31.1% 30.7%

MRF 42.2% 42.3% 42.2% 42.1% 41.8% 41.6% 41.2% 40.3% 39.7% 38.9% 37.9%

HMRF-Pyr 44.5% 44.5% 44.5% 44.6% 44.5% 44.4% 44.0% 43.5% 42.8% 41.9% 41.0%

Imp. HMRF-Pyr/KNN 12.8% 12.7% 12.7% 12.5% 12.6% 12.3% 12.0% 11.8% 11.2% 10.8% 10.3%

Imp. HMRF-Pyr/MRF 2.2% 2.1% 2.3% 2.5% 2.7% 2.8% 2.9% 3.1% 3.1% 3.0% 3.2%

Table 2. Comparison with other methods in the CorelA subset. Second column shows
the accuracy of each algorithm. For those who use a base classifier (KNN), the ac-
curacy of this classifier is shown in third column. Fourth column shows the relative
improvement achieved by the algorithms over the base classifier.

Algorithm Accuracy KNN accuracy Imp. from KNN

gML1 [4] 35.7% - -

gML1o [4] 36.2% - -

gMAP1 [4] 35.7% - -

gMAP1MRF [4] 35.7% - -

MRFs AREK [7] 45.6% 36.8% 8.8%

HMRF-Pyr 44.6% 32.0% 12.8%

features) are different and it is more relevant the gain with respect to the base
classifier (last column of Table 2). For them, KNN scored 36.8%, while we ob-
tained 32%. The best improvement for [7] over the base classifier was 8.82%,
while our relative improvement is 12.8%. In our opinion, this relative improve-
ment shows the importance of the hierarchical information in problems with
context-dependent information, and the relevance of combining segmentation
and annotation simultaneously. It can be seen in Fig. 4 that segmentation can
be enhanced with annotation, simply by joining regions with the same label.

6 Conclusions

In this paper we proposed an approach that combines irregular pyramid segmen-
tation with image annotation based on Markov Random Fields. MRFs allow to
take into account contextual relations when performing the annotation, and we
proposed an enhance to this model by using the hierarchical relations among re-
gions of different levels of the irregular pyramid. As experimental results showed,
hierarchical information actually provides relevant information to the annotation
process, which combined with neighborhood information, can represent an im-
portant improvement with respect to the base classifier.

In future work, we have the intention of elaborating a multilevel segmenta-
tion/annotation algorithm where the structure of higher levels is modified by
the lower levels information.
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Abstract. A method for visual 3D pose tracking of objects whose shape
can be approximated to a polygon mesh it’s presented. The proposed
method takes advantage of the fact that polygon meshes may be com-
posed of quadrilaterals, which can be tracked in 2D using standard plane
tracking for which homography decomposition can be used to recover 3D
pose information. Results show that it’s feasible to do 3D pose tracking
of polygon meshes using only one monocular camera and 2D tracking.
This is a first step for a full automatic 3D pose tracking system, since
planes can be detected without any priori knowledge using automatic
plane detection methods.

Keywords: 3D tracking, 3D pose estimation, approximated 3D mod-
els, homography decomposition, cuboid tracking, polyhedral tracking,
polygon mesh tracking, visual tracking, automatic object tracking.

1 Introduction

Visual 3D pose estimation of objects in real environments has been an important
topic in literature because there are numerous fields which rely on precise local-
ization systems and where the availability of other sensors systems is limited.
Common visual approaches depend on depth information by means of stereo
setups [9,14] or laser range data [12].

More closely to the visual tracking problem, approaches like [13] use standard
tracking techniques with laser data with the objective of tracking more robustly
multiple targets.

The application of 3D tracking in vehicle driving context has gained important
attention. On one side, the need for dynamic obstacle is key component on
autonomous driving [1] and vehicle assistance methods [11], but also out-of-
board vehicle tracking is a key component in autonomous driving [6].

3D tracking may be accomplished by using full featured models [3,10] or by
using approximated models [6]. While full featured models allow having a very
exact representation of the real world entity, in not all situations is well suited
having any sort of known 3D model. Approximated models can be used to over-
come this constraint.
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In this work particular interest is set on tracking closed polygon meshes by
using only 2D plane tracking. What is presented is a method for 3D tracking of
an object that moves in an unknown 3D space. As it will be shown, this results
in a very efficient way of tracking while being robust, since well developed plane
tracking methods are used.

The use of plane tracking has an additional benefit: complex objects may be
represented by planar surfaces which can be tracking using 2D plane tracking.

This work is presented as part of a more general method that deals with
3D pose tracking of unknown objects in unknown environments. We propose
the use of polygon meshes for representing objects to be tracked after they have
been discovered using an automatic plane detection method. For instance, [2,5,8]
could be used to obtain the faces that are part of the unknown target object.

This article is divided as follows: section II will introduce work related to the
problem of 3D tracking unknown objects in unknown environments and that is
closely related to this work. On section III, theoretical background is provided as
preparation for section IV, where a method for 3D tracking is presented. Section
V shows a validation exercise of method proposed, that consists in tracking a
cuboid. In section VI conclusions are presented.

2 Related Work

Literature on 3D tracking is very wide. Its applicability to almost all disciplines
involves a large variety of methods. Here our purpose is exploring some methods
that achieve 3D pose tracking by means of image alignment and that are related
to our proposal.

Our work relies on homography decomposition for 3D reconstruction and stan-
dard 2D plane tracking. A close application of this is presented by Benhimane
and Malis [7]. Efficient Second order Minimization algorithm is used for align-
ing 2D images over 8 parameters, for homography transforms. We also use this
plane tracking method in our method. But while Benhimane’s work it’s focused
on visual servoing, ours is aimed at full 3D object tracking.

There are other alternatives for 3D tracking in context of image alignment.
Method presented by Cobzas and Sturm [4] take standard 2D tracking to a
3D pose parameter space (6 parameters, one for each DoF). A drawback is
that, when changing the parametrization to handle 3D pose changes, it re-
sults that even some movements that could be tracked without a problem by
tracking planes individually, can produce failure when tracking them using this
parametrization. Another idea introduced by them are constraints between planes
to make tracking more robust. For our work, in the future we will use a similar
constrained tracking for increasing robustness on a per plane basis.

On the same line of parametrizing directly in euclidean space, Panin and
Knoll [10] proposed a method for tracking objects that uses Mutual Information
as similarity measure, instead of the common SSD, and perform a Levenberg-
Marquardt optimization. Authors report performance of 2 fps because of the
Mutual Information step. Our approach, on the other hand works at real time
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(more than 24 fps). Moreover, Panin’s method requires at each iteration project-
ing a full CAD model to image plane (and a z-test for determining visibility).
Our tracker just requires this projection once per registration, and can be sim-
plified to a partial 3D reconstruction. A drawback from our method is that it
will be limited to polygon meshes, but that indeed a desired feature towards
automatic plane detection.

Another approach to 3D pose tracking is that of Manz et al. [6]. In their work,
they use custom simplified model for 3D pose tracking based on feature points.
Their work shows robust performance on real time vehicle tracking. But this
method has the disadvantage of requiring a fine tuning of descriptors and the
model for each different tracked target. While this provides robustness, it’s not
suitable for dynamic models.

One of the ideas behind this work is avoiding 3D representations of objects.
Because monocular cameras are used, tracking in 3D involve at some point tak-
ing 2D image projections to 3D euclidean space. Handling 3D usually involves
additional complexity (for example, building a 3D CAD model and rendering it).
We have aimed at doing as much as possible on 2D space, and later interpreting
the corresponding 3D representation.

3 Theoretical Background

Let’s define the projection of a plane in euclidean space on image plane according
to pinhole camera model. Let m = [x, y, z, 1]T be a point that lies on plane π in
real world coordinates using homogeneous coordinates. The projection of m on
image plane m∗ = [x∗, y∗, 1]T is given by:

m∗ = αKPm (1)

Where P = [R | t] ∈ �4×4. R and t are the rotation and translation matrices
respectively that relate real world and camera coordinate reference frames. α is
a scaling factor.

3.1 Polygon Mesh Plane Based Model

A polygon mesh with n faces (quadrilaterals) can be defined in terms of the
planes that conform it. That is:

C = {Pi | 1 ≤ i ≤ n} (2)

For any polygon mesh C there exist one transformation matrix Pi that maps
real world coordinates to camera coordinate system for each plane πi.

For all faces in polygon mesh C there exist at least one transformation matrix
iTk that maps coordinate system from face k to face i coordinate referential
(equation 3).

∀πi ∈ C ∃ iTk | Pi = TkPk (3)
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Where Pi refers to the transformation matrix for plane πi that maps real world
coordinates to image coordinates. iTk is a transformation matrix that maps
coordinate system of plane with transform Pk to Pi.

Note that if dimensions of faces are unknown, finding transforms iTk requires
finding vertex using plane intersection points to later recover width and height
(or a proportion of them). As for this article, it’s assumed that dimensions are
provided.

3.2 Plane Tracking

Consider the homography G ∈ �3×3:

m∗ = αGm (4)

In this case, m = [x, y, 1]T and m∗ = [x∗, y∗, 1]T are points on image plane and
transformed image plane respectively. Differently from pinhole camera model
KP, G is no longer a projective transform matrix. This homography matrix can
be parametrized as shown in [16]:

W(x;p) =

⎛⎝1 + p1 p3 p5
p2 1 + p4 p6
p7 p8 1

⎞⎠⎛⎝x
y
1

⎞⎠ (5)

Provided a image T on which plane π is projected, and image I where the
same plane π is projected but after some arbitrary change in pose in �3, image
alignment consist in finding the parameters set p (and consequently G) that
allows transforming image T into I.

The Efficient Second Order Minimization proposed by Malis in [15] is a image
alignment which has higher convergence rate than other popular approaches [16].
This method works by iteratively updating parameters p := p ◦Δp where Δp
can be evaluated as:

Δp ≈ −2(J(e) + J(pc))
+(s(pc)− s(e)) (6)

Where p are the current parameters, J is the Jacobian, as presented in [16], and
s is the current image, which can be evaluated using the current parameter set
or the 0 set.

3.3 Homography Decomposition

Homography decomposition deals with reconstructing the 3D pose of a planar
surface given its single or multi view projection on image plane. When working
with plane tracking, usually only 8 parameters are used to accomplish tracking,
which are mapped to the 3× 3 homography transform (equation 5).

As shown in the pinhole camera model, transformation matrix of extrinsic
parameters P = [R | t] is a matrix composed of rotation R and translation t.
In order for P to be a valid transformation, R must an orthonormal basis.
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Using individual elements hij : 1 ≤ i, j ≤ 3 of G, the following relations can
be obtained:

r1 = α

⎡⎢⎣
h11−cxr31

fx
h21−cyr31

fy

h31

⎤⎥⎦ , r2 = α

⎡⎢⎣
h12−cxr32

fx
h22−cyr32

fy

h32

⎤⎥⎦ (7)

Where the α factor is a normalizing factor and hij are the elements of homogra-
phy matrix G. cx, cy are center offset from camera intrinsic parameters. fx and
fy are focal distances of the camera. From this, r3 can be obtained using cross
product, as shown in equation 8.

r3 = r1 × r2 (8)

The normalizing factor is computed as:

α =
1√(

h11−cxr31
fx

)2
+
(

h21−cyr31
fy

)2
+ 1

(9)

Finally, the translation vector it’s obtained from the relation between the planar
homography and the model:

t = α

⎡⎢⎣
h13−cx

fx
h23−cy

fy

1

⎤⎥⎦ (10)

The advantage of this decomposition method is that it only requires one view,
and camera intrinsic parameters.

4 Polygon Mesh 3D Pose Tracking

Here it’s presented a method for tracking the 3D Pose (3D orientation and 3D
location) of a polygon mesh using only a monocular camera. This method is
based on the homography decomposition of a face of the tracked polygon mesh
for 3D reconstructing it. The tracking process is based on the fact that at any
time at least one face of the object is seen by a camera. Then, it’s only necessary
to track this face in order to reconstruct the object. This process is summarized
in figure 1.

4.1 3D Object Reconstruction

Our proposal is to track a polygon mesh using a single face. This method must
also determine which face should be tracked. Here it’s used a decomposition
process to reconstruct the full 3D polygon mesh by starting from the current
tracked plane.
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Fig. 1. Proposed process for tracking objects whose shape can be approximated to a
polygon mesh. It’s included the full registration process to illustrate required initial-
ization step.

Let’s start with the current tracked face, which is represented by plane proj(πc),
where c denotes current and proj is the projection of plane i on image. From
this, and applying the decomposition process presented earlier (equations 7, 8,
9 and 10), it’s possible to obtain the corresponding 3D pose of plane πc.

Provided that dimensions for the object are known, reconstructing the full 3D
object becomes simple. For each face, a transform from plane πc can be obtained
using equation 3. This is also applicable to determine current object center.

4.2 Plane Selection

From figure 1 it must be noted that there is no tight between modules. In the
case of plane selection, we have chosen to use a method based on normal vector
of each face, and the translation vector from camera to object. This method
will output the face that has the larger area visible by the camera (provided
equal face dimensions). Since visual tracking is going to be done over this area,
it improves convergence to have a larger visible area.

Consider geometric setup depicted in figure 2. In this diagram it can be noted
that to find the face which has the larger projection it’s necessary to find the
size of that projection first on virtual plane. Then, from virtual plane to image
it’s only needed and affine transform that preserves proportion.

Consider segments AB and BC and the following relations by trigonometric
properties:

AB = L cos θ1 (11)

BC = L cos θ2 (12)
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Fig. 2. Geometry for must aligned method for face selection. The method will report
the face which has the wider visible area by the camera, regardless of its position or
pose.

These are related to l1 and l2 as follows:

l1 = AD =
AB

cosω
=

L cos θ1
cosω

(13)

l2 = BE =
BC

cosω
=

L cos θ2
cosω

(14)

Taking the definition of angle between vectors, a general form for obtaining the
projection on virtual plane of faces is given by:

cos θi =
C ·Ni

‖C‖‖N1‖ (15)

Because it’s desired to find the normal that is must aligned, this problem can
be defined as:

argmax
i

l(i) =

{
L cos θi
cosω

| ∀i : 1 ≤ i ≤ 2

}
(16)

This can be generalized for the case of a polygon mesh on �3 with n faces as:

argmax
i

l(i) = {C ·Ni | ∀i : 1 ≤ i ≤ n} (17)
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Fig. 3. Synthetic scene used for validation porpouses. A cuboid shaped object moves
over a 3D space. During tests, the cuboid object did a series of rotation and translations
in �3. Face marked with red is the one chosen for the method as the most visible. At
any registration, ground truth over current object 3D pose is available.

5 Validation Exercise on Cuboid Tracking

Validation exercises over a simple polygon mesh were done. For these, a synthetic
animation of a cuboid was used, so that the 3D pose of the object could be known
on each frame. Each test consisted in having a cuboid object to execute a series
of rotations and translations in �3 in a way that would emulate a flying object.
As a consequence, there were no large interframe displacements. A background
image was entered to add difficulty to the tracking process.
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Fig. 4. Typical results from using our method for 3D pose tracking over 720×480 image
sequences running at more than 24fps. Each series plots the error for pose estimation
as a percentage. Relative error was calculated as ||vg − vc|| / ||vg ||, where v is vector
Rx (X), Ry (Y), Rz (Z) or t (T). Subindex g denotes ground truth while c refers to
current estimate.

On picture 4 results over this sequence of object motion and rotation are
presented. In this plot, 3D pose estimation error for the tracked object is shown.
Error is measured relative to the ground truth measure for each axis of rotation
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and the translation. In most of the cases is less than 10%. Error is produced
because of plane tracking error, and sampling. In future work, a constrained
plane tracking method will be used to reduce error on decomposition product
of not fully valid plane tracking solutions. Also, tests on real objects will be
presented.

From a theoretical perspective, our method may introduce error at face selec-
tion stage, since a fixed face size is considered. This is error has lees impact than
the tracking process error, which is done at image level, and is prone to produce
incorrect solutions.

Because our method relies on standard plane tracking [15], which solves an
sum of squared differences expression with only 8 parameters, it works at more
than 24fps on 720× 480 image sequences.

6 Conclusions and Future Work

We have shown a method that allows tracking full featured objects by means
of approximated models. This approach represents an important contribution
in the sense that avoids dealing with a full featured model in situations where
building such a model is not possible. More important, a method like this will
also fit in situations where the model is not known, but can be discovered using
automatic plane detection methods.

Another important feature of this work is the possibility of doing full 3D
tracking in the 2D space. We show how using only homography decomposition
and a simple transforms models (in �3) it is possible to construct a 3D model
of the target object.

3D pose estimation obtained is accurate, but there is important dependence
on plane tracking and decomposition, which adds error to the pose estimation.
Future work will deal with a constrained plane tracking process to increase ro-
bustness, while still preserving favorable properties of plane tracking using in-
duced homography.

Approximated models are base of coarse to fine model refinement strategies
(such as that employed in CAD model tessellation). In particular, to our research,
we aim at discovering models for unknown objects in unknown environments.
For these, we are studying model refinement parting from a cuboid shape until
reaching a more complex mesh recursively.

Acknowledgements. Authors want to acknowledge Consejo Nacional de Cien-
cia y Tecnoloǵıa (CONACyT) and e-Robots Research Chair from Tecnológico
de Monterrey, Monterrey for supporting this research.
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Abstract. Pose estimation is one of the most fundamental tasks in un-
manned vehicles because many high level tasks depend directly on the
vehicle localization. In this paper, an embedded pose estimation mod-
ule based on the extended Kalman filter (EKF) is implemented in an
autonomous vehicle with Network Controlled System (NCS) architec-
ture. The implemented EKF fuses inexpensive sensor’s data in order to
provide a more precise estimation than using any of those sensors sep-
arately. Experimental results of tests with the vehicle in a parking lot
show a comparison between pose estimation executed embedded on an
low cost, low-speed micro-controller on the vehicle and in a remote high-
speed computer through a wireless link.

Keywords: pose estimation, extended Kalman filter, network controlled
system, unmanned ground vehicle, CAN Bus.

1 Introduction

Pose estimation in autonomous vehicles is an important task that has received
a lot of attention in the last decades. Usually this is done by fusing information
from several sensors like INS, GPS, odometry among others. A very popular
and effective technique to fuse information from different sensor sources is the
Kalman filter.

In autonomous vehicles another trend is to use Distributed Controlled Systems
(DCS) [1,2] thanks to advances and proved reliability of field bus technologies
in commercial vehicles [3,4]. This helps to reduce the wiring in the vehicle and
make the system modular, scalable and flexible.

Network Controlled Systems (NCS) is a particular case of a DCS in which the
control loops are closed by an information network [5,6]. The defining feature
of an NCS is that information is shared among components using the network.
Figure 1 shows a general representation of a NCS, where sensors and actuators
attached directly to the controlled system are connected to the network, as well
as the controller, which may be in a remote location, thus closing the control
loop [7].

In this paper, we present a comparison of an extended Kalman filter (EKF)
when executed on a high-speed remote computer and when it was embedded on
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Fig. 1. Network Controlled System (NCS)

a low cost, low-speed micro-controller on the vehicle. The EKF fuses data from
IMU, GPS, and odometry from a unmanned ground vehicle (UGV) instrumented
with a NCS based on the Controller Area Network (CAN) bus. The main ad-
vantages of embedding the EKF on the vehicle NCS are: reduce the bandwidth
usage of the wireless link; prevent dropped data; reduce the communication de-
lay through the sensors and pose estimation module. Figure 2 presents both pose
estimation schemes.

The following section will present an overview of the related work. Section 3
will explain how we applied the EKF to our ground vehicle. Section 4 will give a
description of the vehicle, and the pose estimation module used in this research.
In Sect. 5 we present the experimental setup and the results. Finally, in Sect. 6
we give the conclusions resulting from this research, and possible future work.

2 Related Work

The pose estimation of autonomous vehicles is a problem that has received con-
siderable attention in the last decades due to its importance for higher-level
functions like autonomous navigation. Kalman filtering, in its many variants,
has been amply applied to solve this problem in many types of autonomous
vehicles to fuse the information of whatever sensors the vehicle has, usually an
Inertial Measurement Unit (IMU), vehicle odometry and GPS. Traditionally,
this algorithm has been implemented on high-speed computers or devices with
parallel processing capabilities.

In [8], there is a very good explanation of the Kalman filter, a detailed analysis,
the characterization of the sensors they used and how they affect the filter,
as well as some results. Even though this is a very good reference point and
with excellent results, they do not specify the vehicle architecture or where
the algorithm was executed. In [9], the authors applied Kalman filtering to an
instrumented all-terrain vehicle, but the sensors used were too expensive (around
USD 60,000) and the algorithm was executed on a computer on top of the vehicle.

While the common paradigm when using Kalman filters in autonomous vehi-
cles is to fuse the information from the vehicle odometry, with an IMU and GPS,
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Fig. 2. Pose estimation approaches implemented on this research

in [10] the authors used Kalman filter between the odometry of an industrial in-
strumented vehicle and the triangulation from a laser mounted on the vehicle. In
[11] they neglected the GPS, using instead a visual landmark recognition system.
Still, both had very good results, proving that there are other ways to estimate
the pose of an autonomous vehicle.

More recently, [12] present the analysis of fieldbus technologies for autonomous
vehicles and how they would behave in some of their more critical tasks like
navigation using Kalman filters, although their prototype was a wheelchair and
the focus of the paper was on the real-time control of the vehicle with the
distributed system. It is concluded that navigation algorithms can safely execute
on the vehicle with a bus while other necessary control loops execute on real-
time. In [13] there is an application of an unscented Kalman filter to get the
navigation results of a commercial vehicle with IMU, GPS and a Compass where
the algorithm was executed on a desktop computer on the back seat.

In other efforts, [14] implemented a Kalman filter to recognize the contour of
roads for the navigation of autonomous vehicles, which can be combined with
other pose estimation techniques to make a more reliable navigation algorithm.
Finally, [15] implemented a floating-point Extended Kalman Filter embedded on
a FPGA to work in the SLAM problem. This paper proved that a fast computer
is not absolutely necessary to execute the Kalman filter, and they actually had
better results by embedding the algorithm in their FPGA.
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We can notice that there has been a considerable amount of work using
Kalman filter for the navigation of autonomous vehicles and, due to the trend
in these of using distributed control through fieldbus technologies [1,2], to find
ways of implementing the filter as an independent component on the bus, instead
of on a single and probably expensive computer.

3 Formulation

An EKF usually is divided into two main phases; first is prediction where a
model function is used in order to calculate the state according to a theoretical
model and an associated error; second is the correction phase where an external
measurement is taken into account in order to correct the prediction.

In any vehicle moving in 2D, let the state vector x = [xx,xy,xθ]
T , where x, y

is the position in the plane and θ is the heading of the vehicle. The input vector
is defined by u = [uΔD,uΔθ]

T , where ΔD is the travelled distance between 2
time steps, and Δθ is the change of orientation in the same time period. As
our vehicle has no sensors that provide direct input vector variables, Equation 1
translates vehicle’s speed s and orientation θ into translated distance and change
of orientation, which are our input vector variables.

uk = j(s, θ) =

[
uΔDk

uΔθk

]
=

[
2× π × r × s×Δt

θ − x+
θk−1

]
(1)

In order to apply EKF for vehicles pose estimation, we need a model to describe
the vehicle pose in function of its last pose and input variables. This model is
called kinematic model, and its result is also known as odometry. Equation 2
relates the vehicle odometry with the state prediction of the EKF.

x−
k =

⎡⎣x−
xk

x−
yk

x−
θk

⎤⎦ = f(x+
k−1,uk) =

⎡⎢⎣x
+
xk−1

+ uΔDk
cos (x+

θk−1
+ uΔθk)

x+
yk−1

+ uΔDk
sin (x+

θk−1
+ uΔθk)

x+
θk−1

+ uΔθk

⎤⎥⎦ (2)

After the state is predicted, we need to predict the covariance matrix P, which
is represented as an ellipse in where the real pose could be in case it was not
the one calculated. Equation 3 shows how to calculate the covariance prediction
using the last covariance correction, and the noise associated to input variables
U.

P−
k = Jfxk

P+
k−1J

T
fxk

+ Jfuk
UJT

fuk
(3)

where Jfx and Jfu are the Jacobian matrix of the state function f , respect to
the state and input variables respectively.

Once a measurement is performed, the correction phase of the EKF is exe-
cuted. This phase begins calculating the Kalman gain, which will tell us how the
prediction has to be corrected. Equation 4 shows how to calculate the Kalman
gain.
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Kk = P−
k H

T (HP−
k H

T +R) (4)

where H is how the measurement is related to the state, and R is the associated
error of the measurement.

After computing the Kalman gain, we have to use it to fix our state prediction
using measurement z. Equation 5 shows how to calculate state correction from
state prediction, Kalman gain, and the external measurement.

x+
k = x−

k +Kk(zk − x−
k ) (5)

Finally, we need to correct the covariance matrix using the Kalman gain and the
predicted covariance. Equation 6 presents how to correct the covariance matrix.

P+
k = (I−KkH)P−

k (6)

After the correction phase, the EKF cycle concludes, and it is executed again at
the next time step. For our experiments, this is the EKF filter that we imple-
mented.

4 Research Platform

The vehicle used for this research is an electric ground vehicle from Johnson
Industries (shown in Fig. 3a) originally designed to be driven by a human, that
has been instrumented with the necessary components to provide some level of
autonomy. In this vehicle, we implemented a NCS based on CAN bus as we show
in Fig. 3b.

(a) A photograph of the UGV.
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(b) Hardware architecture of the UGV.

Fig. 3. Research platform vehicle used and its architecture

We can see that the vehicle has many nodes connected to the network with
three main control loops: vehicle’s speed, involving a sensor in one of the front
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wheels and an electric motor to steer the vehicle; and retractable platform, that
is a subsystem of the vehicle used to load and unload child vehicles.

CAN bus was chosen as the bus protocol thanks to its proven reliability in
commercial vehicle applications [3,4], industrial applications, and research [12].
Other advantages of the CAN bus are its resistance to electromagnetic interfer-
ence, which in electric vehicles has to be considered, and its ID priority-based
communication protocol, that allows a higher-priority messages to access the bus
first [16].

When the pose estimation module algorithm was executed on a remote com-
puter (Dual-Core laptop computer running at 2.53 GHz with Hyper Thread-
ing), necessary data was gathered through a wireless link provided by an RF
transceiver on the vehicle. Even when this link is reliable, we still have data
loss and time delays added to process. In Section 5 will be presented how these
delays affect directly to pose estimation performance.

When the pose estimation module was embedded on the vehicle (Low cost
Arduino Uno R3 running at 16 Mhz), even when GPS and IMU had lower
priority ID compared with the mentioned control loops, as the bus traffic is not
too high, the pose estimation module was always able to receive the necessary
data from these sensors.

5 Experiments and Results

In order to test the pose estimation system, we did experiments in an outdoor
environment as shown in Fig.4. This area was selected because of the space and
its GPS reception. In addition, Fig. 4 shows two trajectories described by the
vehicle, which were used to calculate the vehicle pose error.

Fig. 4. Experimental area and real performed trajectory
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The first path consisted on a simple ‘C’ shaped trajectory, which had two
sharp turns. Figure 5 shows a comparison between the embedded and remote
pose estimation algorithm results.
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(a) Embedded pose results for path 1.
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(b) Remote pose results for path 1.

Fig. 5. Comparison between embedded and remote pose results for path 1.

As shown in Fig. 5 the embedded pose estimation algorithm had a better
performance than when executed remotely. We can see also a better performance
in IMU odometry calculation when this calculation was embedded on the vehicle.
For the second path, the vehicle travelled a ‘S’ shaped trajectory, which had
more turns and more distance to travel. Figure 6 shows a comparison between
the embedded and remote pose estimation algorithm results.
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(a) Embedded pose results for path 2.
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(b) Remote pose results for path 2.

Fig. 6. Comparison between embedded and remote pose results for path 2.

We can notice that, the embedded approach had a better performance than the
remote one, again. Furthermore, the embedded calculation of the IMU odometry
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outperformed the remote IMU odometry calculation. In both experiments, the
embedded EKF pose result behaved smoother than the remotely calculated EKF
pose. It can be appreciated that the remote EKF pose sometimes got lost for
a brief moment because data was lost during wireless communication, and then
it would correct itself once GPS data reached the remote computer. To better
appreciate the differences in performance between the embedded and remotely
executed pose estimation algorithm, Fig. 7 shows the instantaneous error of the
IMU odometry, and EKF pose when compared with the real travelled path, for
both cases.
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(a) Path 1 pose errors.
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Fig. 7. Error for embedded and remote IMU odometry and EKF pose in both paths.

It can be observed that in both experiments, the remote EKF pose error
gives spikes that were due to the wireless communication, while the embedded
approach was smoother. Table 1 shows the calculated mean error of each esti-
mation presented in 7.

Table 1. Mean error of the IMU odometry and EKF pose against the real path after
completing both experiments

Mean Error

Embedded IMU Remote IMU Embedded EKF Remote EKF
Odometry Error Odometry Error Pose Error Pose Error

Path 1 20.9557 m 35.6667 m 5.2835 m 6.3928 m

Path 2 33.6639 m 49.0897 m 6.8828 m 8.3677 m

These experiments showed, as summarized in Table 1, that the embedded
approach had a better performance both in the calculation of the IMU odometry,
as well as in the EKF pose estimation.
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6 Conclusions and Future Work

This paper presented an implementation of an embedded EKF on a UGV as a
module of its NCS. We showed a comparison between the performance of this
filter, against the same filter executing on a remote computer, concluding that
the embedded filter behaved slightly better, so that it can be safely applied
embedded on the vehicle for high-level autonomy tasks.

The advantage of implementing the filter as a module of the UGV NCS is that
now, it is fully independent of the rest of the vehicle systems, so any modification,
like an upgrade, could be applied without the need of interfering in the rest of
the systems. In addition, thanks to the philosophy used in the instrumentation
of the vehicle, this module can be used on other vehicles instrumented with the
same philosophy with minimal changes.

One of the contributions of this paper is that the EKF was implemented
in an economic processor, which contributes to the development of a low cost,
modular, robust, scalable and flexible UGV.

As future work, high-level functions such as exploration, mapping, and path
planning will be implemented based on the obtained results to achieve a better
degree of autonomy.

Acknowledgements. Authors want to acknowledge Consejo Nacional de Cien-
cia y Tecnoloǵıa (CONACyT) and e-Robots Research Chair from Tecnológico
de Monterrey, Monterrey for supporting this research.
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Abstract. There is a wide area of applications for sniffing robots where differ-
ent intelligent algorithms can be applied to follow the smell of precise odors. 
The localization of odor sources is one way to increase the efficiency and the 
speed of a multi-robot team in a disaster area during search and rescue applica-
tions. Then, the most important task is not the search but the localization of 
these odor sources, which inspired in nature, requires a stereo sensor to find the 
direction from where an odor is coming. The intention of this document is to 
prove that the robot heading can be aligned to the real odor flow direction im-
proving the odor and localization task based on a designed and implemented bi-
ologically inspired nose system. Experiments compare the results when the nose 
system is implemented and when it is not.  

Keywords: smell, odor source localization, bio-inspired nose system, nose sys-
tem, nostrils, smell sense, CAN-Network, unmanned vehicles. 

1 Introduction  

The importance of smell in animals cannot be denied as olfaction is used for too many 
purposes in nature as scavenging and inspection, mating, recognition, hunting, avoid-
ing predators. Even more, animals smell capability can be trained to find hazardous 
substances in the environment or during rescue tasks in disaster areas [1]. 

This is where a match between smell sensing and mobile robots for rescue applica-
tions can be made. Both areas have received considerable attention recently, but there 
is still a lot of work to be developed to increase its performance and effectiveness [2]. 

To understand a sniffing robot it is necessary to know that odors are volatile com-
pounds and a mixture of different molecules and that the function of a smell sensor is 
to chemically react with these odorants and convert the chemical signal into an elec-
trical or physical signal [3]. One of the difficulties of developing chemical sensors 
versus other sensors is that chemical reactions change the sensor, often in a way that 
is nonreversible. Therefore the system must be easy to maintain, meaning that the 
sensors should be exchangeable as fast as possible with minimum effort. 

The main characteristics of commonly used smell sensors are the discrimination 
between odors and the sensitivity. The most important task of a sniffing robot is the 
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odor source localization, which is not an easy task because the particles of smell are 
dispersed in the air by diffusion and flow with the wind by advection causing an im-
portant dependency on the environment. This is why, inspired on nature, odor source 
localization requires that the smell system has the capability of directionality which 
can be achieved by measurement strategies, in other words, applying intelligence. 

Directionality as a single system has not been extensively implemented. The inten-
tion of this research is to analyze and justify that a single robot can find an odor 
source by using a biologically inspired stereo nose system. 

In this implementation a ground vehicle instrumented with CAN Network is used 
to increase the robot adaptability and robustness of the designed smell sensor mod-
ules. Thanks to the reliability and flexibility of CAN networks applied on unmanned 
vehicles [4], this allows us to easily replace any sensor if needed. 

There is some work involving odor source localization techniques in mobile robots. 
One perspective to solve the problem is when we consider that following the air flow 
and the odor trails the source could be found, because the odor flows with the wind 
and is carried by it. Lochmatter and Martinoli [2, 5] are developing three bio-inspired 
odor source localization algorithms. Another perspective is when no wind is present 
and the use of the concentration difference between two nostrils can be a solution. 
Two alternative strategies were implemented in [6] utilizing a direct sensor-motor 
coupling in a differential robot for finding an odor source indoors. 

In the following section these algorithms are going to be explained, then on the 
third section the analysis of odor behavior is presented followed by the analysis of the 
bio-inspired nose system and the implementation design in Sect. 4. The experimental 
set-up and results are described in Sect. 5 and 6 respectively. Finally in Sect. 7 and 8 
we present the future work and conclusions. 

The intention of this paper is to prove that by using a complete bio-inspired nose 
system, the performance and the time to achieve the odor source localization task can 
be improved, since the robot has the ability to know the direction from where the 
source is emitting, and align its heading by using just gradient descend methods. 

2 Related Background 

In a typical environment some flow of air is present, and the odor flows with the 
wind. This behavior is the first obstacle of a sniffing robot and in this case to follow 
the air flow and the odor trails can be a solution to find the odor source. Some recent 
work is focusing on this kind of solution. Lochmatter and Martinoli [2, 5] developed 
three bio-inspired odor source localization algorithms, using a chemical sensor. The 
algorithms implemented in this research have the tendency of using the wind mea-
surements to decide the best movement of the robot.  They are also working on a 
simulation platform for the experimentation process [7]. Using local wind measure-
ments is, however, currently not feasible in unventilated indoor environments because 
the wind speeds observed are usually too low [8]. 

When no air flow is present the use of the concentration difference between two 
nostrils can be a solution. Two alternative strategies were implemented in [6] utilizing 
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a direct sensor-motor coupling in a differential robot. The speed of the motor on each 
tire of the robot is influenced directly by the averaged concentration measured by a 
chemical sensor array. The strategies are only differenced by the crossed or the un-
crossed coupling connections of the sensor array and the motor.  In this case, the 
odor source is a leaking alcohol device. In this research, with this particular kind of 
source, using a reactive robot, the major concentration values were not usually 
reached on the odor source [8]. This is probably caused by the excessive time of the 
leaking process, the dropping, the volatility of the chemical and because the time of 
exposure is too long, so the random walk of the diffusion process avoids having a real 
estimate of the odor source position and direction. 

In [9] an odor grip map was presented, where the readings of the robot are con-
volved as soon as it moves using the radial symmetric two dimensional Gaussian 
function to create the next portion of the grid map. They used three different robot 
movement techniques: spiral, sweeping and instant gradient. From these, the sweep-
ing movement was the most efficient, but the time is too long because it depends on 
the time it takes the robot to wander at a very low speed the whole area. Reactive 
gradient movement was a little faster, but usually gets stuck at a local maximum. 
From this research, a hound robot was presented by Loutfi et al. [10]. This robot dis-
criminates odors and creates grid maps of these using the sweeping movement tech-
nique. A major drawback of this approach is that the volatility of the odor particles 
causes them to be quickly distributed in the room so, by the time the robot has fi-
nished its sweeping routine, the distribution of the odor could be completely different. 

3 Diffusion-Advection Property 

Odor can be propagated without air flows present by diffusion in a radial manner or 
by advection depending on the laminar air velocity. 

Diffusion is the process by which matter is transported from one part of a system to 
another as a result of molecular motions [11]. This process is non-reversible and in-
creases the entropy as the chemical reactions take place. 

The Fick’s law for diffusion says that the mass of a solute crossing a unit area per 
unit time in one direction is proportional to the solute concentration gradient in that 
direction.  ⁄   ⁄                              (1) 

where q is a fluid flow, D is the diffusion coefficient which theoretically is a tensor, C 
is fluid concentration at certain measurement (x, or t). 

The diffusion equation describes the transport of some kind of conserved quantity, 
in this case, odor concentration. In a two-dimensional x-y space: ⁄ ⁄ ⁄                                (2) 

Advection describes the diffusion process in a fluid moving at a uniform velocity, u, 
which is constant in time. Now the total flux is composed by two independent flows. 
The total mass flux  crossing a unit area perpendicular to the flow direction will 
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consist of convective uc and diffusive  fluxes, resulting on the following advec-
tion-diffusion equation: 

.           (3) 

 
It is composed by the concentration and wind gradients. When the air flow is high the 
diffusion process is overwhelmed but it should not be neglected unless the distance 
was too short. When no air flow is present, the odor propagation will be radial as in a 
simple diffusion. 

4 Nose System 

4.1 Nose Design 

The animal kingdom and nature in general is a wide universe of solutions of simple 
but practical designs, and the olfactory system has not been left out. The obstacle 
behavior of odor molecules is represented by the reflection and image method. It 
means that the angle at which the wave is incident on the surface equals the angle at 
which it is reflected. It also means that the use of symmetric and equal obstacles 
would generate the same stop force in any nostril. This way the simple use of a sep-
tum would increase the differences of time of arrival and concentration between two 
nostrils depending on the direction of odor incidence [12]. If no air flow is present, 
the septum represents the same obstacle for all nostrils. The final nose system is com-
posed by a septum and two nostrils, each one with an array of 3 alcohol sensors. 

4.2 Sensor Model 

The gas sensor MQ-3 consists of 6 terminals with two of them as repeaters. It reacts 
when some alcohol is present in the environment. It was selected because it is high 
sensitive and has a fast response. When the odor is detected, the resistance between 
two terminals varies and because the supply voltage is maintained the current over the 
load changes which generates different voltages on it. This voltage Vin is the one that 
is measured and analyzed. 

The initial Reference for Vin is obtained in a calibration pre-experimental process, 
normally it consist in the lower voltage measured when no alcohol is present. The 
system maintains the Reference intact unless the actual measure was lower. Then it is 
updated. The differential range is considered the difference between Vin and the Ref-
erence. Finally the concentration change (% C) was also calculated as a normalization 
process as in [7]. Where Vmax is the maximum voltage ever measured. %   ⁄ 100                (4) 
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4.3 Nostril Design 

The smell sense in nature is divided in stages, which are described as follows: 

1. Aspiration process. At this stage the odor is carried by an air flow being inhaled 
2. Conduction. At this stage a good sample of the odor is conducted to the sensor. 
3. Sensing. In this stage all the sensor react and send the signal. 
4. Processing. This is the algorithmic stage of the smell sense. 
5. Transforming. The air is transformed to clean the sensory system. 
6. Exhalation. The expulsion of the air through the nose and ventilation of the system. 

All these stages are included in the smell system developed in this research to provide 
an efficient and optimized measurement. This system provides a desaturation level, 
the homogenization and sampling of environment. 

The Nostril device has the ability to inhale and exhale, so after the measurement, 
the chamber is cleaned. Using this device, a desaturation of the sensors is present, 
optimizing the measurement and making it more realistic. 

5 Experimental Set-Up 

To simulate the advection behavior an odor source was considered. It consists in a 
container with alcohol gel and an air entrance that generates an almost laminar flow 
with a fixed magnitude. 

As said before, inspired in nature, each nostril has the ability of inhalation and ex-
halation. Each of the individual sensors changes it resistance according to the concen-
tration of alcohol, so we can read a change of voltage in a load resistor in series with 
the sensor. Figure 1 shows the experimental controlled area set-up and the source. 
 

  

Fig. 1. Left: Odor Source. Right: Controlled environment set-up. 

A tracked ground vehicle is used for the implementation. We added a CAN net-
work subsystem to the vehicle, where we have the needed nodes for the smell system, 
without disrupting the original configuration of the vehicle. CAN network was used 
thanks to its proven reliability on commercial vehicles and on unmanned vehicles 
[13]. A microcontroller reads the nostrils voltages and puts the information in the bus 
while another module, a RF link, takes this information and broadcasts it to a near  
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Fig. 2. Left: The subsystem architecture. Right: The vehicle and the odor system implemented. 

computer for processing. Figure 2 shows the architecture used to add the odor sensor 
as a subsystem and a picture of the vehicle with the smell system. 

6 Experimental Results 

To test the odor sensor implemented in the vehicle, several experiments were made, 
with the vehicle in a fixed position while a directed odor source was aimed at the 
vehicle at several angles from the center of the sensor and a distance of 2m. 

6.1 Advection Tests 

When testing the advection property, the objective was to analyze the rise time delay 
between each nostril at different angles. The results show (see Fig. 3) that when the  
 

 

Fig. 3. Advection behavior results: A) Robot is facing 60° B) Robot is facing at 0°, C) Robot is 
facing at -60° and right nostril is the first in react 
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robot was facing at 60° the right nostril reacts 3 seconds earlier than the right nostril. 
The same happens at -60° but in this case the left nostril responds first. When the 
robot was facing 0° the reaction of both nostrils was almost at the same time. 

These graphs show that the advection property is present because the time of arriv-
al varied depending on the distance to the source. 

The rising time delay between nostrils can be useful as a good estimate of the odor 
source direction and distance, it means that the air currents and the time of arrival to 
different sensors at different positions can be measured and the direction can be 
found. This can be helpful when the odor concentration saturate the sensors or  
exceeds the limits of the sensor and when the gas leak is intermittent. 

6.2 Direction Tests 

The biologically inspired nose system has the ability to detect the direction from 
where the odor is coming. To prove the increment of performance achieved in this 
research three different experiments were made. The first one is using two sensor 
arrays exposed to the environment. Figure 4 shows the results. 

 

 

Fig. 4. Response when the biological system is not implemented 

In these results we can see that the sensors do not respond with respect to the direc-
tion of the source as expected. A second experiment was made which included a sep-
tum in the design. Figure 5 shows the results of these experiments. When a septum is 
implemented the difference between nostrils seems to be positive when the robot is 
facing to the right and negative when the robot is facing to the left. Figure 6 shows the 
final experiments, whit the complete bio-inspired system. 
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Fig. 5. Performance of direction finding task is increased when a septum is implemented 

 

Fig. 6. Response with the complete biological nose system implemented 

To compare the results, an error defined as the quantity of wrong perceptions of the 
source direction (left or right) was analyzed. In these results the error percentage 
without considering the measurements when the robot is facing at 0° was around 
8.5%, which means that the performance to discriminate direction was increased from 
not possible to 91.5% by including a biologically inspired system. 

The system can estimate a direction based on the difference between nostrils. Then 
we can choose the step size and the direction that the robot must align by 
ing  , where k can be defined by experimentation. Finally we can use these re-
sults to implement descend gradient method to find the odor source. 

The following figure shows the direction estimate by the robot by using the stereo 
nose system at different orientations of the source in a controlled environment. 
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Fig. 7. Estimation of the robot heading depending on the nostrils measurements 

 

Fig. 8. Direction or heading estimate obtained by the robot perception 

7 Future Work 

In future work we will apply artificial intelligence and control techniques to improve 
the heading estimation of the robot, as well as performing the necessary experiments 
to prove that the instant gradient is good enough to find the odor source, using a bio-
inspired physical design. The fundamental approach is to increase the efficiency in 
odor source localization techniques. 

We will use a gradient function for each nostril with respect to time using a buffer 
of historic positions and the methodology of mean squares to determine a vector for 
the next movement of the robot. We can also consider wind measures and subtract 
both results as in the advection-diffusion equation. These approaches can be reached 
using AI techniques giving a real treatment to the uncertainties of the environment. 

8 Conclusions 

There are many applications where a sniffing robot can be used. This paper demon-
strates that diffusion is present and that it can be measured even when a constant gas 
leak is present, just as long as the leak is always incrementing the actual concentration 
at that point. 
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Thanks to the inhalation function and the septum of the sensor, we were able to 
concentrate the odor molecules near the sensors making the readings between nostrils 
to be different relative to the direction of the odor. And in the other hand, the exhala-
tion function helps us in the desaturation of the sensors and makes them ready to the 
next measure. 

After the mentioned, and many other experiments we conclude that the designed 
odor sensor is capable of discriminating the direction an odor is flowing (right or left) 
in respect to the direction of the vehicle most of the time. Also we noticed that a no-
stril would react before the other if the odor flow reached it first by advection. 
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Abstract. In this paper, we describe our experiments with Hidden Conditional 
Random Fields and Support Vector Machines in the problem of fingerspelling 
recognition of the Brazilian Sign Language (LIBRAS). We also provide a com-
parison against more common approaches based on Artificial Neural Networks 
and Hidden Markov Models, reporting statistically significant results in k-fold 
cross-validation. We also explore specific behaviors of the Gaussian kernel af-
fecting performance and sparseness. To perform multi-class classification with 
SVMs, we use large-margin Directed Acyclic Graphs, achieving faster evalua-
tion rates. Both ANNs and HCRFs have been trained using the Resilient Back-
propagation algorithm. In this work, we validate our results using Cohen’s 
Kappa tests for contingency tables.  

Keywords: gesture recognition, fingerspelling, sign languages, LIBRAS, sup-
port vector machines, hidden conditional random fields, neural networks, hid-
den Markov models, discriminative models. 

1 Introduction 

Human communication goes much further than the commonplace speaking, hearing, 
writing and reading activities. Whenever there is visual contact between a speaker and 
listeners, a whole continuum of information becomes available through the visual-
gestural system. Moreover, when the phonological system is unavailable or damaged, 
the need for sign languages arises. 

This work investigates the automatic recognition of sign languages. More specifi-
cally, we provide a comparison between recent advances and past approaches in pat-
tern recognition to deal with the Brazilian Sign Language’s manual alphabet. In the 
Brazilian Sign Language, henceforth LIBRAS, the use of the manual alphabet is only 
needed in specific occasions. Those occasions include, for example, explicitly spel-
ling the name of a person or a location.  

An example of a fingerspelling recognition system was given by [1], in which the 
authors considered an Artificial Neural Network (ANN) classification scheme based 
on a two stage architecture to deal with static gesture signs, followed by a bank of 
Hidden Markov Models (HMMs) to provide dynamic gesture classification. In this 
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paper, we investigate the use of Support Vector Machines (SVMs) disposed in large-
margin Decision Directed Acyclic Graphs (DDAGs) [2] to achieve static gesture clas-
sification, while at the same time providing comparisons against the ANN approach. 
Furthermore, we investigate the discriminative counterpart of the HMM-based clas-
sifiers given by Hidden Conditional Random Fields (HCRFs). We further explore the 
implications of those new models, their characteristics, advantages and drawbacks.  

This paper is organized as follows. After this introduction, Sect. 2 gives a list of 
related works, raising some points of interest and discussions. Section 3 gives an 
overview of the gesture recognition field, its motivation and a brief literature review. 
Section 4 presents the methods, models and tools used in this work. In Sect. 5 we 
detail our experiments with fingerspelling recognition, presenting their results in Sect. 
6. We then conclude our work, giving final considerations in Sect. 7. 

2 Related Works 

One of the earlier works on sign language recognition using HMMs were conducted 
by Starner [3] and colleagues [4]. His work with the American Sign Language (ASL) 
using a single camera had shown up to 99.2% accuracy. The success of his approach 
could be partially explained by a restricted vocabulary and the use of a grammar to 
make the problem tractable. Other correlated works were given by [5] in the recogni-
tion of the German Sign Language (Deutsche Gebärdensprache, DGS), and by [6] for 
the British Sign Language (BSL). 

Besides [1], one of the most directly related works was developed by Dias et al. 
[7], who focused specifically on the movement aspect of the LIBRAS. By stating the 
problem in a convenient mathematical formulation, the authors provided a more tract-
able formalization of the movement recognition problem amendable to be solved by 
SOM networks, Learning Vector Quantization (LVQ) and fuzzy variants, attaining 
overall good results. 

Moreover, other papers have already explored HCRFs [8] and other variants for 
gesture recognition. Morency et al. used LD-CRFs [9] to perform gesture recognition 
in continuous image streams, with excellent results. Elmezain et al. [10] also studied 
CRFs, HCRFs and LD-CRFs in the recognition of alphabet characters and numbers 
drawn in mid-air using hand trajectories, obtaining 91.52%, 95.28% and 98.05% for 
each model, respectively. 

3 Gesture Recognition 

Following a comprehensive survey conducted by Mitra and Acharya [11], one can say 
that gesture recognition methods have been traditionally divided into two main cate-
gories: Device-based and vision-based [5,7,10,12]. Device-based approaches often 
constrain the users to wear a tracking device, such as a tracking glove, resulting in 
less natural interaction. In this work we will focus only on vision-based approaches. 

Gestures can be either static or dynamic. Static gestures, often known as poses, are 
individual still configurations performed by the user. They can often be registered in a 
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single still image. On the other hand, dynamic gestures vary on time, and have to be 
captured as a sequence of still images (such as in the form of an image stream). Often, 
gestures have both elements, such as in the case of sign languages [11]. In this paper, 
we will be covering both gesture types. 

Sign languages are natural languages, and therefore have their own structure and 
grammatical system. Unfortunately, sign languages (and gestures in general) are often 
ambiguous, in the sense that a specific sign can be used to denote different things 
depending on context. It is inevitable to make a parallel with the field of speech rec-
ognition: Juan and Rabiner reported how the paradigm shift — from generative to 
discriminative models — played a fundamental role in the field. The change was 
highly motivated by the fact that probability distributions governing acoustic speech 
signals could not be modeled accurately, turning Bayes decision theory “inapplicable 
under these circumstances” [13]. 

Discriminative models seem to show better performance than generative ones (al-
though this claim is somewhat disputed, e.g. [14]). Nevertheless, there is an increas-
ing literature interest in the application of CRFs, including applications in computer 
vision [10,15] and sign language recognition [9,12]. A comprehensive description of 
CRFs and HCRFs is given in [16]. 

4 Models and Tools 

4.1 Artificial Neural Networks 

As the name implies, at their creation ANNs had a strong biologic inspiration. How-
ever, despite their biological origins, they can be seen as simple functions :  
mapping a given input ∈   to a corresponding output ∈ . The output vectors , … ,  are also restricted to a specific subset of  . Each ∈  is re-
stricted to a particular range according to the choice of activation function for the 
output neurons. In the case of a sigmoid activation function, this range is 0; 1 ; in 
case of a bipolar sigmoid function, it is 1; 1 . 

The learning problem can be cast as a standard optimization problem, in which we 
would like to minimize divergence (such as measured by the error gradient) between 
produced outputs  and desired answers . A promising method to minimize the 
error gradient is the Resilient Back-propagation algorithm (Rprop) [17], which is one 
of the fastest methods for gradient learning restricted solely to first-order information. 
Unlike other gradient based methods, such as Gradient Descent, in which the step size 
is always proportional to the gradient vector, Rprop takes into account only the direc-
tion of the gradient. 

4.2 Support Vector Machines 

Unlike ANNs, SVMs seem not to suffer from the curse of dimensionality (although 
the validity of this claim is again sometimes disputed, e.g. [18]). Nevertheless, SVMs 
have shown great performance in many real-world problems [12,19,20], including 
high dimensionality and large-scale ones. Its hyperplane decision function is given by 
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 0 (1) 

with 0 1. Cortes and Vapnik [21] proposed finding a separating hyperplane 
using an approximate version of the Structural Risk Minimization principle: minimiz-
ing the structural risk through maximization of the classification margin, while at 
same time enforcing capacity control by controlling the margin’s width. This problem 
could then be stated as a constrained optimization problem in the form 

 , , 12 ²  (2) 

subject to  1  in which 0 are slack variables and  is a 
regularization term imposing a weight to the training set error minimization in contra-
position to minimizing model complexity. A large value for  would increase the 
variance of the model, risking overtting. A small  would, in turn, lead to possible 
underfitting. Considering the dual form of the optimization problem, by adding a 
nonlinear transformation :   such that, when applied to the input 
tors  ∈  , creates a projection in a high-dimensionality feature space , one can 
create a non-linear version of the SVM classifier as 

 ,∈ . (3) 

In this formulation, one can observe that the decision function can be expressed solely 
in terms of inner products in feature space. Those inner products can then be com-
puted through a Mercer’s kernel ,  , . Since  does not have to 
be computed, the feature space  can have an arbitrarily high dimensionality.  

4.3 Multiclass Classification Approaches 

Considering its separating hyperplane formulation, the SVM is only a binary classifi-
er, implying it can only decide between two classes at a time. Many approaches have 
been proposed to generalize SVMs to multiclass problems; one of the most promising 
being the Large-Margin Decision Directed Acyclic Graph (DDAG). 

The most common approaches to multi-class classification in SVMs are the one-vs-
one and one-vs-all strategies. For a decision problem over  classes, one-vs-all de-
mands the creation of  classifiers, each trained to distinguish one class from the 
others. In the one-vs-one strategy, the problem is divided into 1 /2  sub-
problems considering only two classes at a time. This leaves the problem of evaluat-
ing an increased number of machines for every new instance undergoing classification 
– which could easily become troublesome or prohibitive in time sensitive applica-
tions. The use of DDAGs allows one to conciliate the faster training times of the  
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one-vs-one strategy with evaluation speed linear to the number of classes. For  
classes, only 1  machines need to be evaluated [2]. 

4.4 Hidden Markov Models 

Hidden Markov Models (HMMs) attempt to model the joint probability distribution of 
a sequence observations  and their relationship with time through a sequence of 
hidden states . A HMM is described by a tuple , ,  in which  denotes a 
matrix of possible state transition probabilities,  is a vector of probability distribu-
tions governing the observations and  is a vector of initial states probabilities. In the 
literature, HMMs are often described alongside with three associated canonical prob-
lems: evaluation, learning and decoding. Although we will not be discussing those in 
detail, a very comprehensive explanation is due to Rabiner [22].  

Exploring the fact that an HMM is able to provide the likelihood for a given se-
quence , it is possible to create a classifier by creating a model  for each sequence 
label ∈ Ω.  Treating each model  as a density model conditioned to an asso-
ciated class label , one can apply the Bayes’ rule to obtain the a posteriori proba-
bility and then decide for the class with maximum a posteriori. 

4.5 Hidden Conditional Random Fields 

Conditional Random Fields (CRFs), first proposed in [23], attempt to model the con-
ditional probability |  directly. In a general definition [16], one can consider a 
factor graph  partitioned in a set of clique templates   , , … ,  . Each 
clique templates  specifies a set of sufficient statistics ,    and parame-
ters  ∈ , such that the general model for a CRF can then be written as 

 | 1 , ;∈∈  (4) 

with ,  ;  ∑  ,   and in which  is a normali-
zation function to keep results as probabilities. It can be seen that a CRF denotes a 
family of Markov Random Fields defined over  for each new observation . By 
choosing a specific set of features and initial values for the parameter vector, it is also 
possible to replicate the exact model of any given HMM, discrete or continuous.  
To replicate a discrete model, one could choose members from the two families of  
functions , ,  , ,   

to form the feature vector and then initialize the parameter vector ,  with ln  and ln , in which  and  are elements from the  and  
matrices of discrete HMMs, respectively. 

However, unlike HMMs, CRFs assume the label sequence  is known during 
training. One possible solution to this problem is to handle  as latent variables. By 
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adding a variable  to designate class labels, and setting  to be hidden, one arrives 
at the Hidden Conditional Random Field (HCRF) formulation, given by 

 | 1 , , ;∈∈  (5) 

which can be computed by the same exact algorithms used to compute  in the 
CRF case. The penalty paid for this extra flexibility is that the optimization problem is 
not convex anymore, so one has to deal with the problems of local minima. Neverthe-
less, one can also use the same Rprop algorithm as mentioned in Sect. 4.1 to mitigate 
those problems. 

5 Experiments 

5.1 Dataset 

The data used in this study had been gathered as part of a previous work detailed in 
[1]. The whole dataset contains static gestures gathered from 45 subjects who articu-
lated 27 static signs from the LIBRAS manual alphabet. It also contained dynamic 
gestures covering fingerspelling of 15 words. Static and dynamic gestures were stored 
as sequences of still images registered by a single camera in a controlled environment.  

For the specific purpose of this experiment, a subset of 16,200 static gesture sam-
ples had been randomly selected from the original static sign set, with spurious or 
corrupted samples removed. Half of those samples were separated for testing purpos-
es and the other half for training and validation. For the dynamic gesture set, we had 
540 words containing 63,703 static signs. Hands were located from the still images 
using Otsu threshold with subsequent cropping and centering. The images were then 
dimensioned to 32x32 grayscale windows, forming vectors in . Albeit not an 
optimal representation, this high-dimensionality approach has been done on purpose 
as part of the study, as it should be explained in the next section. 

5.2 Static Gesture Recognition 

The goal of this experiment is to perform a direct comparison between ANNs and 
SVMs without incorporating prior information into the problem (such as in the form 
of more elaborated features). Thus, we considered the same input dimensionality and 
output codes for both classifiers. For ANNs, we have created and tested multi-layer 
feed-forward networks with a single hidden layer and a varying number of hidden 
nodes using Rprop. All networks were created using bipolar sigmoid activation func-
tions, with initial values given by Nguyen-Widrow’s method. For SVMs, we used the 
Sequential Minimal Optimization (SMO) algorithm [24], together with the DDAG 
decision scheme [2] to achieve faster multi-class classification times. Parameter tun-
ing for SVMs was performed using a coarse-to-fine grid-search (GS). We also inves-
tigated the effectiveness of using heuristic values for the Gaussian kernel based on the 
inter-quartile range of the input data norm statistics, as proposed by [25]. 



 Fin

5.3 Dynamic Gesture R

For the dynamic gesture re
features for both classifiers
ture recognition, we gathere
all sequences in the dyna
stream data set in a more m
models containing one hid
have been created consider
All HMMs have been train
ing Rprop. Figure. 1 shows 

Fig. 1. Schematic representati
guese for “duck”) using a two-

6 Results and Disc

We start describing our re
SVMs. For the Gaussian ke
[26]. We found out that  
as would a proper choice fo
of support vectors (SVs) 
than , as shown in Fig. 2. 

 not only resulted in over

Fig. 2. Cuts o

0,00

0,25

0,50

0,75

1,00

0,1 1 10 1

Ka
pp

a
(
)

²

Gaussian kernel SVM wit

Grid Search

SV

ngerspelling Recognition with Support Vector Machines 

Recognition 

cognition problem, we considered the same set of discr
s. After completing the previous experiment on static g
ed the best static gesture classifiers to label all frames fr

amic gesture set. This procedure transformed our im
manageable set of discrete symbol sequences. We desig
dden state after each symbol in a given word. All mod
ring the same forward-only topology for state transitio

ned using Baum-Welch, and HCRFs have been trained 
a schematic diagram of the system’s architecture. 

 

ion for the recognition of the finger-spelled word “Pato” (Po
-stage classification architecture 

cussion 

esults for the static gesture recognition experiment w
ernel, we found a behavior similar to the one described
did not influence the performance of the classifier as m
or . Both the Kappa ( ) statistic and the average num
for each classifier were mostly dependent on   rat
It should be worth to point out that the heuristic choice
rall good performance, but also resulted in less SVs. 

of the grid-search procedure for Gaussian SVMs 

0

200

400

600

800

100 1000

th fixed C

Heuristic

0

200

400

600

800

0,80

0,85

0,90

0,95

1,00

0 1 1000 1000000C

Gaussian kernel SVM with fixed ²

(Heuristic) ( ² = 100)

(linear) SV (Heuristic)

SV ( ² = 100)

567 

rete 
ges-
rom 

mage 
gned 
dels 
ons. 
us-

ortu-

with 
d in 

much 
mber 

ther 
e for 

 

Av
er
ga

ge
Su

pp
or
tV

ec
to
rs



568 C.R. de Souza, E. Brigante Pizzolato, and M. dos Santos Anjo 

For the ANN experiments, we found out that ANNs could approach the same 
SVM’s performance rates, but at  huge training costs, especially considering the costs 
on running multiple random initializations to ensure a good local minimum. The best 
values for  were amid 300~500 neurons. However, the maximum performance ob-
tained by ANNs ( ̂  0.9249) was very similar to the baseline linear SVM 
(  0.9268 ) which can be seen in Fig. 2. Furthermore, the best SVM found 
( ̂ 0.9586, ̂  5.10 10 ) had also shown better results than the 
best ANN ( ̂ 0.9241, ̂  8.93 10 ). Considering a  test, the 
differences are statistically significant under a 0.05 significance level. 

The next step was to create the dynamic gesture recognizers. After obtaining the 
best ANN and SVMs (in terms of higher ), we tagged the entire dataset of conti-
nuous gestures, obtaining a set of symbol sequences and their related labels. First we 
created HMM classifiers with the same number of symbols as letters in each word. 
Then we used those HMMs as initialization points to the HCRFs. All results for  
were averaged using ten-fold cross-validation, with variance pooled from all valida-
tion runs, as shown in Table 1. 

Table 1. Performance for all possible classifier combinations 

Static 

Gesture 

Dynamic 

Gesture 

Training Validation 

Kappa ± (0.95 C.I.) Kappa ± (0.95 C.I.) 

SVM HMM 0.9469 ± 0.0207 0.8192 ± 0.1063 

SVM HCRF 0.9837 ± 0.0117 0.8332 ± 0.1032 

ANN HMM 0.9482 ± 0.0204 0.8035 ± 0.1092 

ANN HCRF 0.9903 ± 0.0090 0.8236 ± 0.1039 

 
Results shown in Table 2 allow an interesting analysis. It can be seen that, albeit 

being the best combination, SVM+HCRF results in the validation set are not statisti-
cally different from others, meaning we cannot reject the hypothesis that validation 
results are equivalent. There is not enough evidence to conclude that validation results 
do not lie within a common range, as can be seen by noticing the overlap of confi-
dence intervals. 

However, the same is not true for the training results. It can be seen that training 
statistics are indeed significant. This opens up for an interesting interpretation of the 
results: in this particular experiment, discriminative models offered the same degree 
of generalization while retaining more information about training data. Since in cross-
validation there is more data in training sets than in the validation set at each run, this 
indicates the models were able to learn more data without compromising generaliza-
tion. In other words, HCRFs have shown greater learning ability with less overfitting.   

7 Conclusions 

In this paper, we detailed our experiments with SVMs and HCRFs in comparison to 
ANNs and HMMs in the task of fingerspelling recognition. In our first experiment in 
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the task of static gesture recognition we achieved statistically significant results favor-
ing SVMs over ANNs. However, despite the statistical significance and the better 
accuracy of the SVM models, our second experiment revealed how the choice of the 
gesture classifier had much greater impact than any particular choice of frame clas-
sifier. For either possible choice, using HCRFs instead of HMMs as the sequence 
classifiers resulted in an increased capacity for retaining training information while at 
same time providing comparable generalization ability. As a result, classifiers com-
bining HCRFs and ANNs presented overall good results, with equivalent or even 
better accuracy than models combining HCRFs and SVMs.  

However, due the high-dimensionality of the input vectors, the chance for the static 
gesture recognition problem being approximately linearly separable was high. As 
linear SVMs can be written in compact form, they were found to be able to offer simi-
lar or faster speeds than ANNs while providing comparable recognition rates. From a 
training perspective, SVMs were also much easier to learn. Training and selecting 
SVMs was simpler than dealing with the possible local-minima and long training 
times of ANNs. The cost of performing GS over multiple parameters could have been 
further reduced if we had focused only on heuristic values for , which would reduce 
the hyperparameter tuning problem to a single univariate search over . 
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Abstract. This paper proposes a method to develop an omnidirectional kick be-
havior for a humanoid robot. The objective is to provide a humanoid with the 
ability to kick in different directions and to make kicks look more like those of 
a human player. This method uses a Path Planning module to create the trajec-
tory that the foot must follow to propel the ball in the intended direction. Two 
additional modules are required when performing the movement: the Inverse 
Kinematics module computes the value of the joints to place the foot at a given 
position and the Stability module is responsible for the robot’s stability. Simula-
tion tests were performed using different ball positions, relative to the robot's 
orientation, and for various ball directions. The obtained results show the use-
fulness of the approach since the behavior performs accurately the intended  
motion and is able to kick the ball in all the desired directions. 

Keywords: robotics, robotic behavior, autonomous agent, human behavior, ro-
botic soccer. 

1 Introduction 

Robotic soccer has been an area of constant evolution and of major driving for the 
development of Artificial Intelligence and Intelligent Robotics [1]. Being soccer a 
complex game where the environment is dynamic and in real time, it raises exciting 
challenges and covers a wide area of research, from which stands out research in ro-
botics, physics, biology, electronics, computer science and mechanics. Figure 1 shows 
two teams of robots playing a simulated soccer. 

This work is related to the development of a new human like behavior for a huma-
noid robot for Portuguese soccer team FC Portugal, to equip a robot with the ability to 
kick a ball in various directions. The need to create this behavior arises from the ne-
cessity to perform a kick or a pass without having a preparation phase (phase used to 
put the robot at a precise position to perform the old front/side kick), during which the 
ball can be intercepted by an opponent. 
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Fig. 1. Robots playing simulated 3D soccer 

This behavior will be added to the list of all others previously developed in [2, 3] 
and enable a team of robots (NAO robots from Aldebaran), real or virtual ones, capa-
ble of playing a soccer match at RoboCup 3D Simulation League and Standard Plat-
form League, using similar rules to real soccer, following the strategic framework 
previously developed in several related works [4-8]. 

Section 2 describes the implementation of the kick behavior as well as its constitu-
ent modules, Sect. 3 contains the practical results and experiments on the behavior, 
and finally, Sect. 4 gives the conclusions and presents some future work. 

2 Omnidirectional Kick Development 

2.1 Omnidirectional Kick 

In general, kick behavior development is based on the use of keyframes for defining 
the trajectory of the foot. This method defines motion as a series of static values for 
the joints and then interpolates them sequentially to perform the movement. The main 
disadvantages of this approach are the inflexibility and the need of a preparation 
phase, in which the robot positions itself in order to kick the ball forward in the de-
sired direction. 

The idea of developing an omnidirectional kick is to make the kick more flexible 
and to kick the ball in any direction. To perform this, the robot has to compute the 
trajectory in real time and then make the foot follow this trajectory and propel the ball 
in the intended direction. If, during the movement, the ball position changes, the tra-
jectory is updated and the foot movement adapts to this change, but only if the ball is 
still reachable by the foot. 

The omnidirectional kick behavior consists mainly of three modules: Inverse Kine-
matics module, Path Planning module and Stability module. The Inverse Kinematics  
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Fig. 3. Building blocks of the developed behavior 

2.2 Inverse Kinematics Module 

The Inverse Kinematics problem is to determine the value of each joint in order to put 
a part of our object at a given location in space. Some mechanical characteristics as-
sociated with our object, such as the number of joints, joints rotation/translation lim-
its, can make the calculation complex and often raise difficulties to obtain a unique 
solution [9]. In this study we used a method adapted from [10] in which the geometric 
approach method was used to determine each joint from the leg of the robot NAO. 
Two mechanical problems make the solving of Inverse Kinematics complicated:  

• The axes of the hip yaw are rotated by 45 degrees; 
• The hip yaw axes of each leg are mechanically connected. 

The input data is a homogeneous transformation matrix that contains the position and 
orientation of the desired foot target relative to a frame located at the robot pelvis. 

This matrix is represented by Pelvis
FootH . Next we have to determine the foot relative to 

the hip rotated frame [6]. 

 ( ) ( ) Pelvis
Footdistyx

HipRot
Foot HlTransπRotH ⋅⋅= 24 1 (1) 

 
Assuming a triangle formed by the robot’s thigh (lthigh) and lower leg (llowerleg), 

and the translational vector of HipRot
FootH  (ltrans), and using law of cosines and atan2(), 

we can determine the value of the knee and ankle joints [6]. 

                                                           
1  RotK(v) and TransK(v) represents rotation and translation of value v along axis K, respec-

tively, and legsl = distance between legs. 
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The pitch, roll and yaw of the hip are determined by simple manipulation of the 

elements of 
Thigh
HipRotH

 
as seen in (2). 

 

( ) ( ) ( )

















−
+−+

+−−
=

⋅⋅=

yxxyx

zyxzyzxzyyxz

zxyyzzxzyxzy

hipPitchyhipRollxhipYawz
Thigh
HipRot

ccscc

sssccccscssc

sscscscssscc

θRotθRotθRotH

2 (2) 

and Thigh
HipRotH  can be determined using 

 ( ) ( ) 1HipRot
Foot

1Foot
Thigh

Thigh
HipRot HHH

−−
⋅=  (3) 

 
( ) ( )
( ) ( ) ( )thighzkneeylowerlegz
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Foot
Thigh

lTransθRotlTrans

θRotθRotH

⋅⋅

⋅⋅=
 (4) 

2.3 Path Planning Module 

This module is responsible for creating a trajectory for the foot to follow in order to 
impose a motion to the ball in the desired direction. It makes use of Bézier curves [11] 
to determine a path between two points. These type of curves are defined as parame-
tric curves and is easy to determine any point of the curve without using complex 
math (a simple equation gives the point). For our study we used a Bézier cubic curve 
(n=3) and the point can be determined using (5). 

 ( ) ( ) [ ]0,1t,pt1t
i

n
tb i

1ni
n

0i

∈⋅−⋅⋅







= −

=
  (5) 

2.4 Stability Module 

The Stability module uses the center of mass equation [12] to determine if the ground 
projection of the center of mass (GCoM) is actually inside the polygon of the support 
foot. If not, it enters in a cycle where it will open one arm (on the same side of the 
supporting foot) until GCoM is in the desired location. In the extreme case where the 
arm movement is not enough a change in the hip and ankle roll angles of the support-
ing foot is also made to tilt the robot to a stable position. 

3 Experiments and Results 

In this section we show the results of several experiments performed to verify analyti-
cally the success of this work. We start by testing each module individually and then 

                                                           
2  cx, cy, cz represents cos( θ hipRoll), cos( θ hipPitch), cos( θ hipYaw), respectively. 
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test the whole behavior. The tests to each individual module are 
of great importance since the final behavior depends strongly of 
their success.  

All points representing positions in the individual module tests 
are relative to a frame located at the robot pelvis (see Fig. 4). 

3.1 Inverse Kinematics Module Tests 

The main objective when testing this module is to verify its 
functionalities and limitations. It is necessary for it to operate 
with the minimum error possible because it is the base of the 
motion. A small error when computing the joints values makes 
the foot perform a wrong trajectory and propel the ball in the wrong direction. Table 2 
shows the results of this test. 

Table 2.  Results of the Inverse Kinematics module tests 

Target Average Standard Deviation Average-Target 
(x, y, z) (mm) (x, y, z) (mm) (x, y, z) (mm) (x, y, z) (mm) 
(0, -55, -150) (3, -56, -148) (1, 1, 3) (3, -1, 2) 

(-100, -55, -100) (-89, -60, -99) (1, 1, 0) (11, -5, 1) 
(100, -55, -100) (100, -55, -105) (7, 1, 3) (0, 0, -5) 
(0, -100, -100) (7, -104, -108) (2, 3, 3) (7, -4, -8) 
(500, -55, -10) (214, -54, -16) (1, 1, 2) (-286, 1, -6) 

3.2 Path Planning Module Tests 

The main purpose when testing this module is to verify its trajectories creation. It is 
also necessary for it to operate with the minimum error possible because if the trajec-
tory is miscalculated we will get a wrong movement, resulting in a wrong ball motion.  

Fig. 5 shows 3 curves (linear, quadratic and cubic) created and the ability of the 
foot to follow these curves. 

Fig. 4. Reference
frame
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Fig. 5. Various curves created by Path Planning module and the trajectory executed by the foot 

3.3 Omnidirectional Kick Tests 

For the tests of the complete behavior we will test for: 

─ 3 positions (#1, #2 and #3) of the ball relative to the robot orientation (see Fig. 6); 
─ 5 kick directions (-90, -45, 0, 45 and 90 degrees), when possible. 

 

Fig. 6. Ball Positions for the tests. Left is 'Position #1', center ‘Position #2’ and right is 
'Position #3' 

For each direction we performed the movement 10 times and 10 samples of the fi-
nal ball position. We proceeded to get the average and standard deviation of the 10 
samples and in the end we determined the resulting direction. This data is shown in 
Table 3 and Fig. 7. 
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Table 3. Results from the performed tests 

-90 -45 0 45 90 
(x, y) (x, y) (x, y) (x, y) (x, y) 

P
os

. 
#1

 

Average (mm) (24, -1009) (719, -678) (975, -2) (701, 681) (31, 962) 

Standard Deviation (mm) (17, 38) (37, 34) (37, 22) (23, 43) (16, 45) 

Direction (º) -88.60 -43.32 -0.15 44.18 88.12 

P
os

. 
#2

 

Average (mm) (13, -989) (758, -741) (1082, 2) (721, 676) (31, 997) 

Standard Deviation (mm) (7, 21) (41, 40) (44, 4) (31, 40) (26, 36) 

Direction (º) -89.20 -44.37 0.12 43.15 88.19 

P
os

. 
#3

 Average (mm) (11, -991) (693, -697) (1053, -29)
Standard Deviation (mm) (3, 23) (22, 22) (34, 18) 

Direction (º) -89.35 -45.15 -1.59 

 

 

Fig. 7. Samples location for Positions #1, #2 and #3 

By examining the results obtained from this test we can see that the behavior can 
perform the movement and propel the ball in various directions. From the table we 
can see the average final position of the ball of the 10 samples as well as the standard 
deviation, and from the average we determined the direction. The determined direc-
tion value, of each direction, only differs a few degrees from the intended target direc-
tion, which confirms the accuracy propelling the ball. The accompanying graphic 
serves only to have a visualization of the ball’s final position of the 10 samples for 
each target direction. The samples are grouped by target direction. The parameters 
used on these tests were hand tuned. We can control the kick power by adjusting both 
the kick duration and the initial and final position.  

To test the sensibility of the kick against different positions of the ball, relative to 
the robot, another test was made. This test consists of kicking the ball with a desired 
direction, using always the same values for the parameters, and only changing the ball 
initial position. 
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Fig. 8. Differences on the distance and direction due to different ball positions, for the same 
kick (forward kick, direction=0º) 

The results obtained are shown in Fig. 8, where it is represented the distance and 
direction of the ball with a gradient value and the (x, y) coordinates refers to the ball’s 
initial position relative to the kick foot. 

The conclusion we take from these tests is that: if we configure the parameters of 
the behavior with some accuracy, we can get very good results. The problem is that, 
sometimes, it is not so easy to get the best parameters, becoming necessary the use of 
optimizers. 

From Fig. 8 we can see that, if the ball is within a certain area relative to the kick 
foot, in almost 80% of that area it can kick the ball without losing accuracy. 

4 Conclusions and Future Work 

In this study we developed a behavior in order to provide a humanoid robot with the 
ability to perform an omnidirectional kick. The modularity of this behavior makes it 
perfect for future improvements or modifications. 

The results obtained proved that the behavior performs accurately the desired mo-
tion. The Inverse Kinematics module, being the base of the behavior and with errors 
in the order of millimeters, is responsible for these satisfactory results. If it was not 
for the joints limitations it could reach any point within the working volume.  

The Path Planning module proved to be very valuable when creating trajectories. 
With it, one can calculate any kind of trajectory easily, quickly and accurately. 

Future work will be focused on improving the behavior, by optimizing it in order 
to perform faster and to drive the ball farther. This will be based on previous work 
developed on the area of machine learning and optimization applied to robotic soccer 
[13-16]. It will also be interesting to expand the behavior to perform heel kicks and to 
incorporate the kick in a walk/run motion. 
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Abstract. In this paper the classical planning problem is formalized as
a Petri Net. We review the Graphplan notions of mutex relation and
maintenance actions based on the Petri Net flow. We classify pairs of
conflicting actions in terms of four different control structures, which are
used to build the Planning Net. The planning problem represented by
the net is translated into a SAT instance and then solved using a modern
SAT solver. We show the advantages of our method comparing our new
planner with Satplan in classical planning domains.

Keywords: planning problems, Petri net, planning net, satisfiability.

1 Introduction

One of the breakthroughs in the methods for solving planning problems was the
Graphplan [1]. It is based on a data structure which represents the search space
of a planning problem in a smart and economic way. It allows parallelism between
actions through the identification of mutually exclusive actions. The so called
Planning Graph is the basis for many algorithms which were proposed in the
past few years, among them we cite Satplan [3]. In Satplan, the Planning Graph
is converted to a satifiability problem. The solution of the planning problem is
obtained using fast and modern SAT solvers.

In this paper we will present a data structure based on Petri Nets. Petri Nets
are in fact a model that represents a system’s structure and behavior because
it enables to represent states, events and information flow of a system based on
preconditions and effects. Our idea is to use the dynamics of the Petri Net in
order to improve from the Planning Graph, which is a static structure, and get
a faster planner.

In Silva [7], it has been proposed a planning method version with Petri Nets
that were called Petriplan. Its data structure had a similar representation with
relation to the Planning Graph. This representation allowed then the planning
problem to be solved by the reachability problem solution in Petri Nets.

This solver is not efficient as it could be, since it was surpassed by planners as
Satplan. The solver initially used was based in integer programming techniques.

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 581–590, 2012.
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In this article we explore Petri Nets in a more effective way. We propose (i)
a smarter way to use Petri Net flow; and (ii) a more precise way to classify
the relation between actions. We will present a new data structure called the
Planning Net.

Actually, in Graphplan, pairs of conflicting actions are classified as mutually
exclusive based on two criteria: interference and competing needs. The conflicts
between action pairs of the Planning Net are an improvement of the interference
conflict. We specify a partial ordering of actions which is, theoretically, richer
on information. We classify pairs of action in four different ways: given a pair
of actions a and b, we define that they may occur in parallel, non-parallel, a
precede b or they are mutually exclusives.

The Petri Net flow analysis showed the uselessness of the competing needs
mutexes in the Planning Net. The reason is that the net flow ensures that pairs
of actions in this mutex type do not occur in parallel. The net flow also allows
reducing the number of maintenance actions on the net with relation to the
Planning Graph. These actions are included only for the propositions that are
deleted by some action belonging to the Planning Net.

As a result, we get a data structure which has more information than that of
the Planning Graph. From this data structure it is possible to define a new SAT
encoding to planning problems. We will show this new structure in this paper
and compare our experimental results with Satplan.

2 Planning Net

A Petri Net is defined by a 4-tuple R =<L, T, Pre, Post>, where L is a finite
and non-empty set of places of cardinality n; T is a finite and non-empty set of
transitions of cardinality m; Pre : L × T → N is an input incidence function;
and Post : L× T → N is an output incidence function.

A marked Petri Net is formally defined by the tuple N =<R,M>, where M
is a vector of length n containing the initial marking, where M(p) contains the
number of place tokens p.

A Petri Net also has a dynamic behavior proportioned by the firing of enabled
transitions in which occurrence results in the Net state change. A t transition is
enabled by a M marking if, ∀l ∈ L,M(l) ≥ Pre(., t). The firing of a t transition
in a Mi marking generates a new M ′ marking given by: M ′ = Mi + Post(., t) +
Pre(., t).

The problem of achieving a Mg marking from an initial Mi marking in an
acyclic Petri Net may be mapped to the problem of finding a non-negative integer
vector s̄ in equation: Mg = Mi + (Post− Pre) · s̄

The Planning Net is an acyclic Petri Nets structure, where actions are rep-
resented by transitions. The propositions, preconditions and effects action, are
represented by places. The negative effects are not represented, but are useful
for calculating the ordering relations.

The Planning Net is built from a place Lini, connected to a transition Tini,
which is connected to a place for every initial state proposition lki , where i is



The Planning Net: Exploring Petri Net Flow to Improve Planning Solvers 583

inil tini

l

l

l lt t0 0 0

0

1

2

3 41 2

(a) Basic Planning Net

l06

ini inil t

l

l l

l l

l

l

t t

t

0

0

0 0

1 0

1

1

2

3 4

1

53

21

3

l1¬

t4

(b) Inclusion of actions in Planning Net

Fig. 1. Examples of Planning Net

the proposition index and k the place number that represents proposition i, as
shown in Fig. 1.

One set of places is used to represent one proposition to avoid conflicts and
to ensure that the result in Planning Net is acyclic. This set of places is created
during the inclusion process for each transition.

A transition is added in the Planning Net if all preconditions are contained
in the net. If the preconditions or effects are also another transition precondi-
tion, one new place should be created. The previous transition effects must be
maintained, as shown in Fig. 1(b), with arcs (t1, l

1
3).

If there is a transition in the Planning Net whose action removes the proposi-
tion represented by the created place, the maintenance of the previous transition
effects is held by the transition, as shown by the transition εt1 and arcs (εt1, l

1
1)

and (l01, εt1) (see Fig. 1(b)). If t1 does not trigger, εt1 allows the token flow in
l11 to other layers.

The Planning Net layer is different from that of the Planning Graph. A layer
is composed of actions included in the net, copies and new places inserted as
effect. The layer’s temporal notion is relaxed.

The partial orderings between pairs of conflicting actions is an alternative
to the Planning Graph’s interference mutually exclusive actions. The Petri Net
dynamics dispense the competing needs mutexes. The tokens flow prevents the
transitions simultaneously trigger of the competing needs conflict.

We improve the inconsistence mutex notion by defining partial orderings be-
tween two actions a and b in the following way:

1. a and b are parallel (a � b), when there is no inconsistency between a and
b. The actions a and b can be triggered in any order: a before or after b,
or both at the same time, or only a, or only b, as shown in Table 1 and
Fig. 2(a);

2. a and b are non-parallel (a � b), where a deletes a b effect. In this case only
parallel firing of the a and b generates inconsistency. The a and b actions can



584 M.A. Schreiner et al.

be triggered in any order: a before or after b, or only a, or only b, as shown
in Table 1 and Fig. 2(b);

3. a precede b (a ! b), when b deletes a precondition of a. The firing b followed
by the firing a, and a and b parallel firing, generate inconsistency. The a and
b actions can be triggered in any order: a before b, or only a, or only b, as
shown in Table 1 and Fig. 2(c);

4. a and b are mutually exclusive (a ♦ b), when a deletes a precondition of b
and b deletes a precondition of a. In this case the firing of a and b cannot
occur simultaneously in a layer, as shown in Table 1 and Fig. 2(d).

Based on the ordering relations it is possible to define valid and invalid subplans
of two actions a and b occurring in two different layer steps. Table 1 illustrate
these subplans, where | represents the parallel subplan, ; indicates the precedence
between actions and λ is the empty subplan.

Table 1. Valid and invalid subplans of each ordering relation

Ordering relation. Valid subplans Invalid subplans

a � b (a|b), (a), (b), (a; b), (b; a), λ
a � b (a), (b), (a; b), (b; a), λ (a|b)
a � b (a), (b), (a; b), λ (a|b), (b; a)
a ♦ b (a), (b), λ (a|b), (a; b), (b; a)

In Fig. 2 we show the control structures of the Planning Net, that were built
based on valid subplans between two actions a and b.

In the control structures of Fig. 2, the place I indicates the initial control in
the layer and F the end control. The transitions θ and Φ, respectively, repre-
sents the beginning and end control of one or two actions, as to the ordering
relation.

For example, the structure shown in Fig. 2(c): the token contained in place I
enables the trigger θa or θb, because the valid subplans (a � b) start with actions
a or b. If θa is fired, the binary conflict between a and λa allows, respectively, a to
run or not. The trigger a or λa create a token in the place which enables the end
control transition a (Φa). The Φa trigger creates a token Pb, which represents
the linkage between the layer steps and the ordering between actions.

The control structures can be grouped from places I and F . For example, the
ordering relations (b � c), (a � b) and (a � c) result in the composition of the
control structures shown in Fig. 3.

In the composition of the control structures, only one control substructure
can be fired at each layer step, as exemplified in Fig. 3. In the first step of each
layer, the token contained in place I enables to be fired: the control substructure
(b � c), or the control substructure of action a. In the second step of each layer
only one control substructure is enabled, which is ensured by the inclusion of
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Fig. 2. Control structure used in the Planning Net
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Fig. 3. Example of control structures composition

place I ′. The parallel control structure allows the representation of more than
one ordering relation. For example, the control substructure (b � c) is contained
in the representation of structures (a � b) and (a � c).

Each transition that represents the execution of one action in the control
structures composition is also linked with the preconditions and effects places of
the action. The transition that represents the execution of one action is triggered
if it belongs to a valid flow in the control structures composition and if the
precondition places of the action contains a token.
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3 Planning Net Encoding to CNF

The encoding of a planning problem into SAT is based on the principle that a
proposition and an action belong to a given time, because a plan is a chronolog-
ical sequence of actions and SAT is a static assignment problem [3].

The encoding of the Planning Net in clausal formulas defined in this work is
similar to that of Satplan presented in ICAPS’2006 [4]. The main difference is the
concept of Planning Net layer, explained in the previous section. The Planning
Net encoding in CNF is defined as follows:

1. The literals of the initial and goal state are unary clauses;
2. Every place lki belonging to a layer step implies disjunction of the transitions

contained on this layer step, which has lki as an effect. To maintain the
previous transition effects, if k > 0, the disjunction of the transitions also
contains lk−1

i ;
3. Transitions imply preconditions;
4. For all propositions deleted by current actions in the Planning Net and

for all these actions, a clause (¬lki ∨ ¬t) should be created. lki is a place
that represents a proposition i in the net, removed by an action, on which
transition t belongs to the same step and layer as of lki ;

5. Mutually exclusive actions are represented by a set of disjunctions.

Due to item 2, a proposition is represented by the maximum of two variables
per layer, one variable for each step. That criterion is possible because the other
representations for a determined proposition are only needed in Petri Nets. This
simplification assists in the maintenance of the previous transition effects repre-
sented in the formula.

The maintenance of the validity of a proposition between layers is encoded
through a set of variables which represent this proposition in the formula. There-
fore, in item 2, the variable representing a proposition in a previous step or layer
is part of the transition disjunction. Similar representation was used in Satplan
in ICAPS’2004 and in BLACKBOX [4].

Additionally, this maintenance is only ensured by the item 4 clause. In the
encoding based on Planning Graph, this is performed by the maintenance actions
and by the mutexes [3]. We show in Table 2 the differences between the encoding
based on Planning Net and Satplan’s.

Conflicts in the Planning Net are represented by binary clauses that restrict
the validity of the actions, according to Planning Net ordering relations, de-
scribed in Sect. 2. The control structures represent valid partial orderings. The
conflict clauses represent invalid partial orderings.

For two mutually exclusive actions, a and b of some layer i, which is composed
of two steps, the clauses: (¬a1i ∨ ¬b1i ), (¬a1i ∨ ¬a2i ), (¬a1i ∨ ¬b2i ), (¬b1i ∨ ¬a2i ),
(¬b1i ∨ ¬b2i ) and (¬a2i ∨ ¬b2i ) are created. If the action a precedes action b, the
same mutex clauses are created, except by (¬a1i ∨ ¬b2i ), because it is a valid
ordering. If a is a non-parallel to b, the same clauses are created mutex except
(¬a1i ∨ ¬b2i ) and (¬b1i ∨ ¬a2i ). For parallel order relation additional clauses are
not created.
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Table 2. Comparison between Satplan and coding based in Planning Net

Coding based in Planning Net Satplan

Base structure: Planning Net Base structure: Planning Graph

Computes and encodes ordering Computes mutex of interference,
relations competing needs and propositions,

but encodes interference and propositions

Relaxed layer Layer not relaxed

Encodes maintenance clauses Encodes maintenance actions and
propositions mutex

The differences between the coding presented in this paper and that of Satplan
result in formulas with different number of variables. Equation 1 describes the
comparison between the number of variables Ri generated from the Planning Net
up to layer i with Satplan’s Si number of variables, which contains generated
variables from maintenance actions Am.

Ri ≤ 2(Si −Am) (1)

In equation 1, Am is eliminated from Si, because in the Planning Net encoding,
the new effects maintenance method does not result in variables in the formula.
The result of this elimination is multiplied by two, because the Planning Net
layers are relaxed. The number of variables Ri is less or equal than the result
of the right side of the equation, because there may be a set of actions that are
not contained in the second step of a layer.

4 Experimental Results

Experiments in the Planning Net were performed using 10 domains from the
ICAPS Competitions website [2]. The results of these experiments were com-
pared with the Satplan planner, which is among the best planners at this time.

All experiments of this work and other empirical tests have been validated by
the Plan Validator [5], which certified the validity of the found plans.

The SAT solver used in the experiments with Planning Net and Satplan was
the lingeling. This solver was one of three winners of the 2011 International SAT
Competitions [6]. The experiments were performed on a AMD 2.8 GHz, with 8
cores, 10 GB of RAM and Debian GNU/Linux computer.

We show in Table 3 a comparative experiments between Planning Net and
the Satplan. In the first six problems the execution time of the planner defined
in this paper was better than Satplan.

The solving complexity of a formula in CNF does not depend only on the
density and on the number of variables and clauses. In all experiments of this
work the Planning Net encoding generated formulas with higher density than the
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Table 3. Comparative results between Planning Net and Satplan

Satplan Planning Net
Problems Vars Clause Act plan Time (s) Vars Clause Act plan Time (s)

Logistics 1 24539 221131 151 110.45 13303 172509 153 29.552
Logistics 2 – – – timeout 24834 461445 224 950.67

TPP 43884 2665474 145 1608,142 68306 10445701 159 101,388

Storage 1 7369 362345 18 271,116 5453 786927 22 156,72
Storage 2 – – – timeout 9508 2663990 29 321,22

Pipeworld 35025 7581085 44 465,32 26300 15137493 44 325,67

Elevador 6689 128525 27 119,9 5864 265995 27 801,5

Depots 5698 216423 73 55,73 20564 7075691 81 393,6

Driverlog 1 14049 248447 40 26,9 12186 479272 48 1319,5
Driverlog 2 76564 3677227 100 1681,32 – – – timeout

Freecell 17582 6114100 30 253,05 15919 11159318 36 667,0

Satelite 18881 479761 43 38,97 14399 824851 48 263,4

Gripper 4476 57593 35 291,55 3224 53051 35 1321,326

formulas generated by Satplan. The clauses number in the formulas generated
by Satplan is greater than the clauses number generated by the Planning Net,
with exception of the Gripper and Logistic domains. The Planning Net generated
fewer variables than the Satplan, except in the TPP e Depots domains.

The complexity of solving a formula depends on the domain structure com-
bined with the formula encoding structures.

Another essential feature is the binary conflict clauses. We propose a partial
ordering for the interference mutex and discard the competing needs. The partial
ordering resulted in a better run-time than Satplan in some domains.

The encoding structure and the information type added to the formula are
the main causes of the experimental results in this work. In the Logistics, TPP,
Storage and Pipeworld domains, the Planning Net produces a more efficient
encoding than the Planning Graph. In the Elevador, Depots, Driverlog, Freecell,
Satelite and Gripper domains, the Planning Graph produces a more efficient
encoding than the Planning Net.

Another relevant data in Table 3 is the length of the plans generated by
the planners. The plans generated by Satplan are always smaller or equal than
plans generated by the Planning Net. Through empirical tests performed with
BLACKBOX, Kautz and Selman found that finding optimal plans is more diffi-
cult than finding sub-optimal ones [3].

The Satplan has postprocessing to remove (some of the) unnecessary actions
of the plan. The postprocessing is useful because the SAT translation of the
Planning Graph does not guarantee that every action that is true in the solution
is actually needed in order to achieve the goals of the original plan [4].

We do not include this postprocessing step in our planner, but we obtained
plans with the same length as Satplan’s in Gripper, Elevador and Pipeworld. In
the other seven domains the plans generated by our planner were longer.
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We also performed an analysis of the information set included in the formula
through the control structures. We made the combination of the mutex control
structure with the other control structures, as shown in Table 4. The mutex
only representation was more efficient in the Pipeworld, Elevator, Drivelog and
Satellite domains.

Table 4. Information variation based in structure control

Problems Complete Mutex and non-parallel Mutex and precede Mutex

Logistica 2 950,6 894,1 675,9 805,3

TPP 101,4 141,2 110,2 108,5

Storage 2 321,2 295,2 302,1 352,9

Pipeworld 2 325,7 311,7 307,4 186,9

Elevador 801,5 887,7 664,8 661,5

Depots 393,6 343,6 284,9 470,2

Driverlog 1 1319,5 timeout 1663,6 1112,8

Freecell 667,0 180,7 824,7 198,1

Satelite 263,4 281,4 222,2 190,1

Gripper 1321,326 timeout 609,264 1075,042

In the Gripper and Depots domains, mutex and complete control structures
have similar run-time. The combination of the precedes and mutex structures
was more efficient. In the Gripper domain the combination of the non-parallel
and mutex presented the worst results.

In the Freecell domain the combination of the non-parallel and mutex was
more efficient. The run-time is less than Satplan’s.

In the TPP domain the complete control structure was more efficient. The
TPP domain used a large amount of memory.

The information set from the control structures that helps the search for the
plan depends on the planning problem domain. In some domains, additional
information may simplify the search for a solution while in other domains it
may not.

5 Conclusions

In this work we presented the Planning Net, an efficient planner based on Petri
Net. The Planning Net is more efficient that Satplan in four out of ten domains
from the ICAPS Competitions. In the Logistics, TPP, Storage and Pipeworld
domains, the Planning Net produces a more efficient encoding than Satplan. In
the Elevador, Depots, Driverlog, Freecell, Satelite and Gripper domains, Satplan
produces a more efficient encoding than Planning Net.

The classification of the conflicting action pairs in clauses using four different
control structures assisted the SAT solver in the search for a satisfiable assign-
ment. However, the information set from the control structures that helps the



590 M.A. Schreiner et al.

search for the plan depends on the planning problem domain. New studies in
the Planning Net construction process for each domain are necessary to identify
what information is important.

Another research that can be performed is the creation of propositions order
relations in the Planning Net. The propositions conflict has more information
than the actions conflict and this may produce better results when compared
with actions order relations.

References

1. Blum, A., Furst, M.: Fast Planning through Planning Graph Analysis. In: 14th
International Joint Conference on Artificial Intelligence (IJCAI 1995), pp. 1636–
1642 (1995)

2. International Planning Competition - ICAPS, http://ipc.icaps-conference.org/
3. Kautz, H.A., Selman, B.: Pushing the Envelope – Planning, Propositional Logic,

and Stochastic Search. In: Shrobe, H., Senator, T. (eds.) 13th National Conference
on Artificial Intelligence (AAAI 1996) and 8th Innovative Applications of Artificial
Intelligence Conference (IAAI 1996), pp. 1194–1201. AAAI (1996)

4. Kautz, H.A.: Deconstructing Planning as Satisfiability. In: 21st National Conference
on Artificial Intelligence (AAAI 2006) and 18th Innovative Applications of Artificial
Intelligence Conference (IAAI 2006), pp. 1524–1526. AAAI (2006)

5. VAL, The Automatic Validation Tool For PDDL, including PDDL3 and PDDL+
Strathclyde Planning Group, http://planning.cis.strath.ac.uk/VAL/

6. The international SAT Competitions web page, http://www.satcompetition.org
7. Silva, F., Castilho, M.A., Künzle, L.A.: Petriplan: A New Algorithm for Plan Gen-

eration (Preliminary Report). In: Monard, M.C., Sichman, J.M. (eds.) SBIA 2000
and IBERAMIA 2000. LNCS (LNAI), vol. 1952, pp. 86–95. Springer, Heidelberg
(2000)

http://ipc.icaps-conference.org/
http://planning.cis.strath.ac.uk/VAL/
http://www.satcompetition.org


An Automated User-Centered Planning

Framework for Decision Support in
Environmental Early Warnings
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Abstract. This paper presents the integration of automated planning
in AUTO, a framework able to design plans of composed services for en-
vironmental early warning management. AUTO is based on three com-
ponents: a request processing module that transforms natural language
and context information into a planning instance; the automated plan-
ning and execution module based on an architecture for planning and ex-
ecution, PELEA; and the Service Execution Environment for Web and
Telco Services. The integration of a planning component provides two
basic functionalities: the possibility of customizing the composition of
services based on the preferences of the user and a middleware level that
interfaces the execution of services in the environment.

Keywords: automated planning, service composition.

1 Introduction

Service Composition can be defined as the process of creating a composite pro-
cess by combining available component services. It is used in situations where
the request of a client cannot be satisfied by any single available service [1].
However, services may change, become available or unavailable and their num-
ber may also grow to unmanageable sizes, which makes impossible to manually
generate a composition plan [11]. Previous works from both academia [14,6] and
industry 1 have revolved around this topic. However, few academic approaches in-
clude implementations in production scenarios, and few works from the industry
are open or easy to extrapolate to similar cases. This paper gathers experience
from previous works and presents the integration of automated planning as a

1 Some examples from the industry are Zypr http://www.zypr.net/, SIRI
http://www.apple.com/iphone/features/siri.html and Vlingo http://www.

vlingo.com/
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key component of AUTO (an AUTOmated user-centric Telco and Web services
composition framework) in the environmental early warning domain.

The goal of the environmental early warning field is to create contingency
plans that help resolve potentially harmful or dangerous situations based on the
information gathered from sensors and the input of relevant users. An example
of such a situation would be evacuating all the villages close to a river after
detecting that its level has risen beyond regular measurements or upon the re-
quest of an observer. In this case a contingency plan would include actions to
monitor the river, determine affected areas, warn the villagers and coordinate
the logistics of the evacuation.

Since the participation of a human is required in critical scenarios, we assume
that all the requests are triggered by users. Besides, in rural environments the
access to a device able to send a request in the format specified by the system
may be limited. This means that the system should be able to process natural
language so it can be initiated through simple communication means like a phone
call or an SMS. Thanks to the rather restrictive process of composition in this
domain, the main procedures and their associated services can be described using
semantic annotations by experts, which allows a natural language recognition
technique to be implemented without imposing many restrictions to the user.
Moreover, this makes the integration of a planning process a much easier task.
Although this depends on the domain, most of the principles discussed here are
applicable to similar scenarios.

The overall functioning of the architecture is as follows: the user request is
received in natural language from a given device and processed to determine the
goals and preferences of the user. At the same time, information obtained from
the sensors may be added to the request depending on the context. Next, the
request is translated dynamically into a planning instance modeled using the
Planning Domain Definition Language (PDDL) [3]. Then, the PDDL formatted
request is sent to the High Level Replanner module of the Planning, Learning and
Execution Architecture (PELEA) [4] in order to obtain and execute a plan that
represents the composition of services. Finally, the composed plan is executed in
a Jain SLEE 2 environment for convergent services.

In a previous work, we presented AUTO as a framework that dealt with the
environmental early warning domain receiving input from natural language re-
quest [12]. However, the deliberative process was based on hierarchical planning,
which has several limitations over domain-independent planners that use PDDL.
First, it is a domain-dependent approach, so if there is a change in the domain an
expert must encode the modifications. This encoding is usually much more dif-
ficult to define than modifications at the domain level, because it mixes domain
knowledge with control knowledge. Second, most HTN planners like SHOP2 [10]
find it difficult to use different metrics and cannot easily deal with user pref-
erences. Third, HTN planners prune parts of the search space for performance
reasons, which means that often low-quality solutions may be obtained in unex-
pected problems. Lastly, HTN planning cannot benefit from newer planners that

2 JAIN SLEE v1.1 http://jcp.org/en/jsr/detail?id=240

http://jcp.org/en/jsr/detail?id=240
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Fig. 1. Telecommunication and Web services interaction in Environmental Manage-
ment Systems

may surpass the current state of the art as research in the area advances. In this
context, the main contributions of this paper are: the automatic transformation
of natural language queries into a general language like PDDL; the encoding of
user preferences in the environmental early warning domain; and the inclusion
of automated planning techniques in AUTO, aiming to fully integrate it with
PELEA.

2 The Environmental Management Domain

A sketch of an environmental management system is presented in Fig. 1. The
role of the environmental manager is to make decisions about the environmental
alarms and crop management of a region. For this purpose he/she can request
information from sensor networks deployed at several spots. The environmental
manager can also use telecommunication (Telco for short) and Web services to
process basic data and send information to both farmers and sensors. Available
services often change dynamically and the resources may be limited.

As the environmental manager comes from fields like biology or agriculture,
his/her technological background may be low. Furthermore, electronic devices
in the area may be scarce. Thus, the preferred way to enter information to
the system is by voice and in natural language. This way, users do not have
to know how the system internally works and can make requests from regular
mobile devices or landline phones. Commonly the user expresses his/her request
informally; here are two examples:

– “I need to compute the hydrological balance of zone 1 and receive the resulting
map to my cell phone”
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– “the river flow of zone 2 is greater than 15% in average, emit an alarm to
every farmer within a radius of 2 miles from the river and create an action
map including emergency and rescue groups”

In the first case a composition of services could be: gathering information from
the sensors in zone 1, using hydrological services from the Internet to process the
sensed data, obtaining the map from Google maps, composing the final image
and sending it to the user by MMS. A similar course of action would be done in
the second case, making decisions about which maps are available or best suited
to the case, the best way of warning the farmers (i.e. SMS, direct call, e-mail),
etc. Several factors affect how the system must be designed:

– Usability for end users: simplicity of use and ubiquity forces the use of nat-
ural language recognition techniques. Also all the resulting processes must
be readable so they can be supervised and modified by an expert due to the
critical nature of the domain.

– Integration with the execution: Automated composition includes integration
of Telco and Web functionalities, which requires specialized platforms.

– Reaction to change: planning systems deployed in dynamic environments must
be able to react to potential changes during both the computation of the plans
and the execution of the services.

– User preferences: multiple composition of services are often be possible, so
the user may express his/her preferences in the request. Typical cases include
minimizing the time of the execution of the composed services if it is an urgent
request or minimizing the cost if there are no time constraints.

3 Automated Planning and Specification of the Domain

Automated planning is the task of finding a sequence of actions (plan) that
leads to a state where some goals are achieved from a given initial state. Plan-
ning takes two inputs: a domain description and a problem description. Both
are usually described using the standard language PDDL [3]. The domain file
includes the types of the objects that may appear in the problems, a set of pred-
icates/functions to be used to represent states and actions, and the actions set.
Each problem file includes the initial state, the goals and, possibly, a metric.

If the domain and problem are specified in PDDL, almost all current domain-
independent planners can be used to solve problems in our domain. Other
paradigms related to domain-independent planning, like hierarchical planning,
use representations on top of PDDL that tune the domain description towards
some subset of solutions [10]. Usually, they are harder to generalize and reuse in
other domains.

Here an overall description of the domain in PDDL will be given. First, the
domain includes the definition of types of the objects that appear in the do-
main. As an example, these types might represent among others zones, users,
communications means, etc.
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(:types zone user source map_step1 communication - object

map_generation maptype - object)

Next, we have to define domain predicates and functions. As an example, we
might define a predicate to express that we have already obtained some coordi-
nates, or that we have already performed some sensing in a given zone. Predicates
and functions have arguments that are typed.

(:predicates (coordinates_taken ?z - zone)

(sensed ?z - zone)

(isolines ?z -zone) ...)

(:functions (time) (cost)

(messages ?m - communication)

(access ?m - maptype)

(source-cost ?m - source) ...)

Then, the domain actions model the different kinds of services. We describe now
some of the actions on our domain. The get coordinates action has as parameters:
the user that performs the composition, the zone to be analyzed, the source of
data (sensors, gps, database,...), and the type of communication to be used
to gather coordinates (SMS, MMS, monitoring network,...). For this particular
action there are no preconditions. Each source has associated different cost and
time values, represented by the source-cost and source-time functions. We only
show cost and time for simplicity.

(:action get_coordinates
:parameters (?u - user ?z -zone ?m - source ?c - communication )
:effect (and (coordinates_taken ?z) (sensed ?z)

(increase (time) (source-time ?m))
(increase (cost) (source-cost ?m)) ...))

The generate map from vector map action has similar parameters: the user that
perform the composition, the zone to be analyzed and the type of map to re-
trieve from internet (maps from NASA, free maps, maps by subscription). Some
of the map services allow services a limited number of accesses. Therefore, each
access decreases the number of available accesses. Consequently, when the num-
ber of services reaches zero it is necessary to update the subscription using the
update subscription action.

(:action generate_vector_map
:parameters (?usr - user ?z - zone ?mt - maptype)
:precondition (and (sensed ?z) (> (access ?mt) 0))
:effect (and (generated_map ?z)

(increase (time) (/ (time-map ?mt) 2))
(increase (cost) (/ (cost-map ?mt) 2))
(decrease (access ?mt) (access_quote))))
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Fig. 2. Overall architecture of AUTO

(:action update_subscription
:parameters (?usr - user ?z - zone ?m1 - map_step1 ?mt - maptype)
:precondition (and (mapa1 ?m1) (sensed ?z) (= (access ?mt) 0))
:effect (and (increase (access ?mt) (acccess_update))

(increase (time) (update_time))
(increase (cost) (update_cost))))

The same logic is applied to model the inform action. This action is on charge
of sending alarms and important information to specific zones according to
the device, network coverage, warning level or user preferences. The number
of messages or calling credit is limited and eventually it is required to top it
up. Due to lack of space we will omit the description of the actions inform
and top up, although they are similar to generate map from vector map and up-
date subscription. Similarly, other actions are also needed in the domain but here
they will be omitted for brevity.

4 Architecture of the Framework

The architecture of AUTO is depicted in Fig. 2. The modules may be deployed in
different machines so the processes load can be distributed. The access method
can be both voice or text so AUTO can be accessed from a broad range of
devices. In the literature, other alternatives have been proposed for user request
treatment, such as Mashups [15] or service creation environments [8]. However,
natural language offers a better mechanism for end users without expertise to
express their requests [9].

The Natural Language Analysis decomposes the request in constitutive parts
and infers semantically which words are verbs (possible actions), nouns (pos-
sible parameters), control flow or context information, whose function will be
described later. The Context Analyzer uses three dimensions: user preferences,
device capabilities and situational context that define parts of the initial state of
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the planning problem. Additional information may be added to the request from
a database containing the profile of the user. The PDDL Generation module
makes a translation from the processed request into a problem in PDDL. The
data of the problem is obtained not only from the request but also from the
information about the available services, which is why the PDDL Generation
module requests information to the JSLEE Execution Environment at problem
generation.

The automatically generated problem in PDDL is the input sent to PELEA,
which performs the service composition using a domain-independent planner.
The PDDL domain does not change, so PELEA uses the same domain definition
for different service composition requests. In this work no monitoring is done,
so currently the only task of PELEA is computing the plan and sending it
to the JSLEE Execution Environment. In situations in which the status and
characteristics of the services may change, though, PELEA would monitor the
execution and replan or repair the current plan as needed.

AUTO uses a robust execution environment for telecommunications applica-
tions called Java Service Logic Execution Environment (JSLEE). The integration
between PELEA and JSLEE is done in the execution module and allows the ex-
ecution and the sensing of the state of the service composition. The execution
module makes a dynamic association between the plan tasks and the JSLEE
Service Building Blocks (SBB). SBBs are the basic components of the JSLEE
architecture and call external Web services or Telco functionalities. The asso-
ciation between automated generated plans and SBB is done at run time, so
changes in the environment can be easily dealt with.

5 Natural Language to PDDL

In AUTO, the transformation from natural language to PDDL is performed by
a module composed by a set of underlying components. The functioning and
implementation of this module has already been described elsewhere [12], so
we will only provide here a rough description. The processing of the request in
natural language is a set of sequential steps. First, the input is split into tokens,
generating simple lexical units from complex sentences. Next, individual units are
filtered and tagged according to their grammatical category. Additionally, each
token is labeled as either “Control”, “Functional” or “Situational” and classified
according to three dimensions: device, user and situation. Next, information
gathered from User Profile using the user’s ID is added to the request. Finally, the
request is translated into a planning instance from which a service composition
is computed.

Every time a user makes a request a PDDL problem is generated. In this
problem, the objects are defined, the predicates and functions initialized, the
goals set and the metrics specified. The following is an example of how objects
are defined and the functions are given values:
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Fig. 3. Time needed to find composed services for an increasing number of goals

(:objects

corpoamazonia - user

farm1 farm2 farm3 - zone

sms gps db - source

sms mms voice - communication

google nasa esri - maptype ...)

(:init

(= (time) 0) (= (cost) 0) (= (topup_cost) 1)

(= (source-time sms) 10) (= (source-time gps) 5)

(= (source-cost sms) 5) (= (source-cost sms) 8) ...)

The goals are included as predicates that have to be achieved. The user pref-
erences are encoded as a linear combination of the relevant criteria, namely
time and cost because the standard way of encoding preferences in PDDL3, soft
goals [3], offers no additional expressive power over regular metrics [7].

(:goal (and (informed farm1) (informed farm2) (informed farm3) ))

(:metric minimize (+ (* 1 (time)) (* 1 (cost)))))

6 Experimentation

To check the viability of the use of automated planning in AUTO some experi-
mentation was done. First, we checked whether the system was able to scale up
to requests that involve a high number of goals and services. An automatically
generated instance was modified to increase the number of goals (farms that
must be warned). The number of goals was increased from 20 to 400 in intervals
of 50. Services, communication means, maptypes,... were left unmodified. The
metric used for these problems was to minimize time plus cost. The planner used
was CBP [2], a planner based on Metric-FF [5] with new heuristics designed to
deal with numeric metrics.

Figure 3 shows how the time increases with the number of goals.In the ex-
perimentation, CBP behaves as expected, as the time increases exponentially.
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Fig. 4. Pareto front of solutions obtained by modifying α and β in the metric (in
parenthesis)

However, CBP is still capable of finding a plan with 500 goals in less than 2
minutes while minimizing the metric. This is a performance competitive with
“ad-hoc” algorithms for services composition [13].

Another of the advantages of automatic planning is the possibility of dealing
with metrics by just changing the definition of the metric in the problem file. The
aim was to obtain a broad range of plans that give priority to minimizing time
over cost and vice versa so they suit the preferences of the user. This was done
by modifying the weights of the aforementioned linear combination of time and
cost. More precisely, the metric is αt+ βc, in which t is time and c is cost. This
means that the plans should be diverse and adapt themselves well to changes
in the parameters α and β, similar to multi-objective optimization algorithms.
Figure 4 shows a set of non-dominated plans obtained by modifying α and β
in the metric. As in multi-objective optimization, it forms a pareto front. This
means that CBP is sensible to the changes and the plans are diverse enough to
offer a valuable alternative to the user when needed.

7 Conclusions

In this paper we extend AUTO by integrating automated planning into an ex-
isting architecture as the deliberative process. This is a more general approach
than the previously used technique that allows a greater flexibility both in terms
of design and the implementation of the underlying algorithms. The main contri-
bution is the automatic generation of planning instances in PDDL from natural
language requests. Furthermore, we allowed the use of preferences modeling them
as metrics of the planning instance. In the near future, we want to continue our
research developing mechanisms for the automation of planning domain gener-
ation. Further experimentation with different planners will be done too so an
increase in performance can be achieved. Additionally, we are extending the
preferences criteria in order to get a better personalized experience for the user.
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Finally, a complete integration with PELEA will be done, so features that it
already offers, like monitoring and replanning, can be used by AUTO.
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2. Fuentetaja, R., Borrajo, D., López, C.L.: A Look-Ahead B&B Search for Cost-
Based Planning. In: Meseguer, P., Mandow, L., Gasca, R. (eds.) CAEPIA 2009.
LNCS, vol. 5988, pp. 201–211. Springer, Heidelberg (2010)

3. Gerevini, A., Haslum, P., Long, D., Saetti, A., Dimopoulos, Y.: Deterministic Plan-
ning in the Fifth International Planning Competition – PDDL3 and experimental
evaluation of the planners. Artificial Intelligence 173(5-6), 619–668 (2009)
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{mrodriguez,msalido,fbarber}@dsic.upv.es
2 Department of Computer Science, University of Oviedo Spain

{puente,sierramaria}@uniovi.es

Abstract. Container terminals are facilities where cargo containers are
transshipped between different transport vehicles, for onward transporta-
tion. They are open systems that carry out a large number of different
combinatorial problems that can be solved by means of Artificial Intel-
ligence techniques. In this work, we focus our attention on scheduling
a number of incoming vessels by assigning to each a berthing position,
a mooring time and a number of Quay Cranes. This problem is known
as the Berthing Allocation and Quay Crane Assignment problem. To
formulate the problem, we first propose a mixed integer linear program-
ming model to minimize the total weighted service time of the incoming
vessels. Then, a meta-heuristic algorithm (Genetic Algorithm (GA)) is
presented for solving the proposed problem. Computational experiments
are performed to evaluate the effectiveness and efficiency of the proposed
method.

Keywords: scheduling, planning, genetic algorithms, metaheuristics,
berthing allocation, quay crane assignment.

1 Introduction

A container terminal is an open system with three distinguishible areas (berth,
container yard and lanside areas) where there exist different complex optimiza-
tion problems. For instance, berthing allocation or stowage planning problems
are related to the berth area [13]; remarshalling problem or transport optimiza-
tion in the yard area; and, planning and scheduling hinterland operations related
to trains and trucks in the landside area [14].

Two planning and scheduling problems are studied in this paper, the Berth
Allocation Problem (BAP) and the Quay Crane Assignment Problem (QCAP).
The former is a well-known combinatorial optimization problem [10], which con-
sists in assigning incoming vessels to berthing positions. The QCAP deals with
assigning a certain number of QCs to each vessel that is waiting at the roadstead
such that all required movements of containers can be fulfilled [1]. Once a vessel
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arrives at the port, it waits at the roadstead until it has permission to moor at
the quay. The locations where mooring can take place are called berths. These
are equipped with giant cranes, known as Quay Cranes (QC), that are used to
load and unload containers which are transferred to and from the yard by a fleet
of vehicles. These QCs are mounted on the same track (or rail) and, therefore
they cannot pass each other. In a transshipment terminal, the yard allows tem-
porary storage before containers are transferred to another ship or to another
transportation mode (e.g., rail or road).

A comprehensive survey of BAP and QCAP is given by [1]. These problems
have been mostly considered separately and with an interest mainly focused
on BAP. However, there are some studies on the combined BAP+QCAP con-
sidering different characteristics of the berths and cranes [2,7,9,12,15]. In this
paper, we present a formal mixed integer lineal programming for the combined
BAP+QCAP that extends the model presented in [8], by managing a continuous
quay line. In order to obtain optimized solutions in an efficient way, we develop
a metaheuristic GA, so that compared with mathematical solvers obtains near-
optimal solutions in competitive computational times.

The rest of the paper is organized as follows. In the next two sections we
give a thorough description and a mathematical formulation of the problem. In
Sect. 4 we give the details of the GA designed for the BAP+QCAP. Section 5
reports the results of the experimental study. Finally, in Sect. 6 we give the main
conclusions of this work.

2 Problem Description

The objective in BAP+QCAP is to obtain an schedule of the incoming vessels
with an optimum order of vessels mooring and a distribution of the docks and
QCs for these vessels. Figure 1(b) shows an example of the graphical space-time
representation of a berth plan with 6 vessels. Each rectangle represents a vessel
with its handling time and length.

Our BAP+QCAP case is classified according to the classification given
by [1] as:

– Spatial attribute: Continuous layout. We assume that the quay is a continu-
ous line, so there is no partitioning of the quay and the vessel can berth at
arbitrary positions within the boundaries of the quay. It must be taken into
account that for a continuous layout, berth planning is more complicated than
for a discrete layout, but it better utilizes the quay space [1].

– Temporal attribute: Dynamic arrival. Fixed arrival times are given for the
vessels, so that vessels cannot berth before their expected arrival times.

– Handling time attribute: Unknown in advance. The handling time of a vessel
depends on the number of assigned QCs (QCAP) and the moves required.

– Performance measure: wait and handling times The objective is to minimize
the sum of the waiting (wi) and handling times (hi) of all vessels.

Let V be the set of incoming vessels. Following, we introduce the notation used
for each vessel i ∈ V (see Fig. 1(a)). The data variables are:
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(a) Vessel (b) Schedule

Fig. 1. Representation of the BAP+QCAP problem

– QC : Available QCs in the container terminal. All QCs carry out the same num-
ber of movements per time unit (movsQC), given by the container terminal.

– L : Total length of the berth in the container terminal.
– ai : Arrival time of the vessel i at port.
– ci : Number of required movements to load and unload containers of i.
– li : Vessel length.
– pri : Vessel priority.

The decision variables are:

– mi : Mooring time of i. Thus, waiting time (wi) of i is calculated as (wi =
mi − ai).

– pi : Berthing position where i moors.
– qi : Number of assigned QCs to i.
– uik : Indicates whether the QC k works (1) or not (0) on the vessel i.

The variables derived from the previous ones are:

– hi : Loading and unloading time at quay (handling time) of vessel i. This time

depends on qi and ci, that is :
(

ci
qi×movsQC

)
.

– tik : Working time of the QC k that is assigned to vessel i.
– di : Departure time of vessel i (di = mi + hi).
– si, ei : indexes for the first and last QC used in vessel i, respectively.

Our objective is to allocate all vessels according to several constraints minimizing
the total weighted waiting and service time for all vessels:

Ts :=
∑
i∈V

(wi + hi)× pri (1)

Note that this problem is a very special case of a multi-mode resource-constrained
scheduling problem, where there exist shared resources (berth length), the dura-
tion of activities (mooring time) depends on the assigned resources (QCs), and
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the objective function is minimizing both the waiting as the processing times of
vessels.

Moreover, the following assumptions are considered:

– Number of QCs assigned to a vessel do not vary along the moored time. Once
a QC starts a task in a vessel, it must complete it without any pause or shift
(non-preemptive tasks). Thus, all QCs assigned to the same vessel have the
same working time (tik = hi, ∀k ∈ QC, uik = 1)

– All the information related to the waiting vessels is known in advance (arrival,
priority, moves and length).

– Every vessel has a draft that is lower than or equal to the draft of the quay.
– Movements of QCs along the quay as well as berthing and departure times

of vessels are not considered since it supose a constant penalty time for all
vessels.

– The components of the optimization function (Equation 1) can be indepen-
dently weighted without requiring changes to our proposal.

– Simultaneous berthing is allowed, subject to the length of the berth.

And the following constraints must be accomplished:

– Moored time must be at least the same that its arrival time (mi ≥ ai).
– It must be enough contiguous space at berth to moor a vessel of length (li).
– There is a safety distance (safeDist) between two moored ships. We assume

5% of the maximum length of two contiguous vessels.
– There must be at least one QC to assign to each vessel. The maximum number

of assigned QCs by vessel depends on its length, since a safety distance is
required between two contiguous QCs (safeQC), and the maximum number
of QCs that the container terminal allows per vessel (maxQC). Both parameters
are given by the container terminal.

3 Mathematical Formulation

In this section, the mathematical formulation for BAP+QCAP is presented. The
given MILP model solves the BAP+QCAP by minimizing the function given by
the Equation 1, where M denotes a sufficiently large number, subject to the
given constraints:

mi ≥ ai ∀i ∈ V (2)

wi = mi − ai ∀i ∈ V (3)

pi + li ≤ L ∀i ∈ V (4)

qi =
∑

k∈QC

uik ∀i ∈ V (5)

1 ≤ qi ≤ QC+
i ∀i ∈ V (6)

1 ≤ si, ei ≤ |QC| ∀i ∈ V (7)

si ≥ ei ∀i ∈ V (8)
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qi = ei − si + 1 ∀i ∈ V (9)∑
k∈QC

tik × movsQC ≥ ci ∀i ∈ V (10)

hi = max
k∈QC

tik ∀i ∈ V (11)

tik − uik ×M ≤ 0 ∀i ∈ V, ∀k ∈ QC (12)

hi −M × (1 − uik)− tik ≤ 0 ∀i ∈ V, ∀k ∈ QC (13)

uik + ujk + zxij ≤ 2 ∀i, j ∈ V, ∀k ∈ QC (14)

M × (1 − uik) + (ei − k) ≥ 0 ∀i ∈ V, ∀k ∈ QC (15)

M × (1 − uik) + (k − si) ≥ 0 ∀i ∈ V, ∀k ∈ QC (16)

pi + li ≤ pj − sdij +M × (1− zxij) ∀i, j ∈ V, i 
= j (17)

ei + 1 ≤ sj +M × (1− zxij) ∀i, j ∈ V, i 
= j (18)

mi + hi ≤ mj +M × (1− zyij) ∀i, j ∈ V, i 
= j (19)

zxij + zxji + zyij + zyji ≥ 1 ∀i, j ∈ V, i 
= j (20)

zxij , z
y
ij , uik 0/1 integer ∀i, j ∈ V, i 
= j, ∀k ∈ QC (21)

The given formulation expands the model presented in [8] by adding the needed
constraints to take into consideration QCs. Thereby, the handling time of vessels
depends on the number of QCs and these QCs cannot pass each other when are
relocated.

In the proposed model, there are two auxiliary variables: zxij is a decision
variable that indicates if vessel i is located to the left of vessel j on the berth
(zxij = 1); and, zyij = 1 indicates that vessel i is moored before vessel j in time
(see constraint 21). Moreover, Constraint 2 ensures that vessels must moor once
they arrive at the terminal. Constraint 4 guarantees that a moored vessel does
not exceed the length quay. Constraints 5, 6, 7, 8 and 9 assign the number of QCs
to the vessel i. Constraint 10 establishes the needed handling time to load and
unload their containers. Constraint 12 ensures that QCs that are not assigned
QCs to i have tik zero. Constraint 13 forces all assigned QCs to i working the
same number of hours. Constraint 11 assigns the handling time for vessel i.
Constraint 14 avoids that one QC is assigned to two different vessels at the
same time. Constraints 15 and 16 force the QCs to be assigned contiguously
(from si up to ei). Constraint 17 takes into account the safety distance between
each two vessels. Constraint 18 avoids that one vessel uses a QC which should
cross through the others QCs. Constraint 19 avoids that vessel j moors while
the previous vessel i is still at the quay. Finally, constraint 20 establishes the
relationship between each pair of vessels.

This mathematical model has been coded in IBM ILOG CPLEX Optimization
Studio 12.3 as detailed in the Evaluation Sect. 5.
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4 Genetic Algorithm

Algorithm 1 shows the structure of the GA we have considered herein. The core
of this algorithm is taken from [4,5] and is quite similar to others generational
genetic algorithms described in the literature ([3], [6] or [11]). In the first step,
the initial population is generated and evaluated. Then, the genetic algorithm
iterates over a number of steps or generations. In each iteration, a new generation
is built from the previous one by applying the genetic operators of selection,
reproduction and replacement. These operators can be implemented in a variety
of ways and, in principle, are independent from each other. However, in practice
all of them should be chosen considering their effect on the remaining ones in
order to get a successful overall algorithm. The approach taken in this work is the
following. In the selection phase all chromosomes are grouped into pairs, and then
each one of these pairs is mated or not in accordance with a crossover probability
(Pc) to obtain two offspring. Each offspring, or parent if the parents were not
mated, undergoes mutation in accordance with the mutation probability (Pm).
Finally, the replacement is carried out as a tournament selection (4:2) among
each pair of parents and their offspring.

Algorithm 1. The genetic algorithm

Require: A BAP-QCAP instance P
Ensure: A mooring schedule for instance P

1. Generate the initial population;
2. Evaluate the population;
while No termination criterion is satisfied do

3. Select chromosomes from the current population;
4. Apply the reproduction operators to the chromosomes selected at step 3. to
generate new ones;
5. Evaluate the chromosomes generated at step 4;
6. Apply the replacement criterion to the set of chromosomes selected at step 3.
together with the chromosomes generated at step 4.;

end while
return The schedule from the best chromosome evaluated so far;

The coding schema is based on permutations of vessels, each one with a given
number of QCs. So a gene is a pair (i, qi), 1 ≤ qi ≤ min(maxQCi,maxQC), and
a chromosome includes a gene like this for each one of the vessels. For example,
for an instance with 5 vessels where the maximum number of QCs are 2, 3, 4, 3
and 2 respectively, two feasible chromosomes are the following ones:

c1: ( (1 1) (2 1) (3 1) (4 2) (5 1) )

c2: ( (3 2) (1 2) (2 2) (5 2) (4 3) )

Note that, the same vessel may have different number of QCs in each chromo-
some. In accordance with this encoding, a chromosome expresses the number of
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QCs that each vessel is assigned in the solution and an order for building the
schedule.

The order of vessels in chromosomes is used as a dispatching rule. Hence, we
use the following decoding algorithm: the genes are visited from left to right
in the chromosome sequence. For each gene (i, qi) the vessel i is scheduled at
the earliest mooring time with qi consecutive QCs available, so that none of the
constraints is violated. If there are several positions available at the earliest time,
that closest to one of the berth extremes is selected. Also, the QCs are chosen
starting from the same extreme of the berth.

For chromosome mating we have considered a classical crossover operator such
as Generalized Position Crossover (GPX) which is commonly used in permuta-
tion based encodings. This is a two points crossover operator which work as
follows. Let us consider two parents like:

p1: ( (1 1) | (2 1) (3 1) | (4 2) (5 1) )

p2: ( (3 2) | (1 2) (2 2) | (5 2) (4 3) )

Symbols ”|” represent crossover positions, 1 and 3 respectively in this example,
which are selected at random for each mating. Then two offsprings are built
taking the substrings between positions 1 and 3 in each parent and then filling the
remaining positions with the genes representing the remaining vessels taken from
the other parent keeping their relative order. So in this case the two offsprings
are:

o1: ( (1 2) | (2 1) (3 1) | (5 2) (4 3) )

o2: ( (3 1) | (1 2) (2 2) | (4 2) (5 1) )

For mutation we have implemented an operator that shuffles a random substring
of the chromosome and at the same time changes the number of QCs assigned
to each one of the shuffled genes at random, provided that the number of QCs
is kept in between the proper limits for the vessel.

The initial population in generated at random, i.e. a random order for the
vessels is chosen and each vessel i is assigned a number of QCs chosen uniformly
in [1,min(maxQCi,maxQC)]. The termination condition is given in one of these
three forms: (1) a number of generations, (2) a time limit or (3) a number of
evaluations.

5 Evaluation

The experiments were performed in a corpus of 100 instances generated ran-
domly, each one is composed of a queue from 5 to 20 vessels. These instances fol-
low an exponential distribution for the inter-arrival times of the vessels (λ = 1

20 ).
The number of required movements and length of vessels are generated uniformly
in [100, 1000] and [100, 500] respectively. In all cases, the berth length (L) is fixed
to 700 meters; the number of QCs is 7 (corresponding to a determined MSC
berth line) and the maximum number of QCs per vessel is 5 (maxQC); the safety
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distance between QCs (safeQC) is 35 meters and the number of movements that
QCs carry out is 2.5 (movsQC) per time unit.

The two approaches developed in this paper, the GA and the MILP model,
were coded using C++ and the IBM ILOG CPLEX Optimization Studio 12.3,
respectively. They were solved on a Linux PC 2.26Ghz.

In the GA, the population size is 200. Mutation and crossover probabilities
are Pm = 0.1 and Pc = 0.8, respectively. Due to the stochastic nature of the GA
process, each one of the instances were solved 30 times and the results show the
average obtained values.

Table 1 shows the results form CPLEX and GA averaged for each group of
100 instances with the same number of vessels (5 to 20). The timeout was 10
seconds. For CPLEX, the reported values are the average value of Ts for the
solutions reached, the number of instances solved to optimality (#Opt), the
number of instances solved without certify optimality (#NOpt) and the number
of instances for which no solution is reached by the timeout (#NSol) The last
two columns show the best and the average values of the solutions obtained by
the GA in 30 runs. Obviously, in all cases, the objective function (Ts) increases
as the number of incoming vessels increases from 5 up to 20.

Table 1. Comparision CPLEX with GA (timeout 10 secs)

|V| CPLEX GA

Avg Ts #Opt #NOpt #NSol Best Ts Avg Ts

5 1723.75 98 2 0 1723.75 1723.75

6 2193.06 88 12 0 2189.63 2189.63

7 2702.46 66 34 0 2681.14 2681.67

8 3287.66 41 59 0 3219.80 3222.13

9 3891.09 24 76 0 3729.78 3734.72

10 4642.23 14 86 0 4337.10 4350.23

11 5453.31 6 94 0 4946.66 4971.86

12 6557.60 3 97 0 5552.09 5589.16

13 7944.50 2 98 0 6181.67 6236.60

14 9332.26 1 98 1 6854.33 6931.59

15 11578.40 0 98 2 7526.27 7631.98

16 13518.00 0 97 3 8290.95 8438.06

17 15105.80 0 94 6 8972.13 9163.65

18 17253.80 0 85 15 9694.16 9927.06

19 18390.40 0 65 35 10506.20 10787.79

20 20410.50 0 46 54 11395.52 11725.64

From these results, we can observe that CPLEX is not able to reach any opti-
mal solution by the given timeout in at least 30% of the instances with 7 vessels
or more. In addition, it can not get any optimal solution from 15 up to 20 vessels
with this timeout. Moreover, for a number of instances with more than 14 ves-
sels CPLEX is not able to reach a feasible solution. Regarding GA, all instances
are solved and we can observe that the average values are better than those
from CPLEX, the differences being in direct ratio with the number of vessels.
Here, it is important to remark that GA reaches 1063 generations in 10 seconds.
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However, the GA is able to converge in lower times. Figure 2 shows the GA
convergence for one representative instance of 20 vessels, so that near-optimal
values are obtained after 100 generations, taking 0.94 seconds. Furthermore, Fig.
3 shows how the average Ts for 10 vessels decreases as more computation time
is allowed. In this experiment, the timeout was set to 5, 10, 20, and 60 seconds.
As it can be observed, the GA approach does not require a large timeout (the
improvement is lower than 1% beyond 5 seconds).

We remark that we have not been able to use previous test cases proposed
in the literature because we assume a continuous berthing and non-preemtitive
tasks [9,15]. However, even considering this more complex case, we can see that
the results achieved are highly competitive against these previous approaches.
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Fig. 2. Convergence of the Genetic Algo-
rithm
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Fig. 3. Average Ts for 10 vessels setting
different timeouts

6 Conclusions

The competitiveness among container terminals causes the need to improve the
efficiency of each one of the subprocesses that are performed within them. This
paper focuses on two of the main related problems, the Berth Allocation and
Quay Crane Assignment Problems, in an integrated way. To this end, a mixed
integer lineal programming model and a Genetic Algorithm were developed. The
MILP model was unable to get optimal solutions when a reasonable timeout is
set or when the problem becomes harder (more than 10 vessels). Moreover,
many of the instances were solved but without any guarantees of being the
optimal ones since the timeout was reached. However, the GA approach is able to
obtain near-optimal solutions in lower computational times and it also maintains
a rapid convergence of the results even with large vessel queues. From these
results, it is concluded the adequacy of a metaheuristic approach based on GA
for solving the BAP+QCAP problem. This approach also extends the previous
approaches given in the literature by adding features (as continuous quay line
and non-preemptitive QC assignments) and it gives near-optimal solutions in a
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very competitive computational time. For future research, we propose devising
some local search strategy that can be then combined with the GA or other
metaheuristics such as GRASP, Tabu or Scatter Search.
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Abstract. In software systems, a common source of bugs are unex-
pected interactions among systems components. This risk is increased
when the number of software components increases. To reduce this risk
and ensure software quality, it may be necessary to test all interactions
among the components. Combinatorial testing is a method that can re-
duce cost and increase the effectiveness of software testing for many
applications. Covering arrays are combinatorial structures which can be
used to represent test-suites. This paper presents a metaheuristic ap-
proach based on a simulated annealing algorithm for constructing cover-
ing arrays. The experimental design solved a benchmark reported in the
literature and it is proposed a new bechkmark based on real test-cases.
Experimental evidence showed that the simulated annealing algorithm
equals or improves the obtained results by other approaches reported in
the literature, finding the optimal solution in some of the solved cases.

Keywords: combinatorial testing, covering arrays, simulated annealing.

1 Introduction

Today’s software applications are more complex: often operate in multi-layer
environments, they operate under multiple platforms; they are designed in con-
ditions fast and agile, and the requirements are more ambitious than ever. In this
scenario, software testing has become a critical element to ensure quality and
minimize the risk of malfuncion, at the same time that meet the requirements
of the enterprises that use the software components.

Combinatorial testing is a method that can reduce cost and increase the ef-
fectiveness of software testing for many applications. It is based on constructing
functional test-suites of economical size, which provide coverage of the most
prevalent configurations. Covering arrays are combinatorial objects, that have
been applied to do functional tests of software components. The use of cover-
ing arrays allows to test all the interactions, of a given size, among the input
parameters using the minimum number of test cases.

J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 611–620, 2012.
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This paper aims at developing an enhanced simulated annealing (ESA) al-
gorithm for finding near-optimal covering arrays. In contrast to other existing
simulated annealing implementations developed for constructing covering arrays
[7,12], our algorithm has the merit of improving three key features that have
a great impact on its performance: (1) a method designed to generate initial
solutions with maximum Hamming distance; (2) instead of using a single neigh-
borhood function, the algorithm chooses between a set of predefined neighbor-
hood functions according to an assigned probability to each function; and (3) an
effective cooling schedule. The performance of the proposed simulated anneal-
ing algorithm is assessed with a benchmark, composed by 21 covering arrays of
strengths two and three taken from the literature. The computational results
are reported and compared with previously published ones, showing that our
algorithm was able to improve 15 instances and to equal 6 previous best-known
solutions on the selected benchmark instances. We propose a new benchmark
composed of 58 instances corresponding to real test cases. We compare the re-
sults against those obtained from the best known tools in the literature.

The remaining of this paper is organized as follows: some techniques that have
been used for constructing covering arrays are presented in Sect. 2, an overview
of the proposed approach of simulated annealing with the details of its main
components and values are described in Sect. 3, the experiments carried out
with this approach are detailed in Sect. 4 and finally, Sect. 5 summarizes the
main contributions of this work.

2 Background

Before discussing the different techniques for building test-suites based on cov-
ering arrays, we begin with some definitions. To generate interaction test-suites,
a mathematical object called a covering array is often used.

2.1 Preliminary Definitions

Definition 1. A covering array denoted by CA(N ; t, k, v) is an N × k array,
each elements takes values from an alphabet of size v = {0, 1, . . . , v − 1} such
that every N × t subarray contains all t-tuples from {0, 1, . . . , }t at least once.
Here an N × t subarray is an N × t array obtained by selecting t of the columns,
and deleting the remaining k− t columns. In this subarray every row is a tuple.

The strength of a covering array is t, which defines, for example, 2-way or 3-way
coverage. The k columns of this array are called factors, where each factor has
v values. A test-suite is an N × k array where each row is a test case. Each
column represents a component and the value in the column is the level chosen.
A covering array is optimal if it contains the minimum number of rows, the value
N is known as the Covering Array Number (CAN). The CAN is formally defined
as: CAN(t, k, v) = min{N : ∃ CA(N ; t, k, v)}. Given the values of t, k, and v,
the optimal covering array construction problem (CAC) consists in constructing
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a CA(N ; t, k, v) such that the value of N is minimized. A lower bound for any
covering array of strength t, is the product of the t greater alphabets of the
variables.

For software testing, the fundamental problem is to determine CAN(t, k, v).
Because, it reduces the number of tests, the cost and the time expended on the
software testing process.

A covering array has the same cardinality in all its parameters. However, most
software systems do not have the same number of values for each factor, i.e., they
do not have a single v. A more general structure can be defined that allows for
variability in factor-value domain size. A mixed covering array (MCA) is a matrix
in which the columns are variables and the rows are experiments, each variable
can have different number of possible values (here comes the term MIXED), an
each row indicates the value that each variable takes for that experiment. If all
the combinations in pairs of variable appear at least once the MCA is denoted as
of strength two, if all the combinations of triads of variables appear at least once
the MCA is denoted as of strength three, and so on. An optimal MCA contains
the minimum of experiments that exercise all the combinations defined by its
strength.

Definition 2. A mixed covering array MCA(N ; t, k, (v1, . . . , vk)) is an N × k
array, M, having the following property. Each column i has symbols from the
alphabet [0, vi − 1], and for {i1, . . . , it} ⊆ {1, . . . , k}, if we consider the N × t
subarray of M obtained by selecting columns i1, . . . , it, then there are

∏t
i=1 vi

distinct t-tuples that could appear as a row. An MCA requires that each t-tuple
appears at least once. A short notation for the mixed covering array can be
given using the exponential notation MCA(N ; t, k, vq11 vq22 . . . vqwg ); the notation
describes, that there are qr parameters from the set {v1, v2, . . . , vk} that takes vs
values.

In this paper, when we use the term covering array refers to both uniform and
mixed level covering arrays.

2.2 Example

Consider a hypothetical holiday-reservation system that has four components of
interest shown in Table 1. There are three log-in types, three customer types,
three reservation types, and three credit cards types. Different end users may use
different combinations of components. To exhaustively test all combinations of
the four parameters that have 3 options each from Table 1 would require 34 = 81
tests. The four components are factors, and the three values for each factor are
their levels.

It is possible to reduce the 81 tests required for exhaustive testing by employ-
ing a CA(9; 2, 4, 3). Instead of testing every combination, all individual pairs of
interactions are tested, the resulting test suite contains only 9 tests. The en-
tire test suite covers every possible pairwise combination between components.
The CA(9; 2, 4, 3) is optimal given that a lower bound for any covering array of
strength t, is the product of the t greater alphabets of the variables.
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Table 1. A hypothetical holiday-reservation system

Log-in type Customer type Reservation type Credit card type

New customer - not logged in New customer Cars Visa
New customer - logged in Frequent customer Hotels Mastercard
Frequent customer - logged in Employee Flights American Express

Based on the example above, we note that it is easy to apply the combinato-
rial interaction testing. Combinatorial testing is a specification-based technique
which requires no knowledge about the implementation details of the system
under test. Note that the specification required by some forms of combinatorial
testing is lightweight, as it only needs to identify a set of parameters and their
possible values. This is in contrast with other testing techniques that require a
complex operational model of the system under test.

2.3 Covering Arrays Construction Methods

Many algorithms and tools exist that construct covering arrays. Among them
are: (a) algebraic methods, (b) recursive methods, (c) greedy methods, and (d)
metaheuristics methods.

Mathematicians use some algebraic and combinatorial methods to construct
covering arrays. Chateauneuf and Kreher [4] introduced a new method to con-
struct covering arrays of strength three. Meagher and Stevens [13] extended the
idea presented in [4], presenting a strategy for obtaining the starter vector by
local search and the selection of a group action. Finally, Lobb et al. [11] pre-
sented a generalization of this method to permit any number of fixed points,
permit an arbitrary group acting on the symbols, and permit an arbitrary group
acting on the columns. Sherwood [15] described some algebraic constructions for
strength-2 covering arrays developed from index-1 orthogonal arrays, ordered
designs and covering arrays. Torres-Jimenez et al. [17] presented a method for
constructing covering arrays using Galois fields and logarithm tables.

Williams [19] presented a tool called TConfig to construct covering arrays.
TConfig constructs covering arrays using recursive functions that concatenate
small covering arrays to create covering arrays with a larger number of columns.
Moura et al. [14] introduced a set of recursive algorithms for constructing cov-
ering arrays based on covering arrays of small sizes.

The majority of commercial and open source test data generating tools use
greedy algorithms for covering arrays construction (AETG [5], TVG [1],
ACTS [10], DDA [3] and Jenny [9]); the greedy algorithms provide the fastest
solving method.

Some metaheuristic algorithms, such as TS (Tabu Search) [8], SA (Simulated
Annealing) [7,12,18], GA (Generic Algorithm) and ACO (Ant Colony Optimiza-
tion Algorithm) [16] provide an effective way to find approximate solutions.

A simulated annealing metaheuristic (Henceforth called SAC) has been ap-
plied by Cohen et al. in [7] for constructing covering arrays. SAC starts with
a randomly generated initial solution M which cost c(M) is measured as the
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number of uncovered t-tuples. In their implementation, Cohen et al. use a sim-
ple geometric function Tn = 0.9998Tn−1 with an initial temperature fixed at
Ti = 0.20. At each temperature, 2000 neighboring solutions are generated. The
algorithm stops either if a valid covering array is found, or if no change in the
cost of the current solution is observed after 500 trials.

Torres-Jimenez and Rodriguez-Tello [18] introduced a new SA implementation
called ISA for constructing binary covering arrays. ESA is an extension of ISA
to construct mixed-level covering arrays.

3 Metaheuristic Approach to Solve CAC Problem

This section presents the proposed method to build functional tests. The method
is based on the construction of optimal o near-optimal covering arrays. We have
developed an enhanced simulated annealing (ESA) in order to construct covering
arrays. Next all the details of the simulated annealing implementation proposed
are presented.

The following paragraphs will describe each of the components of the imple-
mentation of ESA. The description is done given the matrix representation of a
covering array. A covering array can be represented as a matrix M of size N×k,
where the columns are the parameters and the rows are the cases of the test
set that is constructed. Each cell mi,j in the array accepts values from the set
{1, 2, . . . , vj} where vj is the cardinality of the alphabet of j-th column.

The initial solution M is constructed by generating M as a matrix with
maximum Hamming distance. The Hamming distance d(x, y) between two rows
x, y ∈ M is the number of elements in which they differ. Let ri be a row of the
matrix M . To generate a random matrix M of maximum Hamming distance
the following steps are performed: (1) Generate the first row r1 at random; (2)
Generate s rows c1, c2, . . . , cs at random, which will be candidate rows; (3) Select
the candidate row ci that maximizes the Hamming distance according to (1) and
added to the i-th row of the matrix M ; and (4) Repeat from step 2 until M is
completed.

g(ri) =
i−1∑
s=1

k∑
v=1

d(ms,v,mi,v),where d(ms,v,mi,v) =

{
1 if ms,v 
= mi,v

0 Otherwise
(1)

The evaluation function C(M) is used to estimate the goodness of a candidate
solution. Previously reported metaheuristic algorithms for constructing covering
arrays have commonly evaluated the quality of a potential solution (covering
array) as the number of combination of missing symbols in the matrix M [7,16].
Then, the expected solution will be zero missing. In ESA this evaluation func-
tion definition was used. Initially the computational complexity is equivalent to

O
(
N
(
k
t

))
, posterior calls to the evaluation function use local recalculation with

a complexity, in the worst case, equivalent to N × (k−a
t−a

)
for 1 ≤ a ≤ t/2.

Two neighborhood functions were implemented to guide the local search of
ESA. The neighborhood function N1(s) makes a random search of a missing
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t-tuple, then tries by setting the j-th combination of symbols in every row of
M . The neighborhood function N2(s) randomly chooses a position (i, j) of the
matrix M and makes all possible changes of symbol. During the search process a
combination of both N1(s) andN2(s) neighborhood functions is employed by our
simulated annealing algorithm. The former is applied with probability p, while
the latter is employed at a (1 − p) rate. This combined neighborhood function
N3(s, x) is defined in (2), where x is a random number in the interval [0, 1].

N3(s, x) =

{N1(s) if x ≤ p
N2(s) if x > p

(2)

ESA uses a geometrical cooling scheme. It starts at an initial temperature Ti

which is decremented at each round by a factor α using the relation Tk = αTk−1.
For each temperature, the maximum number of visited neighboring solutions is
L. It depends directly on the parameters (N , k and V , where V is the maximum
cardinality of M) of the studied covering arrays. This is because more moves are
required for covering arrays with alphabets of greater cardinality.

The stop criterion for our simulated annealing is either when the current
temperature reaches Tf , when it ceases to make progress, or when a valid cov-
ering array is found. In ESA a lack of progress exists if after φ (frozen factor)
consecutive temperature decrements the best-so-far solution is not improved.

4 Experimentation and Results

The procedure described in the previous section was coded in C and compiled
with gcc using the optimization flag -O3. It was run sequentially into a CPU
Intel(R) Xeon(TM) a 2.8 GHz, 2 GB of RAM with Linux operating system. In all
the experiments the following parameters were used for our simulated annealing
implementation: Initial temperature Ti = 4.0; Final temperature Tf = 1.0E−10;
Cooling factor α = 0.99; Maximum neighboring solutions per temperature L =
N × k × V2; Frozen factor φ = 11; The neighborhood function N1 was applied
using a probability p = 0.3, and the neighborhood function N2 was applied using
a probability p = 0.7.

4.1 Comparing ESA with an Existing SA Implementation

The purpose of this experiment is to carry out a performance comparison of
the bounds achieved by our ESA algorithm with respect to other SA solutions
reported in the literature. For this experiment, we selected 21 instances presented
earlier by Cohen et al. [6,7].

The results from this experiment are summarized in Table 2. A set of 12
instances of uniform level is shown in Table 2(a). Table 2(b) shows a set of 9
instances of mixed level. Column 1 describes the instance, column 2 shows the
best size N found by SAC (reported in [6,7]), column 3 indicates the best size N
found by ESA (
 indicates that the instance is optimal, i.e., the product of the
t greater alphabets of the variables), and the last column depicts the difference
between the best result produced by ESA and SAC (Δ = ESA− SAC).
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Table 2. Comparison between ESA and SAC over a set of selected instances from
[6,7]. Column 1 describes the instance, column 2 and 3 show the best size N found
by SAC and ESA respectively, the last column depicts the difference between the best
result produced by ESA and SAC (Δ = ESA− SAC).

(a)

SAC ESA Δ

CA(2,100,4) 45 39 -6
CA(2,20,10) 183 155 -28
CA(2,16,6) 62 60 -2
CA(2,16,7) 87 81 -6
CA(2,16,8) 112 102 -10
CA(2,17,8) 114 104 -10
CA(3,6,6) 300 258 -42
CA(3,8,8) 918 512� -406
CA(3,9,9) 1490 1440 -50
CA(3,10,10) 2163 1300 -863
CA(3,12,12) 4422 4091 -331
CA(3,14,14) 8092 6956 -1136

(b)

SAC ESA Δ

MCA(2, 11, 513822) 15 15� 0
MCA(2, 75, 41339235) 21 20 -1
MCA(2, 21, 514431125) 21 21 0
MCA(2, 61, 415317229) 30 28 -2
MCA(2, 19, 6151463823) 30 30� 0
MCA(2, 19, 716151453823) 42 42� 0
MCA(3, 6, 524232) 100 100� 0
MCA(3, 10, 664222) 313 305 -8
MCA(3, 7, 101624331) 360 360� 0

From Table 2(a) we can observe that ESA improves all the results obtained by
SAC. The improvements are amazing, in three instances were reduced hundreds
of rows, and in the case CA(3, 14, 14) were reduced 1136 lines. Table 2(b) shows
that ESA improves three instances and even the remaining six instances, five of
these instances are optimal.

4.2 Constructing Test-Suites for Different Real-Case Software
Components

The purpose of this experiment is to evaluate the performance of the proposed
simulated annealing through the construction of different test suites for real cases
of software components. The results of our simulated annealing are compared
with those obtained by the following state-of-the-art procedures: TConfig [19],
ACTS (IPOG) [10], Jenny [9] and TVG [1].

A real international company, which we named xCompany to avoid conflicts
of interest, dedicated to custom software development is currently constructing
the next software applications:

� App. A: An application designed to support Math students from First grade of
Elementary School to High School. This system will help students to learn and
practice math in a friendly way, using questions that will explain step by step how
to get the expected result.

� App. B: An invoicing application for fullfiling the need in the local market gener-
ated by the electronic invoicing requirement published and made effective by SAT
(Mexico’s tax administration service).

� App. C: A software application to manage the tourist and industrial transport.

We have selected 12 representative test cases and created their corresponding
covering arrays with strength 2 ≤ t ≤ 6. Table 3 shows the 12 objects to be
tested. Column 2 shows that corresponding software system. Column 3 shows a
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Table 3. List of 12 representative cases for combinatorial testing

Test ID App. ID Description Covering arrays

1 A Hotel booking MCA(t, 6, 413124)
2 A Control Panel, price variables MCA(t, 9, 6623)
3 A Add section to blog MCA(t, 16, 51443922)
4 A Add Routes MCA(t, 6, 423222)
5 B Additional informationon the invoice MCA(t, 9, 6227)
6 B Configuration of thepre-invoice MCA(t, 6, 3125)
7 B Add concept to the bill MCA(t, 6, 83413121)
8 C Teacher record MCA(t, 12, 3824)
9 C School record MCA(t, 14, 4131122)
10 C List students MCA(t, 6, 26)
11 C Find student MCA(t, 4, 4232)
12 C Add customer MCA(t, 13, 31023)

Table 4. Results of our simulated annealing compared against ACTS, Jenny, TVG,
and TConfig. Column 1 shows the covering array ID corresponding to the Table 3.
The next 4 columns show the best solution, in terms of N , found by ACTS, Jenny,
TVG, and TConfig respectively. Column β represents the best solution, in terms of N ,
produced by the previous tools. Column 7 shows the best solution produced by ESA,
the � means that the solution is optimal. Last column shows the difference between the
best result produced by ESA and the best result obtained by the other tools examined
in this work (Δ = ESA− β).

(a) t = 2

ID IP
O
F
2

J
en

n
y

T
V
G

T
C
o
n
fi
g

β E
S
A

Δ

1 12 13 12 13 12 12� 0
2 50 53 58 54 50 42 -8
3 32 29 31 32 29 21 -8
4 17 20 18 16 16 16� 0
5 36 36 36 36 36 36� 0
6 9 9 8 8 8 7 -1
7 68 73 77 64 64 64� 0
8 17 17 18 17 17 13 -4
9 21 20 22 19 19 15 -4
10 8 8 8 7 7 6 -1
11 16 17 17 16 16 16� 0
12 18 19 19 17 17 14 -3

-29

(b) t = 3

ID IP
O
F
2

J
en

n
y

T
V
G

T
C
o
n
fi
g

β E
S
A

Δ

1 34 34 33 33 33 24� -9
2 368 372 423 366 366 357 -9
3 148 142 154 133 133 115 -18
4 49 58 58 53 49 48� -1
5 122 89 84 74 74 72� -2
6 20 18 19 18 18 18 0
7 512 533 543 514 512 512 0
8 57 58 61 58 57 48 -9
9 88 80 85 82 80 65 -15
10 13 14 12 12 12 12 0
11 50 55 51 53 50 48� -2
12 68 65 69 68 65 52 -13

-78

(c) t = 4

ID IP
O
F
2

J
en

n
y

T
V
G

T
C
o
n
fi
g

β E
S
A

Δ

1 72 70 70 72 70 60 -10
2 2219 2250 2462 2318 2219 1979 -240
3 665 611 640 607 607 570 -37
4 151 158 169 149 149 144� -5
5 283 267 271 256 256 216 -40
6 38 37 37 36 36 30 -6
7 2056 2103 2134 2050 2050 2048� -2
8 196 196 200 191 191 160 -31
9 312 296 305 313 296 259 -37
10 26 26 28 28 26 21 -5
11 144 144 144 144 144 144� 0
12 233 230 236 236 230 193 -37

-450

(d) t = 5

ID IP
O
F
2

J
en

n
y

T
V
G

T
C
o
n
fi
g

β E
S
A

Δ

1 110 129 114 114 110 96� -14
2 11103 11854 11947 11157 11103 7776� -3327
3 2665 2517 2505 2473 2473 2188 -285
4 304 328 331 300 300 288� -12
5 597 552 587 575 552 432 -120
6 54 70 64 48 48 48� 0
7 6150 6254 6239 6144 6144 6144� 0
8 591 593 604 624 591 471 -120
9 1100 1038 1037 1121 1037 958 -79
10 33 43 45 32 32 32� 0
11 - - - - 0 - -
12 755 744 763 792 744 657 -87

-4044

(e) t = 6

ID IP
O
F
2

J
en

n
y

T
V
G

T
C
o
n
fi
g

β E
S
A

Δ

1 192 192 - 192 192 192� 0
2 52579 48071 48586 49644 48071 46656� -1415
3 9759 9640 8740 9363 8740 8591 -149
4 576 576 - 576 576 576� 0
5 1165 1101 1170 1267 1101 898 -203
6 96 96 - 96 96 96� 0
7 12288 12288 12288 12288 12288� 12288 0
8 1636 1688 1673 1794 1636 1530 -106
9 3556 3473 3248 3662 3248 3141 -107
10 64 64 - 64 64 64� 0
11 - - - - - - -
12 2269 2269 2292 2412 2269 2150 -119

-2099
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description of the component to validate. Column 4 shows the specification of
the cover covering array to build.

The detailed computational results produced by this experiment are listed in
Table 4, here are displayed 5 subtables corresponding to strengths t = 2 through
t = 6. Column 1 shows the results obtained from ACTS tool, we used the IPOF2
algorithm. Column 2 shows the results obtained from Jenny tool. Column 3 shows
the results obtained fromTVG tool, we usedT-Reduce algorithm.Column 4 shows
the results obtained fromTConfig tool. Column 5 displays the best results for each
case obtained in the first 4 columns (β = min (ACTS, Jenny, TV G, TConfig)).
Column 6 list the results obtained from ESA algorithm. The difference between
the best result produced by ESA and the best solution obtained from the other
four tools (Δ = ESA− β) is depicted in the last column.

Again the results are striking, ESA gets the best levels in 41 cases and
equals to the remaining bounds. It was constructed 24 optimum instances. Fi-
nally, we highlight the following two results: (1) MCA(t, 9, 6623) = 46, 656,
this was reduced in 1415 the best bound obtained by the other four tools; (2)
MCA(t, 9, 6623) = 46656 this was reduced in 3327 the best bound obtained by
the other four tools.

5 Conclusions

This paper presented a simple method to generate functional test cases from
covering arrays. It was presented an enhanced simulated annealing algorithm,
referred as ESA, that deals with the CAC problem. The key features of ESA are:
(1) An efficient method to generate initial solutions using maximum Hamming
distance; (2) A carefully designed composed neighborhood function which allows
the search to quickly reduce the total cost of candidate solutions, while avoiding
to get stuck on some local minimal; and (3) An effective cooling schedule allowing
our simulated annealing algorithm to converge faster, producing at the same time
good quality solutions.

The empirical evidence presented in this paper showed that our simulated an-
nealing improved the size of the covering arrays in comparison with the tools that
are among the best found in the state-of-the-art of the construction of covering
arrays. In the first experiment, ESA gets 15 better bounds than SAC and even the
others. In the second experiment, the performance of the proposed simulated an-
nealing algorithm was assessed with a new benchmark, composed by 58 covering
arrays of strengths two through six. The computational results, showing that our
algorithm was able to find 41 better bounds and to equal the remaining.

Finally, the new covering arrays are available in CINVESTAV Covering Ar-
ray Repository (CAR), which is available under request at http://www.tamps.
cinvestav.mx/~jtj/CA.php. We have verified all covering arrays described in
this paper using the tool described in [2].
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projects: CONACyT 58554, Calculo de Covering Arrays; 51623 Fondo Mixto
CONACyT y Gobierno del Estado de Tamaulipas.
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Abstract. An Influence Diagram is a simple visual representation of a decision 
problem that provides an intuitive way to identify and display the essential ele-
ments, including decisions, uncertainties, and objectives, and on how they in-
fluence each other. This paper discusses its use in the selection of pedagogical 
strategies in a multi-agent learning system for the health care practitioners: 
SimDeCS (Simulation for Decision Making in the Health Care Service). A clin-
ical case is also presented and discussed. 

Keywords: influence diagram, pedagogic strategy, probabilistic reasoning, 
medical education, simulation. 

1 Introduction  

The Influence Diagram (ID) appeared for the first time in the United States during the 
1980’s as a manner to represent a decision-making problem [1]. It is even more com-
pact than a decision tree and can explicit the probabilistic dependencies among va-
riables. According to [2], an ID is a graphical structure that allows the modeling of 
uncertain variables and decisions that explicitly reveal probabilistic dependency in a 
flux of information. 

In accordance with the author, there are several benefits in the evaluation of a 
problem through ID operations such as: the algorithm executes the entire inference 
and analysis automatically; the analysis is available in a representation which is natu-
ral for decision making; the use of ID results in gains in processing as it considerably 
reduces the size of intermediary calculations and the need for greater memory spaces.  

Recent work has shown the viability in the use of ID in processes where variables 
are uncertain and decisions need to be taken starting from the probabilistic dependen-
cy in a flux of information as, for instance, in the Medical field [3-5], the Communi-
cation area in multi-agent systems (MAS) [6, 7], and Risk Evaluation [8]. 

The ID is presented here in this paper in the selection of the best pedagogical strat-
egy to be offered to a student during the execution of a clinical case simulation. 

A simulation can be understood as a reproduction or the representation of a real 
scenario or process. It attempts to join together the main components of a scenario in 
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a coherent and integrated manner, enabling this environment to be modulated and also 
to evaluate the time course with or without the intervention of decision making. 

Simulators for medical education may thus be understood broadly as tools that al-
low educators to maintain total control of pre-selected clinical settings, bypassing this 
stage of learning, and the discomfort and potential risks towards a real patient [9]. 

According to [10], the simulation brings clear advantages to the learning environ-
ment in general with specific applicability for medical education such as: it assists the 
student in understanding complex relations that otherwise would require expensive 
equipment or be dangerous; it allows the application of scientific and technical know-
ledge in an integrated and simultaneous manner; it permits the student to seek new 
methods and strategies for solving problems proposed by the simulator under study; 
providing a close to reality environment for training and the enhancement of acquired 
knowledge; eventually reduces risks whereas learning in real situations. 

Simulators in the medical field in general, facilitate the estimation of decision mak-
ing regarding the economic impact of employed strategies. It can be evaluated in pa-
rallel by means of decision trees with final results overlapping and in considering the 
economic impact of each one separately. Therefore education covers not only health 
care decisions, but it also completes instruction with a more realistic scenario that 
could be limited, or in not referring to resources and the feasibility of simulation. 

The main goal in medical education is to acquire standards of excellence with the 
measurement of results in the learning process [9]. A specific subtype simulation aims 
to make the assessment of competence [11]. After the consolidation of a domain in 
medical knowledge by means of a student, the next step is to extract relevant conduct 
from that same area to a given situation, in the correct order of planning, and consider 
technical feasibility. The environment for the SimDeCS provides ways to quantify the 
process of acquiring competence. 

The medical student can make use of the SimDeCS as a complementary tool in or-
der to facilitate the development of his technical abilities and competence [12] con-
cerning formulated diagnosis by following his own learning rhythm. The medical 
diagnosis formulation process can be seen composed by certain steps such as: medical 
interview, physical exam, formulation of diagnostic hypothesis, and a requisition (or 
not) of complementary exams. Once with the diagnosis at hand, the physician elabo-
rates the conduct that may be the prescription of a certain medication, the solicitation 
of new exams, or forwarding to a specialist [13]. 

According to [14], the feedback is an essential component in a simulation.  The 
student receives information during the entire simulation in the SimDeCS that permits 
and encourages him to search for the excellence in learning on what has been studied. 
Such information is selected by means of the ID that infers in which pedagogical 
strategy is most adequate for the student. 

The next section is dedicated in presenting the SimDeCS simulation tool with  
special emphasis in the use of the Influence Diagram to select the strategy that will 
display the best utility in different moments of interaction. The parameters in use 
become the level of the student’s declared confidence and credibility (expectation) 
that the system might have on the student. A clinical case concerning a Bayesian 
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Network (BN) for an adult migraine is presented and discussed in Sect. 3. The paper 
ends with closing remarks and future work perspectives. 

2 Simulation for Decision Making in the Health Care Service 

The stages in the simulation construction of the SimDeCS are as shown below in Fig. 
1 where, in the sequence, each stage is accounted. 
 

 

Fig. 1. Stages of the SimDeCS simulation construction 

Stage 1: the specialist structures the knowledge of the medical domain in a BN by 
using Clinical Guidelines as a basic source. These guidelines attempt to compile the 
best available evidence in pertinent clinical problems towards primary attention and 
are made available through the Brazilian Society of Family Medicine and Community 
(SBMFC) in the form of texts, tables and flux sheets. Some of the SBMFC guidelines 
have been adopted to be modeled by Bayesian networks within the SimDeCS project. 

Stage 2: Clinical cases are developed by a professor and represented in a BN that 
was previously built by the domain expert. Once symptoms and signs are freely made 
available on the BN, the professor propagates probabilities by emerging one or more 
diagnosis with its respective conducts, thus modeling the case that will be simulated 
by the students. The clinical cases are stored in a Data Bank (DB) being composed by 
the selected nodes by a professor for diagnosis, conduct and investigation stages. 
Additional information is also stored in the DB regarding the clinical case, as well as 
the patient’s medical records. The network nodes that compose the clinical case are 
stored in a format of questions available during simulation. Once a question is made, 
the simulator consults the BN propagated by the professor and attains a reply that 
expresses the probability of the node at that instant in a colloquial way. 

Stage 3: The Learner Agent interacts with students by means of a game. This game 
is the main form of interaction between SimDeCS and its students, presenting clinical 
cases and allowing students to model and submit their diagnostic hypothesis. 

Stage 4: The SimDeCS MAS architecture is shown in area 4. The Learner Agent 
represents the student, gathering all concrete evidences about the status of his learning 
process. Based on these evidences, Learner Agent elaborates and updates the student's 
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model, inferring the credibility that the system might have on the student, and also 
registering the self-confidence level declared by the student. Domain and Mediator 
Agents share the teacher's role in SimDeCS. The Domain Agent stores knowledge of 
the medical domain and evaluates the decisions taken by the student. The result is sent 
to the Mediator Agent in order to coordinate the interaction process. The interactions 
between the student and SimDeCS are seen as a process of Pedagogical Negotiation 
(PN), in which the Mediator Agent solves differences using teaching pedagogical 
strategies. The role of the Mediator Agent is to mediate the interactions between the 
student (Learner Agent) and the tutor (Domain Agent) at each stage of consultation 
with a patient. This agent uses an ID to select the strategy that will display the best 
utility in different moments of the interaction. The parameters in use become the level 
of the student’s declared confidence and credibility, inferred by Learner Agent 
through the actions carried out by the student during simulation (see  Fig. 2). 

2.1 Influence Diagram (ID) 

An Influence Diagram is a simple visual representation of a decision problem that 
provides an intuitive way to identify and display the essential elements; including 
decisions, uncertainties, and objectives, and on how they influence each other [15]. 

According to [15], Influence Diagrams are directed by acyclic graphs with three 
types of nodes (decision, chance, and a value node). Decision nodes, shown as 
squares, represent choices available to the decision-maker. Chance nodes, shown as 
circles, represent random variables (or uncertain quantities). Finally, the value node, 
shown in a diamond shape, represents the objective (or utility) to be maximized. 

As formally presented, an ID is an oriented acyclic graph (DAG) G = (N, E), where 
N = P U D U Ψ becomes the set of nodes an E the set of arches, being that P, nodes of 
probability, are random variables (oval). Each node has a table of conditional proba-
bilities in its association. In D we have the decision nodes with points of choice in 
action (rectangles). Its parent nodes may be other decision nodes or probability nodes. 
The utility nodes Ψ, has as its purpose the utility functions (lozenge). Each node has a 
table containing a utility description of the function of the variables associated to its 
parents, which can be probability or decision nodes. The conditional arches are those 
of utility or probabilistic nodes and represent probabilistic dependency [16]. 

An objective combines multiple sub-objectives or attributes, which may be in con-
flict as in energy costs, benefits, and environmental and health risks. Usually the ob-
jective is uncertain as decision analysts suggest maximizing the expected value, or 
more generally the expected utility, based on risk preference. 

An arrow denotes an influence. An X influences Y means that knowing X would 
directly affect our belief or expectation about the value of Y. An influence expresses 
knowledge about relevance, and does not necessarily imply a causal relation. 

As shown at the end of the previous section, important aspects are analyzed in the 
student’s behavior during simulation: credibility and confidence. 

Credibility is defined by the accompaniment carried out by the apprentice agent 
concerning the simulation process of the student. The apprentice agent delineates the 
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credibility of the system regarding the student in one of the three following catego-
ries: High, Medium, or Low. 

The credibility of the system on the student is calculated based on collected va-
riables during simulation such as creating a record of the patient, the number of ques-
tioned bogus nodes, and the investigation process, which takes into consideration the 
questions carried out during anamnesis, physical examination and complementary 
exams as presented in the ID (see Fig. 2) and explained in the sequence. 

 

Fig. 2. Mediator Agent Influence Diagram for Pedagogical Strategy Selection 

The values of the state of the nodes in the ID are determined in runtime from the 
LOG generated during the student’s simulation by means of the LearnerAgent. The 
information is applied to the set of data by the MediatorAgent in order to obtain  
the final values of the state of nodes as clarified next. 

The value for a bogus node (questions that do not have influence in the results) is 
obtained through the percentage of these types of questions done by the student in 
relation to the total of questions in the question bank.  This variable in the ID is  di-
vided into two states: present and absent. The states of this node are established in the 
following manner: [0-10%] – (present = 0, absent=1), (10%-30%] – (present = 0,4 e 
absent = 0,6), (30%-100%] – (present = 1, absent =0). 

The AbriuFichaP (open patient’s record card) node is attained when simulation 
initializes through the student’s act of access to the patient’s record. The value is de-
termined as a one for the “yes” state and a zero for the “no” state in case the student 
has created a record. On the other hand, a non-creation of a record results in a zero 
value for the “yes” state and a one value for the “no” state. 

The information on the Anamnese (anamnesis) node is achieved through the per-
centage of questions in relation to the total of questions in the question bank. This 
variable has three states: Excessive, Sufficient, and Insufficient. The established states 
are as follows: [0-25%] - (insufficient = 1, sufficient = 0 & excessive = 0), (25%-
75%] - (insufficient = 0, sufficient = 1 & excessive = 0), (75%-100%] - (insufficient = 
0, sufficient = 0 & excessive = 1). 

The ExamesFisicos (physical examination) node has its information by means of 
the percentage of accomplished exams in relation to what is available in the DB. This 
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variable has states in knowledge: Excessive, Sufficient, and Insufficient. The states of 
this node will be established according to the percentage and will be distributed as 
follows:  [0-25%] - (insufficient = 1, sufficient = 0 & excessive = 0), (25%-75%] - 
(insufficient = 0, sufficient = 1 & excessive = 0), (75%-100%] - (insufficient = 0, 
sufficient = 0 & excessive = 1). 

The ExamesComplementares (complementary exams) node follows the same in-
formation used by physical exams as well as the identical states as shown above. For 
the HesitacaoDiagnostico (diagnostic hesitation) node, information is attained 
through the number of times that the student removes or withdraws the selection of a 
diagnosis. This conduct represents the learner’s lack in confidence. This variable has 
two states: Present and Absent.  The calculation of the values of the states of the vari-
able obtained by the number of diagnostic modifications during the simulation 
process is as follows: No modification (present = 0 & absent = 1), One modification 
(present = 0,6 & absent = 0,4); Two or more modifications (present = 1 & absent = 0). 

For the HesitaConduta (management hesitation) node, information is attained 
through the number of times that the student removes the selection of a prescription 
after being granted to the patient. This act represents the learner’s lack in confidence. 
This variable has two states: Present and Absent. The calculation of the values of the 
states of the variable obtained by the number of management modifications during the 
simulation process is as follows: No modification (present = 0 & absent = 1), One 
modification (present = 0,6 & absent = 0,4); Two or more modifications (present = 1 
& absent = 0). 

The confiança (confidence) concerns on how safe a student feels when he executes 
the simulation. This is questioned in the beginning of the simulation and when leaving 
the investigation, diagnostic, and management modules, which may have the High, 
Medium or Low values [17, 18]. 

According to [17], the utility node in the ID makes a weighted average between the 
criterion that defines the utility of the problem to be decided and that should result in 
the choice of the best decision, which is good in all simultaneous criteria, but not 
necessarily the best when it comes to each individual node. A pedagogical strategy is 
generated once it is carried out by the student from the result of the combination of 
the possible states in the credibility and confidence nodes (see Table 1). 

Table 1. Possible strategies to emerge in the Influence Diagram 

  CREDIBILITY 
  HIGH MEDIUM LOW 

CONFIDENCE 
HIGH Expansion Contestation Contestation 

MEDIUM Evidence Contestation Orientation 
LOW Support Support Orientation 

2.2 Pedagogical Strategies  

As shown in Table 1, five pedagogical strategies are available in the SimDeCS. The 
message to be carried out by the Mediator Agent to the student becomes dependent to 
the generated strategy from the ID and from the errors as described below: 



 Influence Diagram for Selection of Pedagogical Strategies 627 

Investigation errors (the patient’s records did not open; adequate; excessive (over 
90%); missing (less then 10%); bogus (over 25%); expensive and delayed); Diagnos-
tic errors (correct; incomplete yet plausible; incomplete yet implausible); Manage-
ment errors (correct; incorrect, consistent with diagnosis; correct, inconsistent with 
diagnosis; absence; expensive; delayed). 

Orientation message: when the credibility of the system of the student is low and 
confidence is declared medium or low. In this case the simulator does not believe that 
the student will achieve his objectives and the learner demonstrates a lack of confi-
dence in his work. This therefore aims to make the student review his procedures and 
the Mediator Agent should forward correction messages or alteration suggestions. 

Expansion message: when the credibility of the system of the student is high and 
confidence is also declared high. In this case the simulator believes in the student’s 
simulation potential, and the student has high confidence in his work. It aims to sti-
mulate the student into searching extra knowledge and encourage his reasoning 
where, in this case, the Mediator Agent should send discussion messages. 

Support message: when the credibility of the system of the student is high or me-
dium and confidence is declared low. In this case the simulator believes in the stu-
dent’s simulation potential, yet the student shows himself lacking in confidence in the 
simulation. The approach in this type of strategy tends to encourage the student to 
proceed with his reasoning. The Mediator Agent should send messages with similar 
examples in the attempt to reinforce confidence in the student. 

Contestation message: when the credibility of the system of the student is medium 
or low and confidence is declared high or medium. It takes place when the simulator 
does not believe that the student will be able to conclude his simulation in a satisfac-
tory way. However, the student has high confidence in his knowledge. It aims to point 
out errors, arouse an auto-critical sense in the student, and mainly be the motivation to 
make the student review his reasoning and rebuild a procedure. The Mediator Agent 
should send experimentation, search and reflection messages. 

Evidence message: when the credibility of the system of the student is high and 
confidence is declared medium. It happens when the simulator believes that the stu-
dent has a potential, yet the student still proves to be insecure regarding the simula-
tion. The approach in this kind of strategy seeks to incentive the student to go on with 
his reasoning by giving him reliability on his reckoning. The Mediator Agent should 
send messages with demonstrations of similar cases. 

3 Case Study 

This section presents a case study in order to demonstrate the strategies that emerge 
from the ID while using the simulator. The example case here represents a man with 
eventual headaches with sporadic arrival at a basic health station. 

As a routine he says that he leaves home early in the morning and never has time to 
go to the station. The patient presents nasal obstruction and holocranial pain in less 
frequent episodes. It is expected that after the investigation carried out by the student, 
the choice by the apprentice will be the tension headache diagnosis and has as a  
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conduct the prescription of an analgesic. However, during the investigation stage he 
asks the patient over 75% of the anamnesis inquiry options available in the simulator. 
This demonstrates to the Mediator Agent that he is insecure in the conduction of the 
case and thus will make a pedagogical strategy to appear in the form of a message. 

The pedagogical strategy in use will make the displayed message to the student al-
ter itself. Besides that, the strategy will be originated from the result out of the ID 
processing that considers the auto-confidence declared by the student. In this case, for 
example, excessive anamnesis with auto-declaration of high confidence and cre-
dibility inferred by the simulator as of being low will generate a pedagogical strategy 
of contestation (see Fig. 3 snippet) displaying the message: “You have made an ex-
cessive number of questions that may lead to a confusing diagnosis. Read again the 
questions and answers received in the investigation phase and reflect over the diagno-
sis in order to avoid it with another that is similar.” 

The student’s option after the investigation stage is the diagnosis of sinusitis when 
it should be tension headache. In this manner, the simulator will consider the 
diagnosis as being incorrect yet plausible due to the fact that sinusitis is the second 
most probable node to appear in the BN from these symptoms. 

The student, right after the diagnosis, chooses as a conduct the utilization of 
antimicrobial drugs and hence the simulator will present a message that the conduct is 
incorrect, yet coherent with the selected diagnosis. This information is obtained 
through the BN processing. 
 

 

Fig. 3. Case study simulation results 

4 Final Considerations 

Our motivation relies on limitations detected on AMPLIA (Intelligent Probabilistic 
Multi-agent Learning Environment) [16, 17]. The main differential between Sim-
DeCS and AMPLIA is its available interface for the student. With AMPLIA, the stu-
dent would receive a BN editor and would build his own network, which would be 
compared to that of an expert.  With the SimDeCS, the student receives a simulator 
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with health cases prepared by professors in the form of a game with its basis on Baye-
sian networks created by specialists. 

Another significant difference between both systems, which is the focus of this pa-
per, is the structure of the ID where the AMPLIA would take into consideration a 
small number of variables. Variables were inserted in the SimDeCS that permits to 
accompany the student’s course along the entire simulation. This way the main prob-
lems of medical students in the solution of clinical cases are taken into consideration 
so that a pedagogical strategy can emerge from the ID in which the learner can be 
kept up with throughout the entire simulation process. 

Despite the analysis of other approaches to be followed for the pedagogical strat-
egy decision making by the Mediator Agent, such as decision trees, the option was 
for the continuity in the use of the ID for several reasons. The ID shows the depen-
dencies among variables more clearly than the decision tree does. Decision trees 
display more details on possible paths or scenarios through a sequence of branches 
from left to right. However, this detail presents a high cost: first all variables should 
be dealt with as being discreet even if they are continuous. In second place, the 
number of nodes in a decision tree exponentially increases with the number of va-
riables and decisions. 

The use of a structured simulator on BN permits the emulation of the medical di-
agnostic process with greater fidelity. In differentially valuing the correction of the 
student’s decisions (credibility) compared to his own confidence in the same choic-
es, it is possible to distinguish the suggested strategies through the simulator, thus 
attending the pedagogical requisite to particularize the needs of every single stu-
dent. The fact that the same system can be used in different domains of knowledge, 
just by modifying the BN in use, becomes another differential. The choice for a 
MAS architecture also allows greater application autonomy once that the agents can 
perceive the environment and make decisions based on beliefs and self-objectives in 
an independent way, which also makes the cooperation for the resolution of con-
flicts possible, thus proposing intelligent solutions based on the knowledge of the 
domain expert. 

The system is at its final stage of development with three networks (headache, dys-
pepsia and parasitosis) making it possible to mold around 80 clinical cases by profes-
sors who care to delineate his personal cases. Ten clinical cases have been prepared 
for the headache network for the students exercise. 

With future improvements in the simulator, we intend to implement a time factor in 
order to permit that one or several correct or acceptable decisions at one point may be 
evaluated as incorrect if the opportune moment passes by, which is frequent in clini-
cal decision making due to a patient’s change of symptoms, with the appearance of 
new information in a return visit or a flaw in the initial proposed therapy. For this 
much, studies are being carried out with the intention to make use of Fuzzy ID (FID) 
[20] for the selection of pedagogical strategies to be executed by the Mediator Agent. 

 
Acknowledgments. The authors gratefully acknowledge the Brazilian agencies, 
CAPES and UnA-SUS, for the partial support to this research project.  



630 M.R. Bez et al. 

References 

1. Clemen, R.T.: Making Hard Decisions – An Introduction to Decision Analysis. Duxbury 
Press (1991) 

2. Shachter, R.D.: Evaluating Influence Diagrams. Operations Research 34(6), 871–882 
(1986) 

3. Kendrick, D.C., Bu, D., Pan, E., Middleton, B.: Crossing the Evidence Chasm – Building 
Evidence Bridges from Process Changes to Clinical Outcomes. Journal of the American 
Medical Informatics Association 14(3), 329–339 (2007) 

4. Gómes, M., Bielza, C., Pozo, J.A.F., Ríos-Insua, S.: A Graphical Decision–Theoretic 
Model for Neonatal Jaundice. Medical Decision Making 27(3), 250–265 (2007) 

5. Lee, R.C., Ekaette, E., Kelly, K.L., Craighead, P., Newcomb, C., Dunscombe, P.: Implica-
tions of Cancer Staging Uncertainties in Radiation Therapy Decisions. Medical Decision 
Making 26(3), 226–238 (2006) 

6. Sun, L., Zeng, Y., Xiang, Y.: An Influence Diagram Approach for Multiagent Time-
Critical Dynamic Decision Modeling. In: Zhang, B.-T., Orgun, M.A. (eds.) PRICAI 2010. 
LNCS, vol. 6230, pp. 674–680. Springer, Heidelberg (2010) 

7. Zeng, Y., Xiang, Y.: Time-Critical Decision Making in Interactive Dynamic Influence Di-
agram. In: IEEE/WIC/ACM International Conference on Web Intelligence and Intelligent 
Agent Technology (WI-IAT 2010), pp. 149–156. IEEE (2010) 

8. Liu, H., Zhang, C., Wan, Y.: Research on Information Engineering Surveillance Risk 
Evaluation Based on Probabilistic Influence Diagram. In: 2nd IEEE Intl. Conference on In-
formation Management and Engineering (ICIME 2010), pp. 362–366. IEEE (2010) 

9. Ziv, A., Ben-David, S., Ziv, M.: Simulation Based Medical Education – An Opportunity to 
Learn from Errors. Medical Teacher 27(3), 193–199 (2005) 

10. Kincaid, J.P., Hamilton, R., Tarr, R.W., Sangani, H.: Simulation in Education and Train-
ing. In: Obaidat, M.S., Papadimitriou, G.I. (eds.) Applied System Simulation – Theory and 
Applications, pp. 437–456. Kluwer Academic Publlishers (2004) 

11. Scalese, R.J., Obeso, V.T.S., Issenberg, B.: Simulation Technology for Skills Training and 
Competency Assessment in Medical Education. Journal of General Internal Medi-
cine 23(Suppl. 1), 46–49 (2008) 

12. Swanwick, T.: Understanding Medical Education – Evidence, Theory and Practice. Wiley-
Blackwell (2010) 

13. Epstein, R.: Assessment in Medical Education. New England Journal of Medicine 356(4), 
387–396 (2007) 

14. Ker, J., Bradley, P.: Simulation in Medical Education. In: Swanwick, T. (ed.) Understand-
ing Medical Education – Evidence, Theory and Practice. Wiley-Blackwell (2007) 

15. Pearl, J.: Probabilistic Reasoning in Intelligent Systems: Networks of Plausible Inference, 
2nd edn., vol. 1, p. 552. Morgan Kaufmann, San Mateo (1988) 

16. Gluz, J., Vicari, R., Flores, C., Seixas, L.: Formal Analysis of a Probabilistic Knowledge 
Communication Framework. In: Sichman, J.S., Coelho, H., Rezende, S.O. (eds.) 
IBERAMIA 2006 and SBIA 2006. LNCS (LNAI), vol. 4140, pp. 138–148. Springer, Hei-
delberg (2006) 

17. Flores, C., Seixas, L., Gluz, J., Vicari, R.: A Model of Pedagogical Negotiation. In: Bento, 
C., Cardoso, A., Dias, G. (eds.) EPIA 2005. LNCS (LNAI), vol. 3808, pp. 488–499. 
Springer, Heidelberg (2005) 

18. An, N., Liu, J., Bai, Y.: Fuzzy Influence Diagrams - An Approach to Customer Satisfac-
tion Measurement. In: Lei, J. (ed.) 4th International Conference on Fuzzy Systems and 
Knowledge Discovery (FSKD 2007), pp. 493–497. IEEE (2007) 



J. Pavón et al. (Eds.): IBERAMIA 2012, LNAI 7637, pp. 631–640, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Multi-agent Model for Searching, Recovering, 
Recommendation and Evaluation of Learning Objects 

from Repository Federations 

Paula Rodríguez1, Valentina Tabares1, Néstor Duque2,  
Demetrio Ovalle1, and Rosa M. Vicari3 

1 Universidad Nacional de Colombia Sede Medellín 
{parodriguezma,vtabaresm,dovalle}@unal.edu.co 

2 Universidad Nacional de Colombia Sede Manizales 
ndduqueme@unal.edu.co 

3 Universidade Federal do Rio Grande do Sul 
rosa@inf.ufrgs.br 

Abstract. Nowadays there are many repositories that allow searching and re-
trieval of learning objects. However, these selected learning objects in many 
cases are not adequate to student’s profiles. Hence, the construction of adaptive 
e-learning recommender systems considering student cognitive characteristics 
requires customized searches to support teaching-learning processes. The use of 
intelligent agents is useful in order to get better results when learning objects 
are stored in large volume of repository federations. Thus, this paper proposes a 
model for learning object searching retrieving, recommendation, and evaluation 
modeled through the paradigm of multi-agent systems, called BROA. Finally, 
some results obtained from the BROA system are presented and discussed. 

Keywords: AI in education, multi-agent system, MAS–CommonKADS, 
GAIA, learning objects repository federation, student-centered recommender 
system. 

1 Introduction 

The growth of digital information, high-speed computing, and ubiquitous networks 
has allowed for accessing to more information and thousands of educational re-
sources. This fact has led to the design of new teaching-learning proposals, to share 
educational materials, and also to navigate through them [1]. Learning Objects (LOs) 
are distinguished from traditional educational resources for their easy and quickly 
availability through Web-based repository, from which they are accessed through 
their metadata. In order to maximize the number of LOs to which a student could 
have access, to support his/her teaching-learning process, digital repositories have 
been linked through centralized repository federations sharing in this way educational 
resources and accessing resources from others [2]. LOs must be tagged with metadata 
so that they can be located and used for educational purposes in Web-based environ-
ments [3]. Recommender systems are widely used online in order to assist users to 
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find relevant information [4]. Having a user profile allows a recommender system to 
help the student to find the most relevant LOs based on the student’s needs and prefe-
rences. Intelligent agents are entities that have sufficient autonomy and intelligence to 
be able to handle specific tasks with little or no human supervision [5]. These agents 
are currently being used almost as much as traditional systems, making it a good 
choice to solve problems where autonomous systems are required and thus they work 
not only individually but also cooperate with other systems to achieve a common 
goal. The aim of this paper is to propose a model for LO searching, retrieving, rec-
ommendation, and evaluator modeled through the paradigm of multi-agent systems 
from repository federations. For doing so, the searching process needs a query string 
that is entered by the user and a similar relevance user profile according to the stu-
dent’s learning style (LS). The LO searching process is performed using local and 
remote repositories, or repository federations, that are accessible via web along with 
LO descriptive metadata. Since LO Repositories (LORs) are distributed, are different 
in design and structure, and not handle the same metadata standards. There is also a 
coordinator to be responsible for directing the search to different repositories accord-
ing to their characteristics. The recommendation is made through collaborative filter-
ing, searching for a similar profile to the user who is doing the quest to deliver a user 
pair LOs evaluated positively. 

The rest of the paper is organized as follows: Section 2 outlines main concepts in-
volved in this research. Section 3 describes some related works to the model proposed. 
Section 4 introduces the multi-agent model proposal based on both role and service 
models of GAIA methodology, and the analysis models of the MAS-CommonKADS 
methodology. A validation of the system’s operation can be visualized is shown in 
Sect. 5. Finally, conclusions and future work are presented in Sect. 6. 

2 Basic Concepts 

2.1 Learning Objects, Repositories and Federations 

According to the IEEE, a LO can be defined as a digital entity involving educational 
design characteristics. Each LO can be used, reused or referenced during computer-
supported learning processes, aiming at generating knowledge and competences based 
on student’s needs. LOs have functional requirements such as accessibility, reuse, and 
interoperability [6][7]. The concept of LO requires understanding of how people 
learn, since this issue directly affects the LO design in each of its three dimensions: 
pedagogical, didactic, and technological [7]. In addition, LOs have metadata that de-
scribe and identify the educational resources involved and facilitate their searching 
and retrieval. LORs, composed of thousands of LOs, can be defined as specialized 
digital libraries storing several types of resources heterogeneous, are currently being 
used in various e-learning environments and belong mainly to educational institutions 
[8]. Federation of LORs serve to provide educational applications of uniform admin-
istration in order to search, retrieve, and access specific LO contents available in 
whatever of LOR groups [9]. 



 Multi-agent Model for Searching, Recovering, Recommendation and Evaluation 633 

2.2 Recommender Systems 

Recommender systems are aimed to provide users with search results close to their 
needs, making predictions of their preferences and delivering those items that could 
be closer than expected [10, 11]. In the context of LOs these systems seeks to make 
recommendations according to the student’s characteristics and its learning needs. In 
order to improve recommendations, recommender systems must perform feedback 
processes and implement mechanisms that enable them to obtain a large amount of 
information about users and how they use the LOs [2, 12]. 

2.3 Multi-Agent Systems 

Agents are entities that have autonomy in order to perform tasks by achieving their 
objectives without human supervision. The desirable characteristics of the agents are 
as follows [13]: Reactivity: they respond promptly to perceived changes in their envi-
ronment; Proactivity: agents can take initiative; Cooperation and Coordination: they 
perform tasks communicating with other agents through a common language; Auton-
omy: agents do not require direct intervention of humans to operate; Deliberation: 
they perform reasoning processes to make decisions, Distribution of Tasks: each 
agent has definite limits and identified the problems to be solved; Mobility: they can 
move from one machine to another over a network; Adaptation: depending on 
changes in their environment they can improve their performance, and Parallelism: 
agents can improve performance depending on changes in their environment. 

Multi-agent Systems (MAS) are composed of a set of agents that operate and  
interact in an environment to solve a specific and complex problem. This paradigm 
provides a new way of analysis, design, and implementation of complex software 
systems and has been used for the development of recommender systems [14]. 

2.4 Student Profile 

The student profile stores information about the learner, its characteristics and prefe-
rences, which can be used to obtain search results according to its specificity. To han-
dle a user profile can be used to support a student or a teacher in the LO selection 
according to its personal characteristics and preferences [14]. Gonzalez et al. [15] 
include in the student profile contextual characteristics that can be seen as transient 
values that are associated with environmental changes during one student’s learning 
system session along with different physical and technological variables. Duque 
(2009) presents a combination of VARK y FSLSM models with good results to cha-
racterize the students profile and thus, provide students with learning materials tai-
lored to their specific learning styles [16]. 

3 Related Works 

Morales et al. (2007) present an architecture based on the multi-agent paradigm to 
identify and retrieve relevant LOs using the information request supplied by the  
user. In addition, this proposal includes aspects related to quality of LOs which are 
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specified within their semantic description to improve the LO selection [17]. Authors 
propose a multi-agent architecture to retrieve LOs, however they do not use student 
cognitive characteristics such as learning styles in order to make recommendations. 
Gerling (2009) proposes an intelligent system to assist a user in finding appropriate 
LO, according to the search’s subject by using the user profile which takes into ac-
count its characteristics, preferences, and LO relative importance.The recommender 
system incorporates an intelligent agent in order to retrieve educational resources on 
the Web, considering student’s learning style [18]. However, the system’s design only 
considers the utilization of one intelligent agent. 

Duque (2009), in his doctoral thesis, proposes a multi-agent system for adaptive 
course generation. The system is composed of several intelligent agents: an agent for 
the student profile information; a domain agent, having the structure of the virtual 
course and the teaching material (TM); a HTN planner agent, and finally, a TM re-
covery agent which makes the process of TM search and retrieval [16]. This work 
focuses on creating customized virtual courses taking into account student’s learning 
styles; however, it does not focus on LOs. Prieta (2010) proposes a multi-agent archi-
tecture for the process of search and retrieval of LO in distributed repositories. An 
additional functionality is provided to the system is making the LORs statistics on the 
number of results found and response time, then make future consultations in the 
LORs rated [19]. This system offers neither recommendations to the user nor custo-
mized searches based on the LO metadata. Casali (2011) presents an architecture and 
implementation of a recommender system prototype based on intelligent agents, 
whose goal is to return an ordered list of the most appropriate LOs according to the 
parameters that characterizes the user profile, language preferences and the interaction 
degree that the user wants to have with the LO. The search is performed in reposito-
ries having descriptive LO metadata which involves educational characteristics [14]. 
The main limitation of this research is that although some student characteristics are 
considered into the user profile the user learning styles were not taken into account. 

4 Model Proposed 

BROA (Spanish acronym for Learning Object Search, Retrieval & Recommender 
System) is a multi-agent system for searching, retrieving, recommendation and evalu-
ator of LO, according to a search string entered by the user. The LOs resulting from 
the search are recommended based on the student’s style of learning and other users’ 
assessments. The Web-based LO search is performed over local and remote reposito-
ries, or by using LO repository federations through metadata descriptive LOs. Consi-
dering that LORs are distributed, they are different in design and structure, and hence 
they do not handle the same metadata standards. BROA was built under the MAS 
approach in order to exploit their advantages as follows: the Parallelism of Tasks for 
simultaneously searching in both local and remote LOR; the Deliberation ability for 
making decisions on which of LORs must perform the search and for performing user 
recommendations; Cooperation, Coordination and Distribution of tasks among agents 
by clearly identifying the problems to be solved by each agent and to define its limits. 
In our model each agent knows how LOs are stored and how each LO can be 
searched, accessed, and retrieved. 
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following is a brief description of each of these models: Role Model (GAIA): Allows 
the system designer to identify the expected functions of each of the entities that 
composes the system (goals, responsibilities, capabilities, and permissions). Service 
Model (GAIA): This model identifies all the services associated with each of the 
roles, its inputs, outputs, pre-conditions, and post-conditions. Agent Model: Describes 
the characteristics of each agent, specifying name, kind of agent, role, description, 
skills, services, activities, and goals. According to the GAIA methodology an agent 
can play several roles as shown in Figure 1, thus, a changing role diagram must be 
used in this case. Task Model: This model describes all the tasks that agents can per-
form along with the objectives of each task, its decomposition, and troubleshooting 
methods to solve each objective. Figure 2 shows the BROA’s task diagram. 

Expertise Model: Describes the ontologies (knowledge and its relationships) that 
agents need to achieve their objectives. Figure 3 shows an example of Ontological 
Model for LOs. Communication Model: Describes main interactions among humans 
and software agents along with human factors involved for the development of these 
interfaces. Organization Model: This model aims to describe the human organization 
in which the multi-agent system is involved along with the software agent organiza-
tion structure. Coordination Model: Dynamic relationships among software agents are 
expressesed through this model. For doing so, all the conversations among agents 
must be described: interactions, protocols, and capabilities required. Figure 4 shows 
the BROA’s sequence diagram that specifies main interactions among agents. 

4.2 BROA’s Architecture 

The design phase of MAS-CommonKADS methodology takes as input all the models 
got from the analysis phase and transforms their specifications for implementation. In 
addition, the architecture of each agent and the global network architecture must be 
provided [20]. 

Figure 5 shows the multi-agent architecture of the model proposed. This architec-
ture was used to develop the BROA system, implemented using JADE (Java Agent 
Development Framework) agents [21]. The next Section describes each of the agents 
of the BROA system along with the main interactions that exist among them. 

4.2.1 Agent Description 
User Agent: This agent communicates directly with the human user and whose role is 
representing him within the system along with communications with other agents 
(Coordinator and Evaluator). Also, the user agent manages the user's profile, enabling 
the creation and modification of profile’s characteristics and preferences. Finally, this 
agent sends the query string to the coordinator agent in order to perform the LO 
search and the evaluation of the recommended LOs. Coordinator Agent: This agent is 
of deliberative nature since it takes care of redirectioning queries that the user makes 
to both the local and the remote repositories. This agent knows the repositories asso-
ciated with the system and the information that each of them manages. In addition, it 
can access the user agent’s profile to know what characteristics are useful for making 
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a recommendation (learning style, educational level, language preference, among 
others). Local and Remote Repository Agent: Repository agents are responsible for 
making accurate LO searches in both local and remote repositories. This agent recog-
nizes how LOs are stored inside the repositories, under what standard and type of 
metadata that manages. Also knows the type of search that can be performed within 
the repository and how to recover a particular LO stored. The local repository agent is 
also responsible for storing the LO evaluation given from an evaluator agent. Similar-
ly, in the proposed architecture there is a repository for each LOR agent federation is 
local or remote. Recommender Agent: This agent makes two recommendations; the 
first stage is to find users registered in the system with similar profile to the user so 
having the same learning style and education level. The LOs selected by those users 
having a score greater or equal than 4 are shown. The second stage of recommenda-
tion is based on LOs recovered in all different repositories, based on user’s LO query. 
This recommendation is based on the student’s learning style. It is important to high-
light that in the model proposed, the recommendation is based on the metadata that 
describes the LO and the information of learning style, educational level, and lan-
guage preference of the registered student. In order to represent the agent's knowledge 
production rules were used, such as the following rule: LearningStyle(Visual-
Global)LearningResourceType(figure)LearningResourceType(graph)Learning 
ResourceType(slide)LearningResourceType(table)InteractivityLevel(medium) 
InteractivityLevel(high). When there is a failure of similar users, the system shows 
only the results of the second recommendation and then stored the user profile infor-
mation and evaluated LOs, within the knowledge base. Evaluator agent: This agent 
manages the evaluation performed by a user to some of the LOs that have been  
explored. The evaluation is made through explicit qualification that is given by the 
selected student who rates the LO from 1 to 5 according to his/her own satisfaction. 

4.2.2 Platform Design 
The BROA’s agent architecture was developed in JAVA, using JDOM for handling 
XML user’s profiles. The local repository manager is stored in the PostgreSQL data-
base that is characterized to be stable, with high performance, and great flexibility. 
The agent creation and management is made by using JADE platform using FIPA-
ACL performatives [21]. The ontology creation was performed by using Protégé and 
finally, the Web integration was made based on the ZK framework. Figure 6 shows 
BROA’s Web interface with the recommended and retrieved LOs. For the LO search 
process there was a student who had a Visual-sequential learning style and the search 
string used was: "computer science". Thus, a total of 196 LOs were recovered and 
only recommended, after a “learning style” filtering just 45 of them. 

5 Experiments and Results 

BROA system provides to the human user LO lists by using its interface. The first list 
is the result of the search made by the user according to his criteria. The second list 
presents list of recommended items to the user, which correspond to those LOs that 
are the most adapted to his own learning style. 
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recommendation; the first one is based on finding similar profiles. This first recom-
mendation approach has not already been implemented in this prototype. The second 
type of recommendation is by searching the metadata of the LO, taking into account 
the query performed by the user, the results are presented at the right side on Figure 6. 
The model proposed in this paper addressed issues such as working on LOs and learn-
ing styles and making recommendations by the system to the user based on custo-
mized searches using the LO metadata.In addition, the problem modeling using a 
MAS technique was an excellent option, that allowed the disintegration into function-
al blocks, without losing the systemic point of view, which leads to distributing the 
solution in diverse entities that require specific knowledge, processing and communi-
cation between each other. The MAS allowed a neutral vision in the model proposed. 

It is envisaged as future work to add an interface agent to make context-aware 
adaptations, along with the list of LOs delivered by the system considering other is-
sues such as type of device from where the query is made, bandwidth, among others. 
For the evaluation process, it is intended to make templates for the user to rate its 
opinion about recommended LOs (explicit evaluation). The agent should analyze the 
results of the explicit evaluation and use logs, to assign a rating to each LO. Also it is 
envisaged to improve the theoretical and practical basis of the first stage of recom-
mendations made by the system through collaborative filtering techniques. The learn-
ing style for this prototype should be selected by the user, an additional future work 
aims to propose a learning style test that will define which kind of learning style the 
user who is logged in the system has. 
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Abstract. Virtual learning environments (VLEs) are used in distance learning 
and classroom teaching as teachers and students support tools in the teaching–
learning process, where teachers can provide material, activities and 
assessments for students. However, this process is done in the same way for all 
the students, regardless of their differences in performance and behavior in the 
environment. The purpose of this work is to develop an agent-based intelligent 
learning environment model inspired by intelligent tutoring to provide 
adaptability to distributed VLEs, using Moodle as a case study and taking into 
account students’ performance on tasks and activities proposed by the teacher, 
as well as monitoring his/her study material access. 

Keywords: virtual learning environments, intelligent tutoring, multi-agent. 

1 Introduction 

The number of students with computer access has increased substantially in recent 
years. A qualitative change in the teaching–learning process happens when we can 
integrate within an innovative view all technologies, including telematics, 
audiovisual, textual, oral and physical [11]. The fact of students seeking information 
on the computer converts them into more active students. “There are activities that 
can be performed with the computer, forcing the student to seek information, process 
it and use it to solve problems, allowing the understanding of what makes and the 
construction of their own knowledge” [18]. 

Virtual learning usually offers the same learning experience, during the course, for 
all students, without considering their specific needs. The problem is that the students 
are treated as if they always had the same profile, the same goals and the same 
knowledge [12]. 

In order to provide adaptability to learning environments, according to student 
characteristics, and to allow a greater interactivity degree between the learning 
environment and the users, the research points to the use of resources provided by 
artificial intelligence (AI) and in particular the use of multi-agent system-based 
architectures [15]. 

In agreement with this emerges the motivation of this research: to enhance the 
teaching–learning process in virtual learning environments using artificial intelligence 
techniques to make the environments more adaptive and more interactive. This paper 
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proposes the use of agent-based intelligent tutoring systems architectures to get 
personalized teaching strategies, taking into account the student profile and his/her 
performance, exploring their skills as best as possible, in order to have better and 
more effective learning in an intelligent learning environment. 

This paper is structured as follows: the second section presents the theoretical 
reference and related works, the third section presents the definition of the model, the 
fourth section presents an explanation about the model implementation and the last 
section presents the conclusions. 

2 Background 

Virtual learning environments are technological tools and resources using cyberspace 
to lead content and enable pedagogical mediation through the interaction between the 
educational process actors [14]. The use of these environments has increased 
significantly by the strong possibility of interaction between student and teacher that 
they offer, and by easy access anywhere and anytime. The virtual learning 
environments provide tools for interaction, such as forums and chats, and enable the 
provision of materials by teachers about the content of the course. 

For Dillenbourg [6], virtual learning environments are not only restricted to 
distance learning. Web-based education is often associated with distance learning; 
however, in practice it is also widely used to support classroom learning. The author 
also comments that the difference between these two types of education is 
disappearing. Many students in distance courses do not live far from school, but have 
time constraints. Often they work. In addition, there are courses that combine distance 
and presence, which makes for more robust learning environments. 

Virtual learning environments, at first, were used primarily in distance learning; 
now they also serve as support in classroom courses, as a teacher’s tool to provide 
materials, to review tasks, to keep track of the students on course (activity logs) and 
also to evaluate them. For students, the environment facilitates the delivery of tasks, 
the obtaining of materials for the course and the monitoring of their evaluation. 

Virtual learning environments can be enhanced with artificial intelligence 
techniques, using intelligent agents, having intelligent learning environments as 
result. An agent is an abstraction of something that can perceive its environment 
through sensors and can act upon that environment through actuators [16]. For 
Wooldridge [21], intelligent agents are those that have at least the following 
characteristics: autonomy, reactivity, proactivity and social ability. 

In practice, systems with only one agent are not common. The most common are 
the cases of agents that inhabit an environment containing other agents. According to 
Bordini et al. [4], there are two major types of multi-agent systems: reactive and 
cognitive. The reactive acts under a stimulus-response scheme; the cognitive has, in 
general, few agents because each agent is a complex and computationally heavy 
system. 

A rational agent is one who chooses his/her actions according to their own 
interests, given the belief that he/she has about the world. The Belief, Desire, 
Intention (BDI) model recognizes the importance of beliefs, desires and intentions in 
rational actions [20]. 
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The BDI model represents a cognitive architecture based on mental states, and has 
its origin in the human practical reasoning model. An architecture based on the BDI 
model represents its internal processes through the mental states: belief, desire and 
intention, and defines a control mechanism that selects in a rational way the course of 
actions [7]. 

In the context of this work, an agent is considered as an autonomous entity, able to 
make decisions, respond in a timely manner, pursue goals, interact with other agents, 
and has reasoning and character. This agent is a of type BDI, with beliefs, desires and 
intentions, and operates in a virtual learning environment as an intelligent tutor. 

Intelligent tutoring systems (ITS) are complex systems involving several different 
types of expertise: subject knowledge, knowledge of the student’s knowledge, and 
pedagogical knowledge, among others. According to Santos et al. [17], an ITS is 
characterized for incorporating AI techniques into a development project and acts as a 
helper in the teaching–learning process. 

According to Conati [5], intelligent tutoring systems are an interdisciplinary field 
that investigates how elaborate educational systems provide adapted instructions to 
the needs of students, as many teachers do. 

ITS research has been investigating how to make computer-based tutors more 
flexible, autonomous and adaptive to the needs of each student by giving them 
explicit knowledge of the relevant components of the teaching process and reasoning 
skills to convert this knowledge into intelligent behavior. 

To Giraffa and Viccari [9], ITS developments consider a cooperative approach 
between student and system. According to Oliveira [13], the goal of ITS is to 
complement or replace a human tutor, with the advantage of monitoring the student in 
each learning step. 

Research in intelligent tutoring systems is concerned about the construction of 
environments that enable more efficient learning [8]. 

Intelligent tutoring systems offer flexibility in the presentation of material and have 
the major ability to respond to students’ needs. They seek, in addition to teaching, 
learning relevant information about the student, providing an individualized learning. 
Intelligent tutoring systems have been shown to be highly effective in improving 
performance and motivation of students [10]. 

Intelligent tutoring systems in virtual learning environments potentiate the 
teaching–learning process, making the virtual environment into an intelligent learning 
environment. Intelligent learning environments use AI techniques to respond to 
students’ needs, making that learning personalized [10]. 

According to [15], the intelligent learning environment must build and update the 
student model in terms of what he/she already knows, which can vary significantly 
from one student to another. 

2.1 Related Works 

In order to know the current status of recent research about virtual learning 
environments and the use of intelligent agents as tutors in these environments, we 
performed a systematic literature review. Among them, there were three items which 
were most closely related to the purpose of this study. 
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“Approach to an Adaptive and Intelligent Learning Environment” [1], which 
proposes an agent-oriented approach for the design and implementation of an adaptive 
and smart component for a virtual learning environment. The adaptivity in the model 
is defined as a system’s ability to create and, during the learning process, uniformly 
upgrade the curriculum that satisfies the student’s needs. The proposed model has 
three parts that describe the main features of intelligent and adaptive component. 
First, the student chooses the courses based on his/her needs, the level of excellence 
that he/she wants to achieve, and his/her preference concerning the type of study 
material. Second, the system will decide how to act – for example, show the material 
to the student, based on the belief (student model) that the system has about it. In the 
last part it is decided when to propose an evaluation test for the student or any other 
activity that can evaluate any specific knowledge in relation to the curriculum. After 
completing the evaluation, the belief about the student is updated. 

“Cluster Analysis in Personalized E-Learning” [22]: this is a proposed system 
architecture in which teaching techniques and appropriate layouts are set to groups of 
students with similar preferences, created by applying clustering techniques. Teaching 
materials and content can be adapted to the needs of each group and different learning 
paths can be created. New students fill out a questionnaire to determine their learning 
style and their choices of usability and, according to this, the appropriate group is 
chosen for them. The idea of the proposed solution is to divide the process into two 
steps: first, to look for groups of students with a great similarity and detect those 
isolates. In the second step the groups are mixed in larger groups if necessary and the 
isolates are indicated. The objective of the experiment was to examine the 
performance of the proposed clustering technique for different student’s data sets, 
depending on the choice of parameters. 

“Supporting Cognitive Competence Development in Virtual Classrooms” [19]. The 
approach described in this article implements a mechanism to adaptively create self-
assessment questionnaires in a Moodle environment. The Learning Management 
System (LMS) is capable of saving all online activities of the students in log files. 
This information can be used also to automatically generate intelligent feedback to the 
student. The questions are derived from an ontology of skills that is also used for 
indexing learning materials. The student traces through the learning materials used to 
determine the current state of “expected knowledge” or skills. The system includes 
two main agents: the goals manager agent, which guides the student in planning 
activities; and the content manager agent, which guides the student during the 
resources review. In this paper, an extension of the Moodle LMS – in which 
ontologies are used to structure the learning process by providing resources and 
generating questionnaires automatically for self-assessment of students – is presented. 

In the conducted research to analyze the state of the art, papers were found dealing 
with adaptability in virtual learning environments, taking into account the students’ 
needs, learning styles, usability preferences and their activities report (log). 

In the first related paper, adaptability is based on the preferences of students 
regarding the study material, where the agent provides this material according to the 
information that he/she has about the student’s preferences. In the second paper, the 
proposal is to provide different layouts to the students, taking into consideration 
similar preferences with regard to learning styles and usability choices. In the last 
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related paper, self-assessment questionnaires, adaptively created in the virtual 
learning environment Moodle, and ontologies to index the learning materials are used. 

This paper proposes to join data that can be obtained from the database 
(information of student performance and logs) that most virtual learning environments 
widely used usually have, in order to set the discipline in a personalized way for each 
student, with regards to the available material for the student as the activities 
proposed to him/her, exploring his/her skills and bypassing disabilities, always having 
a baseline with material and compulsory activities, and activities outside of this line 
divided into different levels of difficulty. 

3 Definition of the Model 

The aim of this work is to create an agent architecture and a knowledge base of these 
agents that compose an intelligent tutoring system with information obtained from the 
database of a teaching–learning virtual environment. For this, a case study is done 
based on the Moodle platform architecture, chosen because it is a platform widely 
used today, in addition to being consolidated from the standpoint of operation, and 
also to be formally used in the institution where the research is performed. 

The model of agents “bedel” (agent of the discipline) and “tutor” (agent of the 
student) is defined; they are connected with the learning virtual environment through 
the database. The interface in which the teacher sets the priority and levels of the 
resources and tasks in the environment is developed. The database is adapted with the 
creation of the table of grade profiles of the students and the table of dependencies of 
resources and activities, configured by the teacher by means of a Moodle block into 
his discipline, and is made the integration of the actions of agents with the virtual 
learning environment Moodle. 

The agents model (see Fig. 1) shows the agents “tutor” and “bedel” their actions, 
messages and perceptions, as well as their connection to the database. The actor 
“teacher” is the figure of the discipline teacher who inserts the resources and activities 
into the learning environment, sets the type of profile and sequence, and this 
information is stored in the database, so the agent “bedel” knows how to show them 
to students.  

The database has information concerning the student, such as personal data, 
performance data and data from student interaction in the system. Every student 
interaction in the environment is saved in the base in the form of a log. Similarly, the 
student’s performance in each of the activities and tasks is stored in the database and 
updated constantly every access and interaction of the student, providing rich material 
for the agent’s performance. 

The agents share the information from the database. The “tutor” updates the 
student profile and, if necessary, shows a message to him/her about his/her 
performance. The “bedel” obtains from the database the configuration of resources 
and activities in the discipline made by the teacher; it sets their preview and verifies if 
tasks were evaluated to send a message to the “tutor” who, upon receiving the 
message, updates the data of the student profile. 

 
 



646 C.E.P. Giuffra and R.A. Silveira 

The model works as follows: 

1. The teacher inserts the resources and creates tasks in the Moodle environment as 
usual. After that, he/she adds the tutor block in his/her discipline and configures 
the tutor setting for the dependencies of activities and resources, and their level 
(basic, intermediate and advanced), also by means of  the Moodle environment. In 
addition, the teacher has the option to choose resources that must be shown to all 
students in a general way. The first reading (resource) and the first activity are 
shown for all students; therefore the teacher needs to indicate which they are. This 
information is stored in the database, where some tables which are necessary for 
the model are added. With this information, the “bedel” knows about resources and 
activities of the discipline and knows how the course should be developed for each 
type of student. 

2. In the environment’s database the grade_profile table (see Fig. 2) is also added, 
which contains a numeric value, calculated with the grades of the activities 
performed by students and the access made by them in different files provided by 
the teacher. This table is updated each time a teacher updates the worksheet with 
the grades of some of the tasks that he/she provides to students. 

3. The grade_profile average of all students is computed and students are separated 
by profile into groups – basic, intermediate or advanced – according to their 
grade_profile. Whoever has average grades is in the average profile, whoever has 
grades below average is in the basic profile, and those who have grades above 
average are in the advanced profile. 

4. Tasks are provided independently for each student, according to their performance 
in the previous tasks, and their access to previous reading material. The availability 
of tasks and resources is made by the “bedel” using the conditional access resource 
of Moodle. 

5. Each time the tutor calculates the grade_profile it updates the belief base of the 
current profile of the student, which can go from basic to intermediate or advanced 
and vice-versa during the time that the course is offered. 

 

Fig. 1. Agent system model 
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The calculation of grade_profile is done as follows: The student grade of the last 
activity assessed by the teacher and the grade of the student access on reading that is a 
pre-requisite for activity are summed. If the student accesses the reading, two points 
in the activity grade are added. If he/she does not access, four points are added. This 
difference is given for increasing the possibility to the student who does not access 
the reading, to have a higher grade_profile and then go to a higher level task than the 
profile that he/she would belong to if he/she had a lower grade, stimulating him/her to 
read before accomplishing future activities. 

 

 

Fig. 2. Profile and dependence tables 

 

After this, the average value of the grade_profile field is computed for all students. 
The lowest value considered for the profile average is 6; if the profile average is 
lower, it automatically becomes 6. For the student to be at an average profile, his/her 
grade_profile must be between 5.5 and 6.5; if the student has a grade_profile less than 
5.5 he/she is on a basic profile and if he/she has grade_profile greater than 6.5 he/she 
is on an advanced profile. 

The maximum value considered for the profile average is 8. If the average profile 
is greater than that, it automatically becomes 8. For the student to be at average 
profile, his/her grade_profile must be between 7.5 and 8.5, if the student has a 
grade_profile less than 7.5 he/she is on the basic profile and if he/she has a 
grade_profile greater than 8.5 he/she is on the advanced profile. 

The student belongs to the average profile if his/her grade_profile is 0.5 less or 
more than the average grade_profile in his/her class; for example, if the grade_profile 
average is 7.5, he/she will be in the intermediate profile if he/she has a grade_profile 
between 7 and 8. The student who has a higher grade with more than 0.5 of difference 
with the average will be in the advanced profile and the student who has a lower 
grade with more than 0.5 of difference will be in the basic profile. 

The student will have access to the material of their profile (basic, intermediate, 
advanced), according to the configuration of resources and tasks made by the teacher. 

4 Implementation of the Model 

The model integrates concepts of intelligent tutoring systems architectures with 
VLE’s that have their use consolidated as Moodle, which are not adaptive for itself 
only, and can be potentiated with artificial intelligence techniques, resulting in 
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intelligent learning environments which are shown to be adaptive and more suitable to 
the implementation of teaching defiant methodologies for the student. 

The use of agents in the implementation of this model is important because of the 
agent’s ability to adapt to environment changes, showing resources and activities to 
students in a personalized way, according to their performance in the discipline, and 
taking into account the teacher’s initial settings. 

For the agent implementation the Jason tool was used, which is an interpreter for 
an extended version of AgentSpeak, oriented agent programming language, 
implemented in Java. The basic idea of AgentSpeak is to define the know-how 
(knowledge about how to do things) of a program in the form of plans [3]. 

One of the most interesting aspects of AgentSpeak is that it is inspired by and 
based on a model of human behavior that was developed by philosophers. This model 
is called the Belief Desire Intention (BDI) model. The language interpreted by Jason 
is an extension of AgentSpeak, based on BDI architecture. A component of the agent 
architecture is a beliefs base and an example of what the interpreter does constantly, 
without being specifically programmed, is to perceive the environment and update the 
beliefs base accordingly with this [3]. 

The teaching–learning virtual environments are designed to enable the knowledge-
building process. Different to conventional software, which seeks to facilitate the 
tasks achievement by user, learning environments incorporate the complexity to more 
flexible different forms of users (students), relations, to learn and to practice content, 
and to collaborate. These environments are used by students of various cognitive 
profiles [2]. 

 

 

Fig. 3. Tutor configuration page (In Portuguese) 

The version of virtual learning environment Moodle used for this work is 2.2, 
where the task condition resource is available, which allows the provision of content 
and activities with a restriction. This feature must be activated by the administrator of 
Moodle in the environment advanced settings, enabling the option “Enable tracking of 
completion” and “Enable conditional access.” Moreover, in course settings, in 
“student progress” topic, the teacher must enable the completion tracking option. 

With this feature enabled, tasks can be made available only to students who 
perform the pre-requisites set, which can be: a grade on a specific activity; the 
viewing of a resource; or his/her grade. 
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In this work, the availability of resources and activities is done taking into account 
the student’s performance and his/her access in the system and is made available to 
the student depending on his/her grade_profile, computed according to his/her 
performance and participation in the discipline. The information between the agent 
system and the virtual learning environment are exchanged through the database of 
the learning environment which contains information about the pre-requisites and 
profiles of tasks and resources, defined by the teacher at a time to configure the tutor 
(see Fig. 3). 

5 Conclusions 

In this study is proposed a solution for virtual learning environments to assist teachers 
to provide activities and resources in a personalized way depending on the student’s 
performance and his/her behavior in the discipline. 

Students are assessed by their interaction in the discipline and the grades obtained 
in tasks, creating different profiles for groups of students with the same behavior. 
More advanced tasks are available for students who have improved performance, 
enabling more efficient learning, exploring students’ skills, and maintaining a basic 
level for learning the discipline content. 

Works related to virtual learning environments and adaptivity in general 
differentiate students by learning style – for example, a student who learns better with 
pictures than with reading lots of text. 

In this work students are distinguished by their performance, taking into account 
the grades obtained, and their participation (access) in the various resources available 
in the discipline, creating an adaptive environment that constantly updates the profile 
of students, and therefore, a student with a basic profile, at the end of the course may 
have an average profile. These profile changes can be studied and displayed to the 
teacher, in an extension of this model. 
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Abstract. In this paper we present an intelligent and affective tutoring system 
designed and implemented within a social network. The tutoring system 
evaluates cognitive and affective aspects and applies fuzzy logic to calculate the 
exercises that are presented to the student. We are using Kohonen neural 
networks to recognize emotions through faces and voices and multi-attribute 
utility theory to encourage positive affective states. The social network and the 
intelligent tutoring system are integrated into a Web application. We present 
preliminary results with different groups of students using this software tool. 

Keywords: affective computing, intelligent tutoring systems, neural networks, 
fuzzy systems. 

1 Introduction 

The work of a human tutor is to teach and train a student through individualized 
instruction. This individualization that the human tutor performs with the student is 
done through different ways of adapting its educational materials to student needs. 
The aim of an Intelligent Tutoring System is not different: to deliver tutorial services 
that support personalized learning. Since its origins in 1970, the first generation of 
intelligent tutoring systems was more focused to work with cognitive aspects of the 
student [1-5]. However, if we want computers systems (including ITS) to be really 
smart and interact with us, we must grant them the ability to recognize emotions [6] 
and to react to them.  

Affective computing is one of the most promising areas in the different fields of 
learning, and is nowadays a regular topic in most important conferences like 
intelligent tutoring systems (ITS), artificial intelligence in education (AIED), and 
advanced learning technologies (ICALT) among others. This topic attracts 
researchers from diverse fields including computer science, artificial intelligence, 
psychology, and education; and in most recent years we have seen an increasing 
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number of affective intelligent tutoring systems developed for different learning 
fields [7-9]. 

Research on affective computing includes detecting and responding to affect. 
Affect detection systems observe and study the face, speech, conversation and other 
human features to detect frustration, interest, boredom, etc. using hardware sensors 
like web or blue eyes cameras [10, 11], microphones [12], and conversational 
dialogues [13]. On the other hand, affect response systems find the best way to handle 
and improve a student's negative emotion. There are excellent research works related 
to this problem [7, 9, 14]. 

In this paper we present an affective intelligent tutoring system embedded in a 
learning social network which is going to be used to improve poor results in 
ENLACE test (National Assessment of Academic Achievement in Schools in 
Mexico). ENLACE is the standardized evaluation of the National Educational 
System, applied to students in Grades 1-9 in public and private schools. This test is in 
Spanish and measures learning in math, Spanish, and a third subject that changes 
every year. The results of ENLACE applied in early  2011 to 14 million children from 
third to ninth elementary level, reveals that more than nine million students have an 
“insufficient” and “elemental” level in learning mathematics (http://www.enlace. 
sep.gob.mx/). 

The paper’s organization is as follows: in Sect. 2, we describe the system 
architecture of our Learning Social Network. In Sect. 3 we present the main structure 
of the affective tutoring system. Results are shown in Sect. 4 and conclusions and 
future work are discussed in Sect. 5. 

2 Fermat Architecture 

The Learning Social Network Fermat has the basic functionalities in all social 
networks, but its main feature is that it includes an ITS that offers the course content 
in a personalized style to users, as shown in Fig. 1. 

Users of the network are associated with personal, academic and affective 
information in a profile, which is gathered from Fermat user navigation. The  
static profile contains the initial information of the user (e.g. personal and 
academic information). The dynamic profile will be updated according to the user 
interaction within the network and the ITS, considering during this interaction, 
cognitive and emotional aspects. According to [6], emotions are closely related to 
student learning, which in our point of view, represent a key factor to the student 
results. 

Students’ Cognitive states are measured according to the history that we obtain 
from the results of examinations of the user and the learning style computed by the 
neural network. Students’ affective states are inferred by using sensors and neural 
networks that are supervising users’ emotions. 
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Fig. 1. Social Network for Affective Tutoring Systems 

3 Fermat Affective ITS 

The intelligent tutoring system (ITS) for Fermat adopts the traditional trinity model 
known as the four-component architecture where a user interface has access to three 
main modules: domain, student, and tutoring modules. Figure 2 shows the complete 
architecture of the Fermat ITS. 

 
Domain Module: The knowledge acquisition and representation for the domain or 
expert module is a major problem which we handle through different concepts related 
to Knowledge Space Theory [15]. This theory provides a sound foundation for 
structuring and representing the knowledge domain for personalized or intelligent 
tutoring. It applies concepts from combinatory theory and we use it to model 
particular or personalized tutors according to different cognitive styles. 

A course in Fermat can be seen as a discipline-specific knowledge space (a 
particular tree diagram) containing chapters which in turn are made by subjects. The 
total of nodes in the tree represents the expert knowledge. The domain module is 
stored as a XML document whose structure is shown below: 
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<?xml version="1.0" encoding="UTF-8"?> 

<domain> 

    <name> Domain Name  </name> 

    <chapters> 

 

        <chapter  id="1">Chapter1 </chapter> 

        <urlDomain>Domain/Chapter1.xml</urlDomain> 

        <urlTest>Domain/Test_Chapter1.xml</urlTest>         

   

        <chapter  id="2">Chapter2 </chapter> 

        <urlDomain>Domain/Chapter2.xml</urlDomain> 

        <urlTest>Domain/Test_Chapter2.xml</urlTest> 

 

        <chapter  id="1">Chapter3 </chapter> 

        <urlDomain>Domain/Chapter3.xml</urlDomain> 

        <urlTest>Domain/Test_Chapter3.xml</urlTest> 

 

    </chapters> 

</domain> 
 

Each chapter has an associated URL, which localizes the chapter specific content and 
the diagnostic test of the student module. 
 

Student Module: This module is responsible for assessing the student performance to 
establish their cognitive abilities and reasoning skills. It provides the information 
about student competencies and learning capabilities. Fermat identifies what the 
student's knowledge is through a diagnostic test. The test results show what the 
student knows and what he needs to learn. The Fermat student module can be seen as 
a subset (sub-tree implemented) of all knowledge possessed by the expert in the 
domain (module) and a student profile stores this, as shown in the right part of Fig. 2. 
The representation is based on a model called "Overlay", where the student's 
knowledge is a subset of the expert knowledge. As the student uses the intelligent 
tutoring system he expands this subset [16]. For every student there is a static profile, 
which stores particular and academic information, and a dynamic profile, which stores 
information obtained from the Fermat navigation and from emotion recognition. 

When a student first accesses the ITS, he has to answer the diagnostic test, which 
allows the construction of the student knowledge space. In the diagnostic test each 
question has a difficulty ranking, and depending on this, we give different weights to 
the answers. Most difficult questions worth 3 points, intermediate questions worth 2 
points and easy ones worth 1 point. 

For the student's grade we use the following formula: 

Student’s Grade = Total Points scored / Sum of points in the questions 

After the test results, a small algorithm establishes the level of student learning and the 
teaching method. Next, we present the algorithm for assigning the learning level and 
the teaching method for a student learning the topic of multiplications. The method is 
chosen according with the official Math program in Mexico’s Public School. 
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Fig. 2. Fermat Affective ITS 

 
If (Grade < 4) Then 

Learning level = easy;    Method = Lattice 
Else If (Grade < 5) Then  

Learning level = easy;    Method= traditional 
Else If (Grade < 9) Then 

Learning level = Normal;    Method = traditional 
Else 

Learning level = Difficult;    Method = Traditional  
 

For the student's knowledge representation we use two categories: Topics where each 
time the student takes a topic, we store the history of subjects; and student 
experience that stores the history of grades by subject. Both are based on the Overlay 
model which allows us to know the subset of knowledge that the student knows. 

 
Tutoring Module: The Fermat tutoring module is essentially based on ACT-R 
Theory of Cognition [3]. These types of tutoring systems are also named Model-
Tracing Tutors or cognitive tutors. We implemented production rules (procedural 
memory) and facts (declarative memory) via a set of XML rules. Furthermore, we 
developed a new knowledge tracing algorithm (as part of the student module) based 
on fuzzy logic, which is used to track student's cognitive states, applying the set of 
rules (XML and Fuzzy rules) to the set of facts. The benefit of using fuzzy or vague 
rules is that they allow inferences even when the conditions are only partially 
satisfied. Next, we show a part of the set of production rules for multiplication 
operations, being the rules written in XML format: 
 
<multiplication> 

        <type problem="difficult" nProblems="…"> 

            <p1> 

                < multiplying >17345</multiplying> 
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                <multiplier>9</ multiplier > 

                <results> 

                    <r1>45</r1> 

                    <r2>40</r2>  

                    <r3>31</r3> 

                    <r4>66</r4> 

                    <r5>15</r5> 

                </results>                 

            </p1>  

            …             

        <p…> 

            < multiplying >748392</ multiplying > 

            < multiplier >7</ multiplier > 

            <results> 

                <r1>14</r1> 

                <r2>64</r2> 

                <r3>27</r3> 

                <r4>58</r4> 

                <r5>33</r5> 

                <r6>52</r6> 

            </results> 

        </p…>     

    </problems> 

 
Each topic divides the problem into different categories from 1 to n. The tutoring 
system reads the rules, and presents the exercises according to a level of difficulty in 
the problem. The student cannot move to the next state (input) unless he solves 
correctly all the exercises. During this transition he can ask for help and in case of 
mistake, an error message is displayed to help discover what the correct answer is. 
Once the student completes the exercise, the student profile is updated with 
information on the type and difficulty level of the exercise, as well as the amount of 
mistakes, assistances, and the time it took to solve the exercise. These variables 
(Difficulty, assistances, errors and time) will be required to decide the next exercise 
the student will take. For this we implemented a Fuzzy Expert System that eliminates 
arbitrary specifications of precise numbers and create smarter decisions, taking into 
account a more human reasoning. Fuzzy sets are described in Table 1 and Fig. 3 for 
output variable Difficulty. 

Table 1. Fuzzy Values for Variable Difficulty 

 Difficulty (%) Normalized Values 
Very Easy 0% - 10% 0 – 0.1 
Easy 0% - 30% 0 – 0.3 
Intermediate 20% - 80% 0.2 – 0.8 
Difficult 70% - 100% 0.7 – 1.0 
Very Difficult 90% - 100% 0.9 – 1.0  
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Fig. 3. Fuzzy Sets for Variable Difficulty 

On the other hand, some of the fuzzy rules which establish the degree of difficulty of 
the next student's problem are: 

 
If (Error is small) and (Assistance is small) and (Time is very fast) then (Difficulty is very difficult) 

If (Error is small) and (Assistance is normal) and (Time is slow) then (Difficulty is difficult) 

If (Error is big) and (Assistance is big) and (Time is very slow) then (Difficulty is very easy) 

 
Affect Recognition and Handling: Emotions are detected by expression of the face 
and by voice. The method used for the detection of visual emotions is based on 
Ekman's theory [17], which recognizes ten emotions. We only recognize 7 emotions: 
anger, disgust, fear, happiness, sadness, surprise, and neutral. To determine the 
emotion, we first take the image which is transformed to a more basic form. Based on 
this picture we get the feature points that minimize the set of input data to the neural 
network. We use a Kohonen Neural network with 20X20 input neurons and 2 output 
ones representing the emotion. For the detection of emotions in the voice, this is 
captured primarily through the computer microphone which is then normalized. Next 
we apply a technique to characterize components analysis (PCA) to the signal 
representing the voice. After using the SFFS method [18] we obtain an optimal set of 
features that will feed the neural network. Each neural network used to recognize 
emotions produces an output. All outputs of each neural network are integrated using 
fuzzy logic which gives us a final result that is the emotion of the user that the system 
recognizes. 

Once the affective student state has been inferred, the affective sub-module has to 
respond accordingly. To do that, the tutor needs a model which establishes parameters 
that enable a mapping from the affective and knowledge student state to tutorial 
actions. The affective component of a tutorial action tries to promote a positive 
affective student state while the cognitive component tries to transmit knowledge. 
Figure 4 shows an interface of the Fermat Tutor with an affective agent represented 
by the Genie character of Microsoft agent. 
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Fig. 4. Cognitive and affective feedback of Fermat ITS 

The actions of the Genie are shown in Table 2. These actions were the results of 
studies conducted to evaluate the expressivity of the animated agents [19]. In these 
surveys, 20 teachers were asked to select appropriate affective actions to be presented 
according to several tutorial scenarios. 

Table 2. Animations preferred by the teachers 

Affective Action  
Acknowledge 
Announce 
Congratulate 
Confused 
Get Attention 
Explain 
Suggest 
Think 

 
We want the agent’s tutorial actions help students to learn and to foster a good 

affective state; hence we use decision theory to achieve the best balance between 
these objectives. The decision process is represented as a dynamic decision network. 

Our model uses multi-attribute utility theory to define the necessary utilities [20]. 
That is, a Dynamic Decision network establishes the tutorial action considering two 
utility measures, one on learning and one on affect, which are combined to obtain the 
global utility by a weighted linear combination. These utility functions are the means 
that allow educators adopting the system to express their preferences towards learning 
and affect. 
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4 Results and Discussions 

Fermat social network along with its intelligent tutor was evaluated by a group of 
children from third grade (see Fig. 5). There were 72 children from public and private 
schools who tested the tool and the tutoring system. Before the evaluation we offered 
a small introduction of 15 minutes with the environment of the tool. We evaluated the 
subject of multiplication. We applied a test with different exercises before and after 
the students used Fermat. Table 3 shows the results of a random sample of 10 
students. We can see from the results a good improvement in most students (more in 
students with lower initial grades) using one of the two teaching methods for 
multiplication: traditional and lattice. 

 

 

Fig. 5. Children testing Fermat in public and private schools 

Table 3. Results, Course Level, and Learning Method for 10 students 

Student Initial Grade Final Grade Improvement % Course Level Method 
1 4.74 7.89 31.5 difficult Traditional 
2 3.68 4.21 5.3 normal lattice 
3 3.68 7.89 42.1 difficult lattice 
4 7.89 8.42 5.3 difficult Traditional 
5 7.37 8.42 10.5 difficult Traditional 

6 10.00 10.00 0 difficult Traditional 
7 6.84 8.42 15.8 difficult Traditional 
8 8.42 8.42 0 difficult lattice 
9 8.42 9.47 10.5 difficult Traditional 
10 3.68 4.21 5.3 normal lattice 
Total % 6.78 8.12 13.4   

5 Conclusions and Future Work  

One of the main advantages of using a social network for the learning process is to 
allow interaction and collaboration between individuals (instructors, students and 
parents), who share their connections under a scheme of learning communities around 
common learning interest. The social network keeps different roles for students, 
teachers, and parents. 
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Learnhub, Wiziq, and LectureShare are examples of social learning networks [21]. 
These networks provide an online education site for instructors and learners of all 
kinds. These users can create communities, share courses and lessons, have 
discussions, make quizzes, etc. However, learning material (courses, lessons, quizzes 
or tests) authored and used by the users, does not provide direct customized or 
intelligent instructions to the learners. 

We need to do more testing with more students. We still are working with the 
emotion recognizer and we are adding more math operations to the ITS. We have 
implemented multiplications and divisions (elementary school). However, the initial 
results are encouraging. We are implementing our own recognizers because we need 
to use them in a Web platform where the social network and ITS may be access from 
any place and from any computer platform. We also need to add more sections to the 
ITS, in order to use the tool with real ENLACE tests and evaluate the impact of the 
tool with this national test. 

 
Acknowledgments. The work described in this paper is fully supported by a grant 
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Abstract. The family orientation process in Cuban Schools for children with 
Affective – Behavioral Maladies (SABM) involves clustering and classification 
of mixed type data with non-symmetric similarity functions. To improve this 
process, this paper includes some novel characteristics in clustering and 
prototype selection. The proposed approach uses a hierarchical clustering based 
on compact sets, making it suitable for dealing with non-symmetric similarity 
functions, as well as with mixed and incomplete data. The proposal obtains very 
good results on the SABM data, and over repository databases. In addition, the 
proposed clustering method is able to detect the true partitions of data and it 
was significantly better with respect to others according to external validity 
indexes. In prototype selection, the proposal obtains a highly reduced prototype 
set, while maintains the original classifier accuracy.  

Keywords: special schools, nearest prototype classifiers, mixed data. 

1 Introduction 

In Cuba, the Ministry of Education has special educational schools for dealing with 
children with singular educational needs. Among them, there are Schools for children 
with Affective-Behavioural Maladies (SABM). In this kind of schools, the adequate 
orientation to the family of the children plays a key role to correct the deficiencies, 
and to insert effectively these children into society. That is why the personnel in 
charge of the family orientation process in the SABM of Ciego de Ávila characterize 
the familiar dynamics of each family, and then proceed to design a personalized 
strategy for each group of families with similar dynamics. To give an adequate 
orientation, the headings of the SABM proceed on two stages: Clustering and 
Classification. On stage 1, they cluster the families according to their characteristics, 
and on stage 2, they assign a new arrived family to the group of its closest family, 
using Nearest Prototype Classification (see Fig. 1). 
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Fig. 1. Stages of the Family orientation process at SABM 

Despite the challenges attached to clustering data, there is a need of structuralizing 
data in SABM School. In this domain, the description of each family has mixed and 
incomplete attributes. The data of the families of the SABM School of Ciego de Avila 
has fourteen attributes (see Table 1).  These attributes measure the attitude of the 
family to the inclusion of a child in the SABM School, as well as the peculiarities of 
the family dynamic. 

Table 1. Attributes that characterize the families 

Att. Name Description 
1. impact  If exists impact or shock in the family 
2. 

attitude  
The attitude adopted about the inclusion of a child in the 
SABM 

3. 
change 

How the family reacts to the change, if they oppose (O), they 
resist (R), they have resignation (G) or they agree (A) 

4. guilty   If there are or there are not guilty feelings in the family 
5. clime The kind of emotional clime, if it is positive or negative 
6. communication The kind of communication that prevails in the family 
7. 

handling  
The way the family handles the fact of including a child into 
the SABM 

8. 
relations  

The way the interpersonal relations are developed into the 
family 

9. 
crisis 

The kind of emotional crisis, by demoralization, 
disarranging, frustration, impotence or no crisis 

10. estimation The way the self estimation of the family is 
11. consciousness If there is or not consciousness of the reality 
12. linkage  If there is or not a favorable link with the SABM 
13. hopes  The hopes the family has to the future 
14. time  The time (in months) the child is at the SABM 

 
The similarity function to compare the families was given by the family orientation 

experts. It is a non-symmetric similarity. Let be two families, fi and fj: 

Families 

Stage 2 
Classification 

of a new family Stage 1 
Clustering 
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In the case of the third attribute, “change”, the different attribute values have a 
peculiar meaning. Due to, their similarity depends of each value combination. This 
attribute defines the attitude the family adopts to face the fact that one of the family 
members, a child, will be allocate into the SABM. Table 2 shows the comparison 
matrix of values for the attribute “change”. As shown, the dissimilarity between 
values “Resistance” and “Resignation” differ from “Resignation” to “Resistance”. 

Table 2. Comparison matrix of the values for the attribute “change”. Each cell shows the 
dissimilarity values of the pair (row vs. column). In bold the non-symmetric values. 

Value Opposition  Resistance  Resignation Agreement  
Opposition 0 0.2 0.8 1 
Resistance  0.2 0 0.4 0.8 

Resignation  0.8 0.8 0 0.4 
Agreement  1 0.8 0.4 0 

 
The main contributions of this paper are to cluster mixed type data, with non-

symmetric dissimilarity functions, by using a hierarchical approach based on Compact 
sets structuralizations and to obtain a reduced prototype set. This approach obtains 
compact and separated clusters, and it is able to detect the true partitions of data, and 
outperforms other clustering techniques on real and repository data. It is also used 
representative instances of the clusters to form the final set of prototypes for the 
classification stage of the process. Despite the use of a non-symmetric similarity, this 
approach for the Nearest Prototype Classification stage obtains zero testing error on 
the SABM database, and is comparable to other Nearest Prototype algorithms over 
repository databases.  

2 Hierarchical Clustering Based on Compact Sets 

Taking into consideration the nature of the problem, which cases described by mixed 
features, and a non-symmetric similarity function used to describe the families; it is 
necessary to develop the hierarchical clustering algorithm based on compact sets 
(CSC). Compact sets structuralization is described in [1]. Let be G(X, θ) a Maximum 
Similarity Graph (MSG), which is a directed graph such that each instance x∈X is 
connected to its most similar instance. A connected component of a MSG is a 
Compact Set (CS). All the instances connected between them belong to the same CS, 
such that the nearest neighbor of each instance is also in the same CS (see Fig. 2). The 
proposed method follows a hierarchical agglomerative approach to clustering, but 
merging CSs instead of objects. 
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Prototype Selection Stage 
Inputs: C: clustering resulted by CSC 
Output: P: prototype set 
1. P = φ 
2. For each cluster Ci∈C 

2.1. Add to P each cluster representative 
3. Return P 

Fig. 4. Prototype Selection (PS) algorithm 

In the classification phase, the representing object of each cluster was in the 
selected prototype set. The prototype set contains as many instances as groups in  
the clustering stage. Then, the Nearest Prototype Classification determines the class of 
the new families. 

The algorithm proposed in this article includes several novel characteristics, 
differentiating it from previous clustering and prototype selection algorithms. It uses 
the connected components of a Maximum Similarity Graph as initial groups, instead 
as single objects. It also uses a data-dependent similarity function, which makes it 
applicable to several domains with non-metric similarities, such as social sciences and 
medicine. It selects representing objects of clusters as prototypes instead of 
constructing artificial objects for the Nearest Prototype Classification stage. 

3 Clustering and Classification of the SABM School Data 

The data of the families of the SABM School of Ciego de Avila, as mentioned before 
has described by mixed attributes that measure the attitude of the family to the 
inclusion of a child in the SABM School, as well as the peculiarities of the family 
dynamic. It is also used a non-symmetric similarity (equation 1) to compare family 
descriptions. In this section are addressed the results of the proposed method to 
clustering and classification of the SABM data. The first stage of the Family 
Orientation process is to cluster the families of the SABM. As no predefined number 
of clusters exists, it is needed to obtain several candidates clustering, and then select 
the one that best fits data. Among unsupervised cluster validity indexes, the Dunn’s 
index measure how compact and well separated the clusters are. In order to determine 
the best cluster number, the data was clustering with cluster number varying from two 
to ten clusters, and then it was used the Dunn’s index to select the partition that best 
fits data. Let be d(Ci,Cj) the dissimilarity between clusters, and Δ(Ci) the cluster size, 
the Dunn’s validation index is the ratio between the minimum dissimilarity between 
two clusters and the size of the largest cluster.  min.. , .. , d C , Cmax.. ∆ C  (4) 

where d C , C  is the dissimilarity between clusters, and ∆ C  is the cluster size. 



 Nearest Prototype Classification of Special School Families 667 

To select the partition that best fits the family data, it is uses Dunn’s index with 
complete – linkage and single – linkage as dissimilarity measure and cluster size 
measure, respectively. In Fig. 5, it is shown the results of cluster number varying (two 
to ten clusters). The best partition had seven clusters. 

 

 
Fig. 5. Values of the Dunn`s index for the partitions obtained by CSC 

For the classification stage, each instance had as class label the number of the 
cluster it was. By this, the original families constitute the training matrix for the 
classifier. However, a prototype reduction was needed to condense the training set, as 
prototype selection methods play a key role [3] in the context of Nearest Prototype 
Classification. The proposed approach selected the representatives of each cluster as 
prototypes. Thus, it obtained a much-reduced training matrix with only seven 
prototypes (one for each class). The 10 fold cross validation procedure facilitates 
testing the performance of the Prototype Selection Stage. The classifier trained with 
the whole data obtained zero testing error, despite the use of a non-symmetric 
similarity. In addition, the proposed Prototype Selection method was able to classify 
correctly every instance in the testing sets, having zero error too. This result shows 
the ability of this Prototype Selection approach to estimate correctly the class labels of 
instances. 

4 Experimental Results 

Nine mixed and incomplete databases of the Machine Learning repository of the 
University of California at Irvine (UCI) [4] are used in different experimentations. 
First, it is compared the performance of the CSC method with recently proposed 
clustering algorithms for mixed data [5, 6]. To compare the clustering results 
produced by the different algorithms, it is used the Cluster Error, as described in [6]. 
Lower values of Cluster Error indicate a high performance of the algorithms. The 
results are shown in Table 3 and Fig. 6. 

0
0.2
0.4
0.6
0.8

1
1.2
1.4

2 3 4 5 6 7 8 9

D
un

n'
s 

In
de

x

Cluster Number



668 Y. Villuendas-Rey et al. 

 
Fig. 6. Results of the Cluster Error of the methods over the UCI databases 

Table 3. Cluster Error of the methods.  Best results in bold 

Databases AD2011 AGKA CSC 

autos 0.6731 0.6650 0.5804

colic 0.3695 0.3724 0.3695

dermatology 0.6939 0.6910 0.5519

heart-c 0.4554 0.4615 0.2178

hepatitis 0.2064 0.1803 0.2064

labor 0.3508 0.3880 0.3508

lymph 0.4527 0.3933 0.4121

tae 0.6556 0.6158 0.5894

zoo 0.5940 0.5841 0.1089

Times Best 2 2 7 

 
The Wilcoxon test (see Table 4) helps determining if the CSC significantly 

outperforms the other algorithms according to Cluster Error. It is define the null 
hypothesis as no differences in performance, and the alternative hypothesis as the 
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proposed method outperforms the other method. It is used an alpha value of 0.05, with 
a 95% confidence level. The proposed method has a significant better performance 
than the AD2011 [6]  and AGKA [5] methods, reflecting that the proposal is able to 
detect the underlying structure of data. It is compared the performance of the 
proposed Prototype Selection (PS) approach with some other prototype selection 
algorithms for mixed data [7-10] and with the original classifier (ONN), using all 
objects (Tables 5 and 6). Cluster count is set to 50, so 50 prototypes are selected, one 
for each cluster.  As dissimilarity function is used the HOEM proposed by Wilson and 
Martinez [11]. 

Table 4. Results of the Wilcoxon test for pair wise clustering algorithms comparison 

Our method Asymptotical Significance  

vs. AD2011 0.028 

vs. AGKA 0.036 

Table 5. Classifier error of the prototype selection methods. In bold the best results, and with * 
the errors lower than original classifier. 

Databases CSESupport GCNN NENN PRS PS ONN 

autos 0.3026 0.3023 0.6054 0.3311 0.3450 0.2926 

colic 0.2310 0.1956* 0.1819* 0.2176 0.3012 0.2064 

dermatology 0.1172 0.0681 0.0572* 0.0873 0.0572* 0.0599 

heart-c 0.2576 0.2282 0.1621* 0.2312 0.2213* 0.2282 

hepatitis 0.2325 0.1875 0.2079 0.2325 0.1937 0.1741 

labor 0.1000* 0.1566 0.1700 0.2066 0.1233* 0.1400 

lymph 0.2361 0.2033 0.2433 0.2461 0.2033 0.1823 

tae 0.3801 0.3841 0.7554 0.5691 0.5366 0.3641 

zoo 0.0300* 0.0300* 0.1081 0.0490 0.0600 0.0400 

Times better 
than ONN 

2 2 3 0 3  

 
The proposal was able to outperform classifier accuracy in three databases, as well 

as NENN, and does not have a significant increase of classifier error in the remaining 
databases.  Another quality measure of prototype selection methods is retention rate. 
Retention rate (RR) is calculated as the ratio between the amount of selected 
prototypes and the amount of instances in the original training set. |Prototype set||Training set|  (5) 
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Table 6. Object retention rates of the prototype selection methods. In bold the best results. 

Databases CSESupport GCNN NENN PRS PS 

autos 0.4277 0.9393 0.1328 0.4856 0.3155 

colic 0.2936 1.0000 0.4616 0.3702 0.0590 

dermatology 0.1345 0.7905 0.7562 0.5395 0.1982 

heart-c 0.3447 0.9817 0.4518 0.3487 0.2472 

hepatitis 0.3011 0.9971 0.5426 0.3606 0.2000 

labor 0.1638 0.8887 0.4174 0.3392 0.2046 

lymph 0.3304 0.9504 0.3686 0.4369 0.1381 

tae 0.5798 1.0000 0.0184 0.3642 0.3252 

zoo 0.1166 0.3851 0.8196 0.4873 0.1430 

Times Best 3 0 2 0 4 
 

The proposal gets the lower object retention rates in four databases, and keeps it lower 
than 35% in the remaining. These results are due to the selected amount of prototypes, 
established to be 50. Although the above results are very promising, again the 
Wilcoxon test (see Table 7) was used to establish the differences between the 
proposed approach and other algorithms, according to classifier error and object 
retention rates. Again, it is define the null hypothesis as no differences in 
performance, and the alternative hypothesis as the proposed method outperforms the 
other method. It is used an alpha value of 0.05, with a 95% confidence level. 

Table 7. Results of the Wilcoxon test for pair wise prototype selection algorithms comparison 

Asymptotical 
Significance for 

Our method 
vs. 

CSESupport 
vs. 

GCNN 
vs. 

NENN 
vs. 

PRS 
vs. 

Original 
 Classifier Error 0.678 0.263 0.327 0.314 0.051 
Object retention 0.051 0.008 0.051 0.008 0.008 

 
According to classifier error, the proposed Prototype Selection (PS) ties with other 

prototype selection algorithms, and with the original classifier. In addition, this 
approach has a significant better performance than two other methods according to 
object retention rates, according to a 95% of confidence. These results reflect that the 
proposed method is able to maintain classifier accuracy, using only a reduced number 
of prototypes. In addition, the nature of the PS algorithm makes it suitable for dealing 
with quantitative and qualitative features, absences of information and non-symmetric 
dissimilarity functions. 
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5 Conclusions 

In Cuban special schools, the family orientation process has two stages: family 
clustering and family classification. This paper proposed a novel method for 
clustering and Nearest Prototype Classification. The proposed approach has its bases 
on hierarchical compact sets and handles mixed type data as well as non-symmetric 
similarity functions. It is compared the performance of the proposal with respect to 
existing clustering and prototype selection algorithms over repository and real Cuban 
special schools data. The proposal successfully clusters and classifies the families of 
children in Cuban special schools. This leads to a better orientation process, spending 
less time to correct the children deficiencies.  
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Abstract. This paper presents a learning environment where a mining 
algorithm is used to learn patterns of interaction with the user and to represent 
these patterns in a scheme called item descriptors. The learning environment 
keeps theoretical information about subjects, as well as tools and exercises 
where the student can put into practice the knowledge obtained. One of the 
main purposes of the project is to stimulate colaborative learning through the 
interaction of students with different levels of knowledge. The students' actions, 
as well as their interactions, are monitored by the system and used to find 
patterns that can guide the search for students that may play the role of a tutor. 
Such patterns are found with a particular learning algorithm and represented in 
item descriptors. The paper presents the educational application, the 
representation mechanism and learning algorithm used to mine social-affective 
data in order to create a recommendation model of tutors. 

Keywords: recommender system, learning environment, colaboration, social-
affective data. 

1 Introduction 

Mining data in educational environments is often used with two main purposes: 

(1) to give educators a better understanding of how users learn with the system; 
(2) to define different paths of study according to students' profiles learned from data. 

The first goal may be achieved by using mining algorithms to identify patterns and 
represent them in a scheme that is easy to understand. The second goal can be pursued 
by employing a mechanism capable of using the patterns found to suggest topics 
related to the subjects being studied. 

We used mining algorithms here in order to accomplish (1) and (2), and also to 
identify suitable student tutors that may help other students needing assistance.  

Current research has shown the potentiality of cooperative learning, demonstrating 
that group work is fundamental for the cognitive development of the student [7] [8]. It 
is known that knowledge composition occurs on an individual basis, but cooperation 
(subjects acting together over the same topic, with common goals, interacting and 
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exchanging ideas) is capable of involving all participants in learning [18]. In this 
perspective, motivating the students to interact can lead to an effective learning 
practice. 

The recommendation service of tutors works in the sense of motivating group 
formation among the students. A group can be formed due to similarity and empathy 
of its members or to the necessity of support for the accomplishment of some task [1]. 
The latter can be motivated by prestige or status, economic benefits or the necessity 
and desire of contribution. Andrade et al. [1] also emphasize that the affective states 
of the individuals have significant importance in the interaction process. The authors 
complement affirming that some dimensions of the personality seem to have certain 
connections with the social performance in the interaction, but establishing an 
accurate relationship between them seems to be a complex task. 

Our tutor recommendation service explores the social-affective dimension through 
the analysis of emotional states and social behavior of the users. A recommender system 
analyses students' interactions and finds suitable tutors among them as well as contents 
to be recommended. A specific algorithm was built to identify behavioral patterns in the 
students interaction, and to store this knowledge in structures called item descriptors 
[19]. The method proposed shows a good performance with respect to processing time 
and accuracy, and has an advantage over other techniques when it comes to 
understanding the knowledge elicited and letting users modify it. The first section of the 
paper gives an overview of the types of data collected from the interaction with the 
users. Then, the mechanism employed to represent knowledge is explained, in addition 
to its learning algorithm and recommendation process. Finally, preliminary results are 
discussed, as well as conceptual advantages and drawbacks of the approach. The last 
section of the paper offers conclusions and directions for future work. 

2 Collecting Interaction Data 

When students navigate in our learning environment, different types of data are 
collected from their interaction. By keeping the navigation history of every student, 
for example, we are able to identify navigation patterns and to use them in real-time 
recommendation of contents. For the recommendation of tutor colleagues, six other 
types of data are collected: Social Profile; Acceptance Degree; Sociability Degree; 
Mood State; Tutorial Degree and Performance. 

The Social Profile (SP) is built during the communication process among students. 
The following information is collected during the interaction of the students through 
an instant message service: 

• Initiatives of communication: number of times that the student had the initiative 
to talk with other pupils. 

• Answers to initial communications: in an initial communication, number of times 
that the student answered. 

• Interaction history: individuals with whom the student interacts or has interacted, 
and number of interactions. 

• Friends Group: individuals with which the student interacts regularly, and 
number interactions. 
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Based on Maturana [15] we defined the Acceptance Degree (AD), which measures 
the acceptance a student has for another one. Such data is collected through a 
graphical interface that enables each student to indicate his/her acceptance degree for 
other students. This measure may also be considered from a point of view of Social 
Networks, which constitutes one of the most popular approaches for the analysis of 
human interactions. The most important concept in this approach is centrality. If an 
individual is central in a group, he/she is popular and gets a great amount of attention 
from the group members. As the AD is indicated by the students themselves based on 
their affective structures, the measurement can indicate diverse emotions, such as 
love, envy, hatred, etc. The average of all AD received by a student influences his/her 
Sociability Degree (SD). 

The Mood State (MS) represents our belief in the capability of a student to play the 
role of a tutor if he/she is not in a positive mood state (although the student may have 
all the technical and social requirements to be a tutor). We consider three values for 
the MS: "bad mood", "regular mood" and "good mood". These states are indicated by 
the students in a graphical interface through corresponding clip-arts. 

After a helping session, a small questionnaire is submitted to the student who got 
assistance. The goal of this questionnaire is to collect information about the 
performance of the tutor. The questions made are based on concepts from Social 
Networks and Sociometry, and may be answered by four qualitative values: 
"excellent", "good", "regular", and "bad". They are: 

• How do you classify the sociability of your class fellow? 
• How do you classify the help given by your class fellow? 

The answer to the first question together with the average of the ADs of a student, 
form his/her Sociability Degree (SD). This measure indicates how other individuals 
see the social capability of this student.  

The Tutorial Degree (TD) measures a student's  pedagogical capacity to help, to 
explain and teach. This value is obtained from the answers given for the second 
question of the questionnaire above and from the marks the tutor got when he/she 
studied the contents for which he/she was asked for help. These marks were called 
Performance (P) and were used in the computation of the TD because when a tutor is 
not able to help another student it does not necessarily mean that the student is a bad 
tutor. He/she may simply not know very well the content for which his/her help was 
requested. Therefore, the answers of the students have to be "weighted". 

A mining process determines relationships among these factors, and represents 
such relationships in item descriptors, which are later used for recommendation 
purposes.  

3 The Item Descriptors 

An item descriptor represents knowledge about when to recommend a particular item 
(a topic of study, an exercise, or a tutor) by listing other items found to be related to it. 
Users have features that may be classified as: 
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• demographic: data describing an individual, such as age, gender, occupation, 
address;  

• behavioral: data describing tutoring and social capacity, navigation and study 
patterns. 

It has been shown that both types of data are important when building a user profile 
[13] and inferring user’s needs [5] [6]. Demographic material is represented here in 
attribute-value pairs. Behavioral information is represented by actions carried out by 
the user, such as the selection of a topic for reading. Emotional states and social 
behavior can either be inferred or collected explicitly in questionnaires.  

While attributes used to define demographic features are typically single-valued, 
behavioral data is usually multi-valued. For instance, a person can only belong to one 
age group (demographic), but he/she may be friendly and patient at the same time 
(behavioral). Nevertheless, both types of information are represented in our model in 
a similar way. Let us examine an example of an item descriptor and its related items 
(Table 1). 

Table 1. Item descriptor and related items 

Descriptor dn 

Correlated terms Confidence 

ta 0.92 

te 0.87 

tc 0.85 

td 0.84 

tb 0.77 

 
The descriptor has a target (dn), i.e. an item that may be recommended in the 

presence of some of its correlated terms. Each term’s class and confidence (the 
strength with which the term is correlated with the target item) is displayed next to its 
identification.  

We use confidence as a correlation factor in order to determine how relevant a 
piece of information is to the recommendation of a given item. This is the same as 
computing the conditional probability P(dj|e), i.e. the probability that the item 
represented by descriptor dj is rated positively by a user given evidence e. Therefore, 
the descriptors can be learned through the analysis of actual users’ records. For each 
item for which we want to define a recommendation strategy, a descriptor is created 
with the item defined as its target. Then, the confidence between the target and other 
existing demographic features and behavioral data is computed. This process 
continues until all descriptors have been created. For the recommendation of tutors, 
descriptors are built indicating the features of good and bad instructors.   
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4 The Recommendation of Tutors 

Given a list of possible tutors U={u1, u2,..., um}, the recommendation process starts 
with the gathering of demographic and behavioral information about each of them. 
Next, the data collected for each user is matched against a descriptor dj which lists the 
most important features of good instructors, according to the terms T={t1,t2,...,tk} 
stored in the descriptor. The system computes a score for each student that ranges 
from not similar (0) to very similar (1), according to the formula: 

 
 

where Score(dj) is the final score of the descriptor dj; Noise(tp) is the value of the 
noise parameter of term tp, a concept used in noisy-OR probability models [19] and 
computed as 1 – P(dj | tp). The individual with the highest score is selected to assist 
the student needing assistance. 

That expression contains an assumption of independence of the various tp - which 
the designer of a practical system should be trying to achieve in the choice of terms. 
Ultimately the test of the assumption is in the users’ perception of the quality of a 
system’s recommendations: if the perception is that the outputs are fully satisfactory, 
this is circumstantial evidence for the soundness of the underlying design choices. 
The situation here is the same as in numerical taxonomy [22], where distances 
between topics id in a multidimensional space of attributes are given by metric 
functions where the choice of distinct dimensions should obviously aim to avoid 
terms that have mutual dependences. If the aim fails, the metric cannot - except 
occasionally by accident - produce taxonomic clusters C (analogous to sets of topics 
offered by a recommender system once a user has selected one member of C) that 
satisfy the users. This method is based on the assumption that any term matching the 
user's terms should increase the confidence that the descriptor holds the most 
appropriate recommendation. In a real-life example, let us suppose that we have a 
certain degree of confidence that a student who has shown a good ability in answering 
factorial exercises is our best bet to help another student who is having problem with 
the subject. Knowing that that same student is friendly and is in a good mood should 
increase the total confidence on his recommendation as a tutor, subject to not 
exceeding the maximum value of 1. 

5 Validation and Discussion 

An Environment for the Learning of Algorithms (A3) has been developed at the 
Department of Computer Science of the University of Caxias do Sul with the main 
goal of making the courses more dynamic, increasing the interest and participation of 
the students and providing an environment where students may interact in order to 
improve their knowledge. The environment presents students with the regular 
contents of algorithms, it proposes exercises, provides a forum for discussion and a 
tool for the testing and running of algorithms. Having been developed as a dynamic 
website, the system enables teachers and administrators to modify contents easily. 

Score (dj) = 1− Π (Noise (tp))
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And most importantly, the system promotes the communication among students by 
suggesting individuals that may help others showing difficulty in learning a given 
topic. The A3 environment started to be tested in 2 courses at the Department. 
Descriptors were built manually in order to get the system to recommend contents and 
tutors. The data collected so far has not been sufficient for us to carry out conclusive 
experiments as to whether the system is making tutoring recommendations 
appropriately. However, initial experiments carried out and reported in Reategui [20] 
show that the item descriptors have a good performance in terms of processing time 
and accuracy, when compared with collaborative filtering, one of the most popular 
approaches in recommender systems. For the MovieLens database1, for example, 
storing anonymous ratings of 3900 movies assigned by 6040 users, the item 
descriptors show an accuracy rate that is 6 points higher than that of the k-nearest 
neighbor algorithm. The Table 2 summarizes the results obtained. 

Table 2. Scoring results for the MovieLens data set 

Method Scoring 

Item Descriptors 65,7 

k-nearest-neighbor (k=1) 39,3 

k-nearest-neighbor (k=20) 54,9 

k-nearest-neighbor (k=40) 59,7 

 

The experiments were carried out considering neighborhoods with sizes 1, 20 and 
40 (we did not observe any significant improvement in accuracy for the nearest-
neighbor algorithm with neighborhoods larger than 40). The topic descriptors 
performed better than the k-nearest-neighbor algorithm, no matter what size of the 
neighborhoods was chosen. 

Sarwar [21] have carried out a series of experiments with the same data set, 
employing the Mean Absolute Error (MAE) method to measure the accuracy of item-
based recommendation algorithms. The results reported could not be compared 
directly with our own as the authors computed their system’s accuracy using the MAE 
and considering integer ratings ranging from 1 to 5 (reaching values around 75%). In 
our experiment, we only took into account whether a user rated (1) or did not rate (0) 
an topic. 

In order to evaluate the system’s performance, we monitored how much time was 
spent by the system in order to recommend the 2114 topics in the test data set2.  For 
k=1, the nearest-neighbor approach needed less time than the topic descriptors to 
perform the tests, though showing a lower rate of accuracy. However, for larger values 
of k (or simply larger numbers of users) the performance of the nearest-neighbor 
algorithm degrades, while that of the topic descriptors remains stable. Table 3 
summarizes the results of the experiment. 

                                                           
1 MovieLens is a project developed in the Department of Computer Science and Engineering at 

the University of Minnesota (http://movielens.umn.edu). 
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Table 3. Performance results for the MovieLens data set 

Method Time spent in secs. 

Topic Descriptors 32 

k-nearest-neighbor (k=1) 14 

k-nearest-neighbor (k=20) 43 

k-nearest-neighbor (k=40) 86 

In more realistic situations where the nearest-neighbor algorithm may have to 
access a database containing actual users’ transactions, the nearest-neighbor approach 
may become impractical. For the same experiment described above, we tested the 
nearest-neighbor through access to an actual database, using k=10. A few hours was 
needed for the system to make the whole set of recommendations. Further validation 
results may be found in Reategui [19]. 

Another popular approach applied to recommender systems is association rules 
[14] (Mombasher, 2001). This technique use well-known inductive learning 
algorithms, such as a priori [2], to extract knowledge and represent them in "if ... then 
..." rules format. The main advantage of such learning method relies on the robustness 
and stability of the algorithms available. Although being successfully applied in 
innumerable application areas, association rules are hard to modify while keeping the 
rule base consistent (e.g. adding new rules without contradicting existing ones). 
Keeping track of and trying to understand the large number of generated rules for 
each topic is another difficulty of this approach. 

The item descriptor approach is different in that it represents knowledge in the 
form of descriptors and correlation factors. When compared with the other approaches 
in this respect, descriptors are interesting because they make it easy for users to 
understand as well as modify the knowledge represented. This is particularly 
important when the user wants to make the system respond in a certain way in given 
circumstances, e.g. if the teacher wants the system to recommend a certain reading 
when the student is viewing a particular topic. 

The learning mechanism used on the item descriptors also exploits well-known 
methods to compute correlation factors and define the strength of the relationships 
among features and topics. The option to use term confidence instead of conditional 
probability to describe the model comes from the fact that other correlation factors 
that are not supported by probability theory are computed by the system, such as 
interest and conviction [4]. However, at present these are provided only to let the user 
analyze and validate the knowledge extracted from the database. We are currently 
testing different variations on the combination of these factors in the reasoning 
process. 

Although the system learns and updates its descriptors in an offline process 
(therefore not critical for the application to recommend topics in real time), our 
learning algorithm is fairly simple and fast. Above all, it is faster than algorithms that 
group evidence and try to compute the relevance of each topic and then of each group 
of evidence. 

Our model may also be compared with Hidden Markov Models (HMM), employed 
in tasks such as the inference of grammars of simple language [10], or  the discovery 
of patterns in DNA sequences [3]. The two models are similar in that both use 
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probability theory to determine the likelihood that a given event takes place. 
However, the actual methods used to compute probabilities of events are different: 
while HMM considers the product of the probabilities of individual events, we 
consider the product of noise parameters. Both models are based on the assumption 
that an output is statistically independent of previous outputs. This assumption may be 
limiting in given circumstances, but for the type of application we have chosen, we do 
not believe this to be a serious problem (e.g. as we have remarked above in our 
comments on indepencence). To take one practical example, the probability that a 
user studies topic C is very rarely dependent on the order in which users have read 
other topics (e.g. B before A, or A before B). 

The recommendation method we use has the peculiarity of computing the 
correlation of individual terms initially, and then combining them in real time. This is 
analogous to finding first a set of rules with only one left-side term, followed at run 
time by finding associations between the rules. This is a good technique to avoid 
computing the relevance of all possible associations among terms in the learning 
phase.  

Gomes [11] proposes a different recommendation strategy to identify tutors based 
on the computation of a utility function. Their strategy combines features in a 
mathematical expression to determine how effective a student can be for a given 
tutoring task. Compared to this approach, our mining and recommendation 
mechanism is more interesting in that it uses learning algorithms to learn a model 
from the available data automatically, identifying the importance of each utility 
function variable. 

6 Conclusions 

One important contribution of this work has been the definition of the types of data to 
be used in the mining and in the recommendation process of pupil tutors. Using the 
descriptors to calculate the relevance of terms individually, and then combining them 
at recommendation time through the use of the noisy-OR is also a novel approach. A 
similar use of the function can be found in research on expert systems [9], but not in 
applications for recommender systems. Initial results have shown that the approach 
can be very effective in large-scale practice for personalization purposes.  

The use of social-affective information to promote the communication and 
collaborative learning among students is starting to be tested in the environment A3. 
The results obtained so far show that the use of Social Profile, Mood State, 
Performance Acceptance, Sociability and Tutorial Degree in tutor recommendation, is 
a promising alternative.  

Although the data collected from students’ interactions so far are not sufficient for 
us to draw assertive conclusions about the use of item descriptors to recommend 
tutors, other experiments have shown the adequacy of the approach in item 
recommendation.  

The possibility to represent different types of information (demographic or 
behavioral) in a similar way seems to be advantageous when it comes to practical 
implementation issues. Previous work in the field has shown the importance of 
dealing with and combining such types of knowledge in recommender systems [17]. 
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Current research on the identification of implicit user information also shows that 
recommender systems will have to manipulate different sorts of data in order to infer 
users’ preferences [6]. 

One of our biggest challenges now concerns the automatic inference of students' 
affective states. At present we are using questionnaires and graphic interface controls 
to let the users indicate such states. Thus, little is done to automatically infer the 
social-affective information necessary for tutor recommendation. This will be one of 
our main research efforts in the near future.  
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Abstract. Across Latin America 420 indigenous languages are spoken. Spanish 
is considered a second language in indigenous communities and is progressively 
introduced in education. However, most of the tools to support teaching 
processes of a second language have been developed for the most common 
languages such as English, French, German, Italian, etc. As a result, only a small 
amount of learning objects and authoring tools have been developed for indigen-
ous people considering the specific needs of this population. This paper intro-
duces Multilingual–Tiny as a web authoring tool to support the virtual 
experience of indigenous students and teachers when they are creating learning 
objects in indigenous languages or in Spanish language, in particular, when they 
have to deal with grammatical structures of Spanish language. Multilingual–Tiny 
has a module based on the Case-based Reasoning technique to provide recom-
mendations in real time when teachers and students write texts in Spanish. 

Keywords: authoring tool, second language acquisition, indigenous people, 
case-based reasoning. 

1 Introduction 

In bilingual virtual training programs for teachers that have and indigenous language 
as mother tongue [1, 2], there are some difficulties when teachers design and create 
learning objects to teach Spanish as a second language for indigenous population. 
Some of those difficulties were reported in [3] and are mainly related to the process of 
writing texts, in particular the use of grammatical gender and number in the Spanish 
language. The main cause of this situation is that in some indigenous languages there 
is no difference in grammatical gender, which means that do not have masculine or 
feminine distinction, or there are particular ways to express grammatical number that 
differs from Spanish language. 

In consequence, teachers have to be aware of some rules in order to properly apply 
the grammatical rules of Spanish language and take care of teaching them correctly to 
their students. Nevertheless, in some cases, indigenous teachers of Spanish language 
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use some didactic strategies designed to teach indigenous languages but they apply 
them to teach Spanish language. This situation can create some problems in students, 
because they do not reach a good Spanish level, so it will affect the learning process 
of other subjects in the future. As a result of these issues, some learning objects that 
are written by indigenous teachers in Spanish may contain some grammatical errors in 
the texts. 

According to the context mentioned above the research question is: How to support 
the difficult task of indigenous teachers when they are designing learning objects to 
teach Spanish to indigenous students, in particular, when they have to deal with the 
grammatical gender and grammatical number? 

As a solution, in this paper we introduce Multilingual-Tiny, a web authoring tool 
based on the TinyMCE [4] web content editor which consist of a complete set of 
plug-ins and online services for teachers to support them in the learning objects de-
sign and development. Multilingual-Tiny also has a module that applies Case-based 
reasoning (CBR), in order to provide recommendations (based on the grammatical 
structure of sentences) and taking into account the previous experience of skilled 
teachers from writing Spanish texts and well-formed texts obtained from internet.  
All of this process support teachers of Spanish language when they are creating their 
learning objects, mainly when they are writing texts in Spanish language. 

The work presented in this paper has been designed in collaboration with a group 
of teachers of Spanish language with a wide expertise in intercultural and bilingual 
education from Colombia, Mexico, Peru, Bolivia, El Salvador and Nicaragua in the 
context of the ALTER-NATIVA project funded by the European Commission. 

This document is organized as follows: In Sect. 2, some concerns about teaching 
Spanish as a second language are presented. In Sect. 3 the architecture design of Mul-
tilingual-Tiny is described, including the CBR cycle applied. Section 4 describes an 
illustrative scenario which present the complete process performed by Multilingual-
Tiny and also how the CBR technique was applied. Finally in Sect. 5 the conclusions 
are presented. 

2 Teaching Spanish as a Second Language 

Teaching Spanish as a second language to indigenous communities is not a trivial task 
and suppose a challenge to governments and universities in which is important to 
promote effective Bilingual Intercultural Programmes (BIE) and at the same time, 
training teachers effectively in order to introduce Spanish in a coordinated bilingualism 
method [5], in which both, mother tongue or L1 and second language or L2 are 
developed at the same time. In this context, the mother tongue (which is an indigenous 
language), is acquired by a natural process [6]. The second language – L2, in this case, 
the Spanish language, is taught for facilitating indigenous people communication with 
Spanish-speakers and also to receive instruction in some knowledge areas which are 
taught in Spanish. 

Despite of the efforts and advances obtained by applying the Bilingual Intercultural 
Programs in some countries such as Mexico and Peru, teachers of Spanish language 
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may face some difficulties when they have to teach indigenous people how to read 
and write in Spanish and in the indigenous language [7] at the same time. Some of 
those difficulties are due to the fact that teachers of Spanish have an indigenous 
language as mother tongue and they learnt Spanish in a non systematic way. The 
consequence is that those teachers use the same strategies for teaching both 
languages, so it could be counterproductive in student's learning process [8]. 

When teaching Spanish, teachers usually can follow two complementary strategies: 
reading from textbooks and the language class [5]. The former, is a strategy in which 
teachers introduce and explains the topic in the indigenous language, after that, 
students read the book in Spanish language so that students identify vocabulary and 
pronunciation and finally, the teacher explains vocabulary or concepts that maybe 
students lost from the reading. The latter strategy is the language class, in which 
teachers of Spanish compare the indigenous language with the Spanish language in 
terms of grammar, vocabulary and structure in order to promote reflection and develop 
the meta-linguistic awareness [5]. 

In this context, in teacher's training, when universities are preparing indigenous 
students that will be future teachers of Spanish language for teaching in their 
indigenous communities, students have to develop competencies and skills in order to 
effectively apply the teaching strategies mentioned above and other didactic and 
pedagogic methods. Multilingual-Tiny, the web authoring tool developed, takes a 
relevant role in this task; giving recommendations to teachers to avoid grammatical 
errors. As a result, teachers can create quality educational content to teach Spanish 
language and create learning objects in their mother tongue. 

3 Multilingual-Tiny Approach 

Multilingual-Tiny is a web authoring tool developed in order to support indigenous 
students which will be future teachers of Spanish language in indigenous communities 
and teachers of this population, when they are creating learning objects, in particular, 
when they have to deal with some grammatical structures of sentences in Spanish lan-
guage. Multilingual-Tiny consist of plug-ins and online services to provide a virtual 
environment to design and develop learning objects in Spanish and indigenous lan-
guages and has a module based on the case-based reasoning technique, to provide rec-
ommendations in order to avoid grammatical errors and develop quality educational 
content. 

3.1 Architecture 

The architecture of Multilingual-Tiny is depicted in Fig. 1. The architecture has 4 
layers, from top to the bottom: The users layer, represent indigenous teachers and 
students that interact with Multilingual-tiny. The interface layer includes the author-
ing tool and shows the recommendations that come from the CBR module. The ser-
vices layer, provides a group of services for text processing and includes the CBR 
based module to provide the recommendations. And finally the data access layer 
includes services for data storing, such as the case library. The following sections 
provide a detailed description of these layers. 
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Fig. 1. Multilingual-Tiny Architecture 

3.2 Users Layer 

The users layer represent the users that interact with Multilingual-Tiny, for instance, 
indigenous students that will be future teachers of Spanish language in indigenous 
communities and indigenous teachers. These users interact with the interface layer to 
use the service for creating the learning objects. 

3.3 Interface Layer and Authoring Tool 

Interface layer includes the authoring tool and the recommendations. The authoring 
tool is based on the TinyMCE [4] web content editor, which is an open source Java-
Script based web editor that provides a group of services in order to create web pages 
without worrying about HTML code, because HTML is generated by it. The author-
ing tool, can be integrated in the ATutor [9] e-learning platform or in other platforms. 
As a result teachers can easily create web pages which will be part of a course in 
ATutor e-learning platform as learning objects. Services provided by TinyMCE are: 

• An editing area in which teachers can see the web page as it will be finally pub-
lished. The editing area shows the page as it will be showed to students including 
colors, images, videos and the organization of that page. 

• A plug-in developed to provide access to bilingual indigenous dictionaries so that 
teachers and students can search any word in Spanish or in their mother tongue. 

• A plug-in which provides templates so that teachers can provide examples of text 
types to students, such as narrative, descriptive, argumentative or expositive texts. 

• A group of services to give format to text and include videos and images. 
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The authoring tool establishes communication with the Processing services layer 
when a learning object is being created. All the text written in Spanish by indigenous 
teachers or students in the authoring tool is sent to the Processing services layer. 

The recommendations module in the interface layer shows the recommendation 
that come from the CBR based module. These recommendations include suggestions 
on how to correct grammatical errors. More information about the recommendations 
are described in Sect. 3.5.  

3.4 Processing Services Layer 

This layer includes the services for text processing, the morpho-syntactic annotation 
module and the CBR based module. Those services are combined in order to provide 
recommendations to teachers when they are creating the learning objects to teach 
Spanish. The input of this layer is the text of the learning object that is being created 
in the authoring tool. The components of this layer are described as follows: 

• Text Pre-processing Module: The text pre-processing module is based on the 
open source FreeLing [10] library for Natural Language Processing. The input of 
this module is a text which has been written by the teacher as part of a learning ob-
ject. This text is automatically split into sentences and the resultant sentences are 
split into words. The result of this process will be the input of the morpho-syntactic 
annotation module.  

• Morpho-syntactic Annotation Module: This module provides the morpho-
syntactic annotation, which is a process of assigning tags for every word in the 
text, depending on the grammatical category. This process is based on the PoS 
(Part of Speech) tagging of FreeLing library. The input of this module is the output 
of the pre-processing module (which is a group of words). The part-of-speech tag-
ging is based on the EAGLES [11] recommendations. EAGLES recommendations 
define a group of standard tags for every grammatical category.  As a result, for 
each word of the text is assigned a tag depending on the context and grammatical 
structure of each sentence. The outputs of this module are groups of part-of-speech 
tags which represent a sentence. These tags will be an important component of the 
case representation in the case based reasoning module. 

• Cased-based Reasoning Module: This module is based on the Case-based reason-
ing technique. It takes the output of the morphosyntactic annotation module, 
and executes the CBR cycle. As a result it provides the recommendations to indi-
genous teachers and students in order to correct grammatical errors when they 
write texts in Spanish language during learning objects creation. The module was 
built with jCOLIBRI framework [12], each case from the case library consists of a 
group of tags (part of speech tags) which represent a well-formed sentence. The 
CBR cycle, which includes 4 steps (Retrieve, Reuse, Review and Retain), is ap-
plied to grammatical sentence analysis in Spanish language and the process is 
depicted in Fig. 2. 
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Fig. 2. CBR cycle applied to grammatical sentence analysis in Spanish language 

The main steps of this process are: 

1. The retrieve step: In this step a new case that comes from the morpho-syntactic 
annotation module, which is a new sentence, is compared with the cases stored in 
the case library by means of the similarity algorithm. As a result the most similar 
cases are retrieved. Both components are used: 
─ Case library: Composed by a group of cases which are well-formed sentences in 

Spanish language obtained from a wide variety of texts from Internet. The case 
library is updated and new cases are stored when teachers add a new sentence 
structure. The case library is part of the Data Access layer which establishes 
communication with the services layer in order to store and retrieve cases. 

─ Similarity Algorithm and Retrieve Component: Based on the JCollibri frame-
work, the nearest neighborhood algorithm [13] is applied in order to retrieve the 
most similar cases when a new sentence is being analyzed. The local similarity 
function to apply in each attribute of the cases is the Overlap Coefficient [14], 
and the Global similarity function applied to compute the similarity is the Aver-
age Function from the jCOLIBRI framework. 

2. The Reuse Step: In this step the K most similar cases obtained, by computing 
similarity, as described in the retrieve step, are selected and the CBR Module or-
ganizes the cases according with the weights defined by the Morpho-syntactic 
Annotation Module. 

3. In the next step, review, the cases are evaluated in order to identify if the sentence 
is correct or if the sentence has a grammatical error. Besides, the case could be 
adapted or transformed to provide a recommendation about how to properly write 
the sentence. Further details about the overall process are depicted in Sect. 4. 
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4. In the next step, which is called retain, a new case obtained from the adaptation of 
the retrieved case is converted into a new case which is by one hand, part of the 
recommendations provided by the recommender module and on the other hand is 
stored in the case library as a new case. As a result from the process, grammatical 
errors in terms of using gender and number could be identified and a recommen-
dation on how to correct it is provided to students. 

3.5 Recommender Module 

This module takes the cases retrieved from the case library as an input for providing 
recommendations to teachers or students on how to correct the sentence if a grammat-
ical error in gender and number is identified. Those recommendations take into 
account the indigenous language of teachers and students in order to explain why the 
sentence was incorrect from the indigenous language grammatical perspective.  

4 An Illustrative Scenario 

In this section a step-by-step illustrative case is described in order to show how the 
CBR cycle is applied and how the grammatical sentence analysis in Spanish language 
is performed in order to provide recommendations to students and teachers. 

• Step 1 - Writing the text: Indigenous students which are preparing to be future 
teachers of Spanish language write a text in the web content editor when they are 
creating learning objects. In this step it is probably that students make mistakes in 
terms of grammatical issues when they write a text in Spanish but they are fre-
quently thinking in their mother tongue which is an indigenous language. For in-
stance: 
─ Me gustan el gatos blancos (sentence with a mistake in Spanish). 
─  I like white cats (English translation only for illustrative purposes). 
The above sentence in Spanish has a mistake in the definite article (“el”) because it 
is in singular form but it must be in plural form (“los”). 

• Step 2 – Text Pre-Processing (Morpho-syntactic annotation of the initial text): In 
this step the system takes the initial text and applies the morpho-syntactic part-of-
speech annotation of the text according to EAGLES recommendations [11]. Taking 
the example mentioned above the morpho-syntactic annotation is depicted in Table 
1. It is important to remark that in Table 1 for English language the sentence seems 
to be grammatically correct, but in Spanish language there is a mistake when using 
the definite article (“el”) (which in English is “the”) in singular form with a noun 
“gatos” (in English “cats”) in plural form. 

• Step 3 – Case retrieval: Based on the morpho-syntactic annotation from step 2, in 
which each word has a specific tag (as depicted in Table 1), a new case is created; 
this case is composed by the group of EAGLES tags. The new case could be: 
Case[PP1CS000, VMIP1P0, DA0MS0, NCMP000, AQAMP0]. This case is equiv-
alent to the sentence: “Me gustan el gatos blancos” (in English: I like white cats). 
The new case is compared by means of the nearest-neighbor algorithm [13] with 
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cases previously stored in the case library. The most similar cases are retrieved. 
For instance, if the following case is retrieved: Case=[PP1CS000,VMIP1P0, 
DA0MP0,NCMP000,AQAMP0], with a computed similarity of 96% from the 
global similarity function. It is important to remark that cases stored in the case li-
brary have been obtained from texts without grammatical errors. 

Table 1. Morpho-Syntactic annotation of the example 

Word – Token Part-of-speech 
tagging 

(EAGLES) 

Meaning of the tag assigned to 
each word Words in 

Spanish 
Translation 
to English  

Me  I PP1CS000 
Personal pronoun, first person, 

common gender in singular form. 

Gustan  Like VMIP1P0 
Main verb, indicative, present 
form, first person and plural. 

El  the DA0MS0 
Define article, masculine, in sin-

gular form. 

Gatos cats NCMP000 
Common noun, masculine, in 

plural form. 

Blancos white AQAMP0 
Qualified adjective, masculine in 

plural. 

• Step 4 – Comparison of cases and recommendations: In this step a comparison 
between the new case and the most similar case retrieved is performed in order to 
find differences in terms of the sentence grammatical structure. By means of this 
comparison and the analysis performed is possible to identify for example if there 
are mistakes of grammatical gender or grammatical number which are common 
when indigenous people is learning Spanish. For instance the comparison of the 
example proposed (“Me gustan el gatos blancos” in English “I like white cats”) 
with the case retrieved from the cases library is depicted in Fig. 3. 

 

 

Fig. 3. Comparing the example proposed with a retrieved case from case library 

As a result of the comparison in this example, the system identifies a difference in the 
third element of the new case (DA0MS0) and the corresponding element of the re-
trieved case (DA0MP0). Those tags are described as follows: 

• DA0MS0 = Definite article (DA), Neutral (0), Masculine (M), in singular form (S), 
is not a possessive article (0). 

• DA0MP0 = Definite article (DA), Neutral (0), Masculine (M), in plural form (P), is 
not a possessive article (0). 
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The difference was identified around the use of the grammatical number: In the new 
case the article is in singular form, but in the retrieved case (which has been extracted 
from a text correctly spelled) the article is in plural form. When the mistake has been 
identified, a recommendation is provided in order to correct the sentence; this recom-
mendation takes information from the case retrieved in the CBR cycle in order to 
suggest the correct form that the sentence should have. As a result indigenous stu-
dents and teachers can also learn by interacting with the authoring tool. Figure 4 
shows the graphical user interface of the CBR module. 

 

 

Fig. 4. CBR Module graphical interface 

5 Conclusions and Future Work 

The case-based reasoning technique applied to the process of sentence analysis in 
order to identify grammatical errors mainly in terms of grammatical number and 
gender, is an efficient technique due to the use of the past experience. Besides, the 
similarity algorithm, including the local similarity functions, the global similarity 
function and the retrieval process based on the K-NN algorithm in jCOLIBRI applied 
in the retrieval step works as it was expected in order to retrieve the most similar 
cases compared with a new case provided.  

In short, this paper shows how to apply the case based reasoning technique for 
sentence analysis at grammatical level and to provide recommendations on how to 
correct mistakes in grammatical number and gender. 

On the other hand, Multilingual-Tiny as an authoring tool to support indigenous 
students that will be future teachers of Spanish language when writing texts in Spanish, 
takes a relevant role in order to help students to improve their writing skills at 
grammatical level so that they will be proficient teachers of Spanish. Multilingual-Tiny 
also provides a group of services that allow creating learning objects and design 
activities in the context of learning Spanish as a second language. This tool can be 
considered an advance in information and communication technologies to support the 
training process of indigenous students in the context of bilingual intercultural 
programs. 
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Abstract. The development of an offshore field demands knowledge of many 
experts to choose the different components of an offshore production system. All 
the specialized parts of this knowledge are intrinsically related. The aim of this 
paper is to use Fuzzy Sets and knowledge-based systems to describe and formal-
ize the phases of development of an offshore production system project, in order 
to share and to manage the required knowledge for carrying out a project, while 
at the same time proposing alternatives for the oil field configuration. 

Keywords: offshore production system, petroleum engineering, decision-
making tool, knowledge-based system, fuzzy system. 

1 Introduction 

The discovery of heavy oil fields in deep waters produces the necessity to study and 
develop methodologies for the oil well project and alternatives for offshore produc-
tion systems. The development project of an offshore production system (OPS) in-
volves a series of phases and procedures developed by many experts. However, many 
of the requirements used to define each phase are pieces of information shared during 
some decision-making procedures of the project. In fact, the result of developing a 
phase carried out by an expert team could be crucial for the development of the next 
phase under the responsibility of another team. The identification of requirements that 
should be shared and the integration of the decision-making processes on each aspect 
to be considered in the complete development of the oil field are extremely important 
to obtain the best possible performance of the OPS. 

Nowadays the success of a company directly relates its intellectual capital to its 
collaborative work, in other words, with the efficiency of shared knowledge generated 
by its experts in their common action domain of problem resolution. A question that 
emerges from this is the difficulty of managing the acquired, used, modified, and 
available knowledge among experts. Therefore, it is necessary to find effective me-
chanisms for the extraction of best practices in the different activities of the company 
and make them available to all the members of the team, so that this knowledge could 
be effectively incorporated into the company’s work routine as an auxiliary tool. 

The way this knowledge is encoded is fundamental to its management. Furthermore, 
the recovery, practice and updating of knowledge many times reveal the necessity of 
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sharing or integrating a great deal of other compartmentalized knowledge, or at least 
part of it. So, good modeling and good representation of knowledge are extremely 
necessary for their organization and classification. Thence, another important question 
about the representation of knowledge emerges, which is the characterization and un-
ification of the vocabulary used by professionals in their area, in order to store, under-
stand and share the structure of information their common action domain, since differ-
ent words could be used in their description [1]. 

Although the existence of available knowledge in literature and professional prac-
tice can be observed, in Petroleum Engineering this information and knowledge are 
not easily used. Therefore, it is fundamental to consolidate and make these data avail-
able in an efficient and fast way for their use in the most diverse kinds of projects, 
among which, offshore oil fields projects. Nevertheless, there is a reduced number of 
projects of knowledge management system development in literature to be applied in 
the projection, analysis, supervision and operation of offshore oil systems [1–4]. 

In work by Franco et al. [5], specialized knowledge about processes and technical 
and environmental procedures that deal with oil and gas production were taken from 
technical literature information sources and joined together to propose a methodology to 
aid in the determination of the production unit, the equipment positioned not only in this 
unit but also at the bottom of the sea, and submarine layout for the development of an 
offshore oil field. In this methodology, specialized knowledge is encoded in the form of 
production rules that explain the reasoning of the engineers when taking decisions on 
the choice of the most adequate components for a new offshore production system. 

Serapião et al. [6], using the theoretical methodology developed in [5], imple-
mented a knowledge based system to make a single choice from alternatives of OPS. 
Since the specialized knowledge many times is full of subjectivities and linguistic 
expressions that facilitate the description of procedures that will be adopted in the 
carrying out of the development project of an oil field, both the treatment of the 
required information to the elaboration of the OPS project and the modeling and  
the codification of specialized knowledge were implemented using Fuzzy Sets Theory 
[7]. The vocabulary used by the experts to define the OPS, as well as the rules used in 
the decision-making processes were characterized and unified, in order to have  
homogeneity in the applied terms. 

In the present work, by using fuzzy sets and frameworks, a knowledge based system, 
capable of helping an expert in consulting requirements of an offshore project in deep 
water fields, was developed, so that the data storage, manipulation, filtering and recov-
ery could give guidance about the possible different scenarios for the development of an 
offshore oil field. A decision tool based on the methodology developed by Franco et al. 
[5] and implemented in the work carried out by Serapião et al. [6] was expanded to 
create the framework of an OPS used as support for the intelligent system. The purpose 
of this intelligent tool is to describe and share expert knowledge, in order to verify mul-
tiple possible development solutions of an oil field under different project conditions, 
allowing the expert to choose and conclude the best configurations for the OPS. 

2 Conception of an Offshore Production System 

The project of an OPS demands knowledge of different experts in the determination of 
each of their components. The decision processes in the development of an oil field 
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unite different types of professionals from the petroleum area, such as geologists, reser-
voir engineers, drilling engineers, production engineers and economists; each one with a 
particular vision and particular criteria, related to different parts of the project. This 
means that each expert presents a different framework for the development of the oil 
field, based on some attributes (or criteria) that are considered more important in his/her 
domain. However, some of these attributes (i.e., the number of wells) simultaneously 
influence the choice of some of the many components of the OPS that should be dimen-
sioned by different experts, according to their function in the project. Furthermore, after 
its determination, a component could act as a necessary attribute to determine another 
component of the system. This is the case, for example, of well arrangement that after 
the layout is chosen becomes essential for the choice of the production unit; the type of 
mooring system of the production unit; and the use or not of a manifold. Generally, this 
means the necessity of an interaction of inherent concepts furnished by different experts 
to achieve success in the development of the oil field. 

manifold

production
unit

oil transportation

mooring
system

well
arrangement

riser

manifold

production
unit

oil transportation

mooring
system

well
arrangement

riser

 
Fig. 1. Offshore Production System (modified from www.offshore-technology.com) 

In his work, Franco et al. [5] gathered the expressed knowledge from different ex-
perts and catalogued the development of a petroleum field in literature, in order to 
propose a methodology for knowledge representation through the selection of some 
concepts and attributes used in the choice of components that determine the configu-
ration of the petroleum field. According to this work, the concepts that indicate the 
most important components for the development of the petroleum field are: well ar-
rangement; use of manifold; type of production unit; mooring system of the produc-
tion unit; riser type for the production unit; and type of transportation for production 
oil draining (Fig. 1). Based on environmental and technical factors, the relevant 
attributes used to determine those components are: reservoir area; reservoir depth; 
well type; number of wells; diary oil well flow rate; water depth; environmental condi-
tion; shore distance; existence of infra-structure near to the field; and oil storage 
capacity of the production unit. Table 1 shows which attributes should be considered 
in the choice of each component (or concept) of the offshore production system, 
obtained from domain experts. 

Due to the inter-dependence between the attributes and the concepts, as shown in 
Table 1, where some attributes are used in different concepts, and where concepts 
start being considered attributes used in other concepts, a sequential fixed process in 
decision-making was adopted so as to choose each component for OPS [5, 6]. Thus, 
the established order for the decision processes in a project is shown in Fig. 2. 
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Table 1. Relationship of concepts and attributes of the OPS 

Concepts Attributes 

Offshore Production System Well arrangement, Manifold, Production unit, Mooring system, Riser, 
Oil transportation 

Well arrangement Reservoir area, reservoir depth, well type and number of wells 

Manifold Number of wells, diary well flowrate and well arrangement 

Production unit Water depth, well arrangement, environmental condition, number of 
wells and diary well flowrate 

Mooring system Well arrangement, number of wells and production unit 

Riser Water depth, environmental condition and production unit 

Oil transportation Diary well flowrate, shore distance, existence of infra-structure near to 
the field and oil storage capacity of production unit 

 
OffshoreOffshore ProductionProduction SystemSystem

PhasePhase II

ManifoldManifold

PhasePhase IIII

MooringMooring
systemsystem

RiserRiser

PhasePhase IIIIII

OilOil
transportationtransportation

WellWell
arrangementarrangement

ProductionProduction
unitunit

 

Fig. 2. Sequence of decision processes in the OPS 

3 Fuzzy Sets and the Parameters of Offshore Production System 

The attributes of the reservoir size, reservoir depth, number of wells, flow rate of the 
well, water depth, onshore distance, and oil storage capacity are intrinsically de-
scribed as number values (for example, water depth of 1,500 meters) that should be 
considered for the OPS. However, the petroleum engineer uses linguistic associations 
many times to describe the instance of the attributes in the formulation of concepts 
and to evaluate the best possibilities for decision-making. Expressions like “deep 
water depth”, “great number of wells” and “shallow depth” are frequently used in the 
daily reality of the engineer. Even so, the linguistic treatment would be associated to a 
certain subjectivity and would be less precise than numeric. This reduces the particu-
larities of a practical situation and permits a better comprehension and judging of the 
real situation, bringing one near to the reasoning used by the engineer in situations 
that cannot be numerically described because of their complexity. So, linguistic terms 
have been used to replace the numeric description of the attributes of the OPS [6], 
according to Fuzzy Sets Theory [7]. Mamdani-type model was used to the fuzzy infe-
rence method. 

The values of the attributes: type of well, environmental condition and existence of 
infra-structure near to the field are even expressed using a deterministic term and 
there is no need for it to be codified to another linguistic term. Therefore, they are 
already usually given and accepted among the experts. 

For each numerical parameter of the OPS, linguistic terms (A) of a linguistic varia-
ble are associated with different membership degrees μA(x) in their discourse universe  
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Fig. 3. Fuzzy sets for the numerical parameters of the OPS 

Table 2. Linguistic variables and terms associated to the framework of OPS 

 Linguistic variables Associated linguistic terms (Instances) 

C
on

ce
pt

s 

Well arrangement Satellite or cluster 

Manifold Yes or not 

Production unit 
 

Jacket, jackup, gravity based platform, compliant tower, 
barge based system, spar buoy, TLP (tension leg), semi-
submersible, FPSO or DPS. 

Mooring system Conventional, guide line, turret system or tension leg 

Riser Rigid, semi-rigid or flexible 

Oil transportation Pipe, offloading or tanker 

A
tt

ri
bu

te
s 

Reservoir area Small, medium or big 

Reservoir depth Shallow, medium or deep 

Well type Horizontal or vertical 

Number of wells Low, medium or high 

Diary well flowrate Low, medium or high 

Water depth Shallow, medium, deep or ultra-deep 

Environmental condition Mild, moderate or severe 

Shore distance Small, medium or big 

Existence of infra-structure near to the field Yes or not 

Oil storage capacity of production unit Low, medium or high 

 
(X) [7]. The linguistic label (L(x)) that better represents the transformation of the  
numerical value of a parameter in a linguistic term is given by the description with the 
highest membership degree of the linguistic variable in the universe discourse,  
according to Equation (1): 

L(x) = max{μA(x) }, with μA(x): X → [0, 1] and x ∈ X                     (1) 

Figure 3 represents the fuzzy sets with triangular membership functions used to 
represent each numerical attribute of the OPS in a linguistic variable [6]. 

Table 2 presents a summary of the linguistic terms associated to each concept and 
to each instance (attribute) used in the conception of the OPS. In this way, Table 2 
explains the adopted lexicon in the representation of the knowledge used in the devel-
opment of an offshore production system. 
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Table 3. Rules of the well arrangement concept 

Well arrange-
ment 

Number of 
wells Well type Reservoir depth Reservoir area 

Satellite 

low vertical X medium or big 

medium vertical X X 

medium horizontal shallow small or medium 

medium horizontal medium small 

high X X X 

Cluster 

low vertical X small 

low horizontal X X 

medium horizontal shallow big 

medium horizontal medium medium or big 

medium horizontal Deep X 

 
Table 3 contains the expert linguistic knowledge expressed on how to determine 

what type of well arrangement in a petroleum field, considering the attributes: num-
ber of wells, well type, reservoir depth, and reservoir area. The “×” symbol means 
that this attribute is not necessary to conclude which is the best alternative to the well 
arrangement. Table 3 should be read as a set of production rules. So, one of the possi-
ble scenarios represented in the concept ‘Well arrangement is a cluster’ consists of 
this description of its attributes: ‘Number of wells is low’; ‘Type of well is vertical’; 
and ‘Reservoir area is small’ [5, 6]. 

The knowledge on other concepts of OPS was described in an analogous way to 
the well arrangement. The knowledge of each concept of the OPS was implemented 
in distinct knowledge bases of the intelligent system. Manifold database contains 9 
rules; the mooring system contains 20 rules; the production unit has 131 rules; the 
riser has 92 rules; and the oil transportation has 34 rules. 

The system developed by Serapião et al. [6] uses this approach to deal with a set of 
numerical technical descriptions of an oil field to find its single best configuration in 
terms of choosing its components. The activated rules during the process of reasoning 
for determining the configuration are explained as feedback for the user. 

4 Implementation of the Decision-Making Tool for the Offshore 
Production System 

A computational tool was built for the knowledge acquisition according to our pur-
poses, which supplies a representation of static knowledge formalized in a hierarchy 
of concepts and relations. This tool was developed in Delphi®Borland. The 
acquisition tool permits the user to configure, to specify and to store all the elements 
that explain the knowledge, such as concepts, attributes and relations. The tool per-
mits the knowledge bases that describe the architecture of the OPS to be consulted. 
Figure 4 shows the simplified diagram that describes the offshore production system 
implemented as interrelated modules (each one for a specific concept) for decision-
making about choosing the best configuration for an offshore production system. 
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The project of an offshore field involves a choice of six components of the OPS, as 
in Table 1. As mentioned before, each one of these components was described as a 
concept in a framework, in order to compose independent knowledge bases. A way to 
determine if the framework correctly represents the required knowledge to model a 
knowledge domain is to ask possible questions, such as: 

• Which parameters are used to make the choice of the oil transporting system? 
• Which is the well arrangement for high reservoir depth and horizontal wells? 
• If manifold is not be used in an offshore field and the production unit is a semi-

submersible, what are the possibilities of configuration for the rest of the 
processes (well arrangement, mooring system, riser, and oil transportation)? 

The answers to these questions depend on the attributes (water depth, reservoir depth, 
etc.) of each concept (well arrangement, manifold, etc.), that are in fact, many times 
common among some concepts. Thus, an internal crossing of the instances and infor-
mation (of the attributes or concepts) should be made to find the compatible answers. 
An ability of this type of system is to find multiple answers to any query, permitting 
visualization of all the possible alternatives (scenarios) to the solution of a question. 

Complimenting the implemented system in [6], two different ways of using the 
knowledge bases were implemented: consulting using concepts, where an individual 
specific investigation of one of the concepts is required; and consulting using scena-
rios, where the integration between concepts and knowledge bases, in order to obtain 
a configuration of the whole project of the offshore production system is required. 

4.1 Consulting Using Concepts 

The option of consulting using concepts for a specific knowledge base is useful when 
one is willing to find the concepts that represent the associated knowledge to one of 
the components of the OPS, notwithstanding the other components of the system. 
Whenever a concept is selected by the instantiation of one or more of its attributes, it 
is possible to find all possible configuration alternatives for this concept, according to 
the automatic instantiation of the attributes that were not previously chosen. 

Figure 5 shows a request to the placing of the question “Which should be the well 
arrangement for high depth reservoirs and horizontal wells?” and the generation of 
the possible concepts as an answer. 

4.2 Consulting Using Scenarios 

Consulting using a scenario module is shown in Fig. 6. In this module, given the ini-
tial instances of some attributes for any concepts of OPS, the instance of the other 
non-selected concepts is obtained, as well as all attributes related to the six concepts. 
This consulting allows the user to specify any initial parameters of OPS, crossing the 
information and relationships and receiving all complete possible scenarios as an-
swers, according to the pre-established rules stored in the knowledge bases. When one 
of the resulted scenarios is selected, the values (instances) of all parameters 
(attributes) for this scenario emerge in other form. 

Figure 6a represents the possible solutions to the question: “If manifold is not used 
in an offshore field and if the standstill production unit would be sub-submersible 
type, what are the possibilities of configuration for the rest of the processes (well 
arrangement, mooring system, riser, and oil transportation)?”. 
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Fig. 4. Simplified framework’s diagram of 
the decision-making tool for the OPS 

 

 

Fig. 5. Consulting screen using concepts 

 
The multiple scenarios for this kind of consulting mean that there are many confi-

guration alternatives for the oil production field, when a partial initial condition is 
given. For example, a pipe could be the best oil transportation system in different 
conditions when the shore distance is small or medium, notwithstanding the storage 
capacity of the production unit. This infers to the same instance of the concept ‘oil 
transportation’, according to the activation of rules in the knowledge bases. So, all 
these possible combinations are presented as answers and appear many times. The 
divergence between the conditions that have produced the same answers can be 
understood checking the instances of the attributes of a concept in each case. 

Because of this, the number of possible combinations is extremely high many 
times and the visualization and memorization of possibilities of different scenarios 
become difficult. In order to help the aggregation of results, the button ‘Summary’ 
(Resumo) in the tools’ main screen (Fig. 6a) presents a brief table (Fig. 6b) containing 
the resumed possible scenarios, without a repetition of terms, or in other words, 
without a redundancy of scenarios. 

5 Results 

The complete system was evaluated with 34 examples of installed oil fields around the 
world. The real configurations of the oil fields were compared with the suggested con-
figurations by the decision-making tool, obtaining 89.7% success with the same com-
ponents (matching equal concepts). The main observed discrepancies are due to the 
fact that the adopted methodology to implement the decision-making tool does not 
consider (governmental or corporative) policies and economical factors as decision 
criterions to built the rules and the knowledge bases to choose the components of an 
OPS. Only environmental and technical factors are considered for that. In this way, 
although a technical solution can be the most adequate for an oil field, the oil company 
can adopt another more economically viable one. 
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Fig. 6. Consulting screen using scenarios: a) Full screen, b) Screen of summarized scenarios 

Table 4. Parameters used to choose the components of the OPS 

Parameters Instances 
Reservoir area Big 

Reservoir depth Medium 

Well type Horizontal 

Number of wells High 

Diary well flowrate High 

Water depth Medium 

Environmental condition Mild 

Shore distance Medium 

Existence of infra-structure near to the field Yes 

Oil storage capacity of production unit High 

Table 5. Comparing results of suggested and real configurations of an oil field 

Concepts System Configuration Real Configuration 
Well arrangement Satellite Satellite 

Manifold Yes Yes 

Production unit FPSO Two Semi-submersibles and one FPSO 

Mooring system Conventional Conventional and Turret 

Riser Semi-rigid Semi-rigid 

Oil transportation Pipe Pipe 

A tested case example is presented here. This case is one of the 34 studied real oil 
fields. The parameters and instances considered in order to choose components of the 
known offshore production system are shown in Table 4. Using functionalities of 
chained structured queries in the decision-making tool and by sharing its results, the 
configuration of the offshore production system was defined. Considering the given 
parameters in Table 4, Fig. 4 shows the answer (satellite) for the query about well 
arrangement that was used to try to reproduce the real scenario. Table 5 presents the 
complete configuration obtained for all other components both by queries imple-
mented in the decision-making tool and the real configuration of an existing oil field.  

Some real oil fields have more than one production unit, because others units were 
introduced throughout time, according to the necessity and maturity of the field. The 
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decision-making tool suggests always just a single solution for an initial production 
system. Thus, the final results can many times be partially compatible. This factor 
explains in part the statistical results (hit = 89.7%) comparing suggested and real con-
figurations of OPSs for the six evaluated concepts. 

6 Conclusions  

The intelligent system has shown that frameworks help in the conceptual learning of the 
OPS model, exploring the context of the problem by making questions or consulting. 
This sheds light on the problem, allowing a wide visualization of its possible solutions. 
Thus, this knowledge-based system could be an additional tool to the teaching-learning 
process in the qualification of petroleum engineers in training to act in that area. 

The description of the OPS as a framework facilitated the combinations of the mul-
tiple knowledge bases that describe each inherent process to the decision-making 
about the choice of components of the production system. It permitted the unified 
access to the knowledge bases on the mapping of the used terms by the experts 
through a language and a common mean of communication that correlates the tech-
nical jargon among them. 

The modeling of reasoning based systems using framework applied to the con-
struction of knowledge bases has shown a significant and rather useful process for the 
formalization and in the representation of this problem. That encourages us to expand 
the complexity of the problem and to incorporate new requirements of the project in 
the system, such as, for example, adding economical factors to aid in the choice of the 
components of the production system, in order to make it more realistic. 
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Abstract. An offshore elements layout project consists of positioning
oil wells, manifolds and platforms in offshore areas, as well as routing
the pipelines that connect these elements. The design process involves a
set of restrictions, a great number of decisions and an infinite number of
design alternatives. This paper presents a new model to solve this prob-
lem based on combining two strategies: divide-and-conquer with Active
Design Document. The idea is to generate a great number of alterna-
tive solutions and include the user as part of the problem solving. We
developed a Computer Aided Design system based on this model, called
ADDSUB. The focus of ADDSUB is not to propose the optimum solu-
tion for exploring the field, but to assist designers to easily create and
analyze alternative solutions.

Keywords: pipeline design, offshore elements layout, intelligent
systems, petroleum industry.

1 Introduction

The exploitation of oil reserves is a complex and multidisciplinary task that is
vital to the petroleum industry. In an offshore field, the oil production flowlines
and associated risers represent the most expensive part of operating the field.
The flowline network is responsible for bringing the oil from a set of subsea wells
to onshore refineries. The offshore subsea elements include oil wells, manifolds,
platforms and pipelines. Arranging these elements to allow petroleum flow from
subsea areas to the land, maximizing oil production and minimizing construction
costs, comprises the project designer task.

Since elements, such as platforms, wells and pipelines, can be positioned in
any place of a 3D space, spatial reasoning is required to address the problem
domain. Additionally, the positioning of each design element restrains the po-
sitioning of the others and vice-versa, leading to a causal bidirectional graph
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G = (V,E), in which v ∈ V represents each decision and e ∈ E represents the
causal relation among decisions. Besides the dependencies among decisions, the
domain imposes a great deal of additional constraints such as avoiding pipeline
crossing, or avoiding subsea hazard areas. The problem-solving process involves
finding a set of parameter values (e.g., subsea elements positions) that satisfies
a set of constraints. This problem description calls for constraint satisfaction
methods. However, the infinite number of possible solutions combined with the
great interdependence among decisions make CSP non-feasible due to the NP-
completeness characteristic of the problem.

In this scenario, we tackle such a complex problem by proposing a model
that combines a divide-and-conquer strategy with Active Design Documents
(ADD) [6]. The main idea of our model is to decompose the problem graph
into sub-graphs, generate a number of alternative solutions for each sub-graph
and include the user as part of the problem-solving. The main advantage of our
model is that it allows the use of different algorithms for the alternative solution
generation, and the on-the-fly evaluation of the partial solutions. Another im-
portant feature of this model is that the algorithm for the sub-graph decisions
can discretize the continuum world on-demand and use parallel processing for
the time-consuming tasks.

We also developed an Intelligent Computer Aided Design system based on this
model, calledADDSUB, that has been deployed at a Brazilian petroleum company
to assist offshore designer to create a subsea design project. The focus of ADDSUB
is not to propose the optimumsolution for exploring the field, but to assist designers
to easily create and analyze alternative solutions to reach a very good one.

The remainder of this paper is organized as following. In the next sectionwe give
a brief description of the offshore pipeline design domain. In Sect. 3, we describe
our model, detailing how it solves such a complex problem. In Sect. 4, we show a
case study of our model in ADDSUB. In Sect. 5, we discuss some related work.
Finally, in Sect. 6, we present our conclusions and proposals for future work.

2 Domain

The main components of a subsea arrangement project are:

– offshore area: the seabed topography and hazards.
– reservoirs: subareas that previous studies (like seismic interpretation) esti-
mate to contain oil.

– wells: produces oil from the reservoir to the platform.
– platforms: receives oil from the wells, processes it and exports to the land.
– manifold: equipment that interconnects a set of wells to the platform, reduc-
ing the number of pipelines entering the platform.

– pipelines: transport the oil from the wells to the platform. Can be rigid or
flexible. Flexible pipelines are more stretchable for turns.

In an arrangement project, the offshore area to be explored, the reservoirs, and
the platforms are predefined components. The development of the project con-
sists of defining the number of manifolds to collect the oil, the placement of
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Fig. 1. Subsea arrangement model

each manifold, the placement of each well in the reservoir, the placement of each
platform in the area, and the route of the pipelines.

There are a number of constraints that arrangement project must consider
such as the pipelines cannot cross to each other, or a platform cannot be placed
at too deep or too shallow water, among other restrictions.

The focus of a subsea arrangement project is to maximize oil recovery while
minimizing the overall cost of the project. The overall cost of an arrangement
project is summarized by the cost of the equipments installed, platform, mani-
folds, pipelines. What drives the difference in the arrangement solutions is the
overall cost of the pipelines. Finding a minimum cost solution is a challenging
task since a project has a combinatorial number of design possibilities to be
assessed. In fact, the dimension of the search space of potential solutions for the
arrangement is intractable, if we consider all the possibilities for the positioning
of platforms, wells, manifolds and pipeline routing.

3 Intelligent Subsea Elements Arrangement Model

The model we propose to deal with the highly complex and connected problem
of the subsea arrangement is described in Fig. 1. The problem is modeled as
a bidirectional graph G = (V,E), where v ∈ V represents one decision of the
problem, for example, positioning the platform, and e ∈ E represents the causal
relation between decisions. For example, if there is and edge from v1 to v2, then
decision v2 must follow decision v1. The graph G is divided by the Divide-and-
Conquer module into sub-graphs of higher level decisions, and a causal relation
network is also defined to determine a sequence at which the sub-graphs are
reconciled.
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Currently, our model divides the subsea arrangement problem into the follow-
ing sub-graphs higher level problems:

1. Wells clustering
2. Hierarchical wells clustering
3. Elements positioning (Platform, Manifold and Well Positioning)
4. Pipeline routing

Each of these sub-graphs comprises a series of decisions, and, in the following
sections, we describe these decisions in detail. Each sub-graph is solved sepa-
rately by the ADD module. The ADD module is responsible for managing the
alternative solutions generated by the Alternative Generator module for the par-
tial problem presented, and for managing the user interaction that validates or
modifies the partial solution generated. The Alternative Generator module can
apply a number of different algorithms for the same problem. The alternative so-
lutions will be evaluated on-the-fly and the user interaction will provide feedback
on the solutions presented. In addition, Alternative Generator module applies
parallel processing in order to further improve the speed of the solution finding.

Despite the great number of alternative solutions evaluated by the ADD mod-
ule, to avoid staying stuck in local optimums, our model has a Reconciler module.
This module uses the causal relation network to recompute the order at which
the partial solutions are generated. The Reconciler uses the causal relationship
among the sub-graphs to integrate and adjust the set of partial solutions to
generate the complete subsea element arrangement design.

3.1 Wells Clustering

When the offshore area is to be explored by more than one platform, this sub-
graph determines the groups of wells that will be explored by each platform. It
involves solving a clustering problem.

As the number of platforms to exploit the area is previously defined, we use the
well-known K-means clustering algorithm [10] to perform this grouping. Since
the wells are not yet positioned, they are considered to be located at the center
of the reservoir. The K-means algorithm split the wells into exactly k groups.
The algorithm keeps track of the centroids of the groups, and works in iterations.
Initially, the algorithm determines k random centroids for each group, and then
iteratively refines the groups as follows:

1. For each well wi, find the centroid that is closest to wi, and assign wi to the
group of this centroid.

2. Update the centroid of each group based on the new constituent elements.

The algorithm terminates when there is no further change in the assignment of
wells to groups.

After the clustering, the algorithm to assign a platform to a well group tests
for each group G and each platform Pi, if the capacity of Pi complies with the
sum of all the wells wi ∈ G productive capacity.
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3.2 Hierarchical Wells Clustering

If manifolds are used to collect the oil from a set of wells, and send the oil to
the platform, the wells clustering has to be done in a hierarchical fashion. After
the first clustering, the wells are clustered again into subgroups that represent
which wells will drain the oil prior to a manifold and then to the platform.

Since the number of manifolds is unlimited, we use an hierarchical cluster-
ing algorithm that recursively finds clusters in agglomerative mode [12]. The
algorithm starts with each well being its own cluster, and does not require the
number of clusters to be known in advance. At each step, the algorithm decides
which clusters should be joined. The criterion for merging the cluster is to merge
the closest pair of clusters, where “close” is defined by the measure of cluster dis-
tance. The merging steps stops when no more clusters are merged. We included
a threshold for merging two clusters in order to comply with the constraint of
the maximum distance of a manifold and a well. When no more merges are per-
formed, the algorithm stops. After the subgroups are defined, they have to be
further adjusted in order to conform with the constraints that a manifold cannot
be located at more than 1500 meters distant to the wells and that a manifold
collects oil from a limited number of wells.

3.3 Elements Positioning

This sub-graph deals with finding the best position for a platform, a manifold
and a well, that is fundamental to the oil flow and to the pipelines length. The
algorithm to position one of these elements is based on the discretization of
the search area. The search area is discretized into a grid of q points, where the
distance d between qi and qj is a system parameter.

The basic algorithm for an element positioning works in two stages. First, for
each point qi in the set, the algorithm computes if placing the element in qi is
viable. The viability test depends on the constraints imposed by the element in
the search area. Then, for each viable qj position, the algorithm computes the
cost of routing the pipelines, considering the obstacles (hazards, anchors, etc), to
qj . The viable point with the smallest cost is chosen to be the element position.

For the platform positioning, the search area is defined as the bounding-box
area that covers all the area where the reservoirs are located plus an extended
area. The viability test performs two checkings at qi: the water depth and the
anchorage position. There is a minimum and a maximum water depth that each
type platform can be placed, and the water depth of the platform cannot be
smaller than the water depth of all the wells of the group. The anchorage of the
platform cannot intersect with any other element or seabed hazards.

For the manifold positioning, the search area is also a bounding-box area that
covers the reservoirs in the manifold subgroup. The viability test has to consider
the constraints that the manifold cannot be placed over seabed hazards, the
wells that connect to a manifold cannot be more than 1500 meters distant to the
manifold, and the manifold cannot be placed over the platform anchorage area
or the platform restriction area.
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For the well positioning, the search area is defined as the reservoir area, and
the viability test has to consider that a well cannot intersect any seabed hazard
or any other element.

3.4 Pipeline Routing

Pipeline routing is a critical part of the subsea arrangement. The algorithm to
determine the route of each pipeline projects the wells and the seabed onto a
2D space. The route of a pipeline has to consider the following constraints: the
pipeline cannot intersect with the hazards, the pipelines cannot make arbitrary
curves, the pipeline cannot cross other pipelines or other elements (wells, mani-
folds, platform anchorage). The hazards and the other elements are considered
obstacles to the routes and are projected onto the 2D space as polygons. The al-
gorithm to determine the route is based on robot path planning [11]. The robot
path planning algorithm consider the case of a robot moving among a set of
disjoint polygons S in the plane. Given a start position, pstart and a final posi-
tion pgoal, the algorithm computes a shortest collision-free path from pstart to
pgoal. To compute this shortest path the algorithm first builds a visibility graph,
GV (S). The vertices of GV (S) are the vertices of S, plus pstart and pgoal. There
is an edge between the vertices u and v if they are visible from each other, that
means, if the segment uv does not intersect any obstacle in S.

After GV (S) is build, we do not use the well-known shortest path algorithm
Dijkstra algorithm. Since Dijkstra is a greedy algorithm, we cannot implement
the further restrictions such as the pipelines have a minimum allowed curvature
radius. To solve this problem, we use a dynamic programming approach. We
employ an algorithm similar to the Bellman-Ford algorithm [1,5]. This algorithm
can be easily adapted to conform with the project constraints. The shortest path
algorithm starts by finding, for each node v, the shortest path to t that uses at
most 1 edge, or write down ∞, if there is no path. If for all v, the length of the
shortest path to t that uses i − 1 edges is solved. The shortest path that uses i
edges will first go to some neighbor x of v, and then take the shortest path from
x to t that uses i − 1 or fewer edges, which is already solved. So, at each step,
the minimum is taken over all neighbors x of v, accounting that a solution for
the smaller problem is computed and the restrictions are satisfied.

Another decision concerning the pipeline routing is the order at which the
pipelines are routed. Since two pipelines cannot cross each other, when a route
is traced from the well wi, this route can obstruct the route from the well wj .
So, the order at which the wells are chosen to trace the routes is fundamental
for the overall length of the pipeline network. However, for a set of W wells,
there are |W |! number of orderings for the wells, which is intractable. In this
way, we propose some heuristics for generating different orderings for the wells.
The order that leads to the routes with the smallest cost is chosen.

The heuristics we used to generate different orderings performs a rotational
line sweep. We define a half-line ρ, rotate ρ, and as ρ intersects a well wi, it is
inserted in the sequence S. Different heuristics are created with this method.
The difference between them are: (i) the definition of ρ: it starts in the center of
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the platform and passes through the center of the bounding-box that encloses
all the wells, or it is a vertical line crossing the platform, (ii) the division of the
sequences: ρ can divide the wells into two sequences, S1 and S2, or the wells
can be considered all in the same sequence, S, and (iii) the sweeping direction:
clockwise, or counterclockwise.

3.5 Parallel Processing

Some of the algorithms included in the sub-graphs involve a huge amount of
computation. Consequently, they require parallel processing to provide interac-
tive results. The parallelization strategy employed exploits data parallelism by
dividing the data into disjoint sets and assigning the computation of each set to
a different processor. In this parallelization strategy, all the processors execute
the same algorithm, but on different part of the data. For the positioning algo-
rithms, this mapping is straightforward, for an area discretized with q points,
and n processors, each processor will compute the subset of q/n points. For the
routing algorithm, each processor will compute the route for a subset of the
orders generated by the heuristics.

3.6 Solution Reconciling

Since each sub-graph separately solves only part of the problem, we define a
causal relation network to determine a sequence at which the sub-graphs are
solved to produce the complete solution. The dependency network follows the
sequence shown in Sect. 3. However, the dependency network cannot be uni-
directional, because the order at which each sub-graph is computed affect the
overall result. For example, we define the routes of the pipeline after the wells
are positioned, but the route of one pipeline obstructs the route of the others.
So, sometimes after the route is traced, it would be better to place the well at
another position.

In this way, the dependency network is bidirectional to allow backflow in the
network. This backflow will guarantee the recomputation of the sub-graph in a
different order to search for a better solution. The Reconciler module can be
explicitly required by the user, and can be an iterative procedure, where the
user defines the number of reconciler steps to be performed. In a reconciler step,
we take into account all the previously computed sub-graph results and try to
compute a better solution using the reverse order of the sequence of sub-graph
computed in the previous iteration.

4 Case Study

We have implemented our model in an Intelligent Computer Aided Design sys-
tem, called ADDSUB, that was developed in C++. ADDSUB has been deployed
at a Brazilian petroleum company to assist offshore designer to create real-world
subsea design projects. ADDSUB also provides a sophisticated graphic interface
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to allow the user to interact with the partial solutions provided. In this way,
ADDSUB merges the designer experience with the capacity of the computer in
searching for different alternatives.

ADDSUB is producing real advantages in terms of providing the designer a
large number of project alternatives, all of them with a detailed explanation of
the costs and the restrictions involved. The designer can save the alternative,
or move around the elements positioned as needed. All the modifications can be
stored and the user has on-the-fly evaluation of the modifications made.

For confidentiality reasons, we cannot provide data from real projects being
developed under ADDSUB, but we can illustrate the behavior of ADDSUB using
a fictional production field. The idea of this case study is to illustrate the benefits
of ADDSUB in dividing the problem into sub-graphs, generating a number of
alternative solutions and reconciling them with a global model.

Consider the offshore area and the reservoirs described in Fig. 2. If these
reservoirs are to be explored by two platforms, the first sub-graph of ADDSUB
proposes the grouping scheme presented in this figure. Each color represents
a different group. In Fig. 3, we show the solution proposed by ADDSUB to
platform positioning. For the manifold sub-graph, the algorithm found only one
spatial cluster that comply with the systems constraints. The manifold is po-
sitioned according to Fig. 4. The route of the pipelines are traced as shown in
Fig. 5. When a obstacle is inserted in the area, ADDSUB has to recompute
the pipeline routes as shown in Fig. 6. However, this solution can be further
improved, and Fig. 7 shows the result of the reconciling module.

Fig. 2. Grouping Fig. 3. Platforms placing Fig. 4. Manifold placing

5 Related Work

Most of the available literature in the design and planning of infrastructure in
oil production field deals with mathematical models for calculating the number
of production platforms, their capacities, and the scheduling of well perforation.
The problem has been initially presented by Devine and Lesso [4] that proposed
a mathematical programming formulation for the development of offshore oil-
fields at minimum cost. Garcia-Diaz et al. [7] presented a network representation
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Fig. 5. Pipeline routing Fig. 6. New routes Fig. 7. Reconciled

for the same problem and proposed a Lagrangean relaxation solution method.
Iyer and Grossmann [9] proposed a decomposition algorithm originally designed
for process network optimization that solves part of the design problem in the
reduced space of binary variables to determine the assignment of wells to plat-
forms. Ierapetritou et al. [8] solved the problem of optimal vertical well locations
using mixed integer and linear programming. Carvalho and Pinto [3] proposed
an optimization model based on mixed-integer program to determine the exis-
tence of a given set of platforms and their potential connection with wells. None
of these approaches, however, focus on the pipeline design.

In terms of the pipeline design, the work by Brimberg et al. [2] concentrated
only on the configuration of the network and sizes of pipes used, the problem
is expressed as a mixed-integer program, and solved both heuristically by Tabu
Search and Variable Neighborhood Search methods and exactly by a branch-and-
bound method. The works by Paton et al. [13] and Strandgaard [14] presented
interactive 3D tools for pipeline routing. These tools, however, do not compute
the route, they only allow the designer to draw the route on the seabed and
adjust it as needed.

6 Conclusions

Our contribution consists of proposing a new problem-solving model to deal with
the infinite number of possibilities in the offshore subsea arrangement elements
design domain. Our model combines the divide-and-conquer with the Active De-
sign Document strategies and includes the user into the problem-solving scheme.

The problem domain search space can be represented as a dense causal bidirec-
tional graph in which each design decision influences the other decisions. Experts,
in general, do the work mentally and come up with an entire solution at once.
Our model breaks this graph into sub-graphs and solves them individually. As
the sub-graph solutions are built, the system presents to the users for validation
and acceptance. This interaction puts the users as part of problem-solving strat-
egy. After building the partial solution, our model allows the solution reconciling.
This reconciling step change the dependency direction of the causal network try-
ing to adjust previous decisions. Since users can also change the solution or part
of it, they act preventing the model to get stuck into local optimum.
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Our model is being tested on top of a Computer Aided Design system we
developed, called ADDSUB, currently in use at a Brazilian petroleum company.
We are measuring ADDSUB solution quality in terms of costs, the amount of
changes users have to do to reach a good solution (user effort) and the task
duration with and without ADDSUB assistance (project duration). We expect
ADDSUB will lead less expensive projects, easily modifiable and fast developed.

Further work consists of generalizing our model to other domains represented
as bidirectional dependency dense graphs. We are also interested in comparing
solution quality and processing complexity with other search strategies, such as
genetic algorithm, to deal with local optimums.
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Abstract. Due to the imminent danger involved in the petroleum oper-
ation domain, only well trained workers are allowed to operate in offshore
oil process plants. Although their vast experience, human errors may hap-
pen during emergency situations as a result of the overwhelmed amount
of information generated by a great deal of triggered alarms. Alarm de-
vices have become very cheap leading petroleum equipment manufactur-
ers to overuse them transferring safety responsibility to operators. Not
rarely, accident reports cite poor operators’ understanding of the actual
plant status due to too many active alarms. In this paper, we present
an alarm management system focused on guiding offshore platform op-
erators’ attention to the essential information that calls for immediate
action during emergency situations. We use a multi-agent based approach
as the basis of our alarm management system for assisting operators to
make sense of alarm avalanche scenarios.

Keywords: multi-agent systems, emergencies, alarm management, oil
industry, fault detection, sense making.

1 Introduction

Alarm management in emergency scenarios has become a topic of great con-
cern in different economic sectors, such as nuclear, aeronautics and offshore oil
industry, due to the frequent accidents occurred in the last decades caused by in-
appropriate alarm management systems. Although great effort has been devoted
to plant’s automation and cheap alarm device development, operators play an
important role mastering all information and adjusting equipments’ behavior as
needed. The observations of our research are domain independent, but, in this
paper, we focus on the offshore oil process plant domain.

An alarm informs operators of the process plant unit’ status and might require
immediate action. As the safety norms become more stringent and sensor devices
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become inexpensive and easier to embed, manufacturers have overused installing
alarms into their equipments. Trained operators handle pretty well few, but
not many, alarm information at a time. During a non-planned process plant
shutdowns, operators face an avalanche of alarm information, frequently over
1000 alarms/minute, that must be understood, prioritized and reasoned to decide
upon which action, if any, to take. This information overflow has been related as
one of the major cause of several serious accidents in the last decade, such as the
Mildford Haven refinery accident in the UK, on 24 July 1994, which resulted in
a loss of 48 million pounds and two months of non-operation. The report of the
Health and Safety Executive department [4] has identified as the accident cause
the refinery operators’ inability to identify what was really happening behind the
large number of triggered alarms generated. The accident could be avoided if the
alarm system had identified the cause of the problem, sorted alarm information
and displayed only the most important ones so that the operator is able to act
properly.

A process plant of a petroleum offshore unit is a complex artifact composed
of independent equipments which interact with each other to receive petroleum
from subsea reservoirs; treat it and export gas and oil to land refineries. Each
equipment behaves and reacts to accomplish its own goal, such as compress gas or
treat oil, but maintaining its behavior within the safety functioning range. Sen-
sors and actuators are essential devices embedded in the equipments to monitor
or control their behavior, respectively. These complementary devices are orches-
trated by the process plant automation system that receives sensors information
and triggers actuators actions, such as closing a valve.

Inspired by the distributed and encapsulated aspect of the process plant ar-
tifact physical model, we proposed a multi-agent-based alarm management sys-
tem to synthesize the process plant situation during emergency situations. Each
agent represents an equipment that understands about its expected and unex-
pected behavior within the process plant. During emergency scenarios, alarms
related to expected behavior can be suppressed to lead operators’ attention to
unexpected behavior. Distinguishing expected from non-expected behavior dur-
ing emergency scenarios and using this information to filter what to display to
operators is the basis for our intelligent alarm management system proposal. In
addition to proposing a model, we have implemented a prototype version and
tested it in a controlled environment. We are currently deploying a version of the
system to work within a Brazilian offshore petroleum process plant unit. The
rest of the paper is structured as followed. The first section presents related work
in the area of alarm management systems, focused on offshore oil process plant
domain. Next, our multi-agent alarm management system is laid down, followed
by a case study. Results are presented and a conclusions are outlined.

2 Related Work

We see three strategies to face the problem of information overflow: 1) mitigate
wrong decisions, 2) predict problems to avoid avalanches and 3) real-time anal-
ysis of the avalanche to filter unimportant alarms and automatically diagnose
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problems. We propose the third strategy. Firstly, because mitigate bad decisions
is not always possible or economically feasible for obvious reasons. Secondly, pre-
dictive methods are usually based on labeled examples or mathematical models
which were not available. Moreover, predicting of problems could not avoid all
shutdowns and, therefore, it would still be necessary to manage emergencies.
Most existing alarm management approaches focus either on post-crisis informa-
tion analysis (first strategy) or on more automation procedures (second strategy)
[3,9,11]. None addresses the challenge of assisting operators to make sense of the
situation DURING crisis scenarios.

Since our goal is to provide assistance during crisis, our system must be
designed as a real-time application. We have investigated many different ap-
proaches in different industries (oil and electric power), such as conventional
centralized structures [1,5,12,13], decentralized applications [2] and multi-agent
system [3,6,8,9,11], but the last approach the best results concerning response
time and flexibility to grow the application.

3 MAS for Alarm Management System

An emergency shutdown (SD) in a process plant unit is a safety measure, in
general, triggered by automation systems (AS) to protect the equipment, the
system, people operating the system and the environment. Each SD triggers a
set of events designed by the automation designers to protect the unit. For exam-
ple, during a shutdown of a specific equipment, it is expected that this equipment
be contained and isolated from the rest. In order to accomplish these effects, the
automation procedure imposes the closing of upstream and downstream valves.
When shutting down a system or even the entire unit, many more events should
be triggered. Of course, these events interact with each other and further au-
tomation procedures must specify the desired interactions. At the same time
sensors monitor parameters’ values for undesirable situations, sometimes these
undesirable situations are the expected ones. For instance, a fast pressure drop
downstream a pump might represent a pump cavity danger. However, the same
information when associated with a pump turn-off means a correct and desir-
able behavior. As noted, in an emergency situation, a great deal of information
is generated. It is extremely useful to establish priorities to set which alarms are
actually important to be displayed to operators.

This scenario is very suited to agent architecture: each equipment, system or
even a component can be modeled as autonomous agents. A sensor would be an
agent, as well as valves, pumps, compressors, etc. An agent must know the effect
of its good or ill behavior. If something unexpected occurs the agent can report
the problem together with alarms which support its conclusion. But, there could
be other agents which would be responsible for more complex diagnoses that
could be based on the reasoning of other agents. For example, a vessel would be
considered contained if all inlet and outlet valves are completely closed. In this
case, each valve corresponds to a different agent responsible for diagnosing the
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actual state of the valves and the vessel to an agent responsible to diagnose the
actual state of the vessel. The vessel agent reasoning rests on the diagnoses of
the valve agents.

The differences between configurations of process plants is another key aspect
which points towards the agents technology. Although the set of equipments of a
process plant can not be dynamically changed, it can be changed over time or op-
erated with different sets of active equipments. Moreover, two petroleum offshore
units can be very different in terms of its process plant. Once Oil companies have
to manage many different petroleum offshore unit, systems for asset management
and control should be easily configurable and scalable. Agents technology per-
fectly fits in this kind of engineering problems due to the main characteristics of
agents: autonomous reasoning, proactivity, configurability and scalability. Dur-
ing the years researchers have come to the conclusion that reactivity is also a
very important characteristic that an intelligent agent should possess [7]. Reac-
tivity is suitable for changing environments performing an appropriate response
to some changes which have been recognized and perceived [10].

The objective of our approach is to work as an alarm information filter, receiv-
ing and sorting information sent by the automation supervisor system (AS), dur-
ing a serious non-planned process plant shutdown, called here simply as STOP.
This STOP situation causes an avalanche of alarm information. It is humanly
impossible for process plant operators to understand not only what is happening
with the process plant, but also, and more importantly, if it is being moving to
a safe state, i.e. if the plant is properly being turned off. Thus, our proposed
system can be seen as a assisted-stop system. The operator should only receive
information related to unexpected alarms or danger degree escalation that may
compromise the safety of the unit.

3.1 MAS Architecture

The Agents paradigm provides an excellent modeling abstraction for our in-
telligent alarm management system due to agent’s human-like characteristics,
including reasoning, proactivity, communication and adaptive behavior. More-
over, Alarm Management Systems in Emergency Situations beg for technologies
that are transparent, so that the functional behavior in an emergency situation
can be easily understood by operators.

Our model, illustrated in Fig. 1, represents an intelligent support system for
alarms management in an offshore oil production domain. The MAS architecture
is composed of four types of agents: Environment Agent, Automation Agent, Log
Handler Agent, Log Analyser Agent and Blackboard Agent. The agents main
functionalities are the following:

– Environment Agent: This agent monitors information from nature. It also
manages information regarding the Oil Production Platform status such us
the identification of a SD.

– Automation Agent: Automation System (AS). Events and alarms con-
tinuously monitored and identified by sensors embedded in the equipments
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Fig. 1. Multi-Agent Architecture

are sent to the automation system (AS). Later, the AS triggers Actuators
(pumps, valves, compressors, etc.) for actions (open/close, turn-on/turn-off).
This agent creates a log of events which are sent to the Log Handler Agent.

– Log Handler Agent: This agent reads and parses the log of events in the
blackboard to create structured information that can be further analyzed.

– Log Analyser Agent: This agent is actually a set of agents. Each agent
understands about a equipment. Each agent selects, from the structured
information stored in the blackboard, only the information that concerns its
expertise. Its knowledge is written in terms of production rules describing
expected and unexpected behaviors. Expected behaviors triggers an alarm
information suppression action, that means an information removal from the
blackboard.

– Blackboard Agent: This agent handles information that will be displayed
to operators. It must handle information synchronization since many agents
are reading and writing into its structure. It invokes the GUI where alarms
information are shown to the final operator.

3.2 Ontology

We model the process plant domain using an ontology that emphasizes the com-
ponent and monitoring characteristics of the artifact. Modeling this environment
involves representing entities and relationships among these entities. The main
concepts of the ontology and its description are as follows.

– Equipment: It is a component of a process plant.
– Actuator: It is a device, such as valves, pumps and compressors, which

controls the equipment behavior.
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– Equipment behavior: It represents the way the equipment behaves in
order to achieve a desired functionality. Equipment behavior is measured
through sensors.

– Event: It is an action over the actuators that might causes a change in the
state of the alarm. For instance, the event ”close” over the actuator ”valve”
should cause a decrease on oil flow in the pipeline.

– Alarm: It represents an abnormal state of the equipment behavior. The
possible values are High (H), Very High (HH), Low (L) or Very Low (LL).
HH and LL leads to equipment and even the entire unit shut down

– Sensor: It is a device that measures control variables.
– Control Variable Status: It indicates the variation of a measurement. A

control variable status indicates for instance if the temperature is increasing.

An equipment is part of a process plant. Equipment achieves its goals though a
set of behaviors such as oil level, pressure, temperature and flow that are moni-
tored by sensors. Alarm is a special type of sensor that indicates an equipment
behavior overtake danger threshold values. There are four types of alarms: Very
high, high, low and very low alarm. There is also analogic sensors that measure
the exact value of a given behavior. Automation controls equipment behaviors
though events changing actuators status such as pump turn-off. Valves, pumps
and compressors are examples of actuators.

3.3 Stored Procedures

The automation agent continuously harvest data from environment agents to
identify emergencies and trigger shutdowns. It also sends harvested data to the
Log Handler agent in the form of text messages.

The Log Handler agent interprets data from the automation system, filters
useful data and publishes treated data in a blackboard which is stored in a re-
lational table (see Fig. 2.a). Log Handler agents are platform specific because
the syntactic rules of messages may vary between offshore units. It discards
repeated messages, extracts structured data from unstructured messages, vali-
date chronology of messages and identify the element (valve, pump, etc.) that
messages refers to.

There are one analyser agent for each environment agent that should be mon-
itored, i.e. a valve has a corresponding analyser which diagnoses its failures. If
the valve does not close or open when it should do, its analyser publishes diag-
noses and suggestions of actions to operators in the blackboard. The blackboard
agent, then, filters what is important.

The rules are propositional implications in the conjunctive normal form where
each clause states variable transitions or states of alarms, actuators and variables.
It is stored in a relational table (see Fig. 2.b) as well. The inferences currently
done are checking of actual state of valves, pumps, compressors, etc. and danger
degree escalation. Danger degree escalation is when fire or gas leak happens
in the same area of the initiator of the SD. The inferences of each agent can
be accomplished through a set of relational operations over the two mentioned
relations as shown in Fig. 2.c.
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Fig. 2. Agents processing

The rules for all agents are fed by automation experts though a special knowl-
edge acquisition interface (not included in the main model) and stored in the
knowledge-base. There are two types of rules: those depending only on the sta-
tus of each equipment behavior and those that depend on a combination of
equipments’ behaviors. Therefore, there is a rule chain.

The log handler, analysers and blackboard agents are all implemented using
stored procedures. This strategy allows for the designer of the system to easily
distribute processing as needed taking advantage of database replication. To do
so the designer has to setup the replication of the blackboard and rules relations
and distribute the analyser agent procedures across the database replicas as
needed. The log handler and blackboard agents can also be duplicated to increase
robustness and decrease the probability of data loss of event log.

4 Case Study

Now we are going deeper into more details about the agents behavior. The
environment and automation agents will not be covered because they do not
differ from existing automation systems. As example of how to automatically
manage alarms consider an atmospheric separator SG1 (see Fig. 3), which is
part of a process plant. It is an equipment is which petroleum is separated into
oil and gas. It is equipped with three sensors and four alarms that keep track of
the level inside the vessel and a valve SDV1 (see Fig. 3) in the oil outlet of SG1.
The sensors and alarms of the separator detect and indicate if the level is very
high, high, normal, low and very low. When level is very high or very low the
automation system triggers a shutdown, i.e. the AS takes a set of actions that
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Fig. 3. Agents processing

stops the production process of the platform. One of the actions is to close the
SDV1. It may happen that, because of the wear of the valve or malfunctioning
of closing mechanism, the valve closes but do not completely seal the oil outlet
or even do not close properly as commanded by automation system.

Then, the alarmmanagement systemhas to extract fromoperational data (event
logs) clues that could indicate that the valve is closed after a shutdown is initi-
ated, otherwise the platform would be in an unsafe state until the valve is closed.
Of course therewill be other actions such as close the inlet valve of oil and the outlet
valve of gas, but this actions will be monitored by other agents similarly.

Analysing the schema of the separator it can be seen that if the valve is closed
it is unexpected that the valve will not declare itself closed. In the platform
control system which we were dealing with all actuators declared its state. It
is unexpected, as well, that the level inside SG1 will decrease. On the other
hand, it is expected that the level will not decrease, i.e. will increase or maintain,
depending on the state of the inlet valve. It is expected that pressure downstream
SDV1 (see Fig. 3) decreases as well. The agent can then reason on observations
of what is unexpected and expected and diagnose what is the actual state of
the valve. If nothing unexpected has happened and everything expected have
happened then the valve would be considered closed otherwise it might be open.

We propose to specify both unexpected and expected behavior rules. To better
understand why, note that in the previous example the valve could be partially
open, but an inlet flow could be compensating an outlet flow so that the level
remains the same, i.e. the level will not decrease as unexpected behavior rules
require. In this case, valve opening would only be detected by checking pres-
sure downstream the valve in the expected behavior rule. Moreover, in terms
of knowledge acquisition to configure reasoning rules of agents this approach
facilitates one to remember what should be checked. If we want to assure that
something was done it is natural to think in terms of what was unexpected and
expected to happen.



720 A.C.B. Garćıa et al.

The Log Handler agent receives messages from the automation agent, interpret
them and publish in the blackboard the state transitions of the elements. Fig. 2.a
is a snapshot of the blackboard. Notice that the valve SDV1 is closed and that
the level inside SG1 decreased. It is an unexpected behavior because it means
that level inside SG1 decreased, but if the valve was properly closed the level
could not have decreased.

The reasoning rules can be stored as in Fig. 2.b in a relational table. The first
two lines represent the unexpected rules for SDV1 analyser agent (UB means
unexpected behavior) and the next two represent the expected rules (EB means
expected behavior). Figure 2.c shows the set of relational operations on the
blackboard and rules relations which are processed by the SDV1 analyser agent
to detect that the valve is actually open. The agent then corrects the state of
the valve on the blackboard and adds the information about the alarms which
led to the conclusion.

We have tested the system in an environment where the automation agent
generated up to 30 messages/second during a shutdown and that there was 200
analyser agents. The measured load capacity of the log handler agent was 40
messages/second and the average processing time for each analyser agent was 7
milliseconds.
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Fig. 4. Results. Alarms suppressed

Figure 4 shows the results of the analyses of data from 9 SDs. The last column
represents the percentage of alarm suppression. As shown, there are scenarios of
93,76

5 Conclusions

In this paper, we have presented an alarm management system that provides a
solution for improving operators’ situation awareness during emergency situa-
tions in offshore oil platforms. Oil process plant is a complex artifact composed
of independent subparts that interacts with each other. The results of initial
experiments run in our research lab using actual data information coming from
SD scenarios have shown that only 6 percent of the total of the alarms were vi-
sualized to the operator which is an outstanding result. Additionally, operators
confirmed that the suppressed information was unnecessary.
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Abstract. Presenting relevant information via web-based user friendly interfac-
es makes the information more accessible to the general public. This is especial-
ly useful for sensor networks that monitor natural environments. Adequately 
communicating this type of information helps increase awareness about the 
limited availability of natural resources and promotes their better use with sus-
tainable practices. In this paper, I suggest an approach to communicating this 
information to wide audiences based on simulating data journalism using artifi-
cial intelligence techniques. I analyze this approach by describing a pioneer 
knowledge-based system called VSAIH, which looks for news in hydrological 
data from a national sensor network in Spain and creates news stories that gen-
eral users can understand. VSAIH integrates artificial intelligence techniques, 
including a model-based data analyzer and a presentation planner. In the paper, 
I also describe characteristics of the hydrological national sensor network and 
the technical solutions applied by VSAIH to simulate data journalism. 

Keywords: sensor networks, automated data journalism, intelligent knowledge-
based system, multimedia-presentation system, computational sustainability. 

1 Introduction 

Sensor networks for monitoring natural environments usually generate important data 
that many potential users can use. Monitoring water in natural environments can help 
different types of users (e.g., municipalities, civil protection, consultants, scientist 
researchers or educators) make decisions related to agriculture, hydroelectric energy 
production, flood risk or climate change. 

In general, it is important to communicate this type of information appropriately to 
increase the awareness of the limited availability of natural resources (i.e., water) and 
promote their better use with sustainable practices. It is thus useful to have web 
applications that make the information more accessible to the general public. 
However, these applications are often difficult to use because they present low-level 
information without adequate data interpretations and explanations. 

In this paper, I describe an approach to improve communicating this type of 
information to wide audiences. This approach is based on data journalism, a 
professional practice in which journalists look for news in databases (usually online 
databases) and create a story understandable and useful to the general public. 
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I suggest the idea of using artificial intelligence techniques to simulate data 
journalism and improve sensor data communication. I analyze this approach by 
describing a pioneer system called VSAIH, which looks for news using hydrological 
data from a national sensor network in Spain and creates news stories that are 
potentially useful to different types of users. VSAIH integrates artificial intelligence 
techniques, including a model-based data analyzer and presentation planner, to 
generate descriptions. 

The remainder of this paper describes a national hydrological sensor network. I 
then describe how VSAIH simulates data journalism to communicate hydrological 
information from the sensor network. 

2 A National Sensor Network 

In Spain, there is a national hydrological sensor network called SAIH (SAIH is the 
Spanish acronym for Hydrological Automatic Information System) [6]. The SAIH 
network measures real-time hydrological data using thousands of sensors 
geographically distributed in rivers and basins in Spain. SAIH is a mature 
infrastructure that has collected hydrological data for over 20 years. 

 

 

Fig. 1. Web application of the Ebro basin (provided by the Confederación Hidrográfica del 
Ebro in Spain) 

The entire SAIH network is divided into nine sub-networks according to the main 
basins in Spain (e.g., Ebro, Tajo, Júcar). There are nine control centers in Spain, one 
for each sub-network. The information is recorded periodically and sent to the control 
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centers (e.g., every 30 or 15 minutes). Control centers process and store the data in 
local databases. The Ministry of Environment of Spain coordinates the control centers 
and integrates the recorded data into a global database.  

The SAIH system includes the following main types of sensors: pluviometers to 
measure rainfall at a certain geographic place, flow stations to measure water flow in 
river channels, level stations located at reservoirs or at river channels to measure the 
water level and volume stations located at reservoirs to measure the volume of stored 
water. The SAIH network also includes other sensors (e.g., sensors for gates in 
reservoirs, snow level) and telecommunication devices (e.g., radio emitter-receiver 
systems, optical fiber networks). 

Because many users can use the data recorded by the SAIH network, the Ministry 
of Environment of Spain and the local governments related to the control centers 
created open web applications to help users freely consult the data. Figure 1 shows an 
example of a web application for one of the nine SAIH sub-networks (the Ebro basin). 
This screen shows a map of the Ebro basin where a user can consult real-time data 
about water flows and levels in rivers. It uses natural and intuitive presentations with 
graphics (usually maps and 2D charts for time series). 

However, this type of web application presents some limitations when 
communicating information to general users. One main limitation is that the 
information is normally presented at sensor level, so it is difficult to have an 
aggregated view. The user must search sensor-by-sensor, consulting individual time 
series. It is difficult for the user to see the aggregated behavior of related information 
(e.g., temporal evolution of rain and related water flows). The web application also 
assumes that the user is familiar with hydrological measures and operations with 
graphical user interfaces to consult the data. 

3 Simulating Data Journalism 

The concept of data journalism [3, 11] identifies a type of professional practice in 
which human journalists look for news in databases (e.g., analyzing quantitative data 
from online databases). In general, journalists are experts at looking for news and 
writing stories using particular communication styles that help communicate with 
wide audiences. 

In this paper, I suggest simulating data journalism with artificial intelligence 
methods to improve information communication from sensor networks to the general 
public. I use the term automated data journalism for this approach. 

An example of automated data journalism in hydrology is the VSAIH application. 
VSAIH automatically analyzes sensor data from the SAIH sensor network and creates 
news stories that summarize relevant information. VSAIH generates news according 
to three different goals: flood risk management, water management, and sensor 
validation. These types of news are distributed in geographic areas according to the 
main river basins in Spain. There are ten areas that correspond to nine areas for sub-
networks plus another geographic area for the whole nation. VSAIH thus includes 3 
goals x 10 areas = 30 news generators. 
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Each generated piece of news follows the typical journalistic style used in 
newspapers. There is a headline that summarizes the main idea in a short sentence, 
and the body text develops the story to answer the usual journalistic questions (e.g., 
who, what, where) with evidential facts to support the affirmations. In this domain, it 
is important to provide adequate evidence presenting the actual sensor measures to 
help users trust the system’s descriptions. 

 
Flow above normal in the Jerte river at El Torno  

The Jerte River at El Torno has a recorded flow of 38 m3/s, which represents an increase of 8 m3/s 
compared to the previous hour. The normal flow at this point of the river is 5 m3/s. With respect to this 
flow, the following hydrological behavior can be highlighted. It has rained in the Tajo Basin over the past 
24 hours. Cabezuela del Valle is the location with maximum rainfall over the past 24 hours with a value 
of 24 mm. The rainfall at Las Becillas was 22 mm, and the rainfall at Los Angeles Casar was 21 mm. The 
Jerte Reservoir at Plasencia has a recorded volume increase of 1.44 Hm3 over the past 24 hours. 

Fig. 2. Generated summary related to flood risk management 

Figure 2 shows an example of a generated news story related to flood risk 
management (it is a translation from the original Spanish text in Fig. 3). The headline 
describes that there is high flow in a river. The body text follows a discourse that 
gives answers to questions such as what (high flow), which hydrologic component 
(the Jerte river), and where (at El Torno). The body text gives information to help 
explain the causes (places with significant rain in the previous 24 hours). 

In general, the text presents a qualitative interpretation of hydrological quantities 
(e.g., high flows, moderate rain). The description shows quantitative measures 
recorded by sensors, which are contrasted with other values (previous hour and 
normal value) to help quantify the relevance of the situation. The text also shows 
spatial and temporal aggregations, including maximum flow values in rivers and 
cumulative rain amounts in the previous 24 hours. 

The news is presented to the user on a user interface designed as a digital 
newspaper. Many users are familiar with this type of presentation, so this design helps 
facilitate communication with a wide audience. The digital newspaper includes a first 
page that summarizes the most relevant news. The user can select a news story to 
display on a new page with more details. Figure 3 shows an example page. Tabs at the 
top of the page allow the user to select different types of news.  

Most news includes graphics complementing the text descriptions. The presented 
graphics depend on the content of the news. There are maps with highlighted 
geographic points to show, for example, the spatial location of river sections with 
certain flow or places with significant rain. The points on the map are related to the 
text descriptions using hyperlinks. This helps the user better understand the text 
description (especially when the user is not familiar with certain geographic areas). 
There are also charts to show time series that describe temporal measure behaviors. 
There are also graphical animations that show information from meteorological radar 
or image satellites. 
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Fig. 3. Sample presentation page generated by the VSAIH application (Fig. 2 shows English 
translation) 

4 The VSAIH Architecture 

To generate news, VSAIH simulates two main tasks: (1) analyzing hydrological data, 
and (2) generating presentations to effectively communicate the news to general 
users. To support these tasks, the VSAIH architecture follows a knowledge-based 
approach with three knowledge models for the system, abstraction and presentation 
[12]. The system model represents the set of river basins in Spain. This model follows 
a component-based approach using single components (e.g., river sections, reservoirs, 
geographic places where the rain is measured) and aggregated components (e.g., 
rivers, basins) with quantitative attributes and qualitative states. 

The system model is used to analyze sensor data with an abstraction model, which 
uses logic- and rule-based representations to abstract data. Abstraction is important 
for generating headlines and concise descriptions in the body text. Abstraction 
includes the following more specific tasks: interpret quantitative data (i.e., the value 
of flow 362 m3/s means an above-normal flow in the Segre river), select the most 
relevant states (i.e., a flow above normal is more relevant than light rain), aggregate 
information (i.e., the Guadalhorce river and Limonero reservoir are part of the 
Andalusian basin), and generalize properties (i.e., the qualitative states light rain and 
heavy rain can be generalized by the qualitative state rain). 
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VSAIH uses a particular notion of relevance to filter data. The degree of relevance 
of a state is directly proportional to the distance between the current and normal (or 
desirable) states. Relevance is thus context-dependent. A low water level in rivers or 
reservoirs is a desirable state for flood risk, but it is not desirable for water 
management (e.g., for agriculture or hydroelectric energy production). 

 
PATTERN: describe_with_causes_and_effects 

GOAL: inform(x) 
CONDITIONS: causes(x, c) ∧ effects(y, e)  

DISCOURSE: {summarize_state(x), elaborate_state(x), 
  elaborate_causes(c), elaborate_effects(e)} 

 

PATTERN: describe_state_of_single_component 
GOAL: elaborate_state(x) 

CONDITIONS:  (state(y, s) ∈ x) ∧ single_component(y) ∧ quantity(y, q) 
DISCOURSE: {elaborate_with_quantity(y, q),  

  contrast_to_previous (y, q),  
  contrast_to_average(y, q)} 

… 

Fig. 4. Example discourse patterns 

 

 

Fig. 5. Main VSAIH architecture components 

VSAIH also uses a presentation model to generate the final descriptions. This 
model is represented as the knowledge base of a hierarchical planner following an 
HTN approach [8]. The model represents discourse strategies (called discourse 
patterns) to present the information. Figure 4 shows example discourse patterns. The 
planner generates the text description using partial text templates that are combined 
according to the hierarchical planning process. The planner also decides the most 
appropriate graphic to combine with texts (e.g., map or animation). 
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Figure 5 summarizes the main components of the VSAIH architecture. It includes 
the three models (the system, abstraction and presentation models) organized in three 
layers. The figure shows the main processes at the top (data analysis and presentation 
planning) and input/output relationships. 

VSAIH generates news every hour using approximately 45,000 numerical 
measures (each page is generated in under 30 seconds). The first operational version 
of VSAIH was installed online in June 2008 using models corresponding to 3 river 
basins (Ebro, Segura and South of Spain). A second version was installed in May 
2010 with improvements to the user interface and models corresponding to 9 river 
basins. 

5 Discussion 

Simulating data journalism can be an adequate solution for better communicating 
relevant information from sensor networks. VSAIH follows this approach to 
communicate information about water to a wide audience, using data measured by a 
national sensor network and presenting general descriptions that are useful for water 
management (e.g., for agriculture and energy production) and flood risk. 

VSAIH can be considered a pioneer system that has successfully implemented the 
automated data journalism approach using artificial intelligence techniques. Some 
characteristics of VSAIH include the following: 

• News generators. VSAIH includes 30 news generators to capture different types of 
news according to different goals (e.g., water management, risk floods or sensor 
validation in different geographic areas). 

• Interactive graphic newspaper. VSAIH presents sets of news in an automatically 
generated digital newspaper with interactive graphics, a type of presentation that is 
familiar to most users. This user interface design contributes to better communica-
tion with general users. 

• Efficient computational architecture. VSAIH processes thousands of sensors, com-
bining different artificial intelligence techniques (e.g., abstraction, discourse plan-
ning, text generation, graphic generation) in an efficient computational architecture. 

• Practical utility. The VSAIH evaluation showed that this system can save to opera-
tors up to 5 hours, especially in emergency situations (see evaluation details 
in [12]).  

We are currently working on more advanced approaches to simulate data journalism. 
In general, our future work aims to design more general and flexible solutions. One 
challenge in designing this type of application is finding a balance between its 
efficiency (combining different AI techniques) and its generality and flexibility. 

VSAIH efficiently generates text descriptions using a hierarchical planner with 
partial text templates. Instead of using templates, natural language generation 
techniques could provide more flexibility when generating descriptions [16, 17]. We 
are applying natural language generation techniques to automatically generate more 
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complex and reusable narratives and geographic references [13]. We are also 
interested in identifying and formalizing discourses applicable to different domains. 

VSAIH represents the hydrologic network using a system model following a 
component-approach. This is useful for certain sensor networks similar to the SAIH 
network. However, other networks (e.g., domains with moving sensors) can require 
different representations (e.g., event-based approaches) [14]. 

We are also interested in using general components for data analysis. VSAIH uses 
a particular data analyzer that was designed for this purpose. However, it is possible 
to use software libraries (for spatial and temporal reasoning) and tools (e.g., Weka or 
R) to implement data analyzers. Online data sources can help facilitate the 
development of data analyzers, thus reusing domain knowledge (e.g., geographic 
knowledge such as Open Street Maps [19]). 

Finally, VSAIH presents the information using text in combination with graphics. 
Hyperlinks relate part of the text to the graphics. The relation between text and 
graphics could be improved with more flexible coordination, using solutions proposed 
in multimedia presentation systems [1]. 

6 Related Work 

In general, researchers have explored the idea of combining computer systems and 
journalism from different perspectives. Computational journalism is a general field 
that involves applying information technologies to journalism activities [4, 7]. 

A more specific approach is summarizing news from documents by applying text 
summarization techniques and web mining [15]. This approach contrasts to the goal 
of VSAIH, as VSAIH automatically creates news stories by analyzing non-linguistic 
data instead of summarizing news from different documents. 

The goal of a recent project called Stats Monkey is to develop a news generator for 
baseball games. This generator is similar to the news generators in VSAIH. Stats 
Monkey was initiated in 2009 and seems to apply a statistics-based approach with text 
templates1 [10]. In contrast, VSAIH is an operational system, first installed online in 
2008, that follows a complex knowledge-based approach with a collection of 30 news 
generators. Each news generator uses a model-based data analyzer and a hierarchical 
planner. VSAIH also includes a dynamically generated multimedia user interface as a 
multi-page digital newspaper to present the collection of generated news. 

The VSAIH architecture includes components that are present in intelligent 
multimedia presentation systems [1] (e.g., presentation planning, text generation). 
Bateman et al. [2] explore how to automatically construct the page layout (using 
rhetorical relationships and design heuristics) with the Dartbio prototype. VSAIH uses 
a presentation planner to select the best page layout (from a prefixed set of layouts), 
which can efficiently and flexibly combine different types of text descriptions and 
graphics. 

                                                           
1 We have not found scientific publications related to this project or an operational web appli-

cation. It is thus difficult to know the degree of success of this project. 
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The text generation in VSAIH is similar to the goal of data-to-text systems, which 
generate natural language text from non-linguistic data [9, 18]. Compared to other 
data-to-text systems, VSAIH can generate complex narratives (with rhetorical 
relationships such as contrast, exemplify, cause and elaboration) because it uses a 
model-based data analyzer and a discourse planner with discourse patterns. As 
mentioned above, VSAIH uses text templates, i.e., it does not apply advanced natural 
language generation techniques that could provide more flexibility to the generated 
sentences. 

VSAIH uses a system model to capture qualitative descriptions, as in physical 
reasoning [5]. As a main difference from other qualitative reasoning approaches, the 
VSAIH representation is designed to simulate abstraction instead of other tasks that 
require more precision (e.g., diagnosis or prediction). Compared to qualitative 
reasoning representations, the VSAIH representation is simpler and thus more 
efficient for both inference and knowledge acquisition.  

7 Conclusions 

Sensor networks for monitoring natural resources usually generate large amounts of 
data that are useful for many users. Monitoring water in natural environments can 
help different types of users, e.g., municipalities, civil protection, consultants, 
scientific researchers and educators, make decisions related to agriculture, energy 
production and flood risk. An adequate communication of this type of information 
can help increase awareness about the limited availability of natural resources and 
promote their better use with sustainable practices.  

In this paper, I argue that simulating data journalism with artificial intelligence 
techniques can help communicate information from sensor networks to the general 
public. I illustrate this concept with the VSAIH system, a successful pioneer web-
based application that follows this approach in hydrology. 

VSAIH generates news from thousands of hydrological sensors using 30 
specialized news generators and presents the news on a dynamically generated user 
interface designed as a digital newspaper. VSAIH combines an intelligent data 
analyzer using a model-based approach and a presentation planner to generate text-
graphic presentations.  

This type of solution has great applicability, especially for sensor networks that 
monitor natural environments. Our future research in this area aims to build general 
and flexible solutions that can help developers implement this type of application in 
different domains. 
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Method Based on Context-Information to Improve 
User Experience on Mobile Web-Based Applications 

Abstract. Some of the technical characteristics of today’s mobile devices and 
Smartphones, such as small displays and keyboards on touch displays 
contribute to restrict some aspects of user interfaces of software applications. 
These limitations are especially evident in mobile web applications. The user 
data entry process in mobile web applications is one of the most critical parts. 
Today many native mobile applications use the hardware elements from the 
device (sensors, cameras, GPS, etc) to obtain data directly from the context, 
preventing the user from having to enter them manually, this approach can 
improve the user experience, reducing the time spent on data entry and also 
reducing the odds of mistakes. This paper uses a technology that allows the 
development of mobile Web applications capable of managing the hardware 
elements of the device (similar to a native application) in order to extract 
information directly from the physical world. This technology is used to 
develop mobile web applications due to be submitted for evaluation processes 
in order to determine the degree of improvement in user experience that the 
context information could bring to the mobile web.  

Keywords: mobile web, user interfaces, input data, user interaction, context 
information, mobile devices. 

1 Introduction 

The intelligent phone, commonly called "Smartphone", has become an emerging 
phenomenon for both personal and business use. Energy savings in their processors, 
operating systems, new generation mobiles and Internet connection to broadband have 
improved productivity and boosted the popularity of these devices [1]. Today, millions 
of people around the world use their Smartphones daily to browse web pages at anytime 
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from anyplace [2]. However, many of the Smartphones have hardware restrictions that 
can affect the interfaces of web applications, making the access to these from the mobile 
phone significantly more uncomfortable than from a PC [3]. The physical elements of 
the Smartphone that influence the user experience the most are [4]: 

• Small/limited physical keyboards small/limited or the virtual keyboards 
displayed on the phone’s display. Limited keyboards usually cause errors and 
contribute to slow down the data entry process. 

• Small displays that can rotate. This type of display may cause difficulties for the 
user to view or select the Web elements and controls [5]. 

• Processors, Ram memory, storage, and limited computing resources in general. 
• “Finger Pointing Device”. The finger is less accurate than a mouse cursor. 
• Connectivity elements that affect the quality of the the mobile device’s 

connection. 

Each of the cited elements has an impact on the user’s experience using their mobile 
device’s web applications, issues included: not being able to display a web page 
specifically without using the zoom and scroll functions, slowdowns in the execution 
of the pages, non-displayed components, connection losses or very slow data 
transmission, etc. This work will focus on the data entry of web applications. 

Commonly, users enter their data in web applications by using text fields or 
handling other types of controls, such as checkboxes, radio buttons, lists, etc., the 
accuracy with which the user can type words or select items in a mobile device is 
constrained by the interfaces of physical inputs, such as displays and keyboards. 
Without a doubt, the reduced dimensions of these interfaces contributes to make the 
process of using Web applications from mobile devices an expensive one for many 
users, increasing the tendency to make mistakes and increasing the time required to 
enter information into the web application. 

Many native mobile applications that are available for different platforms (iPhone 
OS, Android, Windows Phone, Symbian, etc) use some of the elements of the 
Smartphone’s hardware (geolocation, light sensor, accelerometer, compass, 
microphone, camera, Near Field Communication, etc.) to capture contextual 
information [6] and prevent the user from having to enter it manually, i.e. by using the 
keyboard. This approach may not be valid for all kinds of systems because their 
implementation depends largely on the business logic of the application, but it 
certainly can be useful to simplify automatic data entry processes in many 
applications. Context information can improve the user’s experience and makes 
compensation for the limited data input mechanisms of mobile devices [7]. 

There are many different definitions for "context information" [6] as it doesn't 
seem to be an entirely satisfactory definition. Some researchers have attempted to 
define this concept by examples [8-9]; other authors have sought more formal 
definitions [6-10]. Although it has not been possible to reach a completely accepted 
definition, most of the authors share similar concepts about what we are referring to 
include the context information. Normally, in the field of information systems context 
it refers to any information that comes from the real world. 
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Smartphones are very convenient for the capture and use of context information. 
These devices normally include many mechanisms such as sensors, microphones, 
cameras, etc. The number of mobile applications that use the information in context 
has grown considerably in recent years. 

Many applications, such as the commercial ones or those belonging to the field of 
research, use information directly captured from the real world. This information is 
often used as an input for certain tasks: [11-12] how to use the GPS to automatically 
get your position, the camera to decode a barcode, the microphone to capture voice 
commands, the acceleration sensors to interact with the interfaces, etc. 

Some technologies allow web applications to manage some types of context 
information such as location and motion sensors [13], the use of these proposals can 
simplify the process of data input by the user in many scenarios, but by focusing 
exclusively on a small set of context information types, the benefits at improving the 
user experience are limited. In addition, other proposals have attempted to integrate 
context-sensitivity (context aware) mobile Webs [14], most of these proposals do not 
address the impact of context information to improve the user experience, they are 
mainly focused on providing the mobile web applications with new technical 
capabilities or features, instead. 

The aim of this study is to evaluate the potential benefits of the use of context 
information on the mobile web, in order to simplify and optimize the quality of 
procedures for data entry and improve the overall user experience. In this research we 
are using a context-aware web browser and a set of XML tags that allows developers 
to include context information requirements in the web applications, giving them the 
ability to manage the device’s hardware elements that native mobile applications 
posses [15]. We will use this technology to develop several context-aware web 
applications, which will be evaluated and compared with other conventional web 
applications in order to determine the impact that the use of context information can 
bring at improving the user experience, this study will be focused on new possibilities 
of data-entry applications to the mobile web applications. 

2 Background and Related Work 

Many studies aim to improve the user’s experience by using mobile devices to access 
Web applications. The improvement of the user’s experience can come in many ways, 
because (as noted above) there are several problems associated to the mobile web 
(screen size, small keyboards or virtual computing capacity, etc.) [16]. One of the 
approaches in the underlying of the proposals is to adapt the contents of this website 
to the technical characteristics of the mobile device. In many cases, content adaptation 
is achieved by using a schema that defines the structure of the web from an analysis 
of the layout or from an algorithm that performs a partition of the content of the site in 
several blocks [17]. Other proposals use similar methods to modify the presentation of 
the content on the web to make it more efficient and satisfactory to the user that 
usually visits it from mobile devices with limited features [18-19]. Today's most 
popular Web applications already have specifically designed versions for mobile 
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devices (Facebook, Youtube, Amazon, PayPal, Google, Ebay, etc). So instead of 
using methods to adapt the content so that it can be displayed on mobile devices, they 
choose to create a version optimized for its display on mobile devices. 

Even if the display and presentation of the content of the web page are the main 
objectives on which are based most of the proposals of the authors is not the only 
aspect that affects the user’s experience with mobile web applications [16]. 
Eliminating the need to zoom and scroll to fully display a website from a mobile 
phone is a great improvement for users. Sometimes, a better visual representation can 
help to improve mechanisms for data entry but it can’t attack the problems of 
small/limited physical keyboards or virtual keyboards, which favor the errors and 
slows down the data entry process. 

In addition to manual entry of users’s data there are other methods to obtain data, 
the speech-recognition function is widely used, [20-21] it allows the user to use his 
voice as a control command. This functionality can be applied to the web, usually for 
data entry. To implement this technology there are different proposals that should 
normally be referred to in the web browser and sometimes also in the web application 
[22-23]. This input method can help the users to free themselves from having to type 
their data into applications. Sometimes, the speech-recognition function becomes a 
special requirement for some sites, as it promotes the use of applications for people 
with vision problems or reduced mobility. At present, there are elements of hardware 
device used in a generalized manner to facilitate the entry of data on the web. Aside 
from those microphones used for speech recognition there are APIs that detect the 
location [13] and sensors on the mobile device. Other proposals increase the number 
of types of background information that the web can handle, including: camera, light 
sensor, Bluetooth, etc. [15]. 

This research aims to use the background information on the mobile web to 
automate certain data entry processes that used to be performed manually, thus 
optimizing the quality of procedures and improving the overall user experience. 

3 The Context Aware Web Browser 

The context-aware web browser is proposed in two parts [15]: 

1) Server side - Web Applications with Context Information XML Tags. It 
defines an open set of XML tags (Context Information XML tags), these tags 
are included in the presentation layer of web applications, such as HTML 
code. Each tag expresses a request for specific context information. The 
traditional web browsers simply ignore the context Information XML tags 
that are unknown to them.  

Each XML tag will be associated to a set of attributes; these attributes can be included 
as an optional way to configure the capture, processing or response. These tags will 
be processed on the client’s part (context-aware web browser). According to the 
processed tag, the component determines the actions to be run on the client’s device. 
Several of the context information XML tags are presented in the following table: 
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Table 1. Subset of context information XML Tags 

Context Information XML 
Tag 

Description 

<magneticfield/> Value of the magnetic field sensor. [X,Y,Z] 

<orientation/> Current value of sensor orientation. [X,Y,Z] 

<accelerometer/> Present value of motion sensor. [X,Y,Z] 

<lightSensor/> Present value of  light sensor. [0.0-1.0] 

<audiocapture/> Get an audio recording using the microphone on the 
device. [Audio File] 

<camera/> Gets an image using the device camera. [Image File] 

<location/> Gets the current location of device. [Longitude, 
Latitude] 

<camerabarcode/> Use the device's camera as a visual scanner to decode 
a bar code. [String] 

<cameraqrcode/> Use the device's camera as a visual scanner to decode 
a QR code. [String] 

<nfc/> Uses the communications module of Near Field 
Communication to write or read labels. [String] 

<bluetooth/> Use the Bluetooth communications module to 
perform different actions, scanning, connections, 
sending and receiving data, etc. 

 
2) Client-Side The context aware web browser. This application is responsible 

for processing the XML tags that express context information requirements. When the 
context aware web browser processes a context information XML tag, it notifies the 
user’s requirement. 

If the user accepts the request, that means that he allows the context aware web 
browser to manage the device hardware elements capable of satisfying that specific 
requirement. Once the user has accepted a request, the context aware web browser 
will run the scheduled task associated with the specific context information XML tag.  
Usually, scheduled tasks manage one of the elements of the device hardware, with the 
aim of capturing context information.  

The context aware web browser has been specifically designed to display context 
aware Web applications. It also processes the traditional web languages (HTML, 
CSS, Javascript) in the same way as a classic web browser (Internet Explorer, 
Chrome, etc.) 

4 Evaluated Mobile Web Applications 

To assess the impact on user experience of the data entry by using context 
information in mobile web applications a particular scenario has been selected: 
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"implementation of price comparison products in nearby supermarkets", similar to the 
ShopSavvy application [25]. We have developed two web applications with the same 
functionality, the first uses traditional web technologies, HTML, CSS and PHP, and 
the second combines the use of traditional web technologies with context information 
XML tags, these tags allow the application to receive data directly from the context 
without the user having to enter them manually. 

Both web applications require two elements to search for a product: 1) the user's 
current location, 2) a unique identifier of the product that can be a name or a bar code. 

The context aware web application uses two context information XML tags. It uses 
a benchmark to perform a search of nearby supermarkets using the device's current 
location. This location is obtained by using the device's GPS chip, which will use the 
context XML tag <location/>. The second tag <camerabarcode/> involved will be 
used to allow the user to identify a product by scanning the bar code itself, instead of 
entering the product name on a form. The following figure (Fig.1) shows the 
implementation and appearance of part of the context aware web application: 

 

Fig. 1. <camerabarcode/> tag is displayed on the web to inform the user that there is a context-
information requirement.  When the user clicks on the <camerabarcode/> icon the web browser 
launches a scheduled task. The data collected by the task is sent to a web server to load the 
product information. 

5 User’s Evaluation 

This section analyzes the behavior of the user and his level of satisfaction while using 
web applications that make use of the proposed specification. The following 
assessment has been done with the participation of 20 regular users of Smartphones. 
Those users have Smartphones and are used to manage both native applications and 
web applications from their device. 

To perform these evaluations we have used two applications that previously had 
been developed and presented in Sect. 4. The mobile web applications enable users to 
search for the best price of a particular product in nearby supermarkets. For this to 
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work, the application requires an identifier or a product name, and also the user's 
current location. All this data is sent to an external web service that returns the list of 
nearby supermarkets that sell that product. 

The applications that are part of the evaluation process are: 

1) Web application with context information XML tags: The web application 
used for evaluation is presented in the previous section. This web application was 
developed using PHP, HTML and introduces two types of context information 
XML tags.  

2) Web application: This is a web application with the same functions of the 
previous one, the difference here is that the context information XML tags have 
been replaced by HTML forms. This application is less usable than the first one 
because it forces the user to enter all the information manually. 

In this assessment, the users will use the two applications to perform a search for a 
product ("Coca-cola Can 33CL") in nearby supermarkets. First, the 20 users will use 
the classic Web application to search for the product and then they will repeat the 
same process in the context aware web application. While the users use the two web 
applications, their actions will be monitored to take the times that employees spend in 
each action, the number of display keystrokes required and the number of wrong 
keystrokes performed. Finally, each user will be asked about his satisfaction while 
using each application. 

The devices used for testing have been a HTC Aria Smartphones with the following 
features: Processor 600 MHz 384 MB RAM, 512 MB ROM, Wi-Fi, Android OS 2.3. 
The total time consumed by users through the search process and the total number of 
keystrokes of the display are shown in the following charts (see Fig.2). 

 

Fig. 2. (1) Graphical representation of the time consumed by users in carrying out actions under 
the use case. (2) Graphical Representation of the number of keystrokes display performed by 
users in the implementation of the for the use case. 

The following graphic shows the number of errors committed by users, in full and 
on the number of display keystrokes. Of course, the total number of erroneous 
keystrokes increase depends on the keystrokes required to complete the search 
process, so we also analyzed the percentage of keystrokes errors obtained by 
completing the search process in the two applications (see Fig.3). 
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Fig. 3. (1)Graphic representation of the number of errors made in the display keystrokes made 
by users in the implementation of actions for the use case (2) Statistical comparison between 
the percentage of keystrokes of correct and wrong display performed by users in the 
implementation of actions for the use case 

Once the search process was completed, the users rated their degree of satisfaction 
in each applications with a number from 0 to 10.  0 means “not satisfied at all” and 10 
stands for “completely satisfied”. The meaning of the results and evaluations obtained 
are shown in the chart below. 

 

Fig. 4. The page shows the product and the information of nearby supermarkets that shell it 

Although the results of this evaluation focus on a specific application, it can draw 
some valuable general conclusions. In several scenarios, the use of mobile web 
applications that use specific mechanisms to capture context information as input data 
can provide very significant benefits to the user experience. 

In the case of this application, the contest aware web application has reduced the 
time spent on the data input by more than 60% and the data entry process requires 10 
times less keystrokes than the prior display. Since the number of key display 
significantly reduced with the incursion of the context information, it has reduced the 
total number of errors. According to the results of the evaluations, the number of 
errors not only decreased in absolute sense, but also in relative terms by 5%. 



740 J. Pascual Espada et al. 

The user’s satisfaction in this case was absolute, 100% of users gave a better 
assessment to the Web application that uses context information as input method, 
achieving an average rating of 8.83, compared to the 4.27 of the traditional web 
application. 

6 Conclusions 

The introduction of context information in mobile web applications can be used for 
multiple purposes, such as providing web applications with new functionalities. For 
example, by reading data from a sensor is possible to obtain information that the user 
doesn’t know. The context information is also useful for creating applications of 
adaptive capacity and automatic configuration, context-sensitive searches, etc. 

In this study we have used the context information for mobile web applications to 
get data directly from a dynamic physical environment and almost automatically, 
without requiring manual data entry from the user. The use of context information has 
been adapted to be inputted in mobile web applications with the objective of minimize 
the negative impact on user experience derived from the manual input on mobile 
devices with limited physical interfaces. The context aware web browser used to 
manage mobile web applications from most types of context information that can 
capture the current Smartphone and allows users to use of this data easily as entries in 
mobile web application.  

Evaluations indicate that the use of data input mechanisms from the physical 
environment in mobile web applications can have considerable positive aspects for 
the user experience: reducing the time spent on data entry, reducing the number of 
display touches needed to interact with an application, decreasing the tendency to 
make mistakes and improving overall user satisfaction. While it is true that this 
approach is not applicable to all systems and mobile web applications as part of their 
application depends on the business logic, it has proven very efficient in some 
business logic. The demonstration presented in this research opens the discussion on 
the potential benefits to be gained and mobile applications that offer alternatives 
(based on context information) to the traditional methods of data entry on the web. 
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Soto, Rogelio 541
Sousa, Armando 491

Sucar, Luis Enrique 511, 521
Suguimoto, Rubens Massayuki 361

Tabares, Valentina 631
Tavares de Oliveira, Ricardo 381
Terrasa, Andrés 422
Timarán Pereira, Ricardo 130
Tomaz, Hilário 41
Torres-Jimenez, Jose 611
Tosin, Marcelo C. 140

Unold, Olgierd 111
Urbano, Paulo 281, 300
Uribe, C. 350

Verbiest, Nele 169
Vicari, Rosa M. 621, 631
Villada-Cano, Daniel 271
Villarreal, B. Lorena 551
Villuendas-Rey, Yenny 159, 662

Walkowicz, Ewa 111
Widdershoven, Guy 442
Wonsever, Dina 452
Wu, Feng Chung 91

Yamakami, Akebo 199
Yee, Arturo 11
Yepez Chamorro, Maria Clara 130

Zalewski, Willian 91
Zatarain-Cabada, Ramón 651
Zato, Carolina 422


	Title
	Preface
	Organization
	Table of Contents
	Knowledge Representation and Reasoning
	Contradiction Detection and Ontology Extensionin a Never-Ending Learning System
	Introduction
	Related Work
	Contradiction Detection in General
	Contradiction Detection Based on Dictionaries
	Contradiction Detection in Text Reading

	Detecting and Eliminating Contradictions in NELL's Knowledge Base
	Experiments and Discussion
	Conclusions
	References

	Pattern Recognition and Monte-CarloTree Searchfor Go Gaming Better Automation
	Introduction
	Hybrid Automated Go Player
	Tactics Pattern Recognition
	Strategic Reasoning by Pattern Recognition and MCTS

	Experiments and the Results Analytical Comparison
	Performance Comparison among Go Automated Players
	Discussion

	Conclusions
	References

	Exploring the Rationality of Some SyntacticMerging Operators
	Introduction
	Preliminaries
	Syntactic Arbitrage Operators
	Merging Programs
	Conclusions
	References

	Fuzzy Cognitive Maps for Modelling, Predictingand Interpreting HIV Drug Resistance
	Introduction
	Fuzzy Cognitive Maps
	Modelling Protease Proteins through Fuzzy Cognitive Maps

	Weight Matrix Estimation Using Particle SwarmOptimization
	Results and Discussion
	Knowledge Discovery and Interpretation

	Conclusions
	References


	Information and Knowledge Processing
	An Unsupervised Method for Ontology Populationfrom the Web
	Introduction
	Related Work
	The Proposed Method
	Extracting Candidate Instances
	Classifying Candidate Instances
	Population of the Input Ontology
	Learning and Classifying New Patterns

	Experimental Evaluation
	Conclusions and Future Work
	References


	Knowledge Discovery and Data Mining
	Minimum Cluster Size Estimation and Cluster Refinement for the Randomized GravitationalClustering Algorithm
	Introduction
	 Randomized Gravitational Clustering (Rgc)
	Estimation of the Minimum Cluster Size ()
	Data Point Region of Action and Cluster Refinement
	Experimental Results
	Gaussian Cluster Data Sets
	Data Sets with Clusters of different Shapes

	Conclusions
	References

	Online Cluster Prototype Generationfor the Gravitational Clustering Algorithm
	Introduction
	 Randomized Gravitational Clustering (Rgc)
	Model for On-Line Cluster Prototypes Generation
	Experimental Results
	Conclusions
	References

	Association Rule Visualization and Pruning through Response-Style Data Organizationand Clustering
	Introduction
	Related Work
	The Proposed Approach
	Response-Style Space Construction
	Clustering Dataset Elements
	Element Pruning

	Proposal Evaluation
	Summary and Future Work
	References

	Identifying Relationships in Transactional Data
	Introduction
	Related Work
	Methodology and Analysis of the Results
	Social Network Analysis
	Association Rules-Based Approaches

	Conclusions
	References

	Time Series Discretization Based on theApproximation of the Local Slope Information
	Introduction
	Background and Related Works
	Symbolic Representation Method
	Experimental Evaluation and Results
	Discussion
	Conclusions and FutureWorks
	References

	Enhancing the Performance of SVM on SkewedData Sets by Exciting Support Vectors
	Introduction
	Preliminaries
	Support Vector Machines
	Metrics for Testing Classifiers on Skewed Data Sets

	ProposedMethod
	Experiments
	Datasets

	Discussion
	Conclusions
	References

	Study on the Impact of Affinity on the Results of DataMining in Biological Populations
	Introduction
	Data and Methodology
	Data
	Methodology

	Case Study
	Experiment 1
	Experiment 2

	Conclusions
	References

	Hierarchical Classification of Gene Ontologywith Learning Classifier Systems
	Introduction
	Hierarchical Classification Problems
	The Proposed HLCS
	Classifier Population and Evaluation Component
	Performance Component
	Credit Assignment Component 
	GA Component

	Computational Results
	Conclusions
	References

	Detecting Survival Patterns in Women with InvasiveCervical Cancer with Decision Trees
	Introduction
	Survival Patterns Discovery Process
	Selection Step
	Preprocessing Step
	Transformation Step
	Data Mining Step
	Evaluation Step

	Conclusions and Future Work
	References

	Using SOM Maps for Clustering and Visualizationof Diamond Films Deposited by HFCVD Process
	Introduction
	The HFCVD Process
	Self-Organizing Maps (SOM)
	Diamond Depositions
	Clustering and Visualizations
	Conclusions
	References


	Machine Learning
	Selection and Fusion of Neural Networks via Differential Evolution
	Introduction
	Theoretical Justification
	Evolutionary Algorithms
	Differential Evolution
	DE with Local and Global Neighborhood

	Artificial Neural Network Optimization
	Selection and Fusion Optimization
	Experiments and Results
	Conclusions and Future Works
	References

	Prototype Selection with Compact Sets and Extended Rough Sets
	Introduction
	General Concepts of Compact Sets and Rough Sets
	Rough Sets
	Compact Sets

	Prototype Selection with Compact Sets and ExtendedRough Sets
	Nearest Neighborhood Rough Sets as Extended Rough Sets
	Prototype Selection Based on Nearest Neighborhood Rough Sets

	Experimental Results
	A Priori Establishing the Performance of the Proposed Prototype Selection
	Description of the Experiments

	Conclusions
	References

	Improving SMOTE with Fuzzy Rough PrototypeSelection to Detect Noise in Imbalanced Classification Data
	Introduction
	Fuzzy Rough Imbalanced Prototype Selection
	A Noise Measure Based on Fuzzy Rough Set Theory
	Fuzzy Rough Imbalanced Prototype Selection

	Experimental Study
	Experimental Set-Up
	Results

	Conclusions and Future Work
	References

	Fitness Function Obtained from a Genetic Programming Approach for Web Document Clustering UsingEvolutionary Algorithms
	Introduction
	Related Work
	The Genetic Program and the New Fitness Function
	Experimentation
	Conclusions and Future Work
	References

	On the Estimation of Predictive Evaluation Measure Baselines for Multi-label Learning
	Introduction
	Multi-label Classification and Evaluation Measures
	Proposed Multi-label Baselines
	Experiments and Results
	Datasets and Setup
	Results and Discussion

	Conclusions
	References

	TowardsWeb Spam Filteringwith Neural-Based Approaches
	Introduction
	Related Work
	Artificial Neural Network
	Multilayer Perceptron Neural Network
	Kohonen's Self-Organizing Map
	Learning Vector Quantization
	Radial Basis Function Neural Network

	Experiment and Results
	Protocol
	Results

	Conclusions and Future Work
	References

	A Graph-Based Approach for TranscribingAncient Documents
	Introduction
	Problem Setting
	Overview
	Data Preparation
	Training and Feature Extraction
	Support Vector Machines
	Gradient Features

	Graph Approach
	Graph Representation of Text-Line Images
	Optimal Sequence of Characters

	Experiments and Results
	Conclusions and Future Work
	References

	Differential Diagnosis of Hemorrhagic FeversUsing ARTMAP
	Introduction
	Dengue, Leptospirosis and Malaria
	Dengue Fever
	Leptospirosis
	Malaria
	Differential Diagnosis of Dengue, Leptospirosis and Malaria

	Adaptive Resonance Theory (ART) and ARTMAP Neural Networks
	Adaptive Resonance Theory - ART
	ART1
	ARTMAP

	Training, Validation and Testing of the ARTMAP Classifiers
	Dataset Construction
	Training
	Validation
	Final Tests
	Analysis of the Results Obtained

	Conclusions
	References

	Conversing Learning: Active Learning and Active Social Interaction for Human Supervision in Never-EndingLearning Systems
	Introduction
	Related Work
	Conversing Learning
	Experiments and Results
	Conclusions and Future Work
	References

	Spoken Digit Recognition in Portuguese UsingLine Spectral Frequencies
	Introduction
	Related Work
	Attribute Extraction Methods
	Dynamic Windowing
	Mel-Frequency Cepstrum Coefficients
	Line Spectral Frequencies

	Spoken Digits Database
	Database Description
	Signal Pre-processing

	Experiments and Results
	Conclusions
	References


	Bio-inspired Computing
	Technique to Neutralize Link Failuresfor an ACO-Based Routing Algorithm
	Introduction
	Related Work
	AntOR-UDLR
	Specification
	Algorithm Design
	Functioning

	AntOR-UDLR vs. AntOR-DLR
	Conclusion and Future Work
	References

	A Combination of Specialized DifferentialEvolution Variants for Constrained Optimization
	Introduction
	DE Variants Adopted
	Proposed Approach
	Experiments and Results
	Conclusions and Future Work
	References

	Sensitivity Analysis of an Autonomous EvolutionaryAlgorithm
	Introduction
	The Logit Model
	Multidynamics Algorithm for Global Optimization
	Dynamical Cardinality of Subpopulations
	The Control Parameters of MAGO

	Experiment and Results
	Conclusions
	References

	Progressive Minimal Criteria Novelty Search
	Introduction
	Background
	Novelty Search
	Minimal Criteria Novelty Search
	Linear Blend of Novelty and Fitness

	Progressive Minimal Criteria Novelty Search
	Experiments
	Setup
	Results

	Conclusions
	References

	Fisherman Search Procedure
	Introduction
	FSP Approach
	Experimentation and Evaluation
	The Benchmark Functions
	Selected Metaheuristics for Comparison
	Evaluation

	Conclusions
	References

	Adaptation of Robot Behaviour through OnlineEvolution and Neuromodulated Learning
	Introduction
	Background
	Artificial Evolution of Neuromodulated Plasticity
	odNEAT: An Online Evolutionary Algorithm

	Experimental Setup
	Robot Model and Behavioural Control
	Experimental Parameters

	Results and Discussion
	Effects of Neuromodulated Learning
	Structural Role of Neuromodulation

	Conclusions and Future Work
	References

	A Hierarchical Clustering Strategy to Improve the Biological Plausibility of an Ecology-BasedEvolutionary Algorithm
	Introduction
	Hierarchical Clustering
	The Proposed Ecological-Inspired Approach
	Habitats Formation Using Hierarchical Clustering
	Intra-habitats Communication

	Experiments and Results
	Conclusions
	References


	Fuzzy Systems
	An Intelligent System Based on Discrete CosineTransform for Speech Recognition
	Introduction
	Proposed Methodology

	Speech Recognition System
	Pre-processing Speech Signal
	Two-Dimensional Time Matrix DCT Coding
	Rule Base Used for Speech Recognition
	Generation of Fuzzy Patterns
	Optimization of Relational Surface with Genetic Algorithm

	Experimental Results
	System Training
	System Test – Validation

	Conclusions
	References

	Multiobjective Genetic Fuzzy PID ControlDesign for Uncertain Dynamic Systems
	Introduction
	Mathematical Analysis of Additive Unstructured Uncertainty
	Identification of TS Fuzzy Model Based on Clustering Algorithm
	Antecedent Parameters Estimation
	Consequent Parameters Estimation

	Strategy for Robust Fuzzy Digital PID Controller Design
	Tuning Formulas for Model Based Control via Gain and Phase Margins Specifications
	Multiobjetive Genetic Strategy for Controller Tuning

	Computational Results
	Conclusions
	References

	Functional State Estimation Methodology Basedon Fuzzy Clustering for Complex Process Monitoring
	Introduction
	FTP Based on Markov Chains for the Monitoring ofIndustrial Processes
	Fuzzy Memberships Prediction Method
	Application in Industrial Processes
	Boiler Subsystem
	Water Treatment Plant

	Conclusions
	References

	Unsupervised Feature Selection Based on Fuzzy Clustering for Fault Detectionof the Tennessee Eastman Process
	Introduction
	Feature Selection Method
	Preprocessing
	Feature Search
	Clustering Algorithm
	Performance Index
	Optimization Algorithm

	Application to the Tennessee Eastman Process
	Experimental Results and Discussion
	Conclusions and Future Work
	References


	Modelling and Simulation
	On Modelling Virtual Machine Consolidationto Pseudo-Boolean Constraints
	Introduction
	Related Works
	Pseudo-Boolean Optimization
	PB Formulation to Optimal VM Consolidation

	Experiments
	Better Use of DInf-UFPR Datacenter
	Google Cluster Data Project

	Conclusions
	References

	Analysis of Poisson’s Ratio Effect on Pavement Layer Moduli Estimation - A Neural Network Based Approachfrom Non-destructive Testing
	Introduction
	Mechanical Behavior of Flexible Pavements
	Impact Load Deflection Test - Deflection Basin
	Traditional Solution to Parameter Identification Problem
	Artificial Neural Networks
	Application
	Conclusions
	References

	On Modeling Connectedness in Reductionsfrom Graph Problems to Extended Satisfiability
	Introduction
	Definition of the New Used Operators
	Reductions from Problems in Graphs
	Path Checking
	Minimum Path
	Connectedness Checking
	Steiner Tree
	Clique

	Experimental Results
	Conclusions and Future Work
	References


	Ambient Intelligence
	Towards Socio-Chronobiological ComputationalHuman Models
	Introduction
	A Methodology to Develop Realistic Human Models
	Hierarchical Automaton of Behaviors
	Main Components of a HAB
	Modeling a HAB in CHROMUBE

	Hierarchical Automaton of Interactions
	Main Components of the HAI
	Modeling a HAI in CHROMUBE

	Case Study
	Related Works
	Conclusions and Future Works
	References


	Multi-Agent Systems
	Development of a Code Generatorfor the ICARO Agent Framework
	Introduction
	Principals of ICARO and IDK
	Case Study: IDK Modules for ICARO
	Conceptual Relation between INGENIAS and ICARO
	Code Generation Module
	Module to Support Code Update

	Conclusions
	References

	Implementation and Assessment of Robot Team Cooperation Models UsingDeliberative Control Components
	Introduction
	A Goal Oriented Approach for AAV Control and Cooperation
	Using the Approach for Developing Team-Cooperation Models
	Implementation Approach Using ICARO's Deliberative Control

	Experimental Results
	Conclusions and Future Challenges
	References

	Improving the Tracing System in PANGEAUsing the TRAMMAS Model
	Introduction
	Related Work
	TRAMMAS Overview
	Description of PANGEA Including TRAMMAS
	Case Study and Results
	Conclusions
	References

	A Private Reputation Mechanism for n-Player Games
	Introduction
	Related Work
	Model Description
	Random Partner Selection
	Partner Selection with Reputation

	Experimental Analysis
	Analysis Description
	Experimental Results

	Discussion
	Conclusions
	References


	Human-Computer Interaction
	Moral Coppélia -Combining Ratio with Affect in Ethical Reasoning
	Introduction
	Method
	About the Rational Moral Reasoning System
	About Silicon Coppélia – A Model of Emotional Intelligence
	Integration of the Two Systems into Moral Coppélia

	Simulation Results
	Experiment 1: Rational Moral Reasoning Only
	Experiment 2: Trolley Dilemma with Ratio and Affect Combined
	Experiment 3: Footbridge Dilemma with Ratio and Affect Combined

	Discussion
	References


	Natural Language Processing
	Combining Rules and CRF Learning for Opinion SourceIdentification in Spanish Texts
	Introduction
	Related Work
	Opinion Definition
	Opinion Predicate Lexicon
	An Automatic Opinion Identification Tool
	A Rule-Based System
	Machine Learning Experimentation
	Combining the Rule-Based System with the CRF Classifier
	Recovery of Omitted Sources and Co-reference Chains for Sources

	Conclusions
	References

	Voice-QA: Evaluating the Impactof Misrecognized Words on Passage Retrieval
	Introduction
	Voice-Activated Passage Retrieval
	The JIRS Passage Retrieval System
	Estimating the Informativeness of a Term
	Measuring the Performance of the Passage Retrieval Module
	Experiments and Results
	Conclusions and Future Work
	References

	A Classification Model with Corpus Enrichmentfor Toponym Disambiguation
	Introduction
	Toponym Disambiguation
	Proposal of the Classification Model
	Experimental Results
	Conclusions and Future Work
	References

	Semantic Role Labeling for Brazilian Portuguese:A Benchmark
	Introduction
	Related Work
	Building a Benchmark
	Data
	Evaluation
	Baseline System

	Using the Benchmark
	System Architecture
	Features
	Results and Discussion

	Conclusions and Future Work
	References


	Computer Vision & Robotics
	Optimization Approach for the Developmentof Humanoid Robots’ Behaviors
	Introduction
	Problem Formulation
	Humanoid Robot Behaviors

	The Optimizer
	The Configuration File
	Gyroscope Initial Stabilization
	Objective Function
	Optimization Algorithms
	Adaptations Made in the Simulator

	Experimental Results
	Side Kick Optimization
	Forward Kick Optimization

	Conclusions
	References

	Image Segmentation Based on Multi-KernelLearning and Feature Relevance Analysis
	Introduction
	Theoretical Background
	Image Analysis by Multi-Kernel Learning
	MKL Weight Selection Based on Feature Relevance Analysis

	Weighted Gaussian Kernel Image Segmentation
	Experiments
	Discussion
	Conclusions
	References

	Unsupervised Learning of Visual ObjectRecognition Models
	Introduction
	Related Work
	Methodology
	Experiments and Results
	Conclusions and Future Work
	References

	Hierarchical Markov Random Fields with Irregular Pyramids for ImprovingImage Annotation
	Introduction
	Irregular Pyramids Overview
	Markov Random Fields
	Proposed Approach
	Experiments
	Conclusions
	References

	Towards Automatic 3D Pose Trackingthrough Polygon Mesh Approximation
	Introduction
	Related Work
	Theoretical Background
	Polygon Mesh Plane Based Model
	Plane Tracking
	Homography Decomposition

	Polygon Mesh 3D Pose Tracking
	3D Object Reconstruction
	Plane Selection

	Validation Exercise on Cuboid Tracking
	Conclusions and Future Work
	References

	Embedding a Pose Estimation Moduleon a NCS-Based UGV
	Introduction
	Related Work
	Formulation
	Research Platform
	Experiments and Results
	Conclusions and Future Work
	References

	Finding the Direction of an Odor Source by UsingBiologically Inspired Smell System
	Introduction
	Related Background
	Diffusion-Advection Property
	Nose System
	Nose Design
	Sensor Model
	Nostril Design

	Experimental Set-Up
	Experimental Results
	Advection Tests
	Direction Tests

	Future Work
	Conclusions
	References

	Fingerspelling Recognition with Support Vector Machines and Hidden Conditional Random Fields
	Introduction
	Related Works
	Gesture Recognition
	Models and Tools
	Artificial Neural Networks
	Support Vector Machines
	Multiclass Classification Approaches
	Hidden Markov Models
	Hidden Conditional Random Fields

	Experiments
	Dataset
	Static Gesture Recognition
	Dynamic Gesture Recognition

	Results and Discussion
	Conclusions
	References

	Development of an Omnidirectional Kickfor a NAO Humanoid Robot
	Introduction
	Omnidirectional Kick Development
	Omnidirectional Kick
	Inverse Kinematics Module
	Path Planning Module
	Stability Module

	Experiments and Results
	Inverse Kinematics Module Tests
	Path Planning Module Tests
	Omnidirectional Kick Tests

	Conclusions and Future Work
	References


	Planning and Scheduling
	The Planning Net: Exploring the Petri Net Flowto Improve Planning Solvers
	Introduction
	Planning Net
	Planning Net Encoding to CNF
	Experimental Results
	Conclusions
	References

	An Automated User-Centered Planning Framework for Decision Support inEnvironmental Early Warnings
	Introduction
	The Environmental Management Domain
	Automated Planning and Specification of the Domain
	Architecture of the Framework
	Natural Language to PDDL
	Experimentation
	Conclusions
	References

	A Genetic Algorithm for Berth Allocationand Quay Crane Assignment
	Introduction
	Problem Description
	Mathematical Formulation
	Genetic Algorithm
	Evaluation
	Conclusions
	References

	Constructing Real Test-Suites Usingan Enhanced Simulated Annealing
	Introduction
	Background
	Preliminary Definitions
	Example
	Covering Arrays Construction Methods

	Metaheuristic Approach to Solve CAC Problem
	Experimentation and Results
	Comparing ESA with an Existing SA Implementation
	Constructing Test-Suites for Different Real-Case Software Components

	Conclusions
	References


	AI in Education
	Influence Diagram for Selection of Pedagogical Strategiesin a Multi-Agent System Learning
	Introduction
	Simulation for Decision Making in the Health Care Service
	Influence Diagram (ID)
	Pedagogical Strategies

	Case Study
	Final Considerations
	References

	Multi-agent Model for Searching, Recovering, Recommendation and Evaluation of Learning Objectsfrom Repository Federations
	Introduction
	Basic Concepts
	Learning Objects, Repositories and Federations
	Recommender Systems
	Multi-Agent Systems
	Student Profile

	Related Works
	Model Proposed
	Development Methodology
	BROA’s Architecture

	Experiments and Results
	Conclusion and Future
	References

	An Agent Based Model for Integrating IntelligentTutoring System and Virtual Learning Environments
	Introduction
	Background
	Related Works

	Definition of the Model
	Implementation of the Model
	Conclusions
	References

	An Intelligent and Affective Tutoring Systemwithin a Social Network for Learning Mathematics
	Introduction
	Fermat Architecture
	Fermat Affective ITS
	Results and Discussions
	Conclusions and Future Work
	References

	Nearest Prototype Classification of Special SchoolFamilies Based on Hierarchical Compact Sets Clustering
	Introduction
	Hierarchical Clustering Based on Compact Sets
	Clustering and Classification of the SABM School Data
	Experimental Results
	Conclusions
	References

	Mining Social-Affective Data to Recommend StudentTutors
	Introduction
	Collecting Interaction Data
	The Item Descriptors
	The Recommendation of Tutors
	Validation and Discussion
	Conclusions
	References

	A Case-Based Reasoning Approach to Support Teaching of Spanish as a Second Language in IndigenousCommunities from Latin America
	Introduction
	Teaching Spanish as a Second Language
	Multilingual-Tiny Approach
	Architecture
	Users Layer
	Interface Layer and Authoring Tool
	Processing Services Layer
	Recommender Module

	An Illustrative Scenario
	Conclusions and Future Work
	References


	Knowledge Engineering and Applications
	Decision-Making Tool for Knowledge-Based Projectsin Offshore Production Systems
	Introduction
	Conception of an Offshore Production System
	Fuzzy Sets and the Parameters of Offshore Production System
	Implementation of the Decision-Making Tool for the OffshoreProduction System
	Consulting Using Concepts
	Consulting Using Scenarios

	Results
	Conclusions
	References

	An Intelligent Design Model for OffshorePetroleum Production Elements Layout
	Introduction
	Domain
	Intelligent Subsea Elements Arrangement Model
	Wells Clustering
	Hierarchical Wells Clustering
	Elements Positioning
	Pipeline Routing
	Parallel Processing
	Solution Reconciling

	Case Study
	Related Work
	Conclusions
	References

	MAS for Alarm Management Systemin Emergencies
	Introduction
	Related Work
	MAS for Alarm Management System
	MAS Architecture
	Ontology
	Stored Procedures

	Case Study
	Conclusions
	References

	Simulating Data Journalism to CommunicateHydrological Information from Sensor Networks
	Introduction
	A National Sensor Network
	Simulating Data Journalism
	The VSAIH Architecture
	Discussion
	Related Work
	Conclusions
	References

	Method Based on Context-Information to ImproveUser Experience on Mobile Web-Based Applications
	Introduction
	Background and Related Work
	The Context Aware Web Browser
	Evaluated Mobile Web Applications
	User’s Evaluation
	Conclusions
	References


	Author Index



