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Abstract. In this paper we introduce a generalization of the local ap-
proximation called a local probabilistic approximation. Our novel idea is
associated with a parameter (probability) α. If α = 1, the local proba-
bilistic approximation becomes a local lower approximation; for small α,
it becomes a local upper approximation. The main objective of this pa-
per is to test whether proper local probabilistic approximations (different
from local lower and upper approximations) are better than ordinary lo-
cal lower and upper approximations. Our experimental results, based on
ten-fold cross validation, show that all depends on a data set: for some
data sets proper local probabilistic approximations are better than local
lower and upper approximations; for some data sets there is no differ-
ence, for yet other data sets proper local probabilistic approximations
are worse than local lower and upper approximations.

1 Introduction

Lower and upper approximations are fundamental concepts of rough set theory
[1, 2]. An idea of the local and global approximations was introduced in [3]. Later
on, local and global approximations were discussed in [4]. Local approximations
are unions of complex blocks which, in turn, are intersections of attribute-value
pair blocks. Global approximations are unions of characteristic sets, where the
characteristic set is a generalization of the elementary set, well known in rough
set theory.

In this paper we introduce a novel idea of the local probabilistic approxima-
tion, a generalization of the local lower and upper approximations. The local
probabilistic approximation is defined using a parameter α that has an inter-
pretation as a conditional probability of the concept given complex block. If α
= 1, the local probabilistic approximation is the local lower approximation; if α
is small (in this paper 0.001), the local probabilistic approximation is the local
upper approximation.

Theoretical properties of global probabilistic approximations, based on an
equivalence relation, were studied for many years in variable precision rough
set theory, Bayesian rough sets, etc. [5–10]. Global probabilistic approximations
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based on an arbitrary binary relation were defined in [11]. First results of their
practical usefulness were published in [12].

In this paper we will distinguish two interpretations of a missing attribute
value: lost values and ”do not care” conditions. If an attribute value was origi-
nally given but now is not accessible (e.g., was erased or forgotten) we will call
it lost. If a data set consists lost values, we will try to induce rules from existing
data. Another interpretation of a missing attribute value is based on a refusal to
answer a question, e.g., some people may refuse to tell their citizenship status,
such a value will be called a ”do not care” condition. In data sets with ”do not
care” conditions we will replace such a missing attribute value with all possible
attribute values.

2 Attribute-Value Pair Blocks

We assume that the input data sets are presented in the form of a decision table.
Rows of the decision table represent cases and columns are labeled by variables.
The set of all cases will be denoted by U . Some variables are called attributes
while one selected variable is called a decision and is denoted by d. The set of
all attributes will be denoted by A.

An important tool to analyze data sets is a block of an attribute-value pair.
Let (a, v) be an attribute-value pair. For complete decision tables, i.e., decision
tables in which every attribute value is specified, a block of (a, v), denoted by
[(a, v)], is the set of all cases x for which a(x) = v, where a(x) denotes the value
of the attribute a for the case x. For incomplete decision tables the definition of
a block of an attribute-value pair is modified.

– If for an attribute a there exists a case x such that a(x) = ?, i.e., the
corresponding value is lost, then the case x should not be included in any
blocks [(a, v)] for all values v of attribute a,

– If for an attribute a there exists a case x such that the corresponding value is
a ”do not care” condition, i.e., a(x) = ∗, then the case x should be included
in blocks [(a, v)] for all specified values v of attribute a.

A special block of a decision-value pair is called a concept. For a case x ∈ U the
characteristic set KB(x) is defined as the intersection of the sets K(x, a), for all
a ∈ B, where the set K(x, a) is defined in the following way:

– If a(x) is specified, then K(x, a) is the block [(a, a(x))] of attribute a and its
value a(x),

– If a(x) =? or a(x) = ∗ then the set K(x, a) = U.

Characteristic set KB(x) may be interpreted as the set of cases that are indis-
tinguishable from x using all attributes from B and using a given interpretation
of missing attribute values.
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3 Local Probabilistic Approximations

For incomplete data sets, a setX will be called B-globally definable if it is a union
of some characteristic sets KB(x), x ∈ U . A set T of attribute-value pairs, where
all attributes belong to set B and are distinct, will be called a B-complex. We
will discuss only nontrivial complexes, i.e., such complexes that the intersection
of all attribute-value blocks from a given complex is not the empty set. A block
of B-complex T , denoted by [T ], is defined as the set ∩{[t] | t ∈ T }.

For an incomplete decision table and a subset B of A, a union of intersections
of attribute-value pair blocks of attribute-value pairs from some B-complexes,
will be called a B-locally definable set. Any set X that is B-globally definable is
B-locally definable, the converse is not true.

Let X be any subset of the set U of all cases. Let B ⊆ A. In general, X is
not a B-definable set, locally or globally. A B-local probabilistic approximation
of the set X with the parameter α, 0 < α ≤ 1, denoted by apprlocalα B(X), is
defined as follows

∪{[T ] | ∃ a family T of B-complexes T of X ,T ∈ T , Pr(X |[T ]) ≥ α}.

Due to computational complexity, in our experiments we used a heuristic ap-
proach to computing another local probabilistic approximation, denoted by
apprmlem2

α (X), since it is inspired by the MLEM2 rule induction algorithm [4].
Using this approach, apprmlem2

α (X) is constructed from A-complexes Y that are
the most relevant to X , i.e., with |X ∩ Y | as large as possible, if there is more
than one A-complex that satisfies this criterion, the largest conditional proba-
bility of X given Y is the next criterion to select an A-complex. Note that if two
A-complexes are equally relevant, then the second criterion selects an A-complex
with the smaller block cardinality.

4 Experiments

In our experiments we used eight real-life data sets taken from the University of
California at Irvine Machine learning Repository. These data sets were enhanced
by replacing 35% of existing attribute values by missing attribute values, sep-
arately by lost values and by ”do not care” conditions. Thus, for any data set,
two data sets were created for experiments, one with missing attribute values
interpreted as lost values and the other one as ”do not care” conditions.

The main objective of our research was to test whether local probabilistic
approximations, different from local lower and upper approximations, are better
than local lower and upper approximations in terms of an error rate. Therefore,
we conducted experiments of a ten-fold cross validation increasing the parameter
α in local probabilistic approximations inspired by MLEM2, with increments
equal to 0.1, from 0 to 1.0. For a given data set, in our experiments we used
ten-fold cross validation with a random re-ordering of all cases, but during all
eleven experiments this order was constant, i.e., all ten pairs of training and
testing data subsets were the same. Results of our experiments are presented in
Figures 1–4.
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Fig. 1. Error rates for data sets Bankruptcy and Breast cancer with lost values, denoted
by ? and ”do not care” conditions denoted by *

Fig. 2. Error rates for data sets Echocardiogram and Hepatitis with lost values, denoted
by ? and ”do not care” conditions denoted by *
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Fig. 3. Error rates for data sets Image segmentation and Iris with lost values, denoted
by ? and ”do not care” conditions denoted by *

Fig. 4. Error rates for data sets Lymphography and Wine recognition with lost values,
denoted by ? and ”do not care” conditions denoted by *
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5 Conclusions

As follows from our experiments, for three out of 16 possibilities (theBreast cancer
data set with missing attribute values interpreted as lost values with α =0.8, the
Breast cancer data set with missing attribute values interpreted as ”do not care”
conditions with α= 0.6, andWine recognition data set with missing attribute val-
ues interpreted as ”do not care” conditions with α = 0.6) local probabilistic ap-
proximations are better than ordinary local lower and upper approximations. On
the other hand, for other three possibilities (Breast cancer data set with missing
attribute values interpreted as ”do not care” conditions with α= 0.9, theHepatitis
data set with missing attribute values interpreted as ”do not care” conditions with
α=0.5 and forWine recognition data set withmissing attribute values interpreted
as lost values conditions withα=0.7) local probabilistic approximations areworse
than ordinary local lower and upper approximations. Therefore, it is obvious that
usefulness of proper local probabilistic approximations depends on a data sets and
an interpretation of missing attribute values.
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