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Preface

This volume contains the papers selected for presentation at the 20th
International Symposium on Methodologies for Intelligent Systems (ISMIS 2012),
held in Macau, December 4–7, 2012. The symposium was organized by the De-
partment of Computer Science at Hong Kong Baptist University, and held in
conjunction with the Web Intelligence 2012 Congress (WIC 2012) that included
four other intelligent informatics-related conferences: Active Media Technology
2012 (AMT 2012), Brain Informatics 2012 (BI 2012), IEEE/WIC/ACM Web In-
telligence 2012 (WI 2012), and IEEE/WIC/ACM Intelligent Agent Technology
2012 (IAT 2012). In 2012, ISMIS was also a special event of the Alan Turing
Year (Centenary of Alan Turing’s birth).

ISMIS is a conference series that started in 1986. It is an established and pres-
tigious conference for exchanging the latest research results in building intelligent
systems. The scope of ISMIS is intended to represent a wide range of topics on
applying artificial intelligence techniques to areas as diverse as decision support,
automated deduction, reasoning, knowledge-based systems, machine learning,
computer vision, robotics, planning, databases, information retrieval, and so on.
ISMIS provides a forum and a means for exchanging information for those inter-
ested purely in theory, those interested primarily in implementation, and those
interested in specific research and industrial applications.

The following major areas were selected in the regular track of ISMIS 2012:
knowledge discovery and data mining, intelligent information systems, text min-
ing and language processing, knowledge representation and integration, music
information retrieval, and recommender systems. Moreover, five special sessions
were organized: Technology Intelligence and Applications, Product Configura-
tion, Human Factors in Information Retrieval, Social Recommender Systems,
and Warehousing and OLAPing Complex, Spatial and Spatio-Temporal Data.
Out of 88 submissions, 51 contributed papers were accepted for publication,
among which 41 were accepted as regular papers and 10 were accepted as short
papers. Every paper was reviewed by at least two reviewers in the international
Program Committee. The ISMIS 2012 conference was additionally accompanied
by two pre-conference workshops: the International Workshop on Privacy-Aware
Intelligent Systems and the International Workshop on Domain Knowledge in
Knowledge Discovery. More notably, we had two distinguished researchers to give
the keynotes. One was the Turing keynote speaker, Prof. Edward Feigenbaum,
(Stanford University, USA), who was the 1994 Turing Award Winner and the
other was Prof. Alfred Kobsa (University of California, Irvine, USA).
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We wish to express our special thanks to the major committee members
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Min-Max Itemset Trees for Dense and Categorical Datasets . . . . . . . . . . . 51
Jennifer Lavergne, Ryan Benton, and Vijay V. Raghavan

TRARM-RelSup: Targeted Rare Association Rule Mining Using
Itemset Trees and the Relative Support Measure . . . . . . . . . . . . . . . . . . . . . 61

Jennifer Lavergne, Ryan Benton, and Vijay V. Raghavan

Incremental Rules Induction Method Based on Three Rule Layers . . . . . . 71
Shusaku Tsumoto and Shoji Hirano

RPKM: The Rough Possibilistic K-Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Asma Ammar, Zied Elouedi, and Pawan Lingras

Exploration and Exploitation Operators for Genetic Graph Clustering
Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Jan Kohout and Roman Neruda

Local Probabilistic Approximations for Incomplete Data . . . . . . . . . . . . . . 93
Patrick G. Clark, Jerzy W. Grzymala-Busse, and
Martin Kuehnhausen



XVI Table of Contents

On the Relations between Retention Replacement, Additive
Perturbation, and Randomisations for Nominal Attributes in Privacy
Preserving Data Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Piotr Andruszkiewicz

Intelligent Information Systems

Decision Support for Extensive Form Negotiation Games . . . . . . . . . . . . . . 105
Sujata Ghosh, Thiri Haymar Kyaw, and Rineke Verbrugge

Intelligent Alarm Filter Using Knowledge-Based Alert Verification in
Network Intrusion Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Yuxin Meng, Wenjuan Li, and Lam-for Kwok

Clustering-Based Media Analysis for Understanding Human Emotional
Reactions in an Extreme Event . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

Chao Gao and Jiming Liu

An Event-Driven Architecture for Spatio-temporal Surveillance of
Business Activities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

Gabriel Pestana, Joachim Metter, Sebastian Heuchler, and
Pedro Reis

Text Mining and Language Processing

Multiple Model Text Normalization for the Polish Language . . . . . . . . . . . 143
�Lukasz Brocki, Krzysztof Marasek, and Danijel Koržinek
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An Anti-tampering Algorithm

Based on an Artificial Intelligence Approach
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15121 - Alessandria, Italy

Abstract. Home automation poses requirements, which are typically
solved by AI methods. The paper focuses on the problem of protecting
video-surveillance systems against tampering actions, and proposes a
new algorithm. This is based on a model of the environment observed by
the camera, which must be protected. The model is automatically learned
by observing the video stream generated by the camera. The method is
now implemented in a commercial system are the results reported from
seven experimental sites shows an excellent performance outperforming
state of the art algorithms described in the literature.

1 Introduction

Ambient intelligence and, more specifically, home intelligence is a new challeng-
ing area, which offers the possibility of applying Artificial Intelligence techniques
[1].

In fact, the goal of home intelligence is to make a house aware of what is
appending inside, in order to improve the quality of life of inhabitants by offering
new facilities, preventing possible accidents, and detecting hazards. Nevertheless,
providing awareness entails providing the house with the capability of learning
the model of the different agents inside it, and of detecting and interpreting
any possible deviation from the expectation. These are major tasks for Artificial
Intelligence [2,3].

Along this line, this paper discusses how Machine Learning has been inte-
grated in a subsystem designed for preventing tampering a video-surveillance
system, which is a major component of a house automation platform. However,
it is worth noticing that the focus is not on new methodologies proposed in the
Machine Learning area, but on a real application that is now integral part of a
commercial product [4].

Preventing tampering of video-cameras is a critical and important problem,
which has been investigated by many authors, as reviewed in [5]. Nevertheless,
no completely satisfactory solutions, capable of dealing with any environmental
condition exists. For this reason, we decided to develop a new method. Differently
from other approaches to the same problem [5,6], which focus on the detection
of abrupt changes as a consequence of a tamper, the anti-tamper algorithm

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 1–10, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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we propose is based on a model of the environment the visual apparatus must
observe, when it is working correctly. The model accounts for a set of items,
which must be detectable under different light conditions during the day and
the night. When these items are not detectable for a given period of time, a
security warning is sent to the house administrator.

The model is automatically learned and updated by continuously observing
the environment, without requiring any intervention by the part of the inhabi-
tants. The learning algorithm is set in the Bayesian framework and implements a
variant of the classical instance based learning approach [7]. It is implemented as
a module of a home automation system called HORUS1 and is now in beta-test
in several sites of customers of Penta Dynamic Solutions. Some results of the in
field testing, which show the effectiveness of the approach, are provided.

In the following, Section 2 discusses the problem the anti-tamper algorithm
needs to solve, and provides a high level algorithm overview. Section 3 describes
the learning algorithm. Finally, an overview of the current deployment of the
system is provided in Section 4. Some conclusions are drawn in Section 5.

2 Problem Setting

There are several problems bound to video-surveillance, which are currently
actively investigated. A first kind of problem is related to recognizing some
item, or detecting some event in the observed scenario, such as a person or an
intrusion, and so on. A second kind of task is related to the monitoring of the
health status of the visual apparatus, detecting actions aimed at compromising
its functioning. This task is usually referred as anti-tampering, and even if quite
strongly related to the first one is usually approached with different methods. A
video-camera can be tampered in many different ways. Typical examples are:

– Defocusing. The focus of the camera objective is set in such a way the image
is blurred.

– Misplacing. The position or the orientation of the camera is modified so that
part of the scenario is no longer observable.

– Masking. The objective is partially or totally covered, hiding then the ob-
served scenario. A malicious way of masking the camera may be obtained by
spraying a partially transparent liquid on the objective. This action degrades
the image quality without causing a total masking, which is easier to detect.

– Blinding. The camera is still observing the scenario, but the visual sensor is
run out range, so that the image is no more interpretable. For instance, this
can be done by illuminating the objective with a laser pointer.

A tampering action may occur both when the video-surveillance is active and
when it is non-active. In the first case, intruders tend to use attack methods
like blinding, which allow them to tamper the camera without entering in the
observed area. In the second case, attacks of the other kinds are preferred, and
are carried on choosing periods in the day, in which the action is difficult to be
noticed.
1 Horus is a trademark of Penta Dynamic Solutions S.r.L.
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2.1 Existing Approaches

The currently available anti-tampering techniques follow two alternative ap-
proaches: (i) device specific approach; (ii) device independent approach. In the
first one, the anti-tamper algorithm is integrated in the software on-board to the
camera, which encodes the video stream. The advantage of this approach is that
many actions and changes in the video stream due to a change in the control
strategy (for instance, the adaptation to the light conditions) can be immedi-
ately distinguished from tampering attempts, like defocusing. The disadvantage
is that, on the one hand, the limited power of the cpu poses severe limitations,
so that only simple kinds of attack can be effectively handled. On the other
hand, this kind of solution bounds the user to a specific hardware. The second
approach aims at finding camera independent methods for detecting tampering
actions, not accounting for the specific features of the camera [5]. In many cases,
the technique consists in identifying abrupt changes in the video stream, which
usually correspond to the signature of a tampering action. The recent sequence
of images recorded from the camera is used to construct the background image
the algorithm is expected to see. When the current image changes too much from
the background, a tamper-alarm is sent. The limitation of this technique is that
a tampering action executed very slowly can be accepted as a gradual change
in the background. Moreover, temporary changes in the video stream, of short
duration, are considered tamper attempts causing false alarms. This frequently
happens when the light conditions change quickly as, for instance, at dawn or
at sunset.

2.2 Horus Approach

Horus approach differs from the previous ones in the sense that it is based on
a static model of the environment, which must be observable when the camera
is working properly. Then, an alert condition due to a temporary blinding of
the camera can be dismissed if the observation becomes normal again in a short
time. Nevertheless, the algorithm does not risk of accepting a tampering action,
executed very slowly, as an evolution of the background.

A model of the world observed by a video-camera is a collection of scenarios,
each one corresponding a specific light condition, which may occur depending
on the hour of the day and on the weather.

The anti-tamper algorithm is set in a Bayesian framework and uses the model
for computing the probability of observing the image currently recorded from
the camera. This is done according to the conditional probability chain described
in Figure 1.

The algorithm firstly computes the probability for each scenario being the
one corresponding to the current light conditions. Then, given the probability
distribution on the scenarios, the probability of observing specific items in the
image recorded from the video-camera is computed.

In this framework, every scenario is characterized by two sets of features: a set
of global features characterizing the light condition, and a set of local features
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H(C) T(S ) T(C)k
P(S |C)k P(T(C)|S )k

Fig. 1. Conditional probability dependences between the current image and the envi-
ronment model

characterizing specific items, referred as targets in the following, which are easily
detectable and are stable with respect to the position.

The system enters in an alert condition when too many targets, which should
be detectable in the current light condition, are not detected. When an alert
condition holds for a too long period of time, alarms warning are sent to an
administrator. Site specific rules, accounting for both the duration of the alert
and for the period of the day, decide when to send alarm warnings.

The algorithm keeps the capability of self-adapting to possible changes in the
environment. This is necessary because, on the one hand, the light conditions
characterizing the scenarios evolve during the seasons, and, on the other hand, an
environment where humans and animals are living is continuously evolving: new
objects may appear in the scenarios and other ones may disappear permanently.
Then, the target set must evolve consequently. Nevertheless, this is done avoiding
the risk of adapting to tampering conditions. Two adaptation mechanisms have
been implemented:

1. Real time adaptation to small changes in the video-camera orientation, as it
may happen because of wind or other accidental causes.

2. Long term adaptation to deep changes in the environment.

The first capability is implemented using what we will call the model invariant,
which is a subset of selected items that appear to be detectable under any light
condition. The anti-tamper algorithm first tries to detect the position of the
invariant in the current image. Then, the image recorded from the camera is
realigned by applying a linear transformation. However, only small translations
and rotations of the invariant position, with respect to the nominal ones, are
accepted. If the detected changes are too large, a tamper alarm is immediately
sent.

The long term adaptation is based on the assumption that environment
changes slowly, so that, in general, a model learned today, would be a good
model also for tomorrow. Then, every day, a new model of the environment is
constructed by the learning algorithm, while the anti-tamper algorithm uses the
model constructed the previous day. If no serious tamper conditions have been
detected at the end of the day, the new model is considered a valid one and
becomes the new working model for the anti-tamper algorithm.

3 The Algorithm

The anti-tamper algorithm consists of two steps, as described in Figure 2. As
mentioned in Section 2, the scenarios of the environment model are described
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by a set of global features and by a set of local features. The former ones are
used to compare scenarios to the current image C, recorded from the camera,
according the light conditions. The second ones characterizes specific items that
must be found in the scene. In the first step, the algorithm computes a probability
distribution on the scenarios of the model considering the conditioning due to the
current image C. This is done using the global features characterizing the light
condition. Then, at the second level the algorithm matches the current image
from the camera to the targets characterizing the selected scenarios. This is done
again in a probabilistic framework. If too many targets are not clearly detected
the system enters in alert status. Alert warnings are sent to a rule-based decision
module, which decides when to send an alarm. The rules of the decision module
are site-dependent and account both for the duration of the alert status and
for the time of the day. For instance, during the day alarms are sent when the
alert condition lasts for long time, so that a permanent damage of the camera is
suspected, while, during the night, alarms are sent as soon as the alert condition
lasts more than a few seconds.

Model
Learner

Target
Extractor

Model
Matcher

target
matcher

Model

C

S1
S2

….

C

Sk AlarmDecision
module

Alert

Fig. 2. Anti-tampering algorithm architecture

The anti-tamper algorithm is associated to a learning algorithm that is able
to automatically construct the models and the targets in the scenarios, and to
estimate the required probability distributions.

3.1 Environment Model

The model M of the environment observed by a video-camera is a set of items
called scenarios characterizing the possible views the video-camera will observe
depending on the light conditions, which change according to the time of the
day and to the weather. A scenario is a pair S = 〈H,T 〉, being H a feature set
characterizing the light conditions in which S is considered reliable, and T is a
data structure we will call target characterizing the image details, which must
be observed considering the light conditions characterized by H . In addition to
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the scenarios, M contains the model invariant I. This is a structure containing
only the targets, which are observable in all the scenarios of M .

The light conditions may change from one to another region of the image
recorded by a camera, depending upon the sun position and other factors. Then,
H is constructed in order to account for this phenomenon. More precisely, H
is a matrix hi,j (0 ≤ i ≤ m and 0 ≤ j ≤ n), of size m × n being m and n
two assigned integers. Each element hi,j corresponds to a rectangular region
aij of the region observed by the camera and characterizes the light condition
in aij by means of a vector of integers obtained by chaining the triplet of his-
tograms 〈hij

R,hij
G,hij

B〉 of the three fundamental colors RGB(see Figure 3).
The values of m and n are usually selected considering the site observed by
the video-camera. If the image illumination is homogenous, small m and n are
sufficient, otherwise larger values provide a greater accuracy but increase the
computational complexity. In practice, setting n = 8 and m = 6 proved to be a
reasonable compromise for the majority of the environments in which Horus has
been tested.

Fig. 3. Example of feature set H constructed from 3x4 RGB histograms

The target T describes the items that must be detectable under the light
conditions characterized by H . The focus is set on objects that have a well
definite shape, not changing during the time, and have a permanent position.
As described into detail in Section 3.3, T is obtained from a contour map of the
image and is encoded as a matrix of real numbers τ(x, y) in the interval [0, 1].
Each τ(x, y) represents the probability of finding the corresponding pixel p(x, y)
included in the contour map T (C) extracted from the current image C from the
camera. The model invariant I is the map of the pixel having probability greater
than 0.5 in all scenarios.

An example of two target T1 and T2, extracted from two different scenarios,
is reported in Figure 4. The probability values are represented as gray levels
in a black and white image (τ = 1 corresponds to a white pixel, while τ = 0
corresponds to a black pixel).
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(a) (b)

(c) (d)

Fig. 4. Example of targets characterizing the scenarios in the environment model: (a)
Image recorded from the camera; (b) T1 target corresponding to the image (a); (c) T2

target for an image recorded at sunset; (d) model invariant

3.2 Matching the Camera Image to the Model

The first step consists in computing the m× n RGB histograms corresponding
to H(C) and extracting the contours map on T (C). Then, the conditional dis-
tribution P (Sk|H(C)) is computed for all Sk ∈M . For each pair 〈H(C), H(Sk)〉
the matrix dij is computed, being dij the Bhattacharyya distance [8] between
two corresponding histograms hij(C), hij(S). The Bhattacharyya distance is
computed using the formula:

d(hij(C),hij(Sk)) =

√√√√1− 1√
hij(C)hij(S)ρ2

ρ∑
l=1

√
hijl(C)hijl(Sk) (1)

being ρ the number of components in the vector hij and hijl the l element of
hij . The global distance D(C, Sk) between C and Sk is computed as the average
of all values dij .

The probability of Sk is computed as:

P (Sk|C) = 1− D(C, Sk)∑|M|
r=1 D(C, Sr)

(2)

i.e, 1 minus the distance of Sk from C normalized with respect the sum of the
distances of all scenarios from C. The assumption underlaying (2), which is
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reasonable but remains somehow arbitrary, is that the probability distribution
P (Sk|C) is linearly dependent on the Bhattacharyya distance.

Then, given P (Sk|C) the expectation

T (C) =

|M|∑
k=1

T (Sk)P (Sk|C) (3)

is computed for the targets in T (C) in C.
Afterwards, the agreement between the target expectation T (C) and the ac-

tual targets observed in T (C) is computed. The agreement A is a pair of reals
〈αw, αb〉 in the interval [0, 1] representing the proportion of white pixels, and
black pixels in T (C) in agreement with the expectation T (C), respectively. More
specifically αw, αb are computed according to the the following formula:

αw =
1

Mw

∑
p(x,y)=b∈T (C)

τ(x, y), αb =
1

Mb

∑
p(x,y)=b)∈T (C)

1− τ(x, y) (4)

In (4) Mw and Mb correspond to the maximum possible agreement for white
and black pixels in T (C), respectively. A tamper condition is detected when
αw (αb) falls below a given threshold, while αb (αw) increases correspondingly.
The threshold is not critical and is easy to estimate from a set of positive and
negative examples, recorded on site from the camera.

 0
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Fig. 5. Example of time evolution of the agreement measures αw and αb in presence
of two typical tampering attempts: Images generated by a laser blinding (C) and by a
selz spray (C′)

An example of the temporal evolution of αw, or αb in presence of two typical
tampering attempts (laser blinding and masking using a selz spray), is described
in Figure 5.
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3.3 Model Learning Algorithm

The basic information source for learning and updating the environment model
M is the sequence of the last ν frames recorded from the camera, being ν the
only parameter, which needs to be specified, when the system is installed. We
will denote as Ct(ν) the learning sequence at time t, consisting on the ν frames
recorded before t.

The distance measure defined by expressions (1) is also used for learning M
by direct observation of the video stream recorded from a camera.

The learning algorithm works as in the following. Let M be the set of scenarios
characterizing the model at time t. If for sequence Ct(ν) no scenario S ∈ M is
closer than a minimum distance δ = 0.25 to any one of the frames in Ct(ν), a
new scenario St is constructed from Ct(ν) and added to M . In order to avoid M
reaching an excessive size, periodically the scenarios, which for long time (one
week) have not been selected by the matching algorithm, are deleted.

When a new scenario is added to M , the target T is constructed by estimating
the probabilities associated to the pixels on the sequence Ct(ν) of frames used
for learning the new scenario. Then the model invariant I is updated in order to
account for the new scenario. Every pixel which occurs with probability higher
then τ = 0.5 in all scenarios is included in the invariant matrix with probability
τ = 1.0.

As previously mentioned the invariant has an important role for dynamically
recalibrating the position of the image C observed from the camera.

4 In Field Testing

At the moment, HORUS anti tamper module has been deployed in field in seven
sites. Six of them are outdoor environments in country houses owned by cus-
tomers, who volunteered to participate to the test. The seventh one is an indoor
environment located in the labs of Penta Dynamic Solutions.

Outdoor sites are particularly difficult because of the presence of moving ob-
jects, like trees, flies, and birds, and the continuously changing light conditions
due to sunset, sunrise and clouds. Previous experimentation with state of the
art algorithms was quite unsatisfactory. The one, which performed best among
those we tested [5], is the one by Ribnick [6]. Nevertheless, the rate of false
alarms was still unacceptable for the customers participating to the test. The
major weakness we detected was the lack of a long term environment model for
checking when the camera condition becomes normal again after an alert status.

In the current installations, after the initial tuning of the system, which takes
around three days for learning the initial model and the alert threshold, and for
tuning the rules of the Decision Module, the rate of false alarms is practically
null. On the other hand the system has always been able to detect any sort of
simulated tampering actions.

Therefore, the described algorithm is going now to be integrated in the com-
mercial release of HORUS (Horus-3.0).
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5 Conclusion

We have shown how the availability of a model of the environment greatly im-
proves the reliability of an anti-tampering algorithm, implemented in the frame-
work of a home automation system. The important result is that the model is
learned and maintained automatically by the system without requiring any ac-
tion by the users. The algorithm is now integrated in a commercial tool installed
in several houses.

The learned lesson is that we can expect a dramatic increase of the role of Ma-
chine Learning methods in the future evolution of ambient intelligence and home
automation. In fact this is the only way to develop smart environments, without
requiring a difficult tuning phase involving both users and domain experts.
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Abstract. A formal framework for data mining with association rules
is presented. All important steps of CRISP-DM are covered. Role of for-
malized domain knowledge is described. Logical aspects of this approach
are emphasized. Possibilities of application of logic of association rules
in solution of related problems are outlined. The presented approach is
based on identifying particular items of domain knowledge with sets of
rules which can be considered their consequences.

1 Introduction

A formal framework FOFRADAR (FOrmal FRAmework for Data mining with
Association Rules) is shortly introduced in [3]. It covers all important steps
described by CRISP-DM methodology, see Fig. 1. FOFRADAR is based on

Fig. 1. FOFRADAR and CRISP-DM
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enhancement of a logical calculus of association rules [2] by several languages
and procedures. Most of them are introduced below.

Language LDK – formulas of LDK correspond to items of domain knowledge.
These items are in a form understandable to domain experts. The expression
BMI ↑↑ Diast meaning that if patient’s BMI (i.e. Body Mass Index) increases,
then his/here diastolic blood pressure increases too is an example. We consider
formulas of LDK as results of business understanding.

Language LDt – formulas of LDt correspond to relevant information on an-
alyzed data. Information that given data concerns only male patients is an ex-
ample. Formulas of LDt can be considered as results of data understanding.

Language LAQ – formulas of LAQ correspond to reasonable analytical ques-
tions. Analytical questions are created using formulas of LDK and LDt.

Language LRAR – formulas of this language define sets of Relevant Associa-
tion Rules. Procedure AQ RAR assigns to a given analytical question Q (i.e. a
formula of the language LAQ) a formula AQ RAR(Q) of LRAR which defines a
set of relevant association rules to be verified in a given data matrixM to solve
a given analytical question Q.

Procedure ASSOC – its input consists of a formula Φ of a language LRAR

and of an analyzed data matrixM. Formula Φ defines a set S(Φ) of association
rules to be verified in M to solve the given analytical question. Output of the
ASSOC is a set True(S(Φ),M) of all rules ϕ ≈ ψ belonging to S(Φ) which
are true in data matrix M. The procedure ASSOC is introduced in [1]. The
procedure 4ft-Miner is used in [4] as an implementation of ASSOC.

Language LConcl – formulas of LConcl correspond to conclusions which can
be made on the basis of the output set True(S(Φ),M) of the ASSOC procedure.

Let us note that there are additional procedures transforming formulas of
one language into formulas of another language. This can be seen as a formal
background of a description of the whole data mining process

Reasonable analytical questions are formulated using items of domain knowl-
edge. The analytical questions are solved using ASSOC procedure. Sets of rules
which can be be considered as consequences of important items of domain knowl-
edge are used to interpret resulting association rules. First successful experiments
with this approach to domain knowledge are presented in [4]. However, no the-
oretical details are given and relation to FOFRADAR is not described in [4].

The goal of this paper is to introduce important theoretical details relevant
to the experiments presented in [4] and relate them to FOFRADAR. Logical
calculus of association rules is introduced in section 2 and language of domain
knowledge in section 3. Formulation of reasonable analytical questions and prin-
ciples of their solution are outlined in section 4. Association rules which can be
considered as consequences of particular items of domain knowledge are studied
in section 5. No similar additional approach is known to the author.

2 Logical Calculus of Association Rules

Association rules concern data matrices. To keep explanation simple, we consider
data matrices with values – natural numbers only. There is only a finite number
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of possible values (i.e. categories) for each column. We assume that the number
of categories of a column is t and the categories in this column are integers
1, . . . , t. Then all the possible values in the data matrix are described by the
number of its columns and by the numbers of categories for each column. These
numbers determine a type of a data matrix and also a type of a logical calculus.

A type of a logical calculus of association rules is a K-tuple T = 〈t1, . . . , tK〉
whereK ≥ 2 is a natural number and ti ≥ 2 are natural numbers for i = 1, . . . ,K.
A data matrix of the type T is a K + 1-tuple M = 〈M, f1, . . . , fK〉, where M
is a non-empty finite set and fi is an unary function from M to {1, . . . , ti} for
i = 1, . . . ,K. Elements of M correspond to rows ofM (i.e. to observed objects)
and functions f1, . . . , fK correspond to columns of data matrixM.

Language LT of association rules of type T is given by basic attributes
A1, . . . , AK and by 4ft-quantifiers ≈1, . . . ,≈Q. We say that Ai is of type ti for
i = 1, . . . ,K. If A is a basic attribute of LT and α ⊂ {1, . . . , t} then A(α) is a
basic Boolean attribute of LT . Each basic Boolean attribute of LT is a Boolean
attribute of LT . If ϕ and ψ are Boolean attributes of LT then ¬ϕ, ϕ ∧ ψ, and
ϕ ∨ ψ are Boolean attributes of LT . If ϕ and ψ are Boolean attributes and ≈ is
a 4ft-quantifier of LT then ϕ ≈ ψ is an association rule of LT . Here ϕ is called
antecedent and ψ is called succedent.

LetM = 〈M, f1, . . . , fK〉 be a data matrix of type T . Then a value of attribute
Ai for row o ∈ M is fi(oj). A value of a basic Boolean attribute Ai(α) for row
o ∈M is defined as fAi(α)(o) where fAi(α)(o) = 1 if fi(o) ∈ α and fiA(α)(o) = 0
otherwise. Values of derived Boolean attributes ¬ϕ, ϕ ∧ ψ, and ϕ ∨ ψ for
row o ∈ M are defined as values of functions f¬ϕ(o), fϕ∧ψ(o), and
fϕ∨ψ(o) respectively where f¬ϕ(o) = 1 − f¬ϕ(o), fϕ∧ψ(o) = min{fϕ(o), fψ(o)},
and fϕ∨ψ(o) = max{fϕ(o), fψ(o)}. For examples see Fig. 2 where type
T = 〈10, 20, . . . , 30〉. Function fω is an interpretation of Boolean attribute ω in
M. If o ∈M and fω(o) = 1 then we say that o satisfies ω in M.

A1 A2 . . . AK A1(1, 2, 3) A2(17, 18, 19)

obj. f1 f2 . . . fK fA1(1,2,3) fA2(17,18,19)

o1 2 17 . . . 30 1 1
...

...
...

. . .
...

...
...

on 10 19 . . . 15 0 1

M ψ ¬ψ
ϕ a b

¬ϕ c d

Data matrix M and interpretations of attributes 4ft(ϕ,ψ, M)

Fig. 2. Data matrix M and 4ft-table 4ft(ϕ,ψ, M) of ϕ and ψ in M

Logical calculus LCT of association rules of type T is given by a language
LT of association rules of type T , a set MT of all datamatricesM = 〈M, f1, . . . , fK〉
of type T and by associated functions F≈1 , . . . , F≈Q of 4ft-quantifiers≈1, . . . ,≈Q

of LT respectively. Association function F≈ of 4ft-quantifier ≈ maps a set of all
quadruples 〈a, b, c, d〉 of non-negative integer numbers satisfying a+ b+ c+ d > 0
into the set {0, 1}.
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Let ϕ and ψ be Boolean attributes. Then the 4ft-table 4ft(ϕ,ψ,M) of ϕ and
ψ inM is a quadruple 4ft(ϕ, ψ,M) = 〈a, b, c, d〉 where a is the number of rows
of M satisfying both ϕ and ψ, b is the number of rows satisfying ϕ and not
satisfying ψ etc., see Fig. 2.

A value V al(ϕ ≈ ψ,M) of an association rule ϕ ≈ ψ of LT in a data
matrix M ∈ MT is defined such that V al(ϕ ≈ ψ,M) = F≈(a, b, c, d) where
〈a, b, c, d〉 = 4ft(ϕ, ψ,M) is the 4ft-table of ϕ and ψ in data matrixM and F≈
is the associated function of the 4ft-quantifier ≈. The association rule ϕ ≈ ψ
is true in data matrix M if V al(ϕ ≈ ψ,M) = 1, otherwise the association rule
ϕ ≈ ψ is false in data matrix M. Two important 4ft-quantifiers are introduced
below, about 20 additional 4ft-quantifiers are defined in [1,2,5].

4ft-quantifier ⇒p,B of founded implication is defined in [1] such that
F⇒p,B (a, b, c, d) = 1 if and only if a

a+b ≥ p ∧ a ≥ B for 0 < p ≤ 1 and B > 0 [1].
Rule ϕ ⇒p,B ψ means that at least 100p per cent of rows satisfying ϕ satisfy
also ψ and that there are at least B rows of M satisfying both ϕ and ψ.

4ft-quantifier ∼+
p,B of above average dependence is defined in [5] for 0 < p

and B > 0 by the condition a
a+b ≥ (1 + p) a+c

a+b+c+d ∧ a ≥ B. This means that
the relative frequency of the rows satisfying ψ among the rows satisfying ϕ is at
least 100p per cent higher than the relative frequency of the rows satisfying ψ
in the whole data matrixM and that there are at least B rows satisfying both
ϕ and ψ.

There are important results concerning correct deduction rules ϕ≈ψ
ϕ′≈ψ′ where

both ϕ ≈ ψ and ϕ′ ≈ ψ′ are association rules. Deduction rule ϕ≈ψ
ϕ′≈ψ′ is correct if

it holds for each data matrixM: if ϕ ≈ ψ is true inM then also ϕ′ ≈ ψ′ is true

in M. The rule
A(1)⇒p,BB(1)
A(1)⇒p,BB(1,2) is a very simple example of a correct deduction

rule. There are relatively simple criteria making possible to decide if a given
deduction rule ϕ≈ψ

ϕ′≈ψ′ is correct or not [2].

3 Language of Domain Knowledge

There are three types of domain knowledge – types of attributes, groups of
attributes and mutual simple influence of attributes. Types of attributes of a lan-
guage LDK of domain knowledge related to a logical calculus LCT of association
rules of type T = 〈t1, . . . , tK〉 is a K-tupleNO = 〈τ1, . . . , τK〉 where τi ∈ {N,O}.
If τi = N then the attribute Ai is nominal, if τi = O then the attribute Ai is
ordinal. If an attribute A is ordinal then we assume that it is reasonable to use
ordering of its categories 1, . . . , t. If an attribute A is nominal, then we do not
assume to deal with ordering of its categories 1, . . . , t.

If LCT is a logical calculus of association rules of type T with basic attributes
A1, . . . , AK then language LDK of domain knowledge associated to LCT contains
a definition of L basic groups of attributes and definitions of additional groups
of attributes. Basic groups of attributes are defined as sets G1, . . . GL, where
Gi ⊂ {A1, . . . , AK} and L < K, ∪L

i=1Gi = {A1, . . . , AK}, and Gi ∩ Gj = ∅ for
i �= j and i, j = 1, . . . , L . Each non-empty subset G ⊂ {A1, . . . , AK} satisfying
G �= Gi for i = 1, . . . L is an additional group of attributes.



Domain Knowledge and Data Mining with Association Rules 15

Data matrix Entry used in [4] is an example of a data matrix.
It is a part of data set STULONG concerning male patients, see
http://euromise.vse.cz/challenge2004/. Entry has 64 columns correspond-
ing to 64 basic attributes and 1417 rows corresponding to patients. The applica-
tion described in [4] deals with three groups of attributes. Group Measurement
consists of three ordinal attributes - BMI i.e. Body Mass Index, with 13 cate-
gories, Subsc i.e. skinfold above musculus subscapularis (in mm) with 14 cate-
gories, and Tric i.e. skinfold above musculus triceps (in mm) with 12 categories.
Group Difficulties has three attributes with 2-5 categories - Asthma, Chest pain
and Lower limbs pain. Group Blood has two attributes - Diast i.e. diastolic blood
pressure with 7 categories and Syst i.e. systolic blood pressure with 9 categories.

Mutual simple influence among attributes is expressed by SI-formulas. There
are several types of SI-formulas. Below, we assume that Ai, Aj , i �= j are ordinal
attributes and ϕ is a Boolean attribute. Examples of types of SI-formulas follow:

– ii-formula (i.e. increases - increases) Ai ↑↑ Aj meaning if Ai increases then
Aj increases too, BMI ↑↑ Diast being an example.

– id-formula (i.e. increases - decreases) Ai ↑↓ Aj meaning if Ai increases then
Aj decreases

– i+b+-formula has a form Ai ↑+ ϕ and its meaning is: if A increases, then
relative frequency of ϕ increases too

– i+b−-formula, i−b+-formula, i−b−-formula have form Ai ↑− ϕ, Ai ↓+ ϕ,
Ai ↓− ϕ respectively, their meaning is analogous to that of A ↑+ ϕ

– bb+-formula has a form ϕ→+ ψ and its meaning is: if ϕ is true, then relative
frequency of ψ increases

– bb−-formula has a form ϕ→− ψ and its meaning is: if ϕ is true, then relative
frequency of ψ decreases.

4 Analytical Questions and Their Solutions

Items of domain knowledge are used to formulate reasonable analytical questions.
We introduce here two types of such questions.

GG-question – its general form is [M : G′
1, . . . , G

′
U ≈? G′′

1 , . . . G
′′
V ] where M

is a data matrix and G′
1, . . . , G

′
U and G′′

1 , . . . G
′′
V are groups of attributes. An

example is a formula Q1 = [Entry : Measurement,Difficulties ≈? Blood] of a
language LAQ meaning: In the data matrix Entry, are there any interesting
relations between combinations of values of attributes of groups Measurement
and Difficulties on one side and combinations of values of attributes of group
Blood on the other side?

Negative GG SI-question – a general form of these questions is
[M : G′

1, . . . , G
′
U ≈? G′′

1 , . . .G
′′
V ; �⇒ Ω1, . . . , ΩK ] where M, G′

1, . . . , G
′
U and

G′′
1 , . . .G

′′
V are as above and Ω1, . . . , ΩK are SI-formulas. An example is

Q2 = [Entry : Measurement,Difficulties ≈? Blood ; �⇒ BMI ↑↑ Diast] meaning: In
the data matrix Entry, are there any relations between combinations of values
of attributes of groups Measurement and Difficulties on one side and values

http://euromise.vse.cz/challenge2004/
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of attributes of group Blood on the other side which are not consequences of
BMI ↑↑ Diast?

The question Q2 is solved in [4]. The procedure 4ft-Miner [5] dealing with
association rules is used, it is an implementation of the procedure ASSOC in-
troduced in [1]. We consider each valid configuration of input parameters of
4ft-Miner as a formula Φ of a special language LRAR defining a set S(Φ) of rel-
evant association rules to be verified in a given data matrix M. Output of the
procedure 4ft-Miner is a set True(S(Φ),M) of all association rules belonging to
S(Φ) which are true inM.

Each formula Φ of the language LRAR is a quadruple 〈ΦA, ΦS ,≈, Par〉 where
ΦA and ΦS are formulas of LRAR defining sets S(ΦA) and S(ΦS) of Boolean
attributes respectively, ≈ is a 4ft-quantifier and Par is a formula of LRAR spec-
ifying some additional conditions. The formula Φ define a set of rules ϕ ≈ ψ
such that ϕ ∈ S(ΦA), ψ ∈ S(ΦS), ϕ and ψ have no common attributes and the
additional conditions given by Par are satisfied.

The set S(ΦA) is given by groups of attributes G′
1, . . . , G

′
U from which Boolean

attributes ϕ are generated. We assume that ϕ = ϕ1 ∧ . . . ∧ ϕU where ϕi is
generated from the group G′

i, i = 1, . . . , U , some of ϕi can be omitted. The
parameters determine a minimal and a maximal number of ϕi in ϕ and a way
in which ϕi is generated from the group G′

i, similarly for ψ. Let us assume
that the group G′

i consists of attributes A′
1, . . . , A

′
h. Then ϕi = κ1 ∧ . . . ∧ κh

or ϕi = κ1 ∨ . . . ∨ κh, where κj is a basic Boolean attribute derived from A′
j ,

j = 1, . . . , h. Some of κj can be omitted. The formula ΦA determines the choice
conjunctions/disjunctions for each G′

i, a minimal and a maximal number of κj

in ϕi and a way in which the particular κj are created from A′
j . The set S(ΦS)

is given in a similar way by groups of attributes G′′
1 , . . . , G

′′
U .

A formula ΦE defining a set of rules relevant to the solution of the question Q2

is described in details in [4]. A set of rules ϕM ∧ϕD ⇒0.9,30 ψB is defined where
ϕM is a conjunction of 1 - 3 Boolean attributes derived from particular attributes
of the group Measurement, each ϕD is a disjunction of 0 - 3 Boolean attributes
derived from attributes of the group Difficulties and ψB is a conjunction of 1 - 2
Boolean attributes derived from attributes of the group Blood. The procedure
4ft-Miner produced a set True(S(ΦE),Entry) of all 158 rules which belong to
S(ΦE) and which are true in Entry. Let us note that 456 ∗ 106 association rules
were generated and tested. In addition, lot of relevant rules were skipped due to
various optimizations implemented in the 4ft-Miner procedure.

The rule BMI(21; 22〉∧Subsc(< 14)⇒0.97,33 Diast〈65; 75) has the highest con-
fidence. This rule means that 34 patients satisfy BMI(21; 22〉 ∧ Subsc(< 14) and
33 from them satisfy also Diast〈65; 75). Here BMI(21; 22〉 is a basic Boolean
attribute meaning that the value of BMI is in interval BMI(21; 22〉 etc. To
solve the question Q2, we have to decide which association rules from
True(S(ΦE),Entry) can be considered as consequences of BMI ↑↑ Diast.

There is a closely related task - i.e. to identify a set Cons(Ω,≈) of asso-
ciation rules ϕ ≈ ψ which can be considered as consequences of a given SI-
formula Ω. Having solved this task we can accept that all rules from the set
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True(S(ΦE),Entry) ∩ Cons(BMI ↑↑ Diast,⇒0.9,30) can be considered as conse-
quences of BMI ↑↑ Diast.

In addition, let Φ = 〈ΦA, ΦS ,≈, Par〉. Then, having a set Cons(Ω,≈) we
can test how much rules is in the set True(S(Φ),M) ∩Cons(Ω,≈) and make a
conclusion like: There are lot of consequences of Ω in True(S(Φ),M) and thus
it is reasonable to start a research of a hypothesis Ω. This is important also when
solving questions like Q1.

5 Consequences of Items of Domain Knowledge

We assume to have an SI-formula Ω of LDK . Our task is to find a set Cons(Ω,≈)
of all rules ϕ ≈ ψ which can be considered as consequences of Ω. The goal of
this section is to present logical aspects of a solution of this task.

The set Cons(Ω,≈) is defined in four steps:

1. A set AC(Ω,≈) of atomic consequences of Ω for ≈ is defined as a set of very
simple rules κ ≈′ λ which can be, according to a domain expert, considered
as direct consequences of Ω, see section 5.1.

2. A set AgC(Ω,≈) of agreed consequences of Ω for ≈ is defined. A rule ρ ≈′ σ
belongs to AgC(Ω,≈) if ρ ≈′ σ �∈ AC(Ω,≈) and there is κ ≈′ λ ∈ AC(Ω,≈)
such that ρ ≈′ σ does not logically follow from κ ≈′ λ, however, according
to a domain expert, it is possible to agree that ρ ≈′ σ says nothing new in
addition to κ ≈′ λ. There are some details in section 5.2.

3. A set LgC(Ω,≈) of logical consequences of Ω for ≈ is defined. A rule ϕ ≈′ ψ
belongs to LgC(Ω,≈) if ϕ ≈′ ψ �∈ (AC(Ω,≈) ∪ AgC(Ω,≈)) and there is
τ ≈′ ω ∈ (AC(Ω,≈) ∪ AgC(Ω,≈)) such that ϕ ≈′ ψ logically follows from

τ ≈′ ω i.e. τ≈′ω
ϕ≈′ψ is a correct deduction rule. See section 5.3 for details.

4. We define Cons(Ω,≈) = AC(Ω,≈) ∪ AgC(Ω,≈) ∪ LgC(Ω,≈).

We use an SI-formula A1 ↑↑ A2 as an example of Ω and a quantifier ⇒p0,B0 to
introduce important details related to this approach in the rest of this section.

5.1 Atomic Consequences

Let A1, A2 be attributes with categories 1, . . . , 12. Let us define subsets of cat-
egories low = {1, 2, 3, 4}, medium = {5, 6, 7, 8}, high = {9, 10, 11, 12}. The set
AC(A ↑↑ B,⇒p0,B0) can be then defined as a union

AC(A ↑↑ B,⇒p0,B0) = low × low ∪ medium×medium ∪ high× high .

Here low×low is a set of all rulesA1(α1)⇒p,B A2(α2) where both α1 ⊆ {1, 2, 3, 4}
and α2 ⊆ {1, 2, 3, 4} and in addition p ≥ p0 and B ≥ B0, similarly for
medium×medium and high× high.

This approach is applied for BMI ↑↑ Diast when solving the question Q2 in [4].
Six ”rectangles of rules” are used instead of three ”rectangles of rules” low× low,
medium×medium and high× high.
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Please note that AC(A1 ↑↑ A2,⇒p0,B0) is a set of rules A1(γ) ⇒p,B A2(δ)
where p ≥ p0 ∧ B ≥ B0 and γ and δ satisfy conditions given by the sets
low = {1, 2, 3, 4}, medium = {5, 6, 7, 8}, high = {9, 10, 11, 12}. Here
4ft-quantifier ⇒p0,B0 corresponds to 4ft-quantifier ≈ and ⇒p,B corresponds to
≈′, see point 1 above.

5.2 Agreed Consequences

It χ is a Boolean attribute then it is easy to show that the association rule
A1(α1) ∧ χ⇒p,B A2(α2) does not logically follow from A1(α1) ⇒p,B A2(α2).
The core of the proof is the fact that if there are at least B rows in a data matrix
M satisfying A1(α1) ∧ A2(α2) then there need not be also at least B objects
satisfying A1(α1) ∧ χ ∧ A2(α2). However, in some cases it can be reasonable
from a domain expert point of view to agree that A1(α1) ∧ χ⇒p,B A2(α2) is
a consequence of A1(α1) ⇒p,B A2(α2). In such a case we call the rule
A1(α1) ∧ χ⇒p,B A2(α2) an agreed consequence of A1(α1)⇒p,B A2(α2).

Let us assume that the rule BMI((23; 24〉, (24; 25〉) ⇒0.9,30 Diast((75; 85〉)
shortlyBMI(23; 25〉 ⇒0.95,35 Diast(75; 85〉 belongs toAC(BMI ↑↑ Diast, ⇒0.9,30),
see [4]. The rule BMI(23; 25〉∧Chest pain(not present)⇒0.9,30 Diast(75; 85〉 does
not logically follow from BMI(23; 25〉 ⇒0.9,30 Diast(75; 85〉, see above. However,
it says nothing new because truthfulness of Chest pain(not present) has
no influence on a relation of BMI and Diast. This means that we can add
the rule BMI(23; 25〉 ∧ Chest pain(not present)⇒0.9,30 Diast(75; 85〉 to the set
AgC(BMI ↑↑ Diast, ⇒0.9,30) of agreed consequences of BMI ↑↑ Diast for⇒0.9,30.
This way the set AgC(BMI ↑↑ Diast, ⇒0.9,30) can be defined in a co-operation
with a domain expert.

Again, let us note that the set AgC(BMI ↑↑ Diast, ⇒0.9,30) is a set of rules
ρ ⇒p,B σ where p ≥ 0.9 ∧ B ≥ 30, see point 2 above. Similarly, a set
AgC(A1 ↑↑ A2,⇒p0,B0) is a set of rules ρ⇒p,B σ where p ≥ p0 ∧B ≥ B0.

5.3 Logical Consequences

A set LgC(A1 ↑↑ A2,⇒p0,B0) of logical consequences of A1 ↑↑ A2 for ⇒p0,B0 is
defined such that a rule ϕ ⇒p,B ψ belongs to LgC(A1 ↑↑ A2,⇒p0,B0) if
ϕ⇒p,B ψ �∈ (AC(A1 ↑↑ A2,⇒p0,B0) ∪ AgC(A1 ↑↑ A2,⇒p0,B0)) and there is
τ ⇒p,B ω ∈ (AC(A1 ↑↑ A2,⇒p0,B0) ∪ AgC(A1 ↑↑ A2,⇒p0,B0) such that
ϕ⇒p,B ψ logically follows from τ ⇒p,B ω i.e.

τ⇒p,Bω
ϕ⇒p,Bψ is a correct deduction

rule.
Our goal is to discuss how to decide if a given rule ϕ ⇒p,B ψ belongs to

LgC(A1 ↑↑ A2,⇒p0,B0). There are theorems proved in [2] saying that
τ⇒p,Bω
ϕ⇒p,Bψ is

a correct deduction rule if and only if (T1) or (T2) are satisfied:

(T1): both Γ1(τ, ω, ϕ, ψ) and Γ2(τ, ω, ϕ, ψ) are tautologies of a propositional
calculus

(T2): Δ(τ, ω) is a tautology of a propositional calculus
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where Γ1(τ, ω, ϕ, ψ), Γ2(τ, ω, ϕ, ψ) and Δ(τ, ω) are formulas of a propositional
calculus created from Boolean attributes τ, ω, ϕ, ψ - formulas of a logical calculus
of association rules. However, a direct application of this theorem is very cum-
bersome due to complexity of formulas Γ1(τ, ω, ϕ, ψ), Γ2(τ, ω, ϕ, ψ) and Δ(τ, ω).

In the rest of this section we informally introduce an approach to simplify
decision if

τ⇒p,Bω
ϕ⇒p,Bψ is a correct deduction rule or not. We deal only with rules

τ ⇒p,B ω ∈ AC(A1 ↑↑ A2,⇒p0,B0), a solution of this task for a case when
τ ⇒p,B ω ∈ AgC(A1 ↑↑ A2,⇒p0,B0) is similar. This means that τ ⇒p,B ω is in
a form A1(γ)⇒p,B A2(δ), see the end of section 5.1.

We use the syntax of rules ϕ ⇒p,B ψ produced by 4ft-Miner, note that this
syntax is very rich. Thus it is ϕ ∈ S(ΦA) and ψ ∈ S(ΦS), see section 4. In
addition we concentrate on a case when basic Boolean attribute A1(μ) created
from A1 is a part of ϕ and basic Boolean attribute A2(ν) created from A2 is a
part of ψ, the remaining cases can be treated similarly or even more simple.

This means that

– ϕ has one of the forms A1(μ), A1(μ) ∧ θ1, A1(μ) ∨ θ1, (A1(μ) ∨ θ1) ∧ θ2
– ψ has one of the forms A2(ν), A2(ν) ∧ π1, A2(ν) ∨ π1, (A2(ν) ∨ π1) ∧ π2.

where θ1, θ2, π1, and π2 are Boolean attributes. This means that the rule
ϕ⇒p,B ψ is in one of 16 forms: A1(μ) ⇒p,B A2(ν), A1(μ) ⇒p,B A2(ν) ∧ π1,
A1(μ)⇒p,B A2(ν) ∨ π1, A1(μ)⇒p,B (A2(ν) ∨ π1) ∧ π2, A1(μ) ∧ θ1 ⇒p,B A2(ν),
. . . , (A1(μ) ∨ θ1) ∧ θ2 ⇒p,B (A2(ν) ∨ π1) ∧ π2.

Thus, the task of deciding if
τ⇒p,Bω
ϕ⇒p,Bψ is a correct deduction rule can be split

into 16 tasks of deciding if deduction rules
A1(γ)⇒p,BA2(δ)
A1(μ)⇒p,BA2(ν)

,
A1(γ)⇒p,BA2(δ)

A1(μ)⇒p,BA2(ν)∧π1
,

A1(γ)⇒p,BA2(δ)
A1(μ)⇒p,BA2(ν)∨π1

, . . . ,
A1(γ)⇒p,BA2(δ)

(A1(μ)∨θ1)∧θ2⇒p,B(A2(ν)∨π1)∧π2
are correct or not. These

tasks are relatively simple. An example is the rule
A1(γ)⇒p,BA2(δ)

A1(μ)⇒p,BA2(ν)∧π1
. It is easy

to show that the there is a data matrix M in which there is no row satisfying

A2(ν) ∧ π1. Thus, the rule
A1(γ)⇒p,BA2(δ)

A1(μ)⇒p,BA2(ν)∧π1
is not correct.

Let us note that Boolean attributes ¬A1(μ) and ¬A2(ν) can also be used in
rules ϕ ≈ ψ the procedure 4ft-Miner deals with [5]. Thus, there are 4 additional
possibilities for the form of ϕ: ¬A1(μ), ¬A1(μ)∧θ1, ¬A1(μ)∨θ1, (¬A1(μ)∨θ1)∧θ2.
The same is true for ψ. This means that we have to deal with 8 × 8 forms
of deduction rules instead of 16 forms introduced above. However, for each of
corresponding 64 deduction rules is a decision about its correctness similar to
that above, principles used in [2] can be applied.

6 Conclusions

We have introduced an approach to dealing with domain knowledge in data min-
ing with association rules - couples of related general Boolean attributes. The
practical experience with this approach was first time published in [4]. The pre-
sented approach is based on dealing with formalized items of domain knowledge
which are not in a form of association rules. Particular items of domain knowl-
edge are mapped to sets of association rules which can be considered as their
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consequences. These sets of rules are then used to make reasonable conclusions.
Logical deduction in a special logical calculus formulas of which correspond to
association rules is used in this approach.

In addition, FOFRADAR i.e. the formal frame for the whole process of data
mining with rules is introduced. FOFRADAR is based on enhancement of the
logical calculus of association rules by several additional languages and proce-
dures.

The association rules are understood as general relations of Boolean attributes
derived from columns of the analyzed data matrix. Such rules can be also under-
stood as ”granules of knowledge”. There are various types of relations Boolean
attributes, each correspond to one 4ft-quantifier. Logical aspects of mapping
items of domain knowledge to sets of rules were discussed in details for one type
of 4ft-quantifiers i.e. for founded implication.

There are two main directions of further work. The first one concerns detailed
elaboration of the presented approach for additional 4ft-quantifiers. The second
direction concerns further development of the FOFRADAR framework with the
goal to use it to automate the whole data mining process with association rules,
see also [6,7].
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1 Introduction

Bayesian networks are a well-known methodology for conducting approximate
reasoning and representing data dependencies in a graph-theoretic way. There are
a number of approaches to investigate complexity of learning Bayesian network
structures basing on information about the underlying probability distributions,
as well as heuristic algorithms attempting to derive such structures from the
empirical data. In this paper, we focus on showing that the problem of finding a
Bayesian network with minimum number of edges for an input data set is NP-
hard. Such a formulation of an optimization problem differs from those known
so far for Bayesian networks. It seems to provide a theoretical background for
the cases where the data itself is the only available source of information about
a hypothetic network structure. It also seems to correspond to those algorithms
known from the literature, which focus on input data sets rather than informa-
tion about probability distributions that generate them.

The paper is organized as follows: In Section 2, we introduce the basics of
Bayesian networks and discuss why one may be interested in possibly sparse
Bayesian network structures, which – as directed acyclic graphs – contain no
redundant edges. In Section 3, we outline different formulations of the problems
of searching for optimal Bayesian networks that were reported in the literature
so far. In Section 4, we proceed with our own version of such a problem and the
proof of its NP-hardness with respect to the number of variables in the input
data. In Section 5, we conclude the paper with final comments.
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2 Why Sparse Bayesian Networks Are Useful?

Bayesian network [9,10] is a directed acyclic graph (DAG), where vertices repre-
sent random variables, together with parameters describing probability distribu-
tion of each of vertices subject to its parents in the graph. In practice, vertices
often correspond to attributes in a data table. In such a case, the studies are
usually restricted to random variables with finite sets of values.

Bayesian networks are commonly used to model approximate reasoning em-
ploying the structure of a network and the probability distribution parameters
[5]. Sparser networks provide better reasoning efficiency and clarity. Even more
important is simplicity of the corresponding distributions, which is related to
sparsity, although it can be used as an evaluation criterion by itself.

A sparse Bayesian network is able to represent distribution in a compressed
way. For n binary variables, direct representation of their distribution requires
storing 2n − 1 numbers, while in Bayesian network in which each vertex has up
to k parents – at most n2k. The usage of sparse Bayesian networks becomes even
more beneficial in the case of non-binary variables.

Bayesian networks can be also used as knowledge bases about independen-
cies [16]. Sparser networks are known to represent richer knowledge. Conditional
independencies can be important in many areas, not only in relation to probabili-
ties [12]. Also, it is interesting to consider networks, which represent approximate
conditional independencies and multivalued dependencies [14].

Let us recall some formal concepts together with some known theoretical
properties, which give better understanding of sparse Bayesian networks, and are
the basis for further considerations. Bayesian network represents joint probability
distribution of its vertices – random variables X1, ..., Xn, as follows:

Pr(X1, ..., Xn) = Pr(X1 | π(X1))× ...× Pr(Xn | π(Xn)), (1)

where π(Xi) is a subset of variables – parents of vertex Xi in the network
(it might be an empty set). We say that DAG G with n vertices models n-
dimensional probability distribution P, if it is possible to choose such parame-
ters describing conditional distribution of each vertex given its parents in G, that
Bayesian network created in this way represents P in the sense of formula (1).
The set of all distributions modeled by DAG G will be denoted as MOD(G).

Let G = (V,E) be any DAG such that |V | ≥ 2. By trail between vertices Xi1

and Xik in G we mean any sequence of different vertices [Xi1 , ..., Xik ], where
k ≥ 2 and for all 2 ≤ j ≤ k it holds that (Xij−1 , Xij ) ∈ E or (Xij , Xij−1 ) ∈ E.
Consider a subset (it might be empty) C ⊆ V of size at most |V | − 2 and any
X,Y ∈ V \ C, X �= Y . We say that a trail t between X and Y is blocked by C,
if there holds at least one of the following conditions: there exists Z ∈ C, which
is element of t with not converging arrows; or there exists Z which is element
of t different than X and Y and with converging arrows, such that Z and every
descendant of Z does not belong to C. Let A �= ∅, B �= ∅, and C be mutually
exclusive subsets of V . We say that A and B are d-separated by C in G, if for
every X ∈ A and Y ∈ B each trail between them is blocked by C.



Association Reducts 23

The set of all d-separations in the given DAG G – that is the set of all triples
of mutually exclusive subsets of vertices A �= ∅, B �= ∅, and C such that A and
B are d-separated by C – will be denoted as IND(G). The set of all conditional
independencies in the given joint probability distribution P – that is the set of
all triples of mutually exclusive subsets of variables A �= ∅, B �= ∅, and C such
that A and B are independent given C – will be denoted as IND(P). There is an
essential connection between the graph property of d-separation, and the joint
probability distribution property of conditional independence:

Theorem 1. [7] For every DAG G: MOD(G) = {P : IND(P) ⊇ IND(G)}.
For every DAG G, each vertex X is d-separated from its non-descendants ex-
cluding π(X) by π(X) (also when π(X) is empty). These special d-separations
are called Markov conditions. We denote them as MC(G).

Markov conditions are the next reason for searching for sparse Bayesian net-
works. Theorem 1 together with Markov conditions gives us that in a probability
distribution represented by a Bayesian network every variable X is independent
from the set of its non-descendants in the network excluding π(X), given π(X).
This means that parents in the network gather direct causes in the represented
distribution. Therefore, it is desired to find such a network, in which the sets of
direct causes are as small as possible – that is we want to find real causes, not
just their supersets. This is exactly what a sparse network can give. The set of
Markov conditions is a kind of generator of the set of all d-separations:

Theorem 2. [7] For every DAG G: MOD(G) = {P : IND(P) ⊇MC(G)}.
Finally, we present one more well known and important result, which shows a
great correlation between three concepts: set of d-separations, set of modeled
distributions, and the sparsity. Hard implication in this theorem is from (a) or
(b) to (c) – it was a hypothesis finally proved in [2]. The concept ’covered edge’
used here means such edge from X to Y , that π(X) = π(Y ) \ {X}.
Theorem 3. [2] For DAGs G1 and G2 with the same set of vertices the fol-
lowing conditions are equivalent: (a) IND(G1) ⊇ IND(G2), (b) MOD(G1) ⊆
MOD(G2), (c) G1 can be obtained from G2 after a sequence of operations, where
each operation is removing one edge or reversing currently covered edge, provided
that after each step of the sequence a modified graph remains a DAG.

So, if IND(G1) ⊇ IND(G2), then G1 is, forgetting directions of edges, a sub-
graph of G2. Theorems 1 and 3 give us then that the sparsest possible candidate
for the network representing joint probability distribution P is a network which
corresponds to such DAG G, that IND(G) = IND(P). Such a DAG is called a
perfect map of P. Unfortunately, for many distributions there does not exist a
perfect map, so other characteristic of the sparsest graph is necessary.

3 Optimization Criteria

Sparsity of Bayesian networks may be an important criterion of their evaluation.
In particular, one may consider it as the means for searching for optimal Bayesian
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network structures for the given information about the joint probability distri-
butions or the corresponding available data. In this section, we recall the basic
scheme of Bayesian network learning, the corresponding optimization problems
studied in the literature, as well as the analogous optimization problems taken
from other methodologies that seem to be related to the idea of focusing on a
knowledge model simplicity.

We assume that on the entry we have some information system of m objects
and n attributes, where each attribute has some finite set of values. Such systems
are often assumed to be a result of generating independently n rows from some
unknown joint probability distribution P. What we would like to obtain is a
Bayesian network, which (approximately) represents P. Learning of such network
is typically done in two steps [7]: learning the network’s structure, that is a
DAG with n vertices, and then learning parameters, e.g., by direct estimation
of conditional probabilities as frequencies in the information system. In the first
step, we want to learn as sparse as possible DAG modeling desired distribution.
However, as discussed in the end of Section 2, the problem is what characteristic
of the sparsest graph we should use. The following classical approach is related
to simplicity and statistical quality of probabilistic distributions.

By a minimal graph for distribution P we understand such DAG G, that
IND(G) ⊆ IND(P) and there is no such DAG H, that IND(G) ⊂ IND(H) ⊆
IND(P). If there is a perfect map for some distribution, then in particular it
is a minimal graph for this distribution. If distribution does not have a perfect
map, then minimal graphs seem to be quite reasonable substitute for a sparse
structure. By dimension of a DAG G we understand the number of parameters
in the Bayesian network corresponding to G. We call G parametrically optimal
for P, if G is a DAG of minimal dimension from all graphs modeling P. Every
parametrically optimal DAG is also minimal [7]. So, parametrical optimality is
even more restricted sparseness condition.

A parametrically optimal DAG, in contrary to a perfect map (which is para-
metrically optimal itself), always exists. Determining graphs satisfying this con-
dition was the inspiration, as the result of which there has been created several
measures of adequacy of given network structure. This adequacy is in the con-
text of representing in compact way distribution of attributes of an information
system. Typically these measures are represented as a function score(., .), where
arguments are the information system and a candidate for sparse DAG that
models the corresponding joint distribution over the system’s attributes.

We call score(., .) consistent, if for every finite set of nominal attributes A
there exists M , such that for any m ≥ M the following holds: if DAG G1

models Pm and DAG G2 does not, or if both G1 and G2 model Pm but G1

has smaller dimension, then score(Dm,G1) > score(Dm,G2), where Dm is any
information system of m objects and set of attributes A, and Pm is distribution
of attributes induced by Dm. For a sufficiently large (in the sense of number
of objects) information system D a consistent measure score(D, .) reaches its
maximum for a parametrically optimal DAG for distribution induced by D. So
asymptotically, when a number of objects goes to infinity, consistent measure
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behaves reasonably. It reaches maximum for parametrically optimal DAG for
distribution, from which each row is independently generated.

One of the most examined measures of this type is the Bayesian scoring crite-
rion, also known as the Bayesian Dirichlet metric [4]. For appropriately chosen
parameters it is a consistent measure. The problem of finding a network structure
maximizing this criterion for the input information system is NP-hard – even in
the case, when we restrict searching only to such graphs, where every vertex has
at most two parents [1]. But this was not a result obtained for an arbitrary con-
sistent measure. Moreover, consider the case, when we restrict input information
systems only to such, for which there is sufficient amount of objects to guarantee
regular behavior of the measure resulting from its consistency. There was still
some hope, that in such case finding optimal Bayesian network structure will be
easier. Unfortunately, it has turned out later, that even when restricting input to
such tables, and for an arbitrary consistent measure, the optimization problem
is still NP-hard [3]. A general topic of hardness of the Bayesian network learning
is nowadays probably mostly identified with this result.

The Bayesian scoring criterion introduced in [4] can be expressed as approx-
imately proportional to a difference between the overall entropy of a network,
defined as the sum of entropies of conditional distributions assigned to particular
vertices subject to their parents, and the entropy of joint probability distribu-
tion. In [13], a corresponding notion of an approximate Markov boundary was
studied, by using the terminology of decision reducts known from the theory of
rough sets [8]. Precisely, for an input data set with some distinguished attribute
d, an approximate entropy reduct was defined as an irreducible subset B of all
other attributes A that provides almost the same quantity of conditional entropy
H(d|B) as the initial H(d|A). NP-hardness of the problem of finding an optimal
approximate entropy reduct B was shown for the criteria related to minimiza-
tion of a number of attributes in B and minimization of a number of parameters
necessary to describe the probability distribution of d subject to B. In [14], as a
special case of the notion of an approximate Bayesian network, DAGs generat-
ing almost the same entropy as the entropy of joint distribution were considered.
This is in direct correspondence to the above-mentioned approximate Markov
boundaries and the Bayesian scoring criterion used here as the network’s ap-
proximate validity constraint. It was shown that such networks can graphically
represent the approximate conditional independence statements.

4 The Main Result

The main aim of this paper is to propose an alternative approach to understand,
formalize and prove NP-hardness of the problem of learning Bayesian networks.
Our view seems to be simpler than the classic way based on consistent measures
recalled in Section 3. Let us first give some motivations.

Consistent measures are able to reflect different approaches, which approxi-
mately find optimal Bayesian network structure. However, one may often need to
go through advanced statistical computations in order to understand their back-
ground. The idea of using some special measures, which asymptotically lead to
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parametrically optimal networks in order to express a sparseness criterion may
be questionable especially for practitioners. On the other hand, the criterion that
we would like to consider is very natural. It takes the following form:

Minimal Bayesian Network (MBN)
Given on the entry information system, where each attribute has finite set of pos-
sible values, find DAG with minimal number of edges modeling joint probability
distribution of attributes induced by this information system.

We will now prove NP-hardness of the MBN problem. The proof is by polynomial
reduction of the following well-known NP-hard problem to MBN:

Minimum Dominating Set (MDS)
Given on the entry undirected graph, find minimal dominating set for this graph,
that is such subset of vertices of the graph, that every vertex of this graph is either
in this subset, or it is a neighbor of some element of this subset.

Assume that on the entry of MDS we have H = (V,E), where V = {v1, ..., vn}.
Our reduction encodes H as an information system AH = (UH, AH), UH =
{u1, ..., u2n+1}, AH = {a1, ..., an, b}, where: for 1 ≤ i, j ≤ n, aj(ui) = 1 if
i = j or (vi, vj) ∈ E, otherwise aj(ui) = 0; ai(un+1) = b(ui) = 0 for 1 ≤ i ≤ n;
b(un+1) = 1; ai(un+1+i) = 3 for 1 ≤ i ≤ n; all remaining fields have value
2. The joint probability distribution of attributes induced by AH we denote as
PH. We will use the same notation {a1, ..., an, b} for the set of attributes of an
information system, and the corresponding set of vertices of the network.

The presented derivation of MDS to MBN uses the same representation of
an input graph in a tabular data form as in the case of the complexity results re-
ported in [15] for the problem of finding the most meaningful association reducts.
An association reduct is a pair (B,C) of disjoint attribute sets such that the val-
ues of attributes in C are determined by those in B, where B cannot be reduced
and C cannot be extended without losing the required level of determinism. In
such a case, we draw relationship between a degree of meaningfulness of (B,C)
and cardinalities of B and C, attempting to find the cases with minimal amount
of attributes in B and maximal amount of attributes in C. After some modifi-
cations, we could also use this kind of derivation to study NP-hardness of the
problem of finding the most meaningful probabilistic conditional independencies
or, e.g., multivalued dependencies [11]. A relatively simpler tabular represen-
tation of input graphs was used also within the theory of rough sets to prove
NP-hardness of the problems of finding minimal decision reducts and minimal
Markov boundaries interpreted as probabilistic decision reducts [13].

The remainder of this section includes the proofs of four lemmas that lead
step by step to showing that the MBN problem is NP-hard.

Lemma 1. Let G be an arbitrary DAG which models distribution PH. Then
every pair of different vertices ai, aj is connected by an edge in G.

Proof. Assume that some pair of vertices ai, aj is not connected by an edge
in some DAG G modeling PH. Then ai and aj are d-separated by some subset
C of the remaining vertices in G (it is a well-known implication, see [7]).
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According to Theorem 1, this means that in PH ai and aj are independent
given C. This leads to contradiction – thanks to n last rows of AH, every two
different variables ai and aj are dependent given any subset of remaining vari-
ables: aj = 2 with probability 1 given that ai = 3, while aj = 3 with nonzero
probability given that ai = 2. This holds given that all variables from a subset
are equal to 2. �

For the purposes of the next lemma, let us recall that by a Markov blanket of
T ∈ A for a vector of variables A one means a subset M ⊆ A \ {T } such that T
and A\({T }∪M) are independent given M . Also recall that Markov boundaries
mentioned in the previous sections are irreducible Markov blankets.

Lemma 2. For arbitrary subset {i1, ..., ik} ⊆ {1, ..., n}: {vi1 , ..., vik} is a domi-
nating set in H ⇐⇒ {ai1 , ..., aik} is a Markov blanket of b for distribution PH.

Proof. =⇒ We will show that if {vi1 , ..., vik} is a dominating set in H, then for
any configuration of values of attributes from M

def
= {ai1 , ..., aik} that appears

in AH the number of possible values of b is reduced to 1. Let us check all cases:
When all attributes from M are equal to 2 or 3, then b must be equal to 2. When
all attributes from M are equal to 0 or 1 and at least one attribute from M is
equal to 1, then b must be equal to 0. When all attributes from M are equal to
0, then, thanks to the assumption that {vi1 , ..., vik} is a dominating set in H,
the only possibility is object un+1, so b must be equal to 1.
⇐= Assume that subset of vertices {vi1 , ..., vik} is not a dominating set in H.
Then there is at least one vertex vl in H, which is not connected by any edge
with any element of this subset. So in AH object ul has value 0 on attributes
from M . Another object with the same pattern on M is un+1. Therefore, there
is some nonzero probability of both b = 0 and b = 1 subject to the vector of 0’s
on M . Now, let us consider M ∪ {al}. When al = 1 (there is at least one row
satisfying this – ul), then b is equal to 0 with probability 1. Hence, M is not a
Markov blanket of b, which is contradiction. �

Lemma 3. Let {vi1 , ..., vik} be an arbitrary dominating set in H. There exists
DAG G modeling PH, in which the set of neighbors of b is {ai1 , ..., aik}.

Proof. From every vertex in the set {ai1 , ..., aik} we draw edge to every vertex
not belonging to this set. All not connected yet pairs of vertices from the set
{a1, ..., an} we connect with edge in such way, that whole graph remains DAG.

Below we prove that this is desired graph G – we show that it models PH. In
order to do this, according to Theorem 2, it is sufficient to check that PH satisfies
Markov conditions MC(G). So we simply check now these conditions.

Thanks to Lemma 2 we know that π(b) = {ai1 , ..., aik} is a Markov blanket of
variable b, so in particular b is independent from its non-descendants excluding
π(b) given π(b) - that is Markov condition for b is satisfied.

For variables from the set {ai1 , ..., aik} Markov condition is satisfied in trivial
way, because for each variable from this set set of its non-descendants excluding
parents is empty (these variables are connected with all other in G).
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For each remaining variable al we have that there is only one non-descendant
of al which is not a parent of al – vertex b. So, in order to check Markov condition
for al we need to prove independence of al and b given π(al). We obtain it as
follows. We have already checked Markov condition for b, that is we know that b
is independent from its non-descendants excluding π(b) given π(b). But because
b does not have descendants, we automatically obtain that b is independent from
all other than π(b) variables given π(b). This in particular means, that al and b
are independent given π(al) - because π(b) ⊆ π(al). �

For information system A = (U,A) by A[V,B] for V ⊆ U and B ⊆ A we will
denote A limited to the set of objects V and the set of attributes B. We say that
D ⊆ A dominates in this system, if for every object having all attributes from
D equal to 0 all remaining attributes are also equal to 0. We say that D ⊆ A
dominates a ∈ A, if D dominates in A[U,D∪{a}]. We say that D ⊆ A dominates
a ∈ A on a subset of objects V ⊆ U , if D dominates in A[V,D ∪ {a}].

Lemma 4. Let G be an arbitrary DAG modeling PH. Let {ai1 , ..., aik} be the set
of neighbors of b in G. Then subset {vi1 , ..., vik} is a dominating set in H.

Proof. Graph G is DAG, so there exists ancestral order of its vertices, such that
every variable has all its parents before itself in the order. Let this order be
aj1 , ..., ajt , b, ajt+1 , ..., ajn . In particular, before vertex b there are placed all its
parents, while after b – all its children. We will first consider the case, when
vertex b has at least one parent and at least one child.

The first observation is that π(b) dominates in AH[{u1, ..., un}, {aj1 , ..., ajt}].
The reason is following. According to the Markov condition b is d-separated
in G from variables {aj1 , ..., ajt} excluding π(b) by π(b), so the corresponding
conditional independence holds for PH. Assume that π(b) does not dominate in
AH[{u1, ..., un}, {aj1 , ..., ajt}]. This would mean that there is such object up in
AH for which all attributes corresponding to π(b) in G are equal to 0 and some
other attribute al ∈ {aj1 , ..., ajt} is equal to 1. Given that all parents of b are
equal to 0, we have that with nonzero probability b has value 1 (see object un+1).
But when we add one more condition al = 1 (there is at least one row satisfying
this – up), then with probability 1 b has value 0. So b is not independent from
variables {aj1 , ..., ajt} excluding π(b) given π(b) (because b is not independent
from al given π(b)) – which is contradiction.

The second observation is that for all l satisfying t+ 1 ≤ l ≤ n we have that
if ajl is not a child of b in G, then it is dominated by its parents on the set of
objects {u1, ..., un}: From Markov condition for al and the fact that G models PH

we obtain that in this distribution al is independent from its non-descendants
excluding π(al) given π(al) – so in particular al and b are independent given
π(al). Thus, like in the case of the first observation, the parents of al dominate
al on the set of objects {u1, ..., un}.

Now we will inductively prove that for each l, t ≤ l ≤ n, the set of dominating
attributes in AH[{u1, ..., un}, {aj1 , ..., ajl}] corresponds to neighbors of b in G.
For l = n the fact that {ai1 , ..., aik} dominates in AH[{u1, ..., un}, {aj1, ..., ajn}] =
AH[{u1, ..., un}, {a1, ..., an}] means that {vi1 , ..., vik} is a dominating set in H.
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The induction starts with the first out of the above observations. Now, let
us assume that neighbors of b dominate in AH[{u1, ..., un}, {aj1 , ..., ajl}] for
some l, t ≤ l < n. If ajl+1

is a child of b, then neighbors of b dominate in
AH[{u1, ..., un}, {aj1 , ..., ajl+1

}]. If ajl+1
is not a child of b, then, by following

the second out of the above observations, ajl+1
is dominated by the remain-

ing attributes in AH[{u1, ..., un}, {aj1 , ..., ajl+1
}], which – thanks to the assump-

tion – are dominated by neighbors of b. Therefore, neighbors of b dominate in
AH[{u1, ..., un}, {aj1 , ..., ajl+1

}].
What remains to check are special cases: When b has only parents in G, then

b can be placed at the end of ancestral order, so the first step of described above
induction ends the proof. When b has only children in G, then the only thing
necessary to change is the first step of induction. We do it as follows: Vertex b has
no parents, so we put it at the beginning in the ancestral order – our order is now
b, aj1 , ..., ajn . Note that b and aj1 are then connected by the edge (b is the parent)
because otherwise, from the Markov condition for aj1 , we would have that b and
aj1 are independent, which is not true (in PH b depends on all variables). So, as
for l = 1 in the inductive procedure, {aj1} dominates in AH[{u1, ..., un}, {aj1}]
as the set of neighbors of b. This argumentation shows also that it is not possible
for b to not have any neighbor in G. �

Now we can finally formulate and prove the following result:

Theorem 4. The MBN problem is NP-hard.

Proof. From Lemmas 3 and 4 we have, that if we take DAG of minimal number
of neighbors of b from all DAGs modeling PH, then these neighbors correspond
to the minimal dominating set in H. Lemma 1 in addition gives us guarantee
that DAG of minimal number of edges from all modeling PH has also minimal
number of neighbors of b. �

5 Conclusions

We focused on showing NP-hardness of the problem of the sparsest Bayesian
network with respect to the number of attributes in an input data set. We also
showed in what sense the presented proof methodology remains analogous to
other complexity results related to derivation of the most meaningful knowledge
about data dependencies from large data sets. Although it seems to be a purely
theoretical study, our result can provide a useful intuition how to construct
efficient heuristic algorithms for extracting Bayesian networks from data.

One of open questions is how to approach the complexity of learning approxi-
mate Bayesian networks, which represent input data sets up to some predefined
degree [14]. According to the discussion in Section 3, the search for such DAG
structures seems to be a useful compromise between understanding a Bayesian
network’s optimality by means of scoring functions and by means of approximate
consistency with the currently observed data. Some NP-hardness results are
known for a relatively simpler case of searching for optimal approximate Markov
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boundaries or, using a different terminology, approximate decision reducts [13].
The layout of the proof in Section 4 gives some hope that a similar result could
be obtained at the level of approximate Bayesian networks too.
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Abstract. Association rule mining is a fundamental data mining task. However, 
depending on the choice of the thresholds, current algorithms can become very 
slow and generate an extremely large amount of results or generate too few 
results, omitting valuable information. Furthermore, it is well-known that a 
large proportion of association rules generated are redundant. In previous 
works, these two problems have been addressed separately. In this paper, we 
address both of them at the same time by proposing an approximate algorithm 
named TNR for mining top-k non redundant association rules.  

Keywords: association rules, top-k, non-redundant rules, algorithm. 

1 Introduction  

Association rule mining [1] consists of discovering associations between sets of items 
in transactions. It is one of the most important data mining tasks. It has been integrated 
in many commercial data mining software and has numerous applications [2]. 

The problem of association rule mining is stated as follows. Let I = {a1, a2, …an} 
be a finite set of items. A transaction database is a set of transactions T={t1,t2…tm} 
where each transaction tj ⊆ I (1≤ j ≤ m) represents a set of items purchased by a 
customer at a given time. An itemset is a set of items X ⊆ I. The support of an itemset 
X is denoted as sup(X) and is defined as the number of transactions that contain X. An 
association rule X→Y is a relationship between two itemsets X, Y such that X, Y ⊆ I 
and X∩Y=Ø. The support of a rule X→Y is defined as sup(X→Y) = sup(X∪Y) / |T|. The 
confidence of a rule X→Y is defined as conf(X→Y) = sup(X∪Y) / sup(X). The problem 
of mining association rules [1] is to find all association rules in a database having a 
support no less than a user-defined threshold minsup and a confidence no less than a 
user-defined threshold minconf. For instance, Figure 1 shows a transaction database 
(left) and some association rules found for minsup = 0.5 and minconf = 0.5 (right).  

Despite that much research has been done on association rule mining, an important 
issue that has been overlooked is how users should choose the minsup and minconf 
thresholds to generate a desired amount of rules [3, 4, 5, 6]. This is an important 
problem because in practice users have limited resources (time and storage space) for 
analyzing the results and thus are often only interested in discovering a certain amount 
of rules, and fine tuning the parameters is time-consuming. Depending on the choice of 
the thresholds, current algorithms can become very slow and generate an extremely 
large amount of results or generate none or too few results, omitting valuable 
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information. To address this problem, it was proposed to replace the task of association 
rule mining with the task of top-k association rules mining, where k is the number of 
association rules to be found, and is set by the user [3, 4, 5, 6]. Several top-k rule 
mining algorithms were proposed [3, 4, 5, 6]. However, a major problem remains with 
these algorithms. It is that top-k association rules often contain a large proportion of 
redundant rules. i.e. rules that provide information that is redundant to the user. This 
problem has been confirmed in our experimental study (cf. section 4). We found that 
up to 83 % of top-k association rules are redundant for datasets commonly used in the 
association rule mining literature. This means that the user has to analyze a large 
proportion of redundant rules.  

 
   ID   Transactions  ID Rules Support Confidence 

t1 {a, b, c, e, f, g}  r1 {a}→ {e, f} 0.75 1 
t2 {a, b, c, d, e, f}  r2 {a}→ {c, e, f} 0.5 0.6 
t3 {a, b, e, f}  r3 {a, b}→ {e, f} 0.75 1 
t4 {b, f, g}  r4 {a}→ {c, f} 0.5 0.6 

Fig. 1. (a) A transaction database and (b) some association rules found 

The problem of redundancy in association rule mining has been studied extensively 
and various definitions of redundancy have been proposed [7, 8, 9, 10]. However, it 
remains an open challenge to combine the idea of mining a set of non-redundant rules 
with the idea of top-k association rule mining, to propose an efficient algorithm to mine 
top-k non-redundant association rules. The benefit of such an algorithm would be to 
present a small set of k non-redundant rules to the user. However, devising an 
algorithm to mine these rules is difficult. The reason is that eliminating redundancy 
cannot be performed as a post-processing step after mining the top-k association rules, 
because it would result in less than k rules. The process of eliminating redundancy has 
therefore to be integrated in the mining process. 

In this paper, we undertake this challenge by proposing an approximate algorithm 
for mining the top-k non redundant association rules that we name TNR (Top-k Non-
redundant Rules). It is based on a recently proposed approach for generating 
association rules that is named “rule expansions”, and adds strategies to avoid 
generating redundant rules. An evaluation of the algorithm with datasets commonly 
used in the literature shows that TNR has excellent performance and scalability.  

The rest of the paper is organized as follows. Section 2 reviews related works and 
presents the problem definition. Section 3 presents TNR. Section 4 presents an 
experimental evaluation. Section 5 presents the conclusion. 

2 Related Works and Problem Definition  

Top-k association rule mining. Several algorithms have been proposed for top-k 
association rule mining [3, 4, 5]. However, most of them do not use the standard 
definition of an association rule. For instance, KORD [3, 4] finds rules with a single 
item in the consequent, whereas the algorithm of You et al. [5] mines association rules 
from a stream instead of a transaction database. To the best of our knowledge, only 
TopKRules [5] discovers top-k association rules based on the standard definition of an 
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association rule (with multiple items, in a transaction database). TopKRules takes as 
parameters k and minconf, and it returns the k rules with the highest support that meet 
the minconf threshold. The reason why this algorithm defines the task of mining the top 
k rules on the support instead of the confidence is that minsup is much more difficult to 
set than minconf because minsup depends on database characteristics that are unknown 
to most users, whereas minconf represents the minimal confidence that users want in 
rules and is therefore generally easy to determine. TopKRules defines the problem of 
top-k association rule mining as follows [5]. The problem of top-k association rule 
mining is to discover a set L containing k rules in T such that for each rule r ∈ L | 
conf(r) ≥ minconf, there does not exist a rule s∉ L | conf(s) ≥ minconf ∧ sup(s) > sup(r). 

Discovering Non-redundant Association Rules. The problem of redundancy has 
been extensively studied in association rule mining [7, 8, 9, 10]. Researchers have 
proposed to mine several sets of non-redundant association rules such as the Generic 
Basis [7], the Informative Basis [7], the Informative and Generic Basis [8], the 
Minimal Generic Basis [9] and Minimum Condition Maximum Consequent Rules [10]. 
These rule sets can be compared based on several criteria such as their compactness, 
the possibility of recovering redundant rules with their properties (support and 
confidence), and their meaningfulness to users (see [10] for a detailed comparison). In 
this paper, we choose to base our work on Minimum Condition Maximum Consequent 
Rules (MCMR). The reason is that the most important criteria in top-k association rule 
mining is the meaningfulness of rules for users. MCMR meet this goal because it 
defines non-redundant rules as rules with a minimum antecedent and a maximum 
consequent [10]. In other words, MCMR are the rules that allow deriving the 
maximum amount of information based on the minimum amount of information. It is 
argued that these rules are the most meaningful for several tasks [10]. In the context of 
top-k association rule mining, other criteria such as the compactness and recoverability 
of redundant rules are not relevant because the goal of a top-k algorithm is to present a 
small set of k meaningful rules to the user. MCMR are defined based on the following 
definition of redundancy [10]. An association rule ra : X → Y is redundant with respect 
to another rule rb : X1 → Y1 if and only if conf(ra)= conf(rb) ∧ sup(ra) = sup(rb) ∧ X1 ⊆ 
X ∧ Y ⊆ Y1. Example. Consider the association rules presented in the right part of 
Figure 1. The rule {a}→{c, f} is redundant with respect to {a}→{c, e, f}. Moreover, 
the rule {a, b}→ {e, f} is redundant with respect to {a}→ {e, f}. 

Problem Definition. Based on the previous definition of redundancy and the definition 
of top-k association rule mining, we define the problem of top-k non redundant 
association mining as follows. The problem of mining top-k non-redundant association 
rules is to discover a set L containing k association rules in a transaction database. For 
each rule ra ∈ L | conf(ra) ≥ minconf, there does not exist a rule rb ∉ L | conf(rb) ≥ 
minconf ∧ sup(rb) > sup(ra), otherwise rb is redundant with respect to ra. Moreover, 

rc, rd ∈ L such that rc is redundant with respect to rd. 

3 The TNR Algorithm 

To address the problem of top-k non-redundant rule mining, we propose an algorithm 
named TNR. It is based on the same depth-first search procedure as TopKRules. The 
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difference between TNR and TopKRules lies in how to avoid generating redundant 
rules. The next subsection briefly explains the search procedure of TopKRules.  

3.1 The Search Procedure 

To explain the search procedure, we introduce a few definitions. A rule X→Y is of size 
p*q if |X| = p and |Y| = q. For example, the size of {a} → {e, f} is 1*2. Moreover, we 
say that a rule of size p*q is larger than a rule of size r*s if p > r and q ≥ s, or if p ≥ r 
and q > s. An association rule r is valid if sup(r) ≥ minsup and conf(r) ≥ minconf. 

The search procedure takes as parameter a transaction database, an integer k and the 
minconf threshold. The search procedure first sets an internal minsup variable to 0 to 
ensure that all the top-k rules are found. Then, the procedure starts searching for rules. 
As soon as a rule is found, it is added to a list of rules L ordered by the support. The list 
is used to maintain the top-k rules found until now and all the rules that have the same 
support. Once k valid rules are found in L, the internal minsup variable is raised to the 
support of the rule with the lowest support in L. Raising the minsup value is used to 
prune the search space when searching for more rules. Thereafter, each time that a 
valid rule is found, the rule is inserted in L, the rules in L not respecting minsup 
anymore are removed from L, and minsup is raised to the support of the rule with the 
lowest support in L. The algorithm continues searching for more rules until no rule are 
found. This means that it has found the top-k rules in L. The top-k rules are the k rules 
with the highest support in L. 

To search for rules, the search procedure first scans the database to identify single 
items that appear in at least minsup transactions. It uses these items to generate rules of 
size 1*1 (containing a single item in the antecedent and a single item in the 
consequent). Then, each rule is recursively grown by adding items to its antecedent or 
consequent (a depth-first search). To determine the items that should be added to a 
rule, the search procedure scans the transactions containing the rule to find single items 
that could expand its antecedent or consequent. The two processes for expanding rules 
are named left expansion and right expansion. These processes are applied recursively 
to explore the search space of association rules. Left and right expansions are formally 
defined as follows. A left expansion is the process of adding an item i to the left side of 
a rule X→Y to obtain a larger rule X∪{i}→Y. A right expansion is the process of 
adding an item i to the right side of a rule X→Y to obtain a larger rule X→Y∪{i}. 

The search procedure described above is correct and complete for mining top-k 
association rules [5]. It is very efficient because the internal minsup variable is raised 
during the search. This allows pruning large part of the search space instead of 
generating all association rules. This pruning is possible because the support is 
monotonic with respect to left and right expansions (see [5] for details).  

3.2 Adapting the Search Procedure to Find Top-k Non-redundant Rules 

We now explain how we have adapted the search procedure to design an efficient top-
k non-redundant rule mining algorithm. These modifications are based on the 
following observation. 
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Property 3. During the search, if only non-redundant rules are added to L, then L will 
contain the top-k non-redundant rules when the search procedure terminates. 
Rationale. The search procedure is correct and complete for mining the top-k 
association rules [5]. If only non-redundant rules are added to L instead of both 
redundant and non-redundant rules, it follows that the result will be the top-k non-
redundant rules instead of the top-k association rules. 

Based on this observation, we have aimed at modifying the search procedure to 
ensure that only non-redundant rules are added to L. This means that we need to make 
sure that every generated rule ra is added to L only if sup(ra) ≥ minsup and ra is not 
redundant with respect to another rule. To determine if ra is redundant with respect to 
another rule, there are two cases to consider.  

The first case is that ra is redundant with respect to a rule rb that was generated 
before ra. By the definition of redundancy (cf. Definition 2), if ra is redundant with 
respect to rb, then sup(rb) = sup(ra). Because sup(ra) ≥ minsup, it follows that sup(rb) ≥ 
minsup, and that rb  L. Therefore, the first case can be detected by implementing the 
following strategy. 

Strategy 1. For each rule ra that is generated such that sup(ra) ≥ minsup, if  rb  L | 
sup(rb) = sup(ra) and ra is redundant with respect to rb, then ra is not added to L. 
Otherwise, ra is added to L. 

The second case is that ra is redundant with respect to a rule rb that has not yet been 
generated. There are two ways that we could try to detect this case. The first way is to 
postpone the decision of adding ra to L until rb is generated. However, this would not 
work because it is not known beforehand if a rule rb will make ra redundant and rb 
could appear much later after ra. The second way is to scan transactions to determine if 
item(s) could be added to ra to generate a rule rb such tat ra redundant is redundant with 
respect to rb. However, this approach would also be inefficient because the confidence 
is non-monotonic with respect to left/right expansions [5]. This mean that it is possible 
that rb may contain several more items than ra.. For this reason, it would be too costly 
to test all the possibilities of adding items to ra to detect the second case. 

Because the second case cannot be checked efficiently, our solution is to propose an 
approximate approach that is efficient and to prove that this approach can generate 
exact results if certain conditions are met. The idea of this approach is the following. 
Each rule ra that satisfy the requirements of Strategy 1 is added to L without checking 
the second case. Then, eventually, if a rule rb is generated such that the rule ra is still in 
L and that ra is redundant with respect to rb, then ra is removed from L. This idea is 
formalized as the following strategy. 

Strategy 2. For each rule rb that is generated such that sup(rb) ≥ minsup, if  ra  L | 
sup(rb) = sup(ra) and ra is redundant with respect to rb, then ra is removed from L.  

By incorporating Strategy 2, the algorithm becomes approximate. The reason is 
that each rule ra that is removed by Strategy 2 previously occupied a place in the set 
L. By its presence in L, the rule ra may have forced raising the internal minsup 
variable. If that happened, then the algorithm may have missed some rules that have a 
support lower than ra but are non-redundant. 

Given that the algorithm is approximate, it would be desirable to modify it to be 
able to increase the likelihood that the result is exact. To achieve this, we propose to 
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add a parameter that we name Δ that increase by Δ the number of rules k that is 
necessary to raise the internal minsup variable. For example, if the user sets k = 1000 
and Δ = 100, it will now be required to have k + Δ = 1100 rules in L to raise the 
internal minsup variable instead of just k=1000. This means that up to 100 redundant 
rules can be at the same time in L and the result will still be exact. This latter 
observation is formalized by the following property. 

Property 4. If the number of redundant rules in L is never more than Δ rules, then the 
algorithm result is exact and the k rules in L having the highest support will be the top-
k non redundant rules. Rationale. As previously explained, the danger is that too many 
redundant rules are in L such that they would force to raise minsup and prune part of 
the search space containing top-k non-redundant rules. If there is no more than Δ 
redundant rules at the same time in L and that k + Δ are needed to raise minsup, then 
redundant rules cannot force to raise minsup. 

The previous property proposes a condition under which Strategy 2 is guaranteed to 
generate an exact result. Based on this property, an important question is “Would it be 
efficient to integrate a check for this condition in the algorithm?”. The answer is that it 
would be too costly to verify that no groups of more than Δ redundant rules are present 
at the same time in L. The reason is that rules are only known to be redundant when 
they are removed by Strategy 2. Therefore, checking Property 4 would be very 
expensive to perform. For this reason, we choose to utilize the following weaker 
version of Property 4 in our implementation. 

Property 5. If the number of redundant rules removed by Strategy 2 during the 
execution of the algorithm is less or equal to Δ, then the final result is exact and the 
first k rules of L will be the top-k non redundant rules. Rationale. It can be easily seen 
that if Property 5 is met, Property 4 is also met. 

Property 5 can be easily incorporated in the algorithm. To implement this 
functionality, we have added a counter that is incremented by 1 after every rule 
removal from L by Strategy 2. Then, when the algorithm terminates, the counter is 
compared with Δ. If the counter value is lower or equal to Δ, the user is informed that 
the result is guaranteed to be exact. Otherwise, the user is informed that the result may 
not be exact. In this case, the user has the option to rerun the algorithm with a higher Δ 
value. In the experimental study presented in section 4 of this paper, we will address 
the question of how to select Δ.  

The previous paragraphs have presented the main idea of the TNR algorithm. Due 
to space limitation, we do not provide the pseudo-code of TNR. But the Java source 
code of our implementation can be downloaded freely from http://www.philippe-
fournier-viger.com/spmf/. 

Note that in our implementation, we have added a few optimizations that are used in 
TopKRules [5] and that are compatible with TNR. The first optimization is to try to 
generate the most promising rules first when exploring the search space of association 
rules. This is because if rules with high support are found earlier, the algorithm can 
raise its internal minsup variable faster to prune the search space. To perform this, an 
internal variable R is added to store all the rules that can be expanded to have a chance 
of finding more valid rules. This set is then used to determine the rules that are the 
most likely to produce valid rules with a high support to raise minsup more quickly and 
prune a larger part of the search space [5]. The second optimization is to use bit vectors 



 Mining Top-K Non-redundant Association Rules 37 

as data structure for representing the set of transactions that contains each rule (tidsets) 
[11]. The third optimization is to implement L and R with data structures supporting 
efficient insertion, deletion and finding the smallest element and maximum element. In 
our implementation, we used a Red-black tree for L and R.  

4 Experimental Evaluation 

We have carried several experiments to assess the performance of TNR and to 
compare its performance with TopKRules under different scenarios. For these 
experiments, we have implemented TNR in Java. For TopKrules, we have obtained the 
Java implementation from their authors. All experiments were performed on a 
computer with a Core i5 processor running Windows 7 and 2 GB of free RAM. 
Experiments were carried on four real-life datasets commonly used in the association 
rule mining literature, namely Chess, Connect, Mushrooms and Pumsb (available at: 
http://fimi.ua.ac.be/data/). The datasets’ characteristics are summarized in Table 1.  

Experiment 1: What is the percentage of redundant rules? The goal of the first 
experiment was to assess the percentage of rules returned by TopKRules that are 
redundant to determine how important the problem of redundancy is. For this 
experiment, we ran TopKRules on the four datasets with minconf = 0.8 and k = 2000, 
and then examined the rules returned by the algorithm. We chose minconf = 0.8 and k 
= 2000 because these values are plausible values that a user could choose. The results 
for Chess, Connect, Mushrooms and Pumsb are that respectively, 13.8 %, 25.9 %, 82.6 
% and 24.4 % of the rules returned by TopKRules are redundant. These results indicate 
that eliminating redundancy in top-k association rule mining is a major problem.  

Table 1. Datasets’ Characteristics 

Datasets Number of 
transactions 

Number of 
distinct items 

Average 
transaction size 

Chess 3,196 75 37 
Connect 67,557 129 43 

Mushrooms 8,416 128 23 
Pumsb 49,046 7,116 74 

Experiment 2: How many rules are discarded by Strategy 1 and Strategy 2 for Δ 
= 0? The second experiment’s goal was to determine how many rules were discarded 
by Strategy 1 and Strategy 2 for each dataset. To perform this study, we set minconf = 
0.8, k =  2000 and Δ = 0. We then recorded the number of rules discarded. Results are 
shown in Table 2. From this experiment, we can see that the number of discarded rules 
is high for all datasets and that it is especially high for dense datasets (e.g. Mushrooms) 
because they contains more redundant rules compared to sparse datasets (e.g. Pumsb). 

Experiment 3: What if we use the Δ parameter? The next experiment consisted of 
using the Δ parameter to see if an exact result could be guaranteed by using Property 5.  
For this experiment, we used k = 2000 and minconf = 0.8. We then set Δ to values 
slightly larger than the number of rules discarded by Strategy 2 in Experiment 2.  
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For example, for the Pumsb dataset, we set Δ = 4000. The total runtime was 501 s 
and the maximum memory usage was around 1.3 GB. The number of rules eliminated 
by Strategy 1 and Strategy 2 was respectively 3454 and 16,066. Because these values 
are larger than Δ, the result could not be guaranteed to be exact. Moreover, the 
execution time and memory requirement significantly increased when setting Δ = 4000 
(with Δ = 0, the runtime is 125 s and the maximum memory usage is 576 MB). 
Furthermore, we tried to continue raising Δ and still got similar results. 

We did similar experiments with Chess, Connect, Mushrooms and observed the 
same phenomena. Our conclusion from this experiment is that in practice using the Δ 
parameter does not help to guarantee an exact result. This means that although the 
algorithm is guaranteed to find k rules that are non-redundant, there rules are not 
guaranteed to be the top-k non-redundant rules. 

Table 2. Rules discarded by each strategy for minconf = 0.8, k=2000 and Δ = 0 

Dataset # rules discarded by Strategy 1 # rules discarded by Strategy 2 
Chess 961 10454 

Connect 2732 15275 
Mushrooms 39848 38627 

Pumsb 803 3629 

 
Experiment 4: Performance comparison with TopKRules. The next experiment 
consisted of comparing the performance of TNR with TopKRules. The parameter 
minconf and k were set to 0.8 and 2000 respectively. The execution times and 
maximum memory usage of both algorithms are shown in Table 3.  The results show 
that there is a significant additional cost for using TNR. The reason is that checking 
Strategy 1 and Strategy 2 is costly. Moreover, because a large amount of rules are 
discarded as shown in the second experiment, the algorithm needs to generate much 
more rules before it can terminate.  

Table 3. Performance comparison  

Datasets 
Runtime (s) Maximum Memory Usage (MB) 

TNR TopKRules TNR TopKRules 

Chess 8 1.49 269 72.12 
Connect 283 25.51 699 403.38 

Mushrooms 105 3.46 684 255 
Pumsb 125 46.39 576 535 

 

Experiment 5: Influence of the number of transactions. Next, we ran TNR on the 
datasets while varying the number of transactions in each dataset. We used k=500, 
minconf=0.8. We varied the database size by using 70%, 85 % and 100 % of the 
transactions in each dataset. Results are shown in Figure 2. Globally we found that for 
all datasets, the execution time and memory usage increased more or less linearly for 
TNR. This shows that TNR has good scalability.  
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Fig. 2. Influence of the number of transactions 

Discussion. Our conclusion from these experiments is that TNR is more costly than 
TopKRules. But it provides the benefit of eliminating redundancy.  

5 Conclusion  

Two important problems with classical association rule mining algorithm are that (1) it 
is usually difficult and time-consuming to select the parameters to generate a desired 
amount of rules and (2) there can a large amount of redundancy in the results. 
Previously, these two problems have been addressed separately. In this paper, we have 
addressed them together by proposing an approximate algorithm named TNR for 
mining the top-k non-redundant association rules.  The algorithm is said to be 
approximate because it is guaranteed to find non-redundant rules. But the rules found 
may not be the top-k non redundant rules. We have compared the performance of TNR 
with TopKRules and found that TNR is more costly than TopKRules. However, it 
provides the benefit of eliminating a great deal of redundancy. Source code of TNR 
and TopKRules can be downloaded at http://www.philippe-fournier-viger.com/spmf/ 
as part of the SPMF data mining platform. 
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Matej Guid1, Martin Možina1, Vida Groznik1, Dejan Georgiev2,
Aleksander Sadikov1, Zvezdan Pirtošek2, and Ivan Bratko1
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Abstract. Argument Based Machine Learning (ABML) was recently demon-
strated to offer significant benefits for knowledge elicitation. In knowledge ac-
quisition, ABML is used by a domain expert in the so-called ABML knowledge
refinement loop. This draws the expert’s attention to the most critical parts of
the current knowledge base, and helps the expert to argue about critical con-
crete cases in terms of the expert’s own understanding of such cases. Knowledge
elicited through ABML refinement loop is therefore more consistent with ex-
pert’s knowledge and thus leads to more comprehensible models in comparison
with other ways of knowledge acquisition with machine learning from exam-
ples. Whereas the ABML learning method has been described elsewhere, in this
paper we concentrate on detailed mechanisms of the ABML knowledge refine-
ment loop. We illustrate these mechanisms with examples from a case study in
the acquisition of neurological knowledge, and provide quantitative results that
demonstrate how the model evolving through the ABML loop becomes increas-
ingly more consistent with the expert’s knowledge during the process.

1 Introduction

Machine learning has long ago been proposed as a way of addressing the problem of
knowledge acquisition [1]. While it was shown that it can be successful in building
knowledge bases [2], the major problem with this approach is that automatically in-
duced models rarely conform to the way an expert wants the knowledge organized and
expressed. Models that are incomprehensible have less chance to be trusted by experts
and users alike [3]. In striving for better accuracy, modern trends in machine learning
pay only limited attention to the comprehensibility and the intuitiveness of prediction
models [4].

A common view is that a combination of a domain expert and machine learning
would yield the best results [5]. Argumentation Based Machine Learning (ABML) [6]
naturally fuses argumentation and machine learning. One of the advantages over tra-
ditional machine learning methods is better comprehensibility of the obtained models.
Improvement in comprehensibility is especially important in the light of knowledge
acquisition. Through argumentation, ABML enables the expert to articulate his or her
knowledge easily and in a very natural way. Moreover, it prompts the expert to share
exactly the knowledge that is most useful for the machine to learn, thus significantly
saving the time of the expert.

ABML is comprised of two main parts: the modified machine learning algorithm
that can handle and use arguments, and the iterative ABML loop that manages the
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interaction between the expert(s) and the machine. The algorithm usually takes all the
credit for successful results, however, the iterative loop is at least as important. After all,
the loop is what the expert and the knowledge engineer actually use during the process
of knowledge elicitation, while the inner workings of the algorithm remain hidden in
the background. Therefore, in this paper, the focus is (solely) on the loop part of the
ABML process.

The paper represents a continuation of the work presented in [7] and [8]. Here we
provide a step-by-step presentation of the knowledge elicitation process with ABML.
Through a case study of acquiring knowledge for a neurological decision support sys-
tem, we analyze and clearly demonstrate the benefits of this particular style of the in-
teraction between the experts and the machine learning algorithm. Along the way, the
reader is alerted to some typical and atypical situations and is shown how to deal with
them. The paper illustrates what is expected from the experts and knowledge engineers
alike, demonstrates the required level of their involvement, and conveys the natural feel
of the human-computer interaction. We also demonstrate quantitatively how the model
obtained with the ABML knowledge elicitation process becomes more and more con-
sistent with the expert’s knowledge.

The organization of the paper is as follows. Chapter 2 describes the case study do-
main and experimental setup, and Chapter 3 shortly describes the ABML algorithm,
focusing mainly on its modifications in view of the current application. The ABML it-
erative process, the main part of the paper, is in Chapter 4. We finish with an evaluation
of the knowledge elicitation process and conclusions.

2 Domain Description and Experimental Setup

We are developing a neurological decision support system (DSS) to help the neurolo-
gists differentiate between three types of tremors: essential, Parkinsonian, and mixed
tremor (comorbidity, see [8] for more detail). The system is intended to act as a second
opinion and a teaching tool for the neurologists. Although several sets of guidelines for
diagnosing both essential and Parkinsonian tremor do exist [9], none of them enjoys
general consensus in the neurological community.

The data set consisted of 114 patients. These were divided into a learning set with
47 examples and a test set with 67 examples. The class distribution was: 50 patients
diagnosed with essential tremor (ET), 23 patients with Parkinsonian tremor (PT), and 41
patients with a mixed-type tremor (MT). The patients were described by 45 attributes.

According to the domain experts, some of the characteristics reflected in these at-
tributes speak in favour of a particular tremor type as follows.

Essential tremor is characterized by postural tremor, kinetic tremor, harmonics, es-
sential spiral drawings, positive family anamnesis etc.

Parkinsonian tremor is characterized by resting tremor, bradykinesia, rigidity, Parkin-
sonian spiral drawings etc.

Mixed tremor implies presence of both essential tremor and Parkinsonian tremor.

However, according to domain experts it is difficult to combine these characteristics
into sensible rules for successful diagnosis.
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3 Argument Based Machine Learning (ABML)

Argument Based Machine Learning (ABML)[6] is machine learning extended with con-
cepts from argumentation. In ABML, arguments are used as means for experts to elicit
some of their knowledge through explanations of the learning examples. The experts
need to focus on one specific case at the time only and provide knowledge that seems
relevant for this case. We use the ABCN2 [6] method, an argument based extension
of the well-known CN2 method, that learns a set of unordered probabilistic rules from
examples with attached arguments, also called argumented examples.

The problem domain described in this paper contains a class variable with three
values. According to the domain expert opinion, it was appropriate to translate our
three-class problem into two binary-class problems solved by two binary classifiers.
The first binary classifier distinguishes between ET and non-ET, the second between
PT and non-PT. A new case is then probabilistically classified roughly as follows. The
first classifier assigns probability p(ET) to class ET, the second p(PT) to class PT. The
predicted probability of MT is then p(MT) = 1 – p(ET) – p(PT). ET and MT are merged
into EMT class, while PT and MT are merged into PMT class. The two binary classifiers
are independent, so it may happen that p(MT) < 0. In such cases the three probabilities
are adjusted to satisfy the formal properties of probabilities (see [8] for details).

3.1 ABML Knowledge Refinement Loop

The ABML knowledge refinement loop consists of the following steps:

Step 1: Learn a hypothesis with ABCN2 using given data.
Step 2: Find the “most critical” example and present it to the expert. If a critical ex-

ample can not be found, stop the procedure.
Step 3: Expert explains the example; the explanation is encoded in arguments and

attached to the learning example.
Step 4: Return to step 1.

In the sequel, we explain (1) how we select critical examples, and (2) how we obtain all
necessary information for the chosen example.

Identifying Critical Examples. A critical example is an example the current hypoth-
esis can not explain very well. As our method gives probabilistic class prediction, we
first identify the most problematic example as one with highest probabilistic error. To
estimate the probabilistic error we used a k-fold cross-validation repeated n times (e.g.
n = 4, k = 5), so that each example is tested n times. The critical example is thus
selected according to the following two rules.

1. If the problematic example is from class MT, it becomes the critical example.
2. Otherwise, the method will seek out which of the rules is the culprit for example’s

misclassification. As the problematic rule is likely to be bad, since it covers our
problematic example, the critical example will become an example from PT or
MT class (or ET or MT) covered by the problematic rule. Then, the expert will be
asked to explain what are the reasons for the patient’s diagnosis. Domain expert’s
explanations should result in replacing the problematic rule with a better one for
the PMT (or EMT) class, which will not cover the problematic example.
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Are the expert’s arguments good enough or should they be improved? Here we
describe in details the third step of the above algorithm:

Step 3a: Explaining a critical example. If the example is from the MT class, the ex-
pert can be asked to explain its Parkinsonian and essential signs (which happens
when the problematic example is from MT) or to explain only one of the diseases.
In the other two cases (ET or PT), the expert always explains only signs relevant
to the example’s class. The expert then articulates a set of reasons confirming the
example’s class value. The provided argument should contain a minimal number of
reasons to avoid overspecified arguments.

Step 3b: Adding arguments to an example. The argument is given in natural
language and needs to be translated into domain description language (attributes).
If the argument mentions concepts currently not present in the domain, these con-
cepts need to be included in the domain (as new attributes) before the argument can
be added to the example.

Step 3c: Discovering counter examples. Counter examples are used to spot if an ar-
gument is sufficient to successfully explain the critical example or not. If not,
ABCN2 will select a counter example. A counter example has the opposite class
of the critical example, however it is covered by the rule induced from the given
arguments.

Step 3d: Improving arguments with counter examples. The expert needs to revise
his initial argument with respect to the counter example.

Step 3e: Return to step 3c if counter example found.

4 Knowledge Elicitation Process for Differentiating Tremors

In this section, we analyze the complete knowledge elicitation process for differentiat-
ing between essential and Parkinsonian tremors. We identify the main effects of each
iteration on the process.

Iteration 1. Example E.65 (classified as MT) was the first critical example selected by
our algorithm. The expert was asked to describe which features are in favor of ET and
which features are in favor of PT. He explained that the presence of harmonics speaks
in favor of ET, while the presence of bradykinesia speaks in favor of PT. Both features
were selected as the most influential ones.

The presence of harmonics was represented by four attributes in the data set, each one
with possible values of true and false. The expert explained that just one of these feature
values being true already suffices to decide in favor of ET. Similarly, the presence of
bradykinesia was indicated with two attributes, one for the left side and one for the
right side, with possible values in range from 0 (not indicated) to 5 (high). The expert
explained that the side does not play any particular role for differentiating between ET
and PT, and that any value higher than zero already speaks in favor of PT.

The expert’s explanation served the knowledge engineer to induce two new attributes:
(1) HARMONICS, with possible values true (indicating the presence of harmonics) and
false, and (2) BRADYKINESIA, with possible values true (bradykinesia is present on the
left side or on the right side) and false (bradykinesia was not indicated on either side).
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At the same time the original six attributes (indicating harmonics and bradykinesia)
were excluded from the domain, since it is their combination (reflected in the expert’s
argument) that provides relevant information according to the expert.

Based on the expert’s explanation, the reasons (1) “HARMONICS is true” and (2)
“BRADYKINESIA is true” were added as the arguments for ET and PT, respectively, to
the critical example E.65.

The method selected E.67 as a counter example for the expert’s argument in favor of
ET, and E.12 as the counter example for his argument in favor of PT. The expert was
now asked to compare the counter example E.67 with the critical example E.65, and to
explain what is the most important feature in favor of ET in E.65 that does not apply to
E.67. Similarly, he was asked to explain what is the most important feature in favor of
ET in E.65 that does not apply to E.12.

It turned out that both counter examples occurred as consequences of the following
errors in the data set. In case of E.67, one of the original four attributes for harmonics
was set to true, although the actual value was discovered to be false upon examination.
Consequently, the value of the newly added attribute HARMONICS in E.67 had to be
corrected from true to false. In case of E.12, upon the examination of the feature values,
the expert realized that some strong arguments in favor of PT were overlooked at the
time of diagnosis. After careful deliberation, the class of E.12 was modified from ET to
MT by the expert.

In this case, the method actually helped to discover errors in the data set. Improving
the arguments turned out to be unnecessary: the correction of the aforementioned errors
in the data set resulted in no further counter examples. Thus, Iteration 1 was concluded.

Iteration 2. Upon entering into Iteration 2, E.61 (MT) was selected as a critical ex-
ample. The expert was asked to describe which features are in favor of ET. He gave
two features as an explanation: the presence of postural tremor and the presence of
resting tremor. Similarly as in Iteration 1, these two features were each represented by
two attributes. Again, the expert explained that neither the side nor the magnitude of a
non-zero value play any particular role in differentiating between ET and PT.

The expert’s explanation served to induce two derived attributes: (1) POSTURAL,
with possible values true (indicating the presence of postural tremor) and false, and
(2) RESTING, with possible values true (indicating the presence of resting tremor) and
false. The original four attributes (indicating the presence of postural tremor and resting
tremor) were excluded from the domain. The reason “POSTURAL is true and RESTING

is true” was added as the argument for ET to the critical example E.61.
The expert’s argument did not prove to be sufficient to produce a rule with pure

distribution: the method selected E.32 as the counter example. The expert was asked to
compare the counter example E.32 with the critical example E.61.

The expert spotted the presence of bradykinesia in E.32 as the most important differ-
ence, and thus extended his argument to “POSTURAL is true and RESTING is true and
BRADYKINESIA is false.”

A new counter example was found by the method: E.51. It turned out that this counter
example occurred as a consequence of another misdiagnosis. After reviewing the feature
values describing the patient’s conditions, the expert modified the class of E.51 from
MT to PT. No further counter examples were found.
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Iteration 3. Critical example E.55 (MT) was presented to the expert. The expert gave
two features in favor of ET: the presence of postural tremor and the presence of kinetic
tremor. He also gave two features in favor of PT: the presence of bradykinesia and
the presence of rigidity in upper extremities. Kinetic tremor and rigidity were each
represented by two attributes, similarly as in some aforementioned cases.

The knowledge engineer induced two attributes: (1) KINETIC, with possible values
true (indicating the presence of kinetic tremor) and false, and (2) RIGIDITY, with pos-
sible values true (indicating rigidity in upper extremities) and false. The original four
attributes (indicating the presence of kinetic tremor and rigidity in upper extremities)
were excluded from the domain.

Expert’s explanation lead to (1) “POSTURAL is true and KINETIC is true,” and (2)
“BRADYKINESIA is true and RIGIDITY is true” as the arguments for ET and PT, re-
spectively, to the critical example E.55.

The method selected E.63 as a counter example for the argument in favor of ET.
The expert explained what is the most important feature in favor of ET in the critical
example E.55 that does not apply to E.63. He contemplated that ET typically occurs
much earlier than PT, and advocated that if tremor occurs before the age of 50 (as in
E.55), it is usually ET. There were no counter examples for the argument in favor of PT.

The knowledge engineer realized that there was no suitable attribute in the domain
that would express exactly what the expert had just explained. There were similar at-
tributes AGE (indicating the age of the patient) and TREMOR.PERIOD (indicating the
number of years since the tremor was diagnosed). They were used to construct a new
attribute TREMOR.START, indicating the patient’s age when the tremor was diagnosed.

The argument in favor of ET was extended to “POSTURAL is true and KINETIC is
true and TREMOR.START < 50.” No more counter examples were found.

Iteration 4. Critical example E.51 (MT) was presented to the expert. The expert ex-
plained that positive anamnesis and postural tremor are in favor of ET, while qualitative
assessment (given by the neurologist at the time of the examination of a patient) is in
favor of PT. The arguments to E.51 therefore became (1) “ANAMNESIS is positive and
POSTURAL is true” for ET, and (2) “QUALITATIVE.ASSESSMENT is PT” for PT.

With the help of the counter example E.62 the argument for ET was extended to
“ANAMNESIS is positive and POSTURAL is true and BRADYKINESIA is false.” Another
counter example E.21, for argument in favor of PT, turned out to be misdiagnosed. The
class of E.21 was modified from ET to MT. There were no further counter examples.

Iteration 5. Critical example E.42 (MT) was presented to the expert. The qualitative
assessment by the neurologist was given as sufficient argument in favor of ET. The
assessment of free-hand spiral drawings were in favor of PT, as can be seen from the
following explanation by the expert: “The assessment of the free-hand spiral in some of
the four observations in the original data is Parkinsonian, and none of them indicative
of essential tremor.”

This explanation lead to a new attribute SPIRO.FREE.PT.ONLY. By analogy, another
attribute, SPIRO.FREE.ET.ONLY, was introduced, while the four original attributes were
excluded from the domain upon consultation with the expert. The arguments to E.42
became “QUALITATIVE.ASSESSMENT is ET” for ET, and “SPIRO.FREE.PT.ONLY is
true” for PT.
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No counter examples opposing the argument for ET were found, while E.33 was
given as the counter example against the argument for PT. The expert mentioned
template-based spiral drawings: “The assessment of the template-based spiral in some
of the four observations (attributes) in the original data are essential in E.42, and none
of them is Parkinsonian. This does not apply to E.33.”

Similarly as in the above case, new attributes SPIRO.TEMPLATE.PT.ONLY and
SPIRO.TEMPLATE.ET.ONLY were introduced, and the four original attributes were
excluded from the domain. The argument attached to E.42 for PT was extended to
“SPIRO.FREE.PT.ONLY is true and SPIRO.TEMPLATE.ET.ONLY is false.” This time
no counter examples were found by the algorithm.

Iteration 6. Critical example was E.39 (MT). The expert’s argument for ET were postu-
ral tremor and the qualitative assessment in favor of ET. The presence of resting tremor
was the argument for PT.

No counter examples opposing the argument in favor of ET were found. Counter ex-
ample against the argument in favor of PT became E.45. When comparing this counter
example with the critical example, the expert spotted an important difference: the lack
of harmonics in the critical example, and their presence in the counter example. The
argument in favor of PT was thus extended to “RESTING is true and ANY.HARMONICS

is false.” No new counter examples were found.

Iteration 7. Iteration 7 turned out to be exceptionally short. When the expert was asked
to give arguments in favor of ET and PT for the critical example E.26 (MT), he realized
that there were no valid arguments in favor of ET. The class was therefore changed from
MT to PT.

Iteration 8. Critical example E.30 (ET) was presented to the expert. The expert was
asked to describe which features are in favor of ET. He gave two features as an explana-
tion: the presence of kinetic tremor and the lack of bradykinesia. No counter examples
were found.

Iteration 9. Iteration 9 also demanded very little time from the expert. He was pre-
sented with critical example E.36 (MT). The expert gave two features in favor of ET:
the presence of kinetic tremor and the presence of postural tremor. No counter examples
were found to the expert’s arguments.

Iteration 10. The expert observed critical example E.21 (MT). The expert gave the
following explanation in favor of ET: “Qualitative assessment of both free-hand and
template-based spiral in some of the observations (attributes) are essential, and none of
them is Parkinsonian.” The knowledge engineers thus attached the following argument
to the critical example: “SPIRO.FREE.ET.ONLY is true and SPIRO.TEMPLATE.ET.ONLY

is true.” No counter examples and no further critical examples were found.

Review of the Model. At the end of the iterative procedure, the expert is asked to re-
view the final model. Upon examination of the rules, the expert noticed the following
rule that was in contradiction with his general knowledge about the domain.

IF TREMOR.START > 61 THEN class = EMT; [16,0]

The newly added attribute TREMOR.START occurred in this counter-intuitive rule (ac-
cording to the expert) and now became the subject of careful examination.
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The expert realized that the values of the attribute TREMOR.PERIOD from which
TREMOR.START was calculated, may indeed reflect the number of years since the
tremor was diagnosed, but this attribute actually does not reflect the age when the tremor
actually started. The reason for this was pointed out by the expert: the patients with ET
tend to visit the neurologist only when the tremor starts to cause them problems in
everyday life, and this is usually several years after it actually first occurred. While
it is commonly accepted that ET typically occurs much earlier than PT, the attribute
TREMOR.START simply cannot reflect the time of its occurrence. The expert and the
knowledge engineer decided to exclude the attribute TREMOR.START from the domain.

As a consequence, another critical example emerged. The expert was now asked to
improve the argument “POSTURAL is true and KINETIC is true,” given to critical exam-
ple E.55 in Iteration 3, again having E.63 as a counter example. He realized that there
is another important difference between E.63 and E.55: the presence of resting tremor
in E.63. He extended his argument to “POSTURAL is true and KINETIC is true and
RESTING is false.” The method found no counter examples to the expert’s argument.

The expert revised the newly induced rules and found them all to be acceptable. No
further critical examples were found, and the knowledge elicitation process concluded.

5 Results

The number of rules after each iteration varied from 12 to 15. Table 1 shows the fi-
nal model, i.e., rules obtained after the end of the knowledge elicitation process. The
domain expert evaluated each rule according to the following criteria.

Counter-intuitive: an illogical rule that is in contradiction with expert knowledge.
Reasonable: a rule consistent with expert knowledge, but insufficient to decide in favor

of ET or PT on its basis alone.
Adequate: a rule consistent with expert knowledge, ready to be used as a strong argu-

ment in favor of ET or PT.

Figure 1 demonstrates how the model became increasingly more consistent with the
expert’s knowledge during the knowledge elicitation process. The expert’s evaluations
of the initial and final rules are significantly different (p=0.026 using Mann-Whitney-
Wilcoxon non-parametric test). All rules in the final model are consistent with the do-
main knowledge, and five of them were marked by the expert as sufficiently meaningful
to determine the type of tremor by themselves. The other nine rules (marked as rea-
sonable by the expert) could alone not be improved by the method to adequate rules,
as there were no counter examples in the data set, and therefore the method did not
have any reason to further specialize these rules. A larger number of learning examples
might, however, result in a greater number of adequate rules.

During the process of knowledge elicitation, 15 arguments were given by the expert,
14 new attributes were included into the domain, and 21 attributes were excluded from
the domain. After each iteration, the obtained model was evaluated on the test data set.
If all the rules that triggered were for the class EMT (PMT), then the example was
classified as ET (PT). In cases where the rules for both classes triggered, the example
was classified as MT.
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Fig. 1. The graph on the left side shows the average of expert’s evaluations of the rules (0 -
counter-intuitive, 1 - reasonable, 2 - adequate) obtained after each iteration of the knowledge
elicitation process. The graph on the right side shows the percentage of counter-intuitive (the
lower curve) and adequate (the upper curve) rules among all rules obtained after each iteration.

Table 1. The rules after the end of the knowledge elicitation process. The condition and class
columns show the condition and the consequent parts of a rule. Columns + and − stand for the
number of positive and negative examples covered, respectively. All rules have pure distributions
– they do not cover any examples from the opposite class. Column E stands for the expert’s
evaluation (0 - counter-intuitive, 1 - reasonable, 2 - adequate) of a rule.

# Condition Class + − E

1 IF QUALITATIVE.ASSESSMENT = ET EMT 21 0 1
2 IF BRADYKINESIA = false EMT 18 0 1
3 IF BRADYKINESIA = true AND RIGIDITY = true PMT 17 0 2
4 IF QUALITATIVE.ASSESSMENT = ET AND POSTURAL = true EMT 16 0 1
5 IF RIGIDITY = false AND KINETIC = true EMT 15 0 1
6 IF KINETIC = true AND BRADYKINESIA = false EMT 13 0 1
7 IF SPIRO.FREE.PT.ONLY = true AND SPIRO.TEMPLATE.ET.ONLY = false PMT 13 0 1
8 IF HARMONICS = true EMT 12 0 2
9 IF RESTING = true AND HARMONICS = false AND RIGIDITY = true PMT 12 0 2

10 IF POSTURAL = true AND KINETIC = true AND RESTING = false EMT 10 0 1
11 IF QUALITATIVE.ASSESSMENT = PT PMT 10 0 1
12 IF RESTING = false AND POSTURAL = true AND BRADYKINESIA = false EMT 8 0 2
13 IF POSTURAL = true AND ANAMNESIS = positive AND BRADYKINESIA = false EMT 8 0 2
14 IF SPIRO.FREE.ET.ONLY = true AND SPIRO.TEMPLATE.ET.ONLY = true EMT 7 0 1

We compared classification accuracies improvements for ABCN2, Naive Bayes (NB),
and kNN.1 The ABCN2’s classification accuracy on the test set improved from the ini-
tial 52% (NB: 63%; kNN: 58%) to the final 82% (NB: 81%; kNN: 74%). This result
shows that the higher consistency with expert’s knowledge is not obtained at the ex-
pense of classification accuracy.

The overall expert’s time involvement was about 20 hours, which is rather low con-
sidering the high complexity of the presented domain. The relevance of the critical and

1 In Naive Bayes, the conditional probabilities were estimated by relative frequencies for dis-
crete attributes and by LOESS for continuous attributes. In kNN, the Euclidian distance was
selected and k was set to 5.
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counter examples shown to the expert is also reflected by the fact that they assisted the
expert to spot occasional mistakes in the data.

6 Conclusions

We described a complete knowledge elicitation process with Argument Based Machine
Learning (ABML) for a neurological decision support system. A neurological domain,
namely differentiating between essential, Parkinsonian, and mixed tremor, served as a
case study to demonstrate the following benefits of ABML for knowledge elicitation.

1. It is easier for domain experts to articulate knowledge; the expert only needs to
explain a single example at the time.

2. It enables the expert to provide only relevant knowledge by giving him or her criti-
cal examples.

3. It helps the expert to detect deficiencies in his or her explanations by providing
counter examples.

Our step-by-step presentation of the knowledge elicitation process with ABML can
serve the reader as a guideline on how to effectively use the argument-based approach to
knowledge elicitation. In addition, the main result of this paper is a quantitative demon-
stration of how the rules become increasingly more consistent with expert’s knowl-
edge during the ABML knowledge elicitation process. It is also interesting to note that
ABML loop resulted in a simplification of the original set of attributes.
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Abstract. The itemset tree data structure is used in targeted associa-
tion mining to find rules within a user’s sphere of interest. In this paper,
we propose two enhancements to the original unordered itemset trees.
The first enhancement consists of sorting all nodes in lexical order based
upon the itemsets they contain. In the second enhancement, called the
Min-Max Itemset Tree, each node was augmented with minimum and
maximum values that represent the range of itemsets contained in the
children below. For demonstration purposes, we provide a comprehensive
evaluation of the effects of the enhancements on the itemset tree query-
ing process by performing experiments on sparse, dense, and categorical
datasets.

Keywords: data mining, association mining, targeted association min-
ing, itemset tree, min-max itemset tree, dense data, categorical data.

1 Introduction

Association mining is a technique for discovering strong co-occurrences in large
sets of data. These datasets are made up of transactions, or rows. Transactions
are made up of itemsets, such as {egg, milk, cheese} or {coughing, 101◦ fever,
dizziness, nausea}, and represent objects which occur together. For ease of pro-
cessing most algorithms map string itemsets to numerical values, i.e. egg = 1,
milk = 2, etc.

Examples of transactional datasets can be seen in Fig. 1. Figure 1a shows
a sparse dataset that contains highly variable transaction lengths and has the
potential for a low average transaction length. Figure 1b shows a dense dataset,
which contains less variation in transactions size and has a higher average trans-
action length than a sparse dataset. Figure 1c shows a categorical dataset, or
datasets that contain items that can be separated into categories.

An example of a categorical dataset is one which contains vehicle informa-
tion. Example categories are color = {blue, red, green, yellow . . . }, windows =
{manual, power}, type = {car, truck, van . . . } and so on. Each category can

� This project was funded in part by the Louisiana Highway Safety Commission.
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only have one of its members in a given transaction at a time. If a certain item
category contains {1, 2, . . . , 5}, an itemset I = {1,2} would never occur in the
dataset. In Fig. 1c, all the values appearing in a column are considered to belong
to the same item category.

(a) Sparse transactional
dataset

(b) Dense transactional
dataset

(c) Categorical transac-
tional dataset

Fig. 1. The difference between sparse, dense, and categorical transactional datasets

Brute force association mining processes an entire dataset and finds many
redundant and useless rules. A well-known algorithm based on the Apriori prin-
ciple has been proposed, which reduces the number of candidate itemsets to only
those that occur frequently, and thereby reduces search complexity. The Apriori
principle states that any itemset that is infrequent will only create supersets that
are also infrequent and, therefore, should not be included in the list of candidate
itemsets [1,2,3]. An itemset is considered frequent when its support is larger than
a user-defined threshold minimum support, aka minsup. The support of an item-
set I is calculated using the formula: support(I) = count(I)/count(transactions
in the dataset). If support(I) ≥ minsup, I is considered frequent.

For example, given the table in Fig. 1a, assume minsup = 30%. If I (the
itemset of interest) is {3,4}, then the support of I = support({3,4}) = 2/4 =
50%. Since 50% ≤ 30%, I is frequent and is included as a candidate itemset.
Conversely if we look at the itemset I = {1}, support({1}) = 1/4 = 25% < 30%.
This itemset and any supersets containing it will be infrequent; therefore, it is
not included in the candidate itemset list [2].

When generating rules based upon the list of candidate itemsets, the minsup
threshold may generate a very large list of results. In order to reduce the number
of candidate itemsets a number of ”constraint-based” techniques [4,5,6] have
been proposed. These techniques reduce the search space by imposing constraints
upon the association mining process.

Another technique proposed for reducing the number of candidate itemsets
is the Maximal Frequent Itemset Tree [7] which prunes the itemset lattice gen-
erated using the Apriori principle [2]. This data structure finds all maximal
frequent itemsets, which are frequent itemsets that have no supersets that are
also frequent, and returns those as candidate itemsets.

Traditional association mining returns all strong rules from all frequent item-
sets in the dataset regardless of whether they are within the user’s sphere of
interest or not. Another technique, targeted association mining, proposed only
generating rules from itemset that are of interest to the user [8,9,10]. An exam-
ple of this is a user who is only interested in rules containing {cheese} or {101◦,
fever, nausea}. Ideally, only frequent supersets of these itemsets will be used
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for generating rules. Targeted association mining uses an index tree structure
called an itemset tree to find the desired candidate itemsets, which results in a
significantly smaller set of rules than traditional mining [8].

An inspection of the rule mining process of the itemset tree algorithm pre-
sented by Kubat et al. [9] revealed two issues. These issues resulted in numerous
search paths being traversed unnecessarily for each query, thereby incurring ex-
tra processing costs.

This paper proposes two enhancements to reduce the overall complexity of
the mining process on an itemset tree. First, the Ordered itemset tree sorts
the nodes of the tree in lexical order. This will allow a query to terminate early
when a larger itemset is reached. Second, the Min-Max itemset tree proposes the
inclusion of a range, min and max for each node, of the itemsets contained in
the children below. If a query is not within the range the query process does not
need to search this subtree. Finally, a comprehensive evaluation of the effects of
the min-max itemset tree on the tree querying process is presented. Experiments
are performed on three different dataset types: sparse, dense, and categorical.
By exploring these dataset types, this paper plans to test the robustness of the
min-max itemset tree enhancement.

This paper is organized in the following manner. Section 2 discusses the item-
set tree data structure and its itemset querying process. Section 3 describes the
Ordered and Min-max itemset tree enhancements. Section 4 presents the exper-
iments completed on a sparse synthetic dataset. Section 5 discusses the dense
dataset experiments and results. Section 6 covers the conclusions and future
work.

2 Itemset Trees

Definition 1: An itemset tree, T, consists of a root pair [I, f(I)], where I is an
itemset and f(I) is I’s frequency in the dataset, and a possibly empty set {T1, T2,
. . . , Tk}, each element of which is an itemset tree. If a query itemset Q is in the root
itemset I, then it will also be in the children of the root and if Q is not in the root,
then there is a possibility that it may be in the children of the root if: first item(I)
≤ first item(Q) and last item(I) < last item(Q) [8]. For the latter case, notation I
refers to the itemset associated with the root of one of the children itemset trees,
recursively. The item IDs of both sets I and Q are stored in increasing order.

Itemset trees were created to replace a transactional database with an index
tree structure. It is possible to recreate the entire database from an itemset tree,
losing only the original transaction insertion order. Each item in the transac-
tional dataset is mapped to an integer value to facilitate the tree mining process.
The resulting tree will inhabit less space than the original dataset [9]. With the
itemset tree, it is possible to not only find all rules which are within the user’s
sphere of interest, but also all those strong association rules which are contained
in the dataset [10].

The first issue contributing to the excess costs is that when an itemset tree
is built, the nodes are not placed in lexical order. This results in missed op-
portunities for early termination of a query. The second issue allows a query to
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potentially search an entire tree to find an itemset that was either never in the
tree, or was not in most of the subtrees. The third issue is when building an
itemset tree on a dense dataset, the resulting tree will possess deep paths with
many leaf nodes. Querying such a tree, especially considering the first two issues,
can result in many unneeded paths traversed and higher processing costs.

3 Enhancements

In order to address the issues discussed in the previous section, we propose
two itemset tree enhancements. The first enhancement, which is referred as an
Ordered Itemset Tree (OIT), requires that the nodes in the tree be ordered in
a lexical fashion. This enhancement permits the query function to terminate a
traversal early by negating the requirement to check nodes that, by definition,
violate the lexical constraints. The second enhancement, which is referred to as
the Min-Max Itemset Tree (MMIT), augments each node with two fields and,
at its most efficient, is also an ordered tree. These fields are the minimum and
maximum 1-itemset value contained under any given parent node. This will allow
a traversal to decide whether or not the query in question could potentially be
in the subtree.

(a) Querying the original
itemset tree.

(b) Querying the ordered
itemset tree (OIT).

(c) ”Optimal” query path
using the Min-Max item-
set tree (MMIT).

Fig. 2. Comparison for querying an itemset tree for Q = {2,4}

A demonstration of the traversal on the original unordered itemset tree can
be seen in Fig. 2a. Traversing an ordered itemset tree, seen in Fig. 2b, eliminates
node itemsets larger than the search itemsets from the search path. The Min-
Max itemset tree, seen in Fig. 2c, further reduces the search path by comparing
the range to the search itemset. Nodes skipped are represented as white and the
nodes in the traversal path are represented as gray. The large circles in the trees
contain the node’s itemset and the smaller circles represent the support of that
node.

Definition 2: An Ordered Itemset Tree, T, consists of a root pair [I, f(I)], where I
is an itemset and f(I) is I’s frequency in the dataset, and a possibly empty set {T1,
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T2, . . . , Tk}, each element of which is an ordered itemset tree. If a query itemset
Q is in the root itemset I, then it will also be in the root’s children and if Q is
not in the root, then there is a possibility that it may be in the root’s children if:
first item(I) ≤ first item(Q) and last item(I) < last item(Q). For any two child
trees Ti and Tj, the first item(root itemset(Ti)) < first item(root itemset(Tj))
must hold for all i < j.

The Ordered Itemset Tree is built incrementally by placing each transaction
read in from the dataset in a lexical order with respect to the other nodes of the
tree.

Definition 3: An Ordered Min-Max Itemset Tree, T, consists of a root pair
[I, f(I), min, max], and a possibly empty set T1, T2, . . . , Tk, each element of
which is an ordered min-max itemset tree. I is an itemset, f(I) is a frequency,
min and max represent the range of 1-items contained in the node’s children.
All items in the tree must be lexically ordered. For any two child trees Ti and
Tj, the first item(root itemset(Ti)) < first item(root itemset(Tj)) must hold for
all i < j. For each node Ti, the max and min values are included. The max is the
largest 1-itemset contained in the set of all Ti’s children. The min is the smallest
1-itemset in Ti’s children excluding Ti’s items.

The Min-Max Itemset Tree introduces the min and max fields, seen as boxes
attached to the nodes in Fig. 2c. As a tree is built each transaction makes its
way through the tree to its proper place in the tree. As parent nodes are passed,
their min and max fields are updated, if needed, to reflect the new transaction’s
placement.

3.1 Query Algorithm Comparison

The original itemset tree querying algorithm, seen in Fig. 3a, traversed the tree
using minimal knowledge about the itemsets contained in the nodes. It also
lacked knowledge about the sibling and children nodes of the node currently
being searched.

(a) Querying the original
itemset tree.

(b) Querying the ordered min-
max tree.

Fig. 3. Querying algorithms for the original itemset tree and the ordered min-max
itemset tree
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The Min-Max Itemset Tree querying algorithm, seen in Fig. 3b, includes the
information missing from the unordered itemset tree querying algorithm. Knowl-
edge of the siblings inherent in an ordered tree says that all sibling nodes before
will be smaller, whereas all nodes after will be larger. This allows the traversal
to terminate early. Knowledge of the range of itemsets contained by the children
node is found using the Min-Max Itemset Tree algorithm. If a query itemset does
not fall within these bounds, the traversal can skip the entire subtree. Including
these small bits of knowledge can greatly reduce the number of nodes searched
to find an itemset with little overhead.

3.2 Preliminary (Sparse Dataset) Results

The preliminary experiments were executed on three datasets created by the IB-
MQuest synthetic dataset generator. This generator created by the IBMQuest re-
search group at IBM generates sparse market basket style datasets which mimic
real world transactional datasets with high co-occurrences [2,11]. The three
datasets contained 30,000, 40,000, and 50,000 transactions and were queried
using four different query sets designed. Based upon the results, the number
of nodes traversed followed a distinct pattern of: UIT(nodes) ≥ Unordered-
MMT(nodes) > OIT(nodes) ≥ OMMT(nodes). Overall, the OMMT outper-
formed all other tree types by requiring the least amount of nodes to find the
queries.

4 Expanded Experiments

In the preliminary results, it was demonstrated that the Ordered Min-Max Item-
set Tree outperformed the other three tree types. Therefore for the following ex-
periments, we limited the trees to only the original unordered itemset tree and
the Ordered Min-Max Itemset Tree. For each tree generated, a set of queries
was also created to conform to these four query types: deep path high support
queries, deep path low support queries, shallow path high support queries, and
shallow path low support queries. In addition, queries which did not appear in
the dataset were included to simulate the possibility that the user is looking for
itemsets that have not occurred.

4.1 Tree Generation Experiments

In order to better understand the impact of varying the number of transactions
and the number of unique 1-itemsets in a dataset, 16 datasets were created.
Transactions sizes was also varied to obtain datasets with number of 1-itemsets
varying from 25,000 - 200,000. The number of unique 1-itemsets were also dou-
bled for each dataset from 50 - 400. Each dataset is a subset of the previous
dataset mimicking daily store transactions. An analysis of the dynamics of the
created trees can be seen in Table 1 and Fig. 4. Table 1 details the number of
nodes in each tree created using the above combinations. In Fig. 4, the effects
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Table 1. Experimental dataset description

Dataset Number of nodes in the tree
Transactions 50 1-items 100 1-items 200 1-items 400 1-items

25,000 31,993 31,383 30,247 29,917

50,000 62,265 61,483 59,555 58,151

100,000 62,265 61,483 59,555 58,151

200,000 62,265 61,483 59,555 58,151

(a) Tree size variations. (b) Tree width variations.

Fig. 4. Tree size and width as the number of transactions and unique 1-itemsets varies

of varying the number of transactions and unique 1-itemsets has on the size and
the width of the trees can be seen.

Two observations can be made from the results in Table 1 and Fig. 4. First,
as the number of transactions increases, the number of nodes in the tree remains
static past 50,000. This occurs because increasing the number of transactions
only repeats the same subset of itemsets, merely increasing their support in the
tree. Second, as the number of unique 1-itemsets increases, the width of the tree
increases. Hence, for dense datasets, experiments are limited to the 25,000 and
50,000 transactional datasets and all four levels of unique 1-itemsets.

4.2 Dense Dataset Experiments and Results

In order to discern the search savings when using the ordered min-max tree
instead of the original itemset tree, a query set was created for each dataset.
The query sets generated included all four query types listed previously. Queries
were also separated into those that are in the tree and those that are not in
the tree, i.e. support = 0. It is important to note that for all datasets, the
average transaction length is 10. Thus, the larger the number of distinct items,
the smaller is the density of the dataset.

The number of nodes required to find an itemset were averaged across all
queries and the reduction in nodes when comparing the ordered min-max tree
to the unordered original itemset tree can be seen in Table 2. It is apparent that
despite the density differences of the datasets, the Ordered Min-Max Itemset
Tree was still able to outperform the original unordered tree in all cases. As the
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Table 2. Percent reduction in nodes needed for search comparing the UIT and OMMT

Queries with support > 0

Transactions 50 unique 100 unique 200 unique 400 unique
1-itemsets 1-itemsets 1-itemsets 1-itemsets

25,000 17% 36% 54% 50%

50,000 20% 11% 21% 18%

Queries with support = 0

Transactions 50 unique 100 unique 200 unique 400 unique
1-itemsets 1-itemsets 1-itemsets 1-itemsets

25,000 19% 77% 96% 99%

50,000 66% 29% 99% 99%

size of the tree increases the OMMT is able to reduce the number of nodes for
search, but far less in most cases. As the number of unique itemsets increases
it is apparent that the OMMT is able to further reduce the number of nodes
needed for a search, since there are more nodes to skip. For queries that were
not contained within the tree, the min-max tree was able to reduce the number
of search nodes by more than half in most cases.

4.3 Categorical Dataset Experiments and Results

Categorical variables are created to structure data by organizing items into
groups, i.e. colors = {blue, red, green, orange}. For these experiments, three
datasets have been obtained from the Louisiana Highway Safety Database; these
were used to create itemset trees. All datasets contained 238 unique 1-itemsets,
all of which are included in seven distinct categorical groups. The specifications
of each dataset can be seen in Table 3.

Table 3. Experimental results based upon categorical data with 238 unique 1-itemsets
and 7 groups

Transactions Number of nodes Transaction
in the tree length range

39,483 33,892 6 - 12 items

51,290 34,919 6 - 11 items

76,815 56,690 6 - 12 items

An UIT and OMMT were generated for each dataset and were queried using
the same query-set. This query-set includes queries having the support and path
characteristics mentioned in previous experiments. The number of nodes required
to find each query using the UIT and OMMT were averaged and the percent
difference is presented in Table 4.
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Table 4. Average number of nodes searched to find queries using categorical datasets

Queries with support > 0

Transactions Avg nodes for UIT Avg nodes for OMMT % difference

39,483 248.38 75.01 69%

51,290 245.70 74.41 70%

76,815 249.75 77.14 69%

Queries with support = 0

Transactions Avg nodes for UIT Avg nodes for OMMT % difference

39,483 574.35 64.09 89%

51,290 158.27 63.3 60%

76,815 757.13 175.58 77%

Upon inspection of the results in Table 4, two observations can be made. First,
when compared to the preliminary results, it appears that the OMMT’s ability
to reduce the number of nodes for categorical data is higher than with non-
categorical data. Second, the OMMT is able to significantly reduce the number
of nodes needed to be searched for queries that do not appear in the tree by a
significant amount.

5 Conclusions and Future Work

In this paper, two critical weaknesses of the itemset tree, proposed by Kubat
et al. [9], were presented. In order to address these weaknesses, the Ordered
Itemset Tree and the Min-Max Itemset Tree were proposed. These enhancements
reduced the number of nodes searched for any given query on an itemset tree by
permitting early termination of the search and the skipping of fruitless subtrees.
Initial experiments on sparse datasets, which showed significant reductions in
the number of nodes searched for all three tree types, were summarized.

For the expanded results, it is apparent that not only was the Ordered Min-
Max Tree able to outperform the original itemset tree for queries within the
tree, but was especially well suited to the queries which were not contained in
the tree. As the number of unique 1-itemsets increased, the OMMT was able
to decrease the number of nodes searched to find an itemset. As the tree size
increased, the number of nodes searched to find an itemset using the OMMT
has less of a difference from the UIT. This occurs due to the fact that a tree
with more nodes, but the same number of 1-itemset is more likely to have a min
or max included. When applied to categorical datasets, the OMMT appears to
be able to reduce the number of nodes searched to find, or not find, any given
query than with non-categorical transactional datasets.

Future work will follow three distinct paths. First, as noted in [11], the
IBM QUEST system may not be representative of many market basic (sparse)
database sets. Hence, we plan to investigate the impact of the proposed enhance-
ments using other generators, including Cooper and Rozsypal [11,12]. Second,
we will improve upon the theoretical understanding of itemset trees, with a
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particular focus on investigating dynamic query sets. Third, itemset trees have
been adopted to handle full association mining [10]. However, their applicability
to temporal mining/rare rule mining has never been investigated. We plan to
enhance the data structure to permit association mining within those realms.
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Abstract. The goal of association mining is to find potentially inter-
esting rules in large repositories of data. Unfortunately using a mini-
mum support threshold, a standard practice to improve the association
mining processing complexity, can allow some of these rules to remain
hidden. This occurs because not all rules which have high confidence
have a high support count. Various methods have been proposed to find
these low support rules, but the resulting increase in complexity can be
prohibitively expensive. In this paper, we propose a novel targeted asso-
ciation mining approach to rare rule mining using the itemset tree data
structure (aka TRARM-RelSup). This algorithm combines the efficiency
of targeted association mining querying with the capabilities of rare rule
mining; this results in discovering a more focused, standard and rare
rules for the user, while keeping the complexity manageable.

Keywords: data mining, association mining, targeted association min-
ing, itemset tree, rare association rule mining.

1 Introduction

For years, organizations have sought to make sense of the large repositories of
data collected from their day to day workings. Hidden within these datasets
are potentially interesting correlations. An example is a department store that
wishes to know which articles of clothing, jewelry, and/or shoes are selling well
together. They utilize this information and advertise slower moving items with
more desirable ones in magazines and stores. Prediction of new items that may
sell well together can also be drawn from this information.

The process by which these gems of information are discovered is referred to
as association mining [11,2,12]. Association mining processes large quantities of
transactional data and returns rules based upon strong co-occurrences found.
This process can be broken up into two separate subtasks: finding frequent co-
occurrences and generating implications. An itemset is considered frequent if
the frequency of its occurrence in a dataset is greater than some user-defined
threshold. Examples of itemsets from a department store transactional dataset
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would be I = {shoes, shirt, tie} and I = {necklace, earrings}. Unfortunately,
using brute force association mining to find frequent co-occurences can be highly
complex and require significant amount of processing time. Agrawal et al. [2]
observed that if an itemset (a set of items from the dataset) is infrequent, then
any superset containing the itemset will also be infrequent. This is known as
the Apriori principle. Using the Apriori principle, we are able to prune large
amounts of candidate itemsets from the mining process, reducing complexity
and processing time [2].

The first association mining subtask scans the dataset for itemsets I that oc-
cur frequently together. Support is found using the formula support = count(I)/
number of transactions in the dataset [2]. The Apriori principle uses a user-
defined threshold minimum support, or minsup, to determine if an itemset is
considered frequent. Once the set of all frequent itemsets is generated, the sec-
ond subtask uses this set to generate association rules. An association rule is
an implication X ⇒ Y, where I = X∪Y, X and Y are disjoint itemsets. In or-
der to determine if an association rule is potentially interesting, Apriori uses the
conditional probability, i.e. how confident are we that Y will occur given X. Con-
fidence is found using the formula confidence = Support(X∪Y)/Support(X) [2].
Like minsup, we use a user-defined threshold minimum confidence, or minconf,
to determine a rule’s potential interestingness. If a rule’s confidence ≥ minconf
and it is derived from a frequent itemset, then the rule is considered strong and
is returned to the user as output.

Association mining is designed to return all strong rules. This can result in
prohibitively large rule sets returned to the user. A user may not be interested
in most of the rules returned. For example, a department store owner may not
be interested in correlations containing only their last season inventory, in favor
of correlations concerning their newest products.

In 1999, Hafez et al. [6] proposed the concept of targeted association mining.
Targeted association mining discovers rules based upon the interests of users and,
therefore, can generate more focused results. The itemset tree data structure
was developed to facilitate the targeted rule mining process. The use of the tree
structure reduces the complexity of rule mining when compared to the Apriori
style algorithms and generates more focused results [6,8]. Additional work has
been completed showing that the itemset tree structure can also be used for
efficiently finding all possible frequent association rules in a dataset [9].

Association mining and targeted association mining both focus on finding
frequent itemsets based upon the minsup threshold. Unfortunately, not all high-
confidence rules have a high support. By using the Apriori principle, these high
confidence/low support rules are lost. This is referred to as the rare rule problem
[1,13]. One can lower the minsup value in order to find more rare rules, but this
greatly increases complexity and enlarges the rule set. Another study proposed
the use of more than one minimum support value in order to separate itemsets
into different frequency zones and then mined the rules therein. This method
can potentially lose rules that may occur outside the frequency zones [3].
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Thus, on one side, the rare rule mining permits the discovery of high confi-
dence/low support rules, but at great computational cost. On the other, targeted
mining currently allows for the efficient discovery of rules containing items of in-
terest to the user, but it lacks the ability to find high-confidence/low-support
rules. By merging the targeted mining with rare rule mining, the ability to mine
targeted standard and rare rules, in a computationally efficient manner could be
achieved. This is the premise of TRARM-RelSup algorithm that is being pro-
posed in this paper. TRARM-RelSup combines the efficiency of the itemset tree
for targeted association mining with the strategy of using relative support in
order to efficiently find targeted rare association rules.

This paper is organized in the following manner. Section 2 discusses work
related to the TRARM-RelSup algorithm. Section 3 will cover the proposed
approach for combining targeted and rare association mining in the TRARM-
RelSup algorithm. In Section 4, we discuss the experimental setup and the
queries and comparisons used therein. Section 5 discusses experimental results.
Finally, Section 6 presents our conclusions and planned future work.

2 Related Work

This section covers background information that will be used in the TRARM-
RelSup algorithm. First the rule mining process implemented by the itemset
tree algorithm and data structure will be covered [6,8]. Then, a discussion on
the relative support measure used for finding rare rules within a dataset will
be presented. Relative support finds all rules with a potentially high confidence
value using a user-defined threshold, minRelSup, for pruning low confidence can-
didate itemsets. This measure will be adopted by the TRARM-RelSup algorithm
for incorporating rare rule mining capabilities to the basic itemset tree querying
method.

2.1 Targeted Association Mining

The itemset tree data structure was developed by Hafez et al. [6] and facilitates
the targeted association mining process. Users specify query itemsets or areas of
interest and the itemset tree generates all rules containing those specific items
of interest to the user. All itemsets within the transaction set are mapped to
integer values to expedite the mining process. The rule mining process has also
been extended such that an itemset tree can be searched efficiently to find all
rules in a dataset [9].

Definition 1: An itemset tree, T, consists of a root pair [I, f(I)], where I is an
itemset and f(I) is I’s frequency in the dataset, and a possibly empty set {T1,
T2, . . . , Tk}, each element of which is an itemset tree. If a query itemset Q is
in the root itemset I, then it will also be in one or more children itemset trees
of the root and if Q is not in the root, then there is a possibility that it may
be in the children of the root if: first item(I) ≤ first item(Q) and last item(I)
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Fig. 1. Building an itemset tree

< last item(Q) [6]. Note that in the latter case, notation I refers to the itemset
associated with the root of one of the children itemset trees, recursively. The
items in both sets I and Q are stored in increasing order of item IDs.

Example: The following steps detail the tree generation process seen in Fig. 1
and using the transactions: {2}, {1,2,3,5}, {3,9}, {1,2,6}, {2,4}, {2,9}.

– Step 1: Add transaction = {2} as the null root’s first child.

– Step 2: {1,2,3,5} has no lexical overlap with {2}, so it becomes the root’s
second child.

– Step 3: {3,9} has no lexical overlap with {2}, so it becomes the root’s third
child.

– Step 4: {1,2,3,5} and {1,2,6} have a common lexical overlap of {1,2}. A node
is created for the overlap with {1,2,3,5} and {1,2,6} as its children.

– Step 5: {2,4} becomes the first child of {2}.
– Step 6: {2,9} becomes the second child of {2}.

There are two ways to query an itemset tree. The first query type finds the sup-
port of a given query itemset Q. This algorithm takes advantage of the knowl-
edge that if a query itemset Q is in the root itemset I, then it will also be in the
children itemset trees of the root. Also if Q is not in the root, then there is a pos-
sibility that it may be in the children of the root if: first item(I) ≤ first item(Q)
and last item(I) < last item(Q). Using this logic, one can traverse the tree and
find all nodes that contribute support to Q and skip all subtrees that fail both
conditions [6,8].

The second query type finds all itemsets in the tree that contain an itemset
Q and is used as a preprocessing step before generating association rules. This
algorithm is similar to query type 1. However, when a node whose itemset con-
tains Q is found, not only is that itemset returned, but also all the itemsets
contained in the subtree below. Only those itemsets whose support > minsup
will be added to the results set [6,8].

In order to generate rules using this algorithm, the first step is to combine
all itemsets into L = {l1, ... ,ln} where no li is a proper subset of and lj , for i
�= j, and n = |L|. The condition that li should not be a subset of lj is applied
only in the case that the support of li is equal to the support of lj. Second, for
each lj the confidence is for the rules with LHS equal to Q and RHS equal to all
subsets of lj - Q is confidence = support((subset of (lj - Q)) ∪ Q) / Support(Q).
If confidence ≥ minconf, the rule is considered potentially interesting.
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2.2 Rare Rule Mining

Recent work in rare rule mining has explored the ever present issue of trad-
ing accuracy for speed and vice versa. Reducing minsup to include all possible
high confidence rules causes an undesirable increase in complexity and results
in many duplicate and useless rules [1]. The MSApriori algorithm uses multi-
ple minsups for creating frequent zones reduces complexity when compared to
the brute force rule mining. Bu,t overall, it still generates large result sets. In
addition this method also loses the itemsets outside of the frequency zones [3].
In 2010, Gedikli and Jannach [5] proposed adapting MSApriori [3] for creating
weighted association rules for recommenders. This new recommendation system
generates proposed personalized rule sets based upon the rules sets of the user’s
surrounding neighbors. This method works best when mined upon ”very sparse”
datasets [5]. The concept of a support difference (SD) for assigning a minimum
supports to an itemset was proposed by Kiren et al [7]. This difference considers
the maximum support deviation allowable when comparing the itemset’s sup-
port to that of its corresponding supersets. If a superset’s support is within this
bound, it can be considered ”frequent”. This method also dynamically applies
an additional minsup for each itemset in the transaction set based upon their
current support [7].

A confidence-like measure, relative support, attempts to narrow the search
field by reducing the number of candidate itemsets. This measure uses knowl-
edge of rule confidence to prune itemsets that do not have the potential for a high
confidence value. A method for finding rare and frequent rules with high support
proposes the use of both minsup and the user-defined minRelSup threshold for
finding candidate itemsets. The relative support of an itemset I can be found
using the formula RelSup = supp(I)/supp(X), where X is a subset of I with the
highest support. This method finds all candidate itemsets with the potential for
high confidence rules. All rules generated from this method will have confidence
≥ minRelSup. This reduces complexity for finding candidate itemsets, but in-
creases complexity for the rule generation process due to the increased number
of candidate itemsets [14]. Also the resulting rules sets are still the same as
an Apriori-like algorithm and contain all the same redundant and uninteresting
rules as before.

3 Combining Itemset Trees and Rare Rule Mining:
TRARM-RelSup Algorithm

The previous sections have covered three different types of association mining:
frequent, targeted, and rare. Frequent association mining has complexity issues
and fails to find all high confidence rules [1,13,10]. Also, not all rules generated
are of interest to the user, and the result set it large and unfocused. Targeted
association mining reduces some of the complexity of the mining process, but
still fails to find all high confidence rules. Rare rule mining is said to have higher
complexity than frequent association mining due to the addition of frequent and
rare candidate itemsets. This also results in large and unfocused rule sets.
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This paper proposes a rare rule mining algorithm, TRARM-RelSup, which
combines the efficiency of targeted association mining with the capabilities of
rare rule mining. By combining these concepts, we can allow users the ability to
choose the areas they want to search in for a more focused results set and we can
not only find strong rules, but also rare rules that contain items of user interest.
We will begin by determining the user-defined interest itemsets, the UDII query
set Q.

3.1 TRARM-RelSup

TRARM-RelSup finds both frequent rules as well as rare rules above a certain
confidence level. This algorithm combines the efficiency of the itemset tree with
that of the rare rule mining relative support method. Rules will be generated
using this method from itemsets, I, that are above either minsup and minrelsup.

TRARM-RelSup algorithm: In order to find strong association rules contain-
ing UDII set = Q using itemset trees and relative support:

– Step 1: Build an itemset tree based upon the transactional dataset T.
– Step 2: For each query Qi contained in the UDII set Q, find all nodes N

which contain Qi in the tree, their supports, and the support of Qi.
– Step 3: For each Ni in N, return the set C of all itemsets whose support ≥

minsup OR whose relSup ≥ minRelSup.
– Step 4: For eachCi a subset ofCj inC, removeCi if support(Ci)= support(Cj).
– Step 5: For each Ci in C, generate rules with LHS = Qi and RHS = all

subsets of Ci - Qi whose confidence ≥ minconf.

Using this algorithm, TRARM-RelSup is capable of discovering high support
rules as well as rare rules with high confidence that would be missed by the
original itemset tree algorithm. Using the transactional dataset in Example 1
and minsup = 40%, the rule {1} ⇒ {2} with supp = 33% and confidence =
100% would not appear in the results set. TRARM-RelSup would find this rule,
and return it as a part of its high confidence rare rules set.

4 Experimental Setup

This section outlines the experiments carried out for testing the TRARM-RelSup
algorithm. First, there will be a discussion of the IBM Quest synthetic data
generator [4] and the datasets created for the experiments. Second, this section
will cover the UDII query sets generated to test various user interest patterns.
Finally, the experiments carried out for testing the TRARM-RelSup algorithm
will be outlined and comparisons will be discussed.

4.1 IBM Quest Data Generator

IBM QUEST was created by IBM’s Quest research group and creates two sets
of data D and T. The former is the database of transactions itself and the latter



TRARM-RelSup: Targeted Rare Association Rule Mining 67

is a set of n candidate frequent itemsets. T populates D by using a Poisson
distribution to determine a size for the transactions. Each transaction is created
using elements existing in T and are either already existing in the database,
or are randomly chosen from T’s unused elements. This models market basket
style data which contains many co-occurrences [2]. The system is able to create
realistic data in large quantities but predictions on algorithm behavior cannot
be made. Due to its wide range of variation, it is hard to generalize via empirical
analysis [2,4].

The datasets generated for the following experiments can be seen in Table 1.

Table 1. Experimental dataset description

50 1-item datasets 100 1-item datasets

Dataset Number of nodes Width of Number of nodes Width of
Transactions in the tree the itemset tree in the tree the itemset tree

25,000 31,993 47 31,383 56

50,000 62,265 47 61,483 58

100,000 62,265 47 61,483 58

200,000 62,265 47 61,483 58

Each of these datasets has an average transaction size of 10 items and contains
50 or 100 unique 1-items. The number of transactions was varied in order to
discern whether a larger tree will result in less rare rules due to its denser nature
or vice versa. By varying the number of unique itemsets we are able to mimic
the diversity found in a transactional dataset but also increase potential for both
high and low support rules.

4.2 UDII Query Set

The UDII elements of Q used for the following experiments range between 1 ≤
|Qi| ≤ 3 and mimic a user’s interest in specific items. Q was populated with
itemsets such that their supports ranged between 0.005% and 0.15%. Approxi-
mately 50% of the Qi were selected to contain 1 - 2 itemsets in common with
other Qj, where Qi �= Qj . The other 50% are mutually exclusive.

4.3 Experiments

The following experiments are designed to test the ability of the proposed algo-
rithm to discover rare rules that may potentially be interesting for the user.

Experiments for testing the TRARM-RelSup algorithm:

– Build itemset trees on all 8 IBM Quest datasets.
– Query all trees with the 8 UDII query sets using the original itemset tree

and TRARM-RelSup algorithm.
– Generate rules from the resulting set C using the rule generation algorithm.
– Compare the Itemset Tree and TRARM-RelSup results sets.
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The goal of these experiments is to demonstrate that TRARM-RelSup is capa-
ble of finding not only the strong rules found by the original itemset tree, but
also a significant number of the rare rules the original algorithm would miss.
Comparisons of the number of rules generated will be made for each of the 8
datasets with emphasis on strong rules discovered vs rare rules discovered. For
each experiment, the minSup measure is varied in order to discern the effect of
that parameter on rare rules set size and the strong rules set. For both experi-
ment sets, the minRelSup and minConf remain constant as minsup varies. The
variations of minsup as well as the values of minRelSup and miconf for the two
experiment sets can be seen below:

– Experiment set 1: (minSup = 0.15%, minSup = 0.1%, minSup = 0.05%),
minRelSup = 0.005%, minConf = 0.005%.

– Experiment set 2: (minSup = 0.15%, minSup = 0.1%, minSup = 0.05%),
minRelSup = 0.02%, minConf = 0.02%.

All parameters were selected based upon the characteristics of the generated
datasets.

5 Results

For each tree the number of rules generated ranged between 3,000 - 24,000 de-
pending upon tree size and the number of unique 1-items. Tables 2 and 3 show the
number of rules generated by the original itemset tree algorithm and TRARM-
RelSup. The strong rules listed were found by both the original itemset tree
algorithm and TRARM-RelSup. The rare rules listed were only found by the
TRARM-RelSup algorithm.

Table 2. Experiment set 1: number of rules found with minRelSup = 0.005% and
minconf = 0.005%

minSup = 0.15% minSup = 0.1% minSup = 0.05%

Transactions 1-items strong rare strong rare strong rare

25,000 50 293 23,745 478 23,560 1,198 22,840

50,000 50 260 19,096 440 18,916 987 18,369

100,000 50 122 1,846 133 1,835 152 1,816

200,000 50 101 1,024 104 1,021 106 1,019

25,000 100 111 14,457 179 14,389 545 14,023

50,000 100 110 13,085 177 13,018 463 12,732

100,000 100 110 11,324 177 11,257 458 10,976

200,000 100 110 13,085 177 13,018 463 12,732

The number of rules generated by each experiment can be seen in Tables 2
and 3. Several observations can be made based upon these results. First, as min-
RelSup and minconf decreases, the total number of rules discovered increases
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Table 3. Experiment set 2: number of rules found with minRelSup = 0.02% and
minconf = 0.02%

minSup = 0.15% minSup = 0.1% minSup = 0.05%

Transactions 1-items strong rare strong rare strong rare

25,000 50 293 4,786 478 4,601 1,198 3,881

50,000 50 260 3,492 440 3,312 987 2,765

100,000 50 122 1,123 133 1,112 152 1,193

200,000 0 101 1,016 104 1,013 106 1,011

25,000 100 111 2,888 179 2,820 545 2,454

50,000 100 110 2,158 177 2,091 463 1,805

100,000 100 110 1,991 177 1,924 458 1,643

200,000 100 110 2,158 177 2,091 463 1,805

dramatically. Second, decreasing minsup displays a correspondingly steady in-
creases in the number of strong rules, but not as dramatic as the decrease in
the number of rare rules using minRelSup. Third, as the number of 1-items in a
transaction set increases from 25 to 50, the number of rules decreases marginally.
This occurs because as the number of 1-items increases, the tree becomes more
varied and the overall supports are reduced to compensate. Finally, as the num-
bers of transactions increase but the number of 1-items remain constant, the
dataset repeats the same items resulting in a more concentrated smaller tree
and vice versa. This results in a decrease in the number of rules discovered by
the algorithms.

6 Conclusions and Future Work

Based upon the experiments performed for TRARM-RelSup, several observa-
tions can be made. First, for all experiments, TRARM-RelSup demonstrated a
drastic increase in the number of rare rules discovered. Second, as minsup in-
creases, the size of the strong rules set decreases as rules from the stronger are
rule set are transferred to the rare rules set. Finally, given the large number of
rare rules discovered by TRARM-RelSup when compared to just the number of
strong rules discovered by both the original itemset algorithms, it is apparent
that there are many rules missed using only minsup to discover potentially inter-
esting itemsets. Even with an increase in the number of discovered itemsets, the
linear nature of querying an itemset tree (where n is the number of transactions)
[8] results in a manageable increase in rule mining complexity. Also the resulting
rules sets are tailored to the user’s specific interests.

Future work involving TRARM-RelSup will include exploration of the possi-
bility of reducing a dataset T to T’, where T’ has only transactions containing
the UDIIs. This is based upon the ARM-PDI-RT method proposed by Sha and
Chen in 2011 for finding rare rules using Apriori [10]. Also explorations of re-
moving minsup and only using minRelSup when querying an itemset tree are
being contemplated.
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Abstract. This paper proposes a new framework for incremental learn-
ing based on rule layers constrained by inequalities of accuracy and cov-
erage. Since the addition of an example is classified into one of four
possibili- ties, four patterns of an update of accuracy and coverage are
observed, which give two important inequalities of accuracy and cover-
age for induction of probabilistic rules. By using these two inequalities,
the proposed method classifies a set of formulae into three layers: the
rule layer, subrule layer and the non-rule layer. Then, the obtained rule
and subrule layers play a central role in updating rules. If a new exam-
ple contributes to an increase in the accuracy and coverage of a formula
in the subrule layer, the formula is moved into the rule layer. If this
contributes to a decrease of a formula in the rule layer, the formula is
moved into the subrule layer. The proposed method was evaluated on
datasets regarding headaches and meningitis, and the results show that
the proposed method outperforms the conventional methods.

Keywords: incremental rule induction, rough sets, accuracy, coverage,
subrule layer.

1 Introduction

Several symbolic inductive learning methods have been proposed, such as induc-
tion of decision trees [1,2,3], and AQ family [4,5,6]. These methods are applied
to discover meaningful knowledge from large databases, and their usefulness is
in some aspects ensured. However, most of the approaches induces rules from all
the data in databases, and cannot induce incrementally when new samples are
derived. Thus, we have to apply rule induction methods again to the databases
when such new samples are given, which causes the computational complexity
to be expensive even if the complexity is n2.

Thus, it is important to develop incremental learning systems to manage large
databases [7,8]. However, most of the previously introduced learning systems
have the following two problems: first, those systems do not outperform ordi-
nary learning systems, such as AQ15 [6], C4.5 [9] and CN2 [4]. Secondly, those
incremental learning systems mainly induce deterministic rules. Therefore, it is
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indispensable to develop incremental learning systems which induce probabilistic
rules to solve the above two problems.

Extending concepts of rule induction methods based on rough set theory,
we introduce a new approach to knowledge acquisition, called PRIMEROSE-
INC3 (Probabilistic Rule Induction Method based on Rough Sets for Incremental
Learning Methods), which induces probabilistic rules incrementally.

This method first calculates all the accuracy and coverage values of attributes
and induces rules. Then, it classifies attributes into rule layers and subrule layers.
Then when an additional example is given, the method is classified into one of
the four cases. When it updates rule layers and subrule layers and induce rules.
The method repeats this process.

This paper is organized as follows: Section 2 briefly describe rough set theory
and the definition of probabilistic rules based on this theory. Section 3 discusses
problems in the incremental learning of probabilistic rules. Section 4 provides
formal analysis of incremental updates of accuracy and coverage, where two
important inequalities are obtained. Section 5 presents an induction algorithm
for incremental learning based on the above results. , which is then evaluated in
Section 6. Finally, Section 7 concludes this paper.

2 Probabilistic Rules

2.1 Rough Sets

In the following sections, we use the following notation introduced by Grzymala-
Busse and Skowron [10], based on rough set theory [11]. Let U denote a nonempty
finite set called the universe and A denote a nonempty, finite set of attributes,
i.e., a : U → Va for a ∈ A, where Va is called the domain of a, respectively.
Then a decision table is defined as an information system, A = (U,A∪{d}). The
atomic formulas over B ⊆ A ∪ {d} and V are expressions of the form [a = v],
called descriptors over B, where a ∈ B and v ∈ Va. The set F (B, V ) of formulas
over B is the least set containing all atomic formulas over B and closed with
respect to disjunction, conjunction, and negation.

For each f ∈ F (B, V ), fA denotes the meaning of f in A, i.e., the set of all
objects in U with property f , defined inductively as follows:

1. If f is of the form [a = v], then fA = {s ∈ U |a(s) = v}.
2. (f ∧ g)A = fA ∩ gA; (f ∨ g)A = fA ∨ gA; (¬f)A = U − fa.

2.2 Classification Accuracy and Coverage

Definition of Accuracy and Coverage. By use of the preceding framework,
classification accuracy and coverage, or true positive rate are defined as follows.

Definition 1. Let R and D denote a formula in F (B, V ) and a set of objects
that belong to a decision d. Classification accuracy and coverage(true positive
rate) for R→ d is defined as:
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αR(D) =
|RA ∩D|
|RA|

(= P (D|R)), (1)

κR(D) =
|RA ∩D|
|D| (= P (R|D)), (2)

where |S|, αR(D), κR(D), and P (S) denote the cardinality of a set S, a classifi-
cation accuracy of R as to classification of D, and coverage (a true positive rate
of R to D), and probability of S, respectively.

2.3 Probabilistic Rules

By use of accuracy and coverage, a probabilistic rule is defined as:

R
α,κ→ d s.t. R = ∧j [aj = vk],

αR(D) ≥ δα and κR(D) ≥ δκ. (3)

If the thresholds for accuracy and coverage are set to high values, the mean-
ing of the conditional part of probabilistic rules corresponds to the highly over-
lapped region. This rule is a kind of probabilistic proposition with two statistical
measures, which is an extension of Ziarko’s variable precision model (VPRS) [12].

3 Problems in Incremental Rule Induction

The most important problem in incremental learning is that it does not always in-
duce the same rules as those induced by ordinary learning systems 1, although an
applied domain is deterministic. Furthermore, since induced results are strongly
dependent on the former training samples, the tendency of overfitting is larger
than in the ordinary learning systems.

The most important factor of this tendency is that the revision of rules is based
on the formerly induced rules, which is the best way to suppress the exhaustive
use of computational resources. However, when induction of the same rules as
ordinary learning methods is required, computational resources will be needed,
because all the candidates of the rules should be considered.

Thus, for each step, computational space for deletion of candidates and addi-
tion of candidates is needed, which causes the computational speed of incremental
learning to be slow. Moreover, in the case when probabilistic rules should be in-
duced, the situation becomes much severer, since the candidates for probabilistic
rules become much larger than those for deterministic rules.

4 Theory for Incremental Learning

[Question] How will accuracy and coverage change when a new sample
is added to the dataset ?
1 Here, ordinary learning systems denote methods that induce all rules by using all
the samples.
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Usually, datasets will monotonically increase. Let [x]R(t) and D(t) denote a
supporting set of a formula R in given data an a target concept d at time t.

[x]R(t+ 1) =

{
[x]R(t) + 1 an additional example satisfies R
[x]R(t) otherwise

D(t+ 1) =

⎧⎨
⎩

D(t) + 1 an additional example belongs
to a target concept d.

D(t) otherwise

Thus, from the definition of accuracy ( Eqn.(1 ) and coverage ( Eqn. (2) ), accu-
racy and coverage may nonmonotonically change. Since the above classification
gives four additional patterns, we will consider accuracy and coverage for each
case as shown in Table 1. in which |[x]R(t)|, |D(t)| and |[x]R ∩D(t)| are denoted
by nR, nD andnRD.

Table 1. Four patterns for an additional example

t: [x]R(t) D(t) [x]R ∩D(t)

original nR nD nRD

t+1 [x]R(t+ 1) D(t+ 1) [x]R ∩D(t+ 1)

Both negative nR nD nRD

R: positive nR + 1 nD nRD

d: positive nR nD + 1 nRD

Both positive nR + 1 nD + 1 nRD + 1

4.1 Both: Negative

The first case is when an additional example does not satisfy R and does not
belong to d. In this case,

α(t+ 1) =
nRD

nR
and κ(t+ 1) =

nRD

nD
.

Table 2. An additional example neither satisfies R nor d

t+1 [x]R(t+ 1) D(t+ 1) [x]R ∩D(t+ 1)

Both negative nR nD nRD

Table 3. An additional example only satisfies R

t+1 [x]R(t+ 1) D(t+ 1) [x]R ∩D(t+ 1)

R: positive nR + 1 nD nRD
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4.2 R: Positive

The second case is when an additional example satisfies R, but does not belong
to d.

In this case, accuracy and coverage become:

Δα(t+ 1) = α(t+ 1)− α(t) =
nRD

nR + 1
− nRD

nR
=
−α(t)
nR + 1

α(t+ 1) = α(t) +Δα(t + 1) =
α(t)nR

nR + 1
.

4.3 d: Positive

The third case is when an additional example does not satisfyR, but belongs to d.

Table 4. An additional example only satisfies d

t+1 [x]R(t+ 1) D(t+ 1) [x]R ∩D(t+ 1)

d: positive nR nD + 1 nRD

Δκ(t+ 1) = κ(t+ 1)− κ(t) =
nRD

nD + 1
− nRD

nD
=
−κ(t)
nD + 1

κ(t+ 1) = κ(t) +Δκ(t+ 1) =
κ(t)nD

nD + 1
.

4.4 d: Positive

Finally, the fourth case is when an additional example satisfies R and belongs
to d.

α(t+ 1) =
α(t)nR + 1

nR + 1
andκ(t+ 1) =

κ(t)nD + 1

nD + 1
.

Thus, in summary, Table 6 gives the classification of four cases of an additional
example.

Table 5. An additional example satisfies R and d

t+1 [x]R(t+ 1) D(t+ 1) [x]R ∩D(t + 1)

Both positive nR + 1 nD + 1 nRD + 1
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Table 6. Summary of change of accuracy and coverage

Mode α(t+ 1) κ(t+ 1)

Both negative nR nD nRD α(t) κ(t)

R: positive nR + 1 nD nRD
α(t)nR
nR+1

κ(t)

d: positive nR nD + 1 nRD α(t) κ(t)nD
nD+1

Both positive nR + 1 nD + 1 nRD + 1 α(t)nR+1
nR+1

κ(t)nD+1
nD+1

4.5 Updates of Accuracy and Coverage

From Table 6, updates of Accuracy and Coverage can be calculated from the
original datasets for each possible case. Since rules is defined as a probabilistic
proposition with two inequalities, supporting sets should satisfy the following
constraints:

α(t+ 1) > δα κ(t+ 1) > δκ

Then, the conditions for updating can be calculated from the original datasets:
when accuracy or coverage does not satisfy the constraint, the corresponding
formula should be removed from the candidates. On the other hand, both accu-
racy and coverage satisfy both constraints, the formula should be included into
the candidates. Thus, the following inequalities are important for inclusion with
an additional positive example.

α(t+ 1) = α(t)nR+1
nR+1 > δα,

κ(t+ 1) = κ(t)nD+1
nD+1 > δκ.

The other two inequalities are important for deletion with an additional negative
example.

α(t+ 1) = α(t)nR

nR+1 < δα,

κ(t+ 1) = κ(t)nD

nD+1 < δκ.

Thus, the following inequalities are obtained for accuracy and coverage.

Theorem 1. If accuracy and coverage of a formula R to d satisfies one of the
following inequalities, then R may include into the candidates of formulae for
probabilistic rules, whose update indices will satisfy the constraints for accuracy
and coverage with addition of a positive example.

δα(nR + 1)− 1

nR
< αR(D)(t+ 1) < δα, (4)

δκ(nD + 1)− 1

nD
< κR(D)(t+ 1) < δκ. (5)

��
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Theorem 2. If accuracy and coverage of a formula R to d satisfies one of the
following inequalities, then R may include into the candidates of formulae for
probabilistic rules, whose update indices will not satisfy the constraints for accu-
racy and coverage with addition of a negative example.

δα ≤ αR(D)(t+ 1) <
δα(nR + 1)

nR
, (6)

δκ ≤ κR(D)(t+ 1) <
δκ(nD + 1)

nD
. (7)

It is notable that the lower and upper bounds can be calculated from the original
datasets.

Select all the formulae whose accuracy and coverage satisfy the above inequal-
ities They will be a candidate for updates. A set of formulae which satisfies the
inequalities for probabilistic rules is called a rule layer and a set of formulae
which satisfies Eqn (4) and (5) is called a subrule layer. Figure 1 illustrates the
relations between a rule layer and a sublayer.

5 An Algorithm for Incremental Learning

5.1 Algorithm

To provide the same classificatory power to incremental learning methods as
ordinary learning algorithms, we introduce an incremental learning method
PRIMEROSE-INC3 (Probabilistic Rule Induction Method based on Rough Sets
for Incremental Learning Methods )2. Figure 2 illustrates an algorithm of the
rule induction method.

6 Experimental Results

PRIMEROSE-INC3 3 was applied to meningitis [14], which has 198 examples
with three classes and 25 attributes.

The proposed method was compared with the former version PRIMEROSE-
INC, the non-incremental versions: PRIMEROSE [15] and PRIMEROSE0 4,
and the other three conventional learning methods: C4.5, CN2 and AQ15. The
experiments were conducted using the following three procedures. First, these
samples randomly split into pseudo-training samples and pseudo-test samples.
Second, using the pseudo-training samples, PRIMEROSE-INC2, PRIMEROSE-
INC, PRIMEROSE, and PRIMEROSE0 induced rules and the statistical mea-
sures 5. Third, the induced results were tested by the pseudo-test samples. These

2 This is an extended version of PRIMEROSE-INC[13].
3 The program is implemented by using SWI-prolog.
4 This version is given by setting δα to 1.0 and δκ to 0.0.
5 The thresholds δα and δκ are set to 0.75 and 0.5, respectively in these experiments.
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Rule Layer

Subrule layer
(out)

Subrule layer
(in)

Fig. 1. Intuitive Diagram of Rule and Subrule Layers

R
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κδκ >)(DR

yes

noαδα >)(DR

Include R into Rules
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Subrule layer (in)

yes

Include R into 
Subrule layer (out)
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Fig. 2. Algorithm

procedures were repeated 100 times and each accuracy is averaged over 100 tri-
als. Table 7 gives the comparison between PRIMEROSE-INC2 and other rule
induction methods with respect to the averaged classification accuracy and the
number of induced rules. These results show that PRIMEROSE-INC3 outper-
formed all the other non-incremental learning methods.
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Table 7. Experimental Results: Accuracy and Number of Rules (Meningitis)

Method Accuracy No. of Rules

PRIMEROSE-INC3 89.8 ± 3.4% 77.2± 2.2
PRIMEROSE-INC 89.5 ± 5.4% 67.3± 3.5

PRIMEROSE 89.5 ± 5.4% 67.3± 3.0
PRIMEROSE0 72.1 ± 2.7% 12.9± 2.1

C4.5 85.8 ± 2.4% 16.3± 2.1
CN2 87.0 ± 3.9% 19.2± 1.7
AQ15 86.2 ± 2.6% 31.2± 2.1

7 Conclusion

By extending concepts of rule induction methods based on rough set theory,
called PRIMEROSE-INC3 (Probabilistic Rule Induction Method based on Rough
Sets for Incremental Learning Methods), we have introduced a new approach to
knowledge acquisition, which induces probabilistic rules incrementally,

The method classifies elementary attribute-value pairs into three categories: a
rule layer, a subrule layer and a non-rule layer by using the inequalities obtained
from the proposed framework. This system was evaluated on clinical datasets
regarding headache and meningitis. The results show that PRIMEROSE-INC2
outperforms previously proposed methods.

This is a preliminary work on incremental learning based on rough set theory.
Our future work will be to conduct further empirical validations and to establish
a theoretical basis of this method.

Acknowledgements. This research is supported by Grant-in-Aid for Scientific
Research (B) 24300058 from Japan Society for the Promotion of Science(JSPS).
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Abstract. Clustering categorical data sets under uncertain framework
is a fundamental task in data mining area. In this paper, we propose a
new method based on the k-modes clustering method using rough set and
possibility theories in order to cluster objects into several clusters. While
possibility theory handles the uncertainty in the belonging of objects
to different clusters by specifying the possibilistic membership degrees,
rough set theory detects and clusters peripheral objects using the upper
and lower approximations. We introduce modifications on the standard
version of the k-modes approach (SKM) to obtain the rough possibilis-
tic k-modes method denoted by RPKM. These modifications make it
possible to classify objects to different clusters characterized by rough
boundaries. Experimental results on benchmark UCI data sets indicate
the effectiveness of our proposed method i.e. RPKM.

1 Introduction

Clustering is an unsupervised learning technique where its main aim is to discover
structure of unlabeled data by grouping together similar objects. There are two
main categories of clustering methods. They consist of hard (or crisp) methods
and soft methods. Crisp approaches cluster each object of the training set into a
particular cluster. In contrast to the hard clustering methods, in soft approaches,
objects belong to different clusters. Actually, clustering objects into separate
clusters presents a difficult task because clusters may not necessarily have precise
boundaries. In order to deal with this imperfection, many theories of uncertainty
have been proposed. We can mention the fuzzy set, the possibility and the Rough
set theories that have been used with different clustering methods to handle
uncertainty [1] [5] [6] [11] .

In this work, we develop the rough possibilistic k-modes method denoted by
RPKM. This proposed approach is based on the standard k-modes (SKM) and
it uses possibility and rough set theories to handle uncertainty in the belonging
of the objects to several clusters. Hence, it forms clusters with rough limits. The
use of these uncertainty theories provides many advantages. They can express
the degree of belongingness of each object to several clusters using possibilistic
membership values and they allow the detection of peripheral objects (i.e. an
object belongs to several clusters) using the upper and lower approximations.

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 81–86, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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2 The K-Modes Method

The k-modes method (SKM) [9] [10] deals with large categorical data sets. It is
based on the k-means [7] and it uses the simple matching dissimilarity measure
and the frequency-based function to cluster the objects into k clusters.

Assume that we have two objects X1 and X2 with m categorical attributes
defined respectively by X1=(x11, x12, ..., x1m) and X2=(x21, x22, ..., x2m). The
simple matching method denoted by d (0 ≤ d ≤ m) is described in Equation (1):

d (X1, X2) =

m∑
t=1

δ (x1t, x2t) . (1)

Note that δ (x1t, x2t) is equal to 0 if x1t = x2t and equal to 1 otherwise. Moreover,
d=0 if all the values of attributes relative to X1 and X2 are similar. However, if
there are no similarities between them, d=m.

Generally, if we have a set of n objects S = {X1, X2, ..., Xn} with its k-modes
Q = {Q1, Q2, ..., Qk} for set of k clusters C = {C1, C2, ..., Ck}, we can aggregate
it into k clusters with k ≤ n. The minimization of the clustering cost function is
min D(W,Q) =

∑k
j=1

∑n
i=1 ωi,jd(Xi, Qj), where W is an n×k partition matrix

and ωi,j ∈ {0, 1} is the membership degree of Xi in Cj .

3 Possibility and Rough Set Theories

3.1 Possibility Theory

Possibility Distribution. Let us consider Ω = {ω1, ω2, ..., ωn} as the universe
of discourse where ωi is an element (an event or a state) from Ω [12]. The
possibilistic scale denoted by L is defined in the quantitative setting by [0, 1].

A fundamental concept in possibility theory is the possibility distribution
function denoted by π. It is defined from the set Ω to L and associates to each
element ωi ∈ Ω a value from L. Besides, we mention the normalization illustrated
by maxi {π (ωi)} = 1, the complete knowledge defined by ∃ω0, π (ω0) = 1 and
π (ω) = 0 otherwise and the total ignorance defined by ∀ω ∈ Ω, π (ω) = 1.

3.2 Rough Set Theory

Information System. Data sets used in RST are presented through a table
known as an information table. Generally, an information system (IS) is a pair
defined such that S = (U,A) where U and A are finite and nonempty sets. U
is the universe and A is the set of attributes. The value set of a also called the
domain of a is denoted by Va and defined for every a ∈ A such that a : U → Va.

Indiscernibility Relation. Assume that S = (U,A) is an IS, the equivalence
relation (INDS(B)) for any B ⊆ A is defined in Equation (2):

INDS(B) =
{
(x, y) ∈ U2|∀a ∈ B a(x) = a(y)

}
. (2)
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Where INDS(B) is B- indiscernibility relation and a(x) and a(y) denote respec-
tively the value of attribute a for the elements x and y.

Approximation of Sets. Suppose we have an IS: S = (U,A), B ⊆ A and
Y ⊆ U . The set Y can be described through the attribute values from B using
two sets called the B-upper B(Y ) and the B-lower B(Y ) approximations of Y .

B(Y ) =
⋃
y∈U

{B(y) : B(y) ∩ Y �= φ} . (3)

B(Y ) =
⋃
y∈U

{B(y) : B(y) ⊆ Y } . (4)

By B(y) we denote the equivalence class of B identified by the element y. Equiv-
alence class of B describes elementary knowledge called granule.

The B-boundary region of Y is described by: BNB(Y ) = B(Y )−B(Y ).

4 Rough Possibilistic K-Modes

The aim of the RPKM is to deal with uncertainty in the belonging of objects to
several clusters based on possibilistic membership degrees and to detect periph-
eral objects in the clustering task using rough sets.

There are several cases where an object can be similar to different clusters and
it can belong to each cluster with a different degree. This fact can be caused by
the high similarities between the values of the modes and objects. Clustering such
objects to exactly one cluster is difficult and even impossible in some situations.
Besides it can make the clustering results inaccurate. In order to avoid this
limitation, we propose the RPKM that defines possibilistic membership using
possibility theory in order to specify the degree of belongingness of each object
to different clusters. Then, the RPKM derives clusters with rough boundaries by
applying the upper and the lower approximations. Thus, an object is assigned to
an upper or a lower approximation with respect to its possibilistic membership.

4.1 The RPKM Parameters

1. The simple matching dissimilarity measure: The RPKM deals with categor-
ical and certain attributes’ values as the SKM does, so the simple matching
method is applied, using Equation (1). It indicates how dissimilar are the
objects from the clusters by comparing their attributes’ values.

2. The possibilistic membership degree: It presents the degree of belongingness
of each object of the training set to the available clusters. It is denoted
by ωij where i and j present respectively the object and the cluster. ωij

expresses the degree of similarity between objects and clusters. To obtain
this possibilistic membership, which is defined in [0, 1], we transform the
dissimilarity value obtained through Equation (1) to a similarity value such
that similarity = total number of attributes − dissimilarity. After that,
we normalize the obtained result.
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3. The update of clusters’ modes: It uses Equation (5).

∀j ∈ k, t ∈ A,Modejt = argmax
v

n∑
i=1

ωijtv . (5)

Where ∀i ∈ n,maxj (ωij) = 1, ωijtv is the possibilistic membership degree of
the object i relative to the cluster j defined for the value v of the attribute
t and A is the total number of attributes.

4. The deriving of the rough clusters from the possibilistic membership: We
adapt the ratio [3] [4] to specify to which region each peripheral object
belongs. In fact, after specifying the final ωij for each object, we compute
the ratio defined by Equation (6).

ratioij =
maxωi

ωij
. (6)

After that, the ratio relative to each object is compared to a threshold≥1
[3] [4] denoted by T . If ratioij ≤ T it means that the object i belongs to
the upper bound of the cluster j. If an object belongs to the upper bound of
exactly one cluster j, it means that it belongs to the lower bound of j. Note
that every object in the data set satisfies the rough sets’ properties [3].

4.2 The RPKM Algorithm

1. Select randomly the k initial modes, one mode for each cluster.
2. Compute the distance measure between all objects and modes using Equation

(1) then precise the membership degree of each object to the k clusters.
3. Allocate an object to the k clusters using the possibilistic membership.
4. Update the cluster mode using Equation (5).
5. Retest the similarity between objects and modes. Reallocate objects to clusters

using possibilistic membership degrees then update the modes.
6. Repeat step 5 until all objects are stable.
7. Derive the rough clustering through the possibilistic membership degrees by

computing the ratio of each object using Equation (6) and assigning each
object to the upper or the lower bound of the cluster.

5 Experiments

5.1 The Framework

In order to test the RPKM, we have used several real-world data sets taken
from UCI machine learning repository [8]. They consist of Shuttle Landing Con-
trol (SLC), Balloons (Bal), Post-Operative Patient (POP), Congressional Voting
Records (CVR), Balance Scale (BS), Tic-Tac-Toe Endgame (TE), Solar-Flare
(SF) and Car Evaluation (CE).
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5.2 Evaluation Criteria

The evaluation criteria consist of the accuracy (AC), the iteration number (IN)

and the execution time (ET). The AC=
∑k

l=1 aC

n is the rate of the correctly clas-
sified objects, where n is the total number of objects and aC is the number of
objects correctly classified in C. It can be verified that the objects with the high-
est degree are in the correct clusters. The IN denotes the number of iterations
needed to classify the objects into k rough clusters. The ET is the time taken to
form the k rough clusters and to classify the objects.

5.3 Experimental Results

In this section, we make a comparative study between the RPKM, the SKM and
the KM-PM (the k-modes method based on possibilistic membership) proposed
in [2] which is an improved version of the SKM where each object is assigned to
all the clusters with different memberships. This latter specifies how similar is
each object to different clusters. However, it cannot detect the boundary region
computed using the set approximations as the RPKM does.

Table 1. The evaluation criteria of RPKM vs. SKM and KM-PM

Data sets SLC Bal POP CVR BS TE SF CE
AC 0.61 0.52 0.684 0.825 0.785 0.513 0.87 0.795

SKM IN 8 9 11 12 13 12 14 11
ET/s 12.43 14.55 17.23 29.66 37.81 128.98 2661.63 3248.61
AC 0.63 0.65 0.74 0.79 0.82 0.59 0.91 0.87

KM-PM IN 4 4 8 6 2 10 12 12
ET/s 10.28 12.56 15.23 28.09 31.41 60.87 87.39 197.63
AC 0.67 0.68 0.77 0.83 0.88 0.61 0.94 0.91

RPKM IN 4 4 8 6 2 10 12 12
ET/s 11.04 13.14 16.73 29.11 35.32 70.12 95.57 209.68

As shown in Table 1, the RPKM has improved the clustering task of both the
SKMand theKM-PM.Both of theKM-PMand theRPKMallowobjects to belong
to several clusters, in contrast to the SKM which forces each object to belong to
exactly one cluster. The difference in the behaviors leads to different clustering re-
sults. Generally, the RPKM and the KM-PM provide better results than the SKM
based on the three evaluation criteria. Furthermore, we observe that the RPKM
gives the most accurate results for all data sets. Moving to the second evaluation
criterion (i.e. the IN), the KM-PM and the RPKM need the same number of itera-
tions to cluster the objects, to give the final partitions and to detect the peripheral
objects.However, the last evaluation criterion i.e. the execution time relative to the
RPKM is higher than the execution time of the KM-PM since, our proposed ap-
proach needs more time to detect boundary regions and to specify to which bound
(upper or lower) each object belongs. We can observe that the ET of the RPKM
is lower than the ET relative to the SKM. This result is due to the time taken by
the SKM to cluster each object to distinct cluster which slows down the SKMalgo-
rithm. Moreover, in the SKM it is possible to obtain several modes for a particular
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cluster which leads to random choice, this latter may affect the stability of the par-
tition and as a result, increases the execution time.

Generally, the RPKM has improved the clustering task by providing more
accurate results through the detection of clusters with rough limits.

6 Conclusion

In this paper, we have highlighted the uncertainty in the clustering task by com-
bining the SKM with the possibility and the rough set theories. This combination
has been addressed in the RPKMwhich successfully clustered objects using possi-
bilistic membership degrees and detected objects that belong to rough clusters.

The RPKM has been tested and evaluated on several data sets from UCI
machine learning repository [8]. Experimental results on well-known UCI data
sets have proved the effectiveness of our method compared to the SKM and the
KM-PM.

References

1. Ammar, A., Elouedi, Z.: A NewPossibilistic ClusteringMethod: The Possibilistic K-
Modes. In: Pirrone, R., Sorbello, F. (eds.) AI*IA 2011. LNCS, vol. 6934, pp. 413–419.
Springer, Heidelberg (2011)

2. Ammar, A., Elouedi, Z., Lingras, P.: K-Modes Clustering Using Possibilistic Mem-
bership. In: Greco, S., Bouchon-Meunier, B., Coletti, G., Fedrizzi, M., Matarazzo,
B., Yager, R.R. (eds.) IPMU 2012, Part III. CCIS, vol. 299, pp. 596–605. Springer,
Heidelberg (2012)

3. Joshi, M., Lingras, P., Rao, C.R.: Correlating Fuzzy and Rough Clustering. Fun-
damenta Informaticae (2011) (in press)

4. Lingras, P., Nimse, S., Darkunde, N., Muley, A.: Soft clustering from crisp clus-
tering using granulation for mobile call mining. In: Proceedings of the GrC 2011:
International Conference on Granular Computing, pp. 410–416 (2011)

5. Lingras, P., West, C.: Interval Set Clustering of Web Users with Rough K-means.
Journal of Intelligent Information Systems 23, 5–16 (2004)

6. Lingras, P., Hogo, M., Snorek, M., Leonard, B.: Clustering Supermarket Customers
Using Rough Set Based Kohonen Networks. In: Zhong, N., Raś, Z.W., Tsumoto,
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Abstract. In this paper, two evolutionary algorithms for clustering in the domain
of directed weighted graphs are proposed. Several genetic operators are analyzed
with respect to maintaining the balance between exploration and exploitation
properties. The approach is extensively tested on medium-sized random graphs.

1 Introduction

The goal of a clustering task in general is to divide a given set of objects into subsets
(clusters) such that objects from the same subset are more similar to each other than
objects that come from different subsets. In case of graphs, the objects to be organized
into homogeneous clusters are nodes (vertices) of the graph. The measure of similarity
of the nodes is then given by edges of that graph and their weights. Unlike in the case
of metric spaces, it can be difficult to say how much similar each two nodes are. So,
the algorithms designed for clustering in metric spaces can’t be easily modified to work
properly on graph nodes. Graph clustering can have many applications in area of data
analysis and exploration, especially when the analyzed data have naturally a structure
of a graph. For example, it can be utilized for communities detection in social networks
or for organizing world wide web pages into groups for improving searching results
among them.

Our attention is focused on directed weighted graphs (i.e., graphs where each edge
is an ordered pair of nodes and has assigned a real number as its weight). We further
assume that the range of the weight function is a subset of interval [0, 1], and we study
non-overlapping clusterings where the number of clusters is not known in advance.

As a measure of similarity we will take the connectedness of nodes by the edges
and their weights (the higher the weight of the edge, the more similar the nodes are). A
sufficient clustering quality measure should take to account both intra-cluster density of
edges and inter-cluster sparsity of edges, as expressed by Coverage, mentioned in [1]:

Coverage(C) =
∑

e′∈IC (E) w(e′)
∑

e∈E w(e) , where IC(E) ⊆ E is a set of graph edges that are

intra-cluster edges in clustering C.
However, this is not a good quality measure for optimization, because the maximum

is always reached for the clustering composed of just one cluster containing all nodes,
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L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 87–92, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



88 J. Kohout and R. Neruda

independently on the edges. The Modularization Quality (MQ), was proposed in [2],
here we modify it for weighted graphs. Let C is a clustering composed of k clusters
V1, ..., Vk. Denote Ii(E) a set of intra-cluster edges of cluster Vi, Exij(E) a set of

inter-cluster edges between clusters Vi and Vj . Define Ai =
∑

e∈Ii(E) w(e)

|Vi|2 , Bij = 0 for

i = j, and
Bij=

∑
e∈Exij (E) w(e)

2|Vi||Vj | for i �= j. Finally, we can define MQ(C) as follows:

MQ(C) =

{
A1 k = 1

∑k
i=1 Ai

k −
∑k

i,j=1 Bij

k(k−1)
2

k > 1
(1)

In [3], the authors present an alternative function for measuring clustering quality, the

Performance(C) = 1− 2|E|(1−2Coverage(C))+
∑k

i=1 |Vi||Vi−1|
|V ||V−1| .

2 Algorithms Proposal

Two evolutionary clustering algorithms for graphs domain were proposed and tested.
The algorithms differ in genetic operators used and also in the way how the evolutionary
search process is guided.

The Simple Genetic Clusterizer (SGC) is the basic version of the genetic algorithm
used for clustering graph nodes. The main new characteristics of this algorithm are the
following:

Integer encoding is used as mentioned in [4]. Each individual is represented by a
vector of |V | integers, the number j at the i-th position identifies that the node i belongs
to cluster number j. The function Performance is used for fitness. The Tournament
selection is used in this algorithm, with tournament size 8 and p = 0.75. Moreover, the
best individual is preserved for the next generation in each cycle.

Several crossover operators were implemented that work with the encoding of solu-
tions into integer vectors, such as the standard Uniform and Twopoint crossovers. An-
other crossover operator which is more cluster-oriented is called Clusterwise crossover.
This crossover is similar to the Uniform crossover with the difference that the exchange
of information between parents is made at the level of clusters. The operator works in
the following manner: the clusters in both solutions are numbered such that the clus-
ter containing the node number 1 has number 0, cluster number 1 is the cluster which
contains node with the lowest number that does not belong to the cluster 0 etc. By this
process, the clusters in both parental solutions are numbered from 0 to k1−1 (k2−1 re-
spectively), where k1, k2 are the cluster counts from the solutions. Then, clusters with
matching numbers are randomly exchanged like genes in the Uniform crossover, the
unaffected genes by the clusters exchange are copied from parents into offsprings.

We have implemented several mutation operators including the ones that support
exploiting by refining the solutions. The Basic mutation is an implementation of the
uninformed value changing mutation. A specified number of nodes is randomly cho-
sen and for each of them the assignment of the cluster number is randomly changed.
The Swapping mutation interchanges cluster numbers in one or more randomly selected
pairs of nodes. The Splitting mutation operator selects a cluster at random and splits it
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into two clusters. Nodes from the original cluster are divided into new clusters ran-
domly. The Joining mutation randomly selects two clusters and merges them together.
The MinDensity splitting operator supports exploiting. It is similar to Splitting, but the
cluster Si selected for splitting is the cluster with the lowest intra-cluster edge density,

which is defined as follows: Density(Si) =
∑

e∈Ii(E) w(e)

|Si|(|Si|−1) . Nodes from the original
cluster are not distributed randomly to new clusters, instead of this, one node is selected
from which the process of building the new cluster is started. During the building of the
new cluster, nodes from the original cluster are added to the new cluster while density
of the new cluster increases. Nodes that did not increase density of the new cluster re-
main in the original cluster. The MaxCut joining is the more exploiting version of the
Joining mutation. Two clusters selected for joining are chosen such that the total sum
of all edge weights between them is maximal among all possible pairs of clusters from
the solution. Finally, the Cluster refining mutation selects one cluster from the solution
which will be refined. Refinement of the cluster is performed utilizing the cluster den-
sity, as defined above. The cluster for refinement is selected according to the following
rule: with probability p, the cluster with the minimal density is selected for refinement,
otherwise, with probability 1 − p, the cluster with the maximal density selected. The
refinement of the cluster works subsequently: For each edge e = (v, u) which crosses
the border of the cluster (i.e., one node of the edge lies inside the cluster and one node
lies outside), examine all of the three following possibilities and continue with the one
with the highest density of the refined cluster: (i) exclude both nodes u and v from the
refined cluster, (ii) include both nodes in the refined cluster (iii) leave the original state
(e crosses the border). This process is repeated for each border-crossing edge.

A summarization of SGC using pseudo-code can be viewed in the listing of Algo-
rithm 1.

Algorithm 1. Simple genetic clusterizer (SGC)
1: Set mutations to be used in the Master mutation
2: while Maximal number of evolution cycles not reached do
3: Select parents from the current generation, preserve the best individual
4: Create offsprings by the crossover
5: Mutate individuals using the Master mutation
6: end while
7: Return the best individual

The Two Phase Genetic Clusterizer (TPGC) is based on the previous one, but tries to
deal with the problem of exploration versus exploitation. The evolution process runs in
two phases - the exploring phase and the refining phase. These two phases are regularly
alternated during the running of the algorithm. The phases differ in a set of genetic
operators used and, furthermore, a refining procedure is repeatedly called the in refining
phase. Lengths of both phases are set via parameters of the algorithm. In the exploring
phase, the following mutations are used:Basic, Splitting, and Joining. On the other hand,
in the refining phase, mutations in the list are changed to Cluster Refining, MinDensity
Splitting, and MaxCut Joining.
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Moreover, a special procedure that refines one selected individual is applied in each
iteration of the refining phase. The individual for refining is selected randomly from the
population. Depending on the algorithm’s settings, more (all of them randomly selected)
individuals can be refined in each cycle. The refining procedure takes each node of the
graph and tries to add it to each of the clusters encoded in the individual which is being
refined. At the end of the algorithm, the refining procedure is called for the last time to
improve the best solution, just before it is returned as the result. The search process of
TPGC is illustrated by pseudo-code in the listing of Algorithm 2.

Algorithm 2. Two phase genetic clusterizer (TPGC)
1: while Maximal number of evolution cycles not reached do
2: if Refining phase is on then
3: Select individuals for the next generation
4: Mutate individuals with refining phase mutations
5: Refine randomly selected individual(s) by the refining procedure
6: else
7: Select parents from the current generation
8: Create offsprings by the crossover
9: Mutate individuals with exploring phase mutations

10: end if
11: if terminal condition satisfied then
12: Escape from the evolution loop
13: end if
14: end while
15: Refine the best individual by the refining procedure and return it

3 Experiments

In this section we present several experiments performed with the implemented cluster-
izers to assess their performance and estimate proper values for their settings. Due to
the limited space, only the main results can be included here, for the complete report
one can cf. [5]. For these experimental purposes, six random graphs G1, ..., G6 were
generated, each with 50 nodes but with different number of edges. The weights of all
edges were randomly chosen from range [0,1]. Numbers of edges in the graphs were:
G1 : 293 edges, G2 : 225 edges, G3 : 316 edges, G4 : 172 edges, G5 : 331 edges, G6 :
251 edges.

The first pair of experiments was evaluating the performance of mutation and cross-
over operators. The results suggest that there is a nontrivial benefit from usage of
Clusterwise and Uniform crossover operators (with both of them the quality reached
is roughly the same). Likewise, the Basic mutation tend to be more successful than in
the case when the Swapping mutation is used too often. The third experiment was test-
ing the influence of lengths of exploring and refining phases on the quality of the final
solution in Two Phase Genetic Clusterizer. The set of values tested for the exploring
phase length was {5, 9, 13, 17} while the set of values for refining phase length was
{1, 2, 3, 4, 5}. TPGC can use the same genetic operators as SGC and so it is in this
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case, except the mutation operators. The configuration of the algorithm for this test was
following: The results of this experiment show that, on the one hand, exact lengths of
both phases have not dramatic impact on the quality of the solution but, on the other
hand, it seems that shorter lengths have a little bit greater chance to find better solution.
This is demonstrated by the graphs in the figure 1.
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Fig. 1. Performance of the returned solutions depending on the refining phase and the exploring
phase lengths

The final experiment was comparing the SGC and TGC algorithms. This experi-
ment has two goals: to test usability of a fitness function where two clustering qual-
ity measures are combined together and to compare results of SGC and TPGC when
this new fitness function is used. In the previous experiments, the fitness function was
realized by Performance quality measure. Because the graph clustering problem is
quite complex, there is not exactly one function which would be the best one to be
used as a subject of optimization , so we have decided to combine two measures:
Fitness(C) = 1+MQ(C)

2 + Performance(C).
Both of the tested clusterizers were executed on all graphs G1, ..., G6 for fifty times

to obtain average values for results that are presented in the table 1.

Table 1. Comparison of TPGC (70 cycles) and SGC (190 cycles), both used with combined
fitness function

Graph MQ Performance Coverage Time (s)

G1 0.366 (0.348) 0.912 (0.906) 0.528 (0.508) 1.14 (2.30)
G2 0.321 (0.315) 0.937 (0.929) 0.581 (0.517) 1.07 (2.08)
G3 0.287 (0.269) 0.898 (0.886) 0.443 (0.407) 1.17 (2.16)
G4 0.296 (0.289) 0.947 (0.938) 0.468 (0.425) 1.17 (2.06)
G5 0.328 (0.300) 0.881 (0.874) 0.314 (0.281) 1.28 (2.22)
G6 0.274 (0.248) 0.910 (0.899) 0.342 (0.304) 1.32 (2.15)
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The experiment has proven that TPGC algorithm is definitely more successful than
SGC by means of all clustering quality measures used on all graphs. TPGC is a little
bit more time consuming than SGC (when executed for the same number of cycles),
but but the letter one is able to find solutions of higher quality, and moreover, even if
the number of iterations of SGC is significantly higher (which makes the runtime of
SGC much longer) the quality of solutions obtained by TPGC is still better. This makes
TPGC more perspective algorithm than SGC.

4 Conclusion

The presented results show that alternating of both types of operators (exploring and
exploiting) during the searching process can improve quality of the solutions. The most
effective way is to alternate between these two groups of operators in short periods such
that one phase can profit from the positive gain of the other phase while the negative
influence of the given type of operators does not emerge strongly thanks to the short
period of usage.

Next observation based on the results of the experiments is that the genetic cluster-
ing algorithm can profit from usage of Uniform and Clusterwise crossover operators,
because the nature of these crossover operators is well compatible with this type of task
and with the encoding used. The clusterizers proposed in this work are included in the
Graph Clusterizer application which is under continuous development [6].
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Abstract. In this paper we introduce a generalization of the local ap-
proximation called a local probabilistic approximation. Our novel idea is
associated with a parameter (probability) α. If α = 1, the local proba-
bilistic approximation becomes a local lower approximation; for small α,
it becomes a local upper approximation. The main objective of this pa-
per is to test whether proper local probabilistic approximations (different
from local lower and upper approximations) are better than ordinary lo-
cal lower and upper approximations. Our experimental results, based on
ten-fold cross validation, show that all depends on a data set: for some
data sets proper local probabilistic approximations are better than local
lower and upper approximations; for some data sets there is no differ-
ence, for yet other data sets proper local probabilistic approximations
are worse than local lower and upper approximations.

1 Introduction

Lower and upper approximations are fundamental concepts of rough set theory
[1, 2]. An idea of the local and global approximations was introduced in [3]. Later
on, local and global approximations were discussed in [4]. Local approximations
are unions of complex blocks which, in turn, are intersections of attribute-value
pair blocks. Global approximations are unions of characteristic sets, where the
characteristic set is a generalization of the elementary set, well known in rough
set theory.

In this paper we introduce a novel idea of the local probabilistic approxima-
tion, a generalization of the local lower and upper approximations. The local
probabilistic approximation is defined using a parameter α that has an inter-
pretation as a conditional probability of the concept given complex block. If α
= 1, the local probabilistic approximation is the local lower approximation; if α
is small (in this paper 0.001), the local probabilistic approximation is the local
upper approximation.

Theoretical properties of global probabilistic approximations, based on an
equivalence relation, were studied for many years in variable precision rough
set theory, Bayesian rough sets, etc. [5–10]. Global probabilistic approximations
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based on an arbitrary binary relation were defined in [11]. First results of their
practical usefulness were published in [12].

In this paper we will distinguish two interpretations of a missing attribute
value: lost values and ”do not care” conditions. If an attribute value was origi-
nally given but now is not accessible (e.g., was erased or forgotten) we will call
it lost. If a data set consists lost values, we will try to induce rules from existing
data. Another interpretation of a missing attribute value is based on a refusal to
answer a question, e.g., some people may refuse to tell their citizenship status,
such a value will be called a ”do not care” condition. In data sets with ”do not
care” conditions we will replace such a missing attribute value with all possible
attribute values.

2 Attribute-Value Pair Blocks

We assume that the input data sets are presented in the form of a decision table.
Rows of the decision table represent cases and columns are labeled by variables.
The set of all cases will be denoted by U . Some variables are called attributes
while one selected variable is called a decision and is denoted by d. The set of
all attributes will be denoted by A.

An important tool to analyze data sets is a block of an attribute-value pair.
Let (a, v) be an attribute-value pair. For complete decision tables, i.e., decision
tables in which every attribute value is specified, a block of (a, v), denoted by
[(a, v)], is the set of all cases x for which a(x) = v, where a(x) denotes the value
of the attribute a for the case x. For incomplete decision tables the definition of
a block of an attribute-value pair is modified.

– If for an attribute a there exists a case x such that a(x) = ?, i.e., the
corresponding value is lost, then the case x should not be included in any
blocks [(a, v)] for all values v of attribute a,

– If for an attribute a there exists a case x such that the corresponding value is
a ”do not care” condition, i.e., a(x) = ∗, then the case x should be included
in blocks [(a, v)] for all specified values v of attribute a.

A special block of a decision-value pair is called a concept. For a case x ∈ U the
characteristic set KB(x) is defined as the intersection of the sets K(x, a), for all
a ∈ B, where the set K(x, a) is defined in the following way:

– If a(x) is specified, then K(x, a) is the block [(a, a(x))] of attribute a and its
value a(x),

– If a(x) =? or a(x) = ∗ then the set K(x, a) = U.

Characteristic set KB(x) may be interpreted as the set of cases that are indis-
tinguishable from x using all attributes from B and using a given interpretation
of missing attribute values.
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3 Local Probabilistic Approximations

For incomplete data sets, a setX will be called B-globally definable if it is a union
of some characteristic sets KB(x), x ∈ U . A set T of attribute-value pairs, where
all attributes belong to set B and are distinct, will be called a B-complex. We
will discuss only nontrivial complexes, i.e., such complexes that the intersection
of all attribute-value blocks from a given complex is not the empty set. A block
of B-complex T , denoted by [T ], is defined as the set ∩{[t] | t ∈ T }.

For an incomplete decision table and a subset B of A, a union of intersections
of attribute-value pair blocks of attribute-value pairs from some B-complexes,
will be called a B-locally definable set. Any set X that is B-globally definable is
B-locally definable, the converse is not true.

Let X be any subset of the set U of all cases. Let B ⊆ A. In general, X is
not a B-definable set, locally or globally. A B-local probabilistic approximation
of the set X with the parameter α, 0 < α ≤ 1, denoted by apprlocalα B(X), is
defined as follows

∪{[T ] | ∃ a family T of B-complexes T of X ,T ∈ T , Pr(X |[T ]) ≥ α}.

Due to computational complexity, in our experiments we used a heuristic ap-
proach to computing another local probabilistic approximation, denoted by
apprmlem2

α (X), since it is inspired by the MLEM2 rule induction algorithm [4].
Using this approach, apprmlem2

α (X) is constructed from A-complexes Y that are
the most relevant to X , i.e., with |X ∩ Y | as large as possible, if there is more
than one A-complex that satisfies this criterion, the largest conditional proba-
bility of X given Y is the next criterion to select an A-complex. Note that if two
A-complexes are equally relevant, then the second criterion selects an A-complex
with the smaller block cardinality.

4 Experiments

In our experiments we used eight real-life data sets taken from the University of
California at Irvine Machine learning Repository. These data sets were enhanced
by replacing 35% of existing attribute values by missing attribute values, sep-
arately by lost values and by ”do not care” conditions. Thus, for any data set,
two data sets were created for experiments, one with missing attribute values
interpreted as lost values and the other one as ”do not care” conditions.

The main objective of our research was to test whether local probabilistic
approximations, different from local lower and upper approximations, are better
than local lower and upper approximations in terms of an error rate. Therefore,
we conducted experiments of a ten-fold cross validation increasing the parameter
α in local probabilistic approximations inspired by MLEM2, with increments
equal to 0.1, from 0 to 1.0. For a given data set, in our experiments we used
ten-fold cross validation with a random re-ordering of all cases, but during all
eleven experiments this order was constant, i.e., all ten pairs of training and
testing data subsets were the same. Results of our experiments are presented in
Figures 1–4.
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Fig. 1. Error rates for data sets Bankruptcy and Breast cancer with lost values, denoted
by ? and ”do not care” conditions denoted by *

Fig. 2. Error rates for data sets Echocardiogram and Hepatitis with lost values, denoted
by ? and ”do not care” conditions denoted by *
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Fig. 3. Error rates for data sets Image segmentation and Iris with lost values, denoted
by ? and ”do not care” conditions denoted by *

Fig. 4. Error rates for data sets Lymphography and Wine recognition with lost values,
denoted by ? and ”do not care” conditions denoted by *
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5 Conclusions

As follows from our experiments, for three out of 16 possibilities (theBreast cancer
data set with missing attribute values interpreted as lost values with α =0.8, the
Breast cancer data set with missing attribute values interpreted as ”do not care”
conditions with α= 0.6, andWine recognition data set with missing attribute val-
ues interpreted as ”do not care” conditions with α = 0.6) local probabilistic ap-
proximations are better than ordinary local lower and upper approximations. On
the other hand, for other three possibilities (Breast cancer data set with missing
attribute values interpreted as ”do not care” conditions with α= 0.9, theHepatitis
data set with missing attribute values interpreted as ”do not care” conditions with
α=0.5 and forWine recognition data set withmissing attribute values interpreted
as lost values conditions withα=0.7) local probabilistic approximations areworse
than ordinary local lower and upper approximations. Therefore, it is obvious that
usefulness of proper local probabilistic approximations depends on a data sets and
an interpretation of missing attribute values.
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Abstract. There are several randomisation-based methods in Privacy
Preserving Data Mining. In this paper we discuss the additive pertur-
bation and the retention replacement for continuous attributes. We also
investigate the randomisations for binary and nominal attributes. We fo-
cus on the relations between them, similarities, and differences. We also
discuss properties of randomisation-based methods which are important
in real applications during implementation and the usage of particular
randomisations. We have proven that the retention replacement can be
implemented with the randomisation for nominal attributes. We have
also shown that the additive perturbation can be approximated with the
aforementioned solution for nominal attributes.

1 Introduction

In Privacy Preserving Data Mining there are several randomisation-based meth-
ods (perturbation). The first proposed randomisation-based method for contin-
uous attributes was the additive perturbation [1], which adds randomly drawn
(from a given distribution) noise to original values of a continuous attribute. An
original value of an attribute can be also multiplied by a random value drawn
from a given distribution. This approach is used in the multiplicative perturba-
tion [2]. One type of the multiplicative perturbation is the rotation perturbation
[3], where a vector of values of attributes for a given object is multiplied by a
rotation matrix. Another randomisation-based method is the retention replace-
ment [4], which retains an original value of a continuous attributes with a given
probability and replaces an original value with a value drawn from the given
distribution otherwise. There are also randomisation-based methods for binary
and nominal attributes [5,1,6].

In this paper we discuss the relations, similarities, and differences between
the randomisation-based methods, especially the additive perturbation, the re-
tention replacement, and the randomisations for nominal attributes because in
literature the randomisation-based methods were investigated separately with-
out taking into account the relations between them. Moreover, we stress, based
on our experience, some properties of the randomisation-based methods that
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are important during implementation, usage and have not been discussed in
literature.

The remainder of this paper is organized as follows: In Section 2, we discuss
the relations between the additive perturbation and the retention replacement.
Then, in Section 3, we prove that the retention replacement randomisation can be
implemented with the randomisations for nominal attributes. Section 4 shows
that the randomisation for nominal attributes approximates the additive per-
turbation. Finally, in Section 5, we summarise the conclusions of our study and
outline future avenues to explore.

2 Additive Perturbation versus Retention Replacement

In this section, we stress the properties of the considered randomisations which
we have learnt during implementations and usage of these randomisations. The
presented properties have not been discussed in literature.

One of the main drawbacks of the additive perturbation is that the distor-
tion of a continuous attribute changes, in general, the domain of an attribute.
Furthermore, this process may generate values which are nonnatural for a given
attribute, e.g., negative values for an attribute with only nonnegative values.
Moreover, the higher level of privacy, that is, the higher range of the domain
of the distortion distribution, the ”more nonnatural” values we may obtain. For
a normal distortion distribution the drawback is even worse because we may
obtain value high below 0 for small levels of privacy (a normal distribution is
not strictly bounded contrary to a uniform distribution).

This drawback generates next difficulties which are connected with discretisa-
tion of distorted values of an attribute. In order to reconstruct original distribu-
tion of an attribute (e.g., in the process of building a decision tree classifier over
distorted data), we need to discretise distorted values (for details about recon-
struction please refer to [1]). The range of a distorted attribute depends on the
level of incorporated privacy, thus we need to bear in mind that discretisation
parameters need to be updated for different levels of privacy we would like to
incorporate. We can retain the same number of intervals in the discretisation
and obtain different intervals lengths or change the number of intervals to main-
tain the same length of intervals. Moreover, increasing level of privacy we need
to consider higher range of distorted values of an attribute although the usable
range of original values of an attribute is significantly smaller, thus we obtain
smaller resolution of reconstructed values of an attribute assuming a constant
number of intervals.

In the case of a normal distortion distribution we need to tackle the problem
of unlimited range of possible distorted values during the discretisation. The
solution is to bound values to lower and higher limits of considered range of
a distorted attribute, but this should be taken into account in the process of
reconstruction and calculation of probabilities of changing a values from a given
interval Ii to interval Ij .
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3 Retention Replacement and Randomisations for
Nominal Attributes

Both, the retention replacement and the nominal attributes distortion with P
matrix1 are similar because with a given probability an original value is kept,
otherwise a value is drawn according to a continuous distribution or a probability
distribution over possible values of a nominal attribute. The difference is that
we can obtain an original value of an attribute in the retention replacement
randomisation even when we draw a new value because a distortion distribution
has the same domain as an original attribute. In the nominal distortion with P
matrix, we cannot obtain an original value if we change a value of an attribute.

In this section, we will prove that assuming discretisation the retention re-
placement randomisation can be implemented as the nominal distortion. More-
over, we will prove that increasing number of intervals up to ∞ the retention
replacement can be represented by the nominal distortion.

Let us assume that we have an original attributeX with continuous values. We
distort the values of X by means of the retention replacement randomisation-
based method with the probability of retaining an original value equal to p
and the probability density function, used to draw a distorted value when an
original value of the attribute is changed, equal to h(). We obtain the attribute
Z with distorted values. Let C be a nominal attribute obtained by discretising
Z. A is a nominal attribute obtained by discretising X . The matrix P is the
representation of the probabilities of changing/retaining original values of the
attribute A during the distortion. In other words, we assume that the matrix
P is used to distort (transform) values of the attribute A and obtain distorted
values of the attribute C. In real applications, values of the attribute X and
A are not known because only distorted continuous values are stored. However,
the parameters of the retention replacement randomisation-based method used
in the process are known. We assume that the attribute X and attribute Z were
discretised in the same way into k intervals, I1, . . . , Ik, thus the attribute A and
C are nominal attributes with k values, v1, . . . , vk.

In order to calculate probabilities P (vi → vj), i, j = 1, . . . , k in P matrix, we
need to calculate probability that an original value vi of an attribute A will be
changed to a value vj :

P (vi → vj) = P (C = vj |A = vi). (1)

Assuming that the attributes A and C are the discretised attributes X and Z,
respectively, we can write:

P (C = vj |A = vi) = P (Z = z ∈ Ij |X = x ∈ Ii). (2)

When X ∈ Ij , with the probability p we have a chance that the original value
x of the attribute X will be retained. Moreover, with probability (1− p) a new
value will be drawn and we have a chance that this value will lie in the interval

1 For details about P matrix please refer to [7].
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Ij with probability
∫
Ij
h(t|X)dt. When X /∈ Ij , the only chance is that with

probability (1 − p) a new value will be drawn and it will lie in the interval Ij
with probability

∫
Ij
h(t|X)dt. Let 1(condition) be an indicator function which

takes 1 when condition is met and 0 otherwise. Using the indicator function we
can write:

P (Z = z ∈ Ij |X = x ∈ Ii) = (p · 1 + (1− p)
∫
Ij
h(t|X)dt)1(X ∈ Ij)

+(p · 0 + (1− p)
∫
Ij
h(t|X)dt)1(X /∈ Ij).

(3)

Since h() is independent of X , we omit this attribute and simplify the equation:

P (Z = z ∈ Ij |X = x ∈ Ii) = p1(X ∈ Ij) + (1− p)

∫
Ij

h(t)dt. (4)

For the uniform perturbation and intervals with the same length,
∫
Ij
h(t)dt = 1

k .

P matrix for the discretised attribute with k values will look as follows:

P =

⎛
⎜⎜⎜⎝

p+ (1− p)
∫
I1
h(t)dt (1− p)

∫
I1
h(t)dt · · · (1− p)

∫
I1
h(t)dt

(1 − p)
∫
I2
h(t)dt p+ (1− p)

∫
I2
h(t)dt · · · (1− p)

∫
I2
h(t)dt

...
...

. . .
...

(1 − p)
∫
Ik
h(t)dt (1− p)

∫
Ik

h(t)dt · · · p+ (1 − p)
∫
Ik
h(t)dt

⎞
⎟⎟⎟⎠ .

We check whether the probabilities in columns sum to 1 [7].
p + (1 − p)

∫
I1
h(t)dt + (1 − p)

∫
I2
h(t)dt + . . . + (1 − p)

∫
Ik

h(t)dt = p + (1 −
p)(

∫
I1
h(t)dt +

∫
I2
h(t)dt + . . .+

∫
Ik

h(t)dt) = p+ (1 − p)(
∫
I1∪I2∪...∪Ik

h(t)dt) =

p+ (1− p) = 1, thus we obtained a proper matrix P.
Increasing the number of intervals up to ∞ the nominal distortion transforms

into the retention replacement randomisation-based method because the proba-
bility distribution function for the nominal attribute is based on the continuous
distortion distribution h(t) and the length of an intervals comes to 0 or to the
precision of the digital representation of a number.

By defining P′ matrix which contains probabilities P (vi → vi|change the ori−
ginal value) that an original value of the nominal attribute A is transformed
given that we change the original value with p probability (as in the retention
replacement), we obtain:

P′ =

⎛
⎜⎜⎜⎝

∫
I1
h(t)dt;

∫
I1
h(t)dt; · · ·

∫
I1
h(t)dt∫

I2
h(t)dt;

∫
I2
h(t)dt; · · ·

∫
I2
h(t)dt

...
...

. . .
...∫

Ik
h(t)dt;

∫
Ik

h(t)dt; · · ·
∫
Ik
h(t)dt

⎞
⎟⎟⎟⎠ .

The columns of P′ constitute the probability distribution function which is the
continuous distortion distribution in the retention replacement randomisation
when the length of intervals → 0. This ends the proof. �
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To sum up, assuming a discretisation of a continuous attributes in the reten-
tion replacement, as it is assumed in the additive perturbation [1], a distorted
continuous attribute can be transformed to a nominal attribute and processed
according to available classification algorithms [7]. Moreover, when the number
of intervals comes to ∞, the retention replacement can be represented by the
nominal distortion.

4 Additive Perturbation and Randomisations for
Nominal Attributes

As well as the retention replacement randomistaion, the additive perturbation
can be represented as the nominal distortion.

We assume that we have the attributes A, C, X , and Z, as in Section 3. Let
fY be a distorting probability density function for the additive perturbation and
Y represents random values drawn from this distribution and added to original
values of X . As for the retention replacement randomisation, we calculate the
following probability:

P (C = vj |A = vi) = P (Z = z ∈ Ij |X = x ∈ Ii, X + Y = Z). (5)

Assuming that fZ(z) is a probability density function of Z, we write:

P (Z = z ∈ Ij |X = x ∈ Ii, Z = X + Y ) =

∫
Ij

fZ(z|X ∈ Ii, X + Y = Z)dz. (6)

Since Y is independent of X :

P (Z = z ∈ Ij |X = x ∈ Ii, Z = X + Y ) =

∫
Ij

fY (z − x|X ∈ Ii, X + Y = Z)dz.

(7)
The value of the above probability depends on the exact value of X and can
be different for values of X that lie in the same interval. Thus, we introduce
approximation, as in the process of reconstruction of the original distribution
for continuous attributes distorted by means of the additive perturbation [1].
Thus, distance between two points is approximated as the distance between
mid-points of the corresponding intervals. Hence:

P (Z = z ∈ Ij |X = x ∈ Ii, Z = X + Y ) =

∫
Ij

fY (m(z)−m(x)|X ∈ Ii, X + Y = Z)dz,

(8)

where m(x) denotes the mid-point of the interval in which x lies.
To sum up, assuming discretisation the additive perturbation can be approx-

imated with the nominal distortion and increasing the number of intervals up to
∞, we approach to the additive perturbation.
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5 Conclusions and Future Work

In this work, we have shown the relations between the randomisation-based
methods in Privacy Preserving Data Mining. We have discussed the properties
of the additive perturbation and the retention replacement that we have learnt
during application of these methods. One of the main drawbacks of the addi-
tive perturbation is that this perturbation changes the domain of a continuous
attribute and may lead to distorted values that are nonnatural for the attribute.

We have also proven that the retention replacement can be implemented as
the nominal distortion when we assume a discretisation of a continuous attribute.
Moreover, for infinity number of intervals in the discretisation, the nominal dis-
tortion can represent the retention replacement. The additive perturbation has
been also shown to be approximated by the nominal distortion. The approxima-
tion is more accurate for higher number of intervals.

The difference between the additive perturbation and the retention replace-
ment is that a distorted value of an attribute for the case when a value is changed
depends on an original value in the additive perturbation, contrary to the reten-
tion replacement. As we have shown in Sections 3 and 4, the nominal distortion
covers both cases. Moreover, both randomisations cannot differentiate a distor-
tion distribution based on an original value of an attribute. However, in the
nominal distortion it is possible because for each possible value of a nominal
attribute we can have a different probability distribution, not only shifted by a
given number of positions. Considering these properties, we can say that, in gen-
eral, the nominal distortion cannot be represented by the additive perturbation
nor the retention replacement.

In future, we plan to investigate the relations between the multiplicative, the
rotation perturbation and the remaining randomisation-based methods.
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Abstract. This paper presents a tool, NEGEXT, for finding individ-
ual and group strategies to achieve certain goals while playing exten-
sive form negotiation games. NEGEXT is used as a model-checking tool
which investigates the existence of strategies in negotiation situations.
We consider sequential and parallel combinations of such games also.
Thus, it may aid students of negotiation in their understanding of ex-
tensive game-form negotiation trees and their combinations, as well as
in their learning to construct individual and group strategies.

1 Introduction

Negotiation may be found everywhere: From mundane conversations between
partners about who will fetch the children from school and who will cook dinner,
to the sale of an apartment whilst the seller is trying to hide from the buyer that
she has bought a new house already, and to fully-fledged international multi-
party multi-issue negotiations about climate control, and so forth. Negotiation
is a complex skill, and one that is not learnt easily. Thus, many negotiations
are broken off, even when they have potential for a win-win solution. Moreover,
in many negotiations that do result in an agreement, one or more participants
“leave money on the table”: they could have done better for themselves [1].
Thus, it is no wonder that several scientific fields have made contributions to
analyzing, formalizing, and supporting negotiation.

Kuhn [2] highlighted the importance of using extensive form games in mod-
eling negotiation situations in an objective way, by focusing on the temporal
and dynamic nature of the negotiations. For a general overview on negotiation
games, see [3]. Researchers in multi-agent systems investigate many aspects of
negotiations: some design negotiation mechanisms [4], some analyze negotiation
as a form of dialogue [5], whilst others build software to simulate and support
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negotiation [6,7]. In summary, the fast-growing body of research on negotiation
provides varied sophisticated models for negotiations.

This paper reports the development of a simple tool, NEGEXT
(http://www.ai.rug.nl/~sujata/negext.html), written in the platform-
independent Java language. NEGEXT has been constructed to aid students of
negotiation. This toolkit, based on extensive form games [8], will aid in under-
standing how to combine negotiations, and in planning one’s strategic moves in
interaction situations when the opponents’ possible moves can be approximated.
Even though some visualization tools for extensive form game trees already exist,1

as well as software for negotiation support,2 we believe we are the first to make
a tree-based negotiation toolkit that incorporates the possibility of representing
learning from game to game, by sequential and parallel composition (cf. [9]).
Moreover, the toolkit has a model-checking component which computes whether
and how an individual or a specific coalition can achieve a given objective.

2 Analyzing Negotiation Situations Using Game Trees

A finite extensive form game can be represented by a finite tree where the nodes
correspond to players’ positions and edges correspond to moves of the players.
The terminal nodes of the tree are the end-points of the game, which are generally
termed as leaves of the tree. A strategy for a player i is a subtree of the finite
game tree, which consists of single edges from player i nodes, and all possible
edges from the other players’ nodes. A strategy for a group of players K is a
subtree consisting of single edges from player k’s nodes, where k ∈ K, and all
possible edges from player k′’s nodes, where k′ �∈ K. Note that all the players
have complete knowledge of the whole game. Let us briefly describe the notion
of sequential and parallel combinations of extensive form games and players’
strategies in such games, providing an application of each in negotiations.

2.1 Sequential Composition

Any two extensive form games can be sequentially composed by plugging in the
second game at each leaf node of the first game, each leaf node of the first game
becoming the root node of the second game [9]. One can extend this idea to
define sequential composition of a game with a set of games. Here, at each leaf
node of the first game, some game from a given set of games is plugged in.

Story-I: Sequential Cooperation between Two Companies. We now de-
scribe a situation which can be dealt with by combining two trees sequentially.
Suppose that two Research & Development companies on biotechnology, Biocon
and Wockhard, have just entered into a joint project concerning the discovery
of biomarkers. They need to hire two types of specialists, a genomic expert and
a proteomic expert, one specialist per company. Unfortunately the two compa-
nies did not discuss beforehand which of them should hire which type of expert.

1 See for example http://www.gametheory.net/Mike/applets/ExtensiveForm/
ExtensiveForm.html and http://www.gambit-project.org

2 See for example http://www.negotiationtool.com/

http://www.ai.rug.nl/~sujata/negext.html
http://www.gametheory.net/Mike/applets/ExtensiveForm/ExtensiveForm.html
http://www.gametheory.net/Mike/applets/ExtensiveForm/ExtensiveForm.html
http://www.gambit-project.org
http://www.negotiationtool.com/
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The hiring process can be represented by the simple game trees in Figure 1a,1b,
where the nodes B and W stand for Biocon and Wockhard, respectively. The
action “hire g” stands for “hire a genomic expert” and action “hire p” stands for
“hire a proteomic expert”. The propositional atoms have the following meanings:

gB: genomics is covered by Biocon gW : genomics is covered by Wockhard
pB: proteomics is covered by Biocon pW : proteomics is covered by Wockhard

B

gB

hir
e g

pB

hire p

W

gW

hir
e g

pW
hire p

B

W

gB , gW

hi
re

g

gB , pW

hire
p

hir
e g

W

pB , gW

hi
re

g

pB , pW

hire
p

hire p

(a) (b) (c)

Fig. 1. Hiring game trees: 1(c) is the sequential combination of 1(b) after 1(a)

Wockhard notices that it is a good idea to await Biocon’s hiring decision. In
order to analyze the different possibilities, they combine the two games sequen-
tially (Figure 1c), plugging in the game of Figure 1b at each leaf node of the
game of Figure 1a. Figure 1c clearly shows that hiring one expert after another,
in a perfect information game, is much better than the imperfect information
game represented by the two game trees in Figure 1a, 1b. Wockhard learns who
was hired by Biocon, and hires someone with complementary expertise. The two
‘middle branches’ in Figure 1c provide win-win solutions.

2.2 Parallel Composition

An interleaving parallel combination of two extensive form games, as defined
in [9], gives rise to a set of games. The main idea of the interleaving parallel
operator is as follows: A play of such a game basically moves from one game to
the other. One player can move in one of the games, and in the next instant some
other player or even the same player may move in the other game. A parallel
game takes care of such interleaving. The different orders in the way moves of the
players can be interleaved give rise to different games in a parallel combination of
two games. Interleaving parallel games allows for copy-cat moves, and in general
enables the transfer of strategies in between games. For the formal details, see [9].

Story-II: Analysis of Job Application in Lockstep Synchrony. This ex-
ample has been inspired by the trick regarding how not to lose while playing
chess with a grandmaster [9], but with additional aspects of translation. Sup-
pose that Prof. Flitwick (FL) applied for a position in the research group of
Prof. Sprout (SP ), and he turns out to be the favored candidate. Job negotia-
tions N1 between Flitwick and Sprout are on the verge of starting. In the same
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period, Prof. Sprout herself applied for a professorship in the department of Prof.
Quirrell (QR), and has just been selected by Prof. Quirrell. The time arises to
discuss the particulars of this position as well, in negotiation N2.

Prof. Sprout is not a very savvy negotiator herself, but she knows that both
Prof. Flitwick and Prof. Quirrell are. Moreover, Prof. Sprout notices that the
issues of negotiation are quite similar in both cases: The prospective employer
can offer either a much higher salary than the standard one, or a standard salary.
On the employee’s turn, he or she can choose to offer teaching subjects of their
own choice, or whatever the department demands (Figure 2).
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Fig. 2. Appointment game trees for negotiation N1 (left) and negotiation N2 (right)

The main pay-offs of the negotiators can be given in terms of propositional
letters as follows, where:

– pi: the new employee i gets more satisfaction in the job (for i is FL or SP );
– qj : the new employer j is happy with the terms (where j is SP or QR).

In both negotiations, the goal of the new employee can be formulated condi-
tionally: either she procures a higher salary, and then he or she is ready to do
whatever he or she is asked; or, if she gets a standard salary, then she would like
to teach her favorite subjects only. The goal of the employer would be to have
a settlement favorable for the group, i.e. favoring paying a standard salary and
/ or the new employee teaching according to demand. The salaries and subjects
in question are different in both negotiations, but there is a reasonable one-one
map of possible offers from one negotiation to the other, represented by the ac-
tions of offering “high salary” versus “low salary” and “choice subject” versus
“arbitrary subject”. The general idea for Prof. Sprout is to be a copy-cat:

– wait for QR to make an offer in negotiation N2 about the salary;
– translate that offer to the terms of negotiation N1, and propose a similar

offer to FL;
– await the counteroffer from FL about subjects to teach, translate it to the

terms of negotiation N2, and make that offer to QR.

To model this, one needs to compose the trees in Figure 2 in a parallel fashion
with interleaving moves, see Figure 6. It is clear that winning proposals are
possible in both subtrees, namely on the two ‘inside branches’ of each, and
therefore also in the parallel copy-cat negotiation.
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3 NEGEXT Toolkit

We have developed the NEGEXT toolkit to aid students in strategic interactions
during negotiations, with negotiations represented as extensive form games and
their sequential and parallel combinations. NEGEXT has been written in Java
version 1.7.0 02 using the Eclipse editor. It can run on any system that has a
Java Virtual Machine (JVM) or Java-enabled web browsers. NEGEXT uses an
applet to display the graphical user interface. The user can draw game trees using
a menu of input nodes. NEGEXT can also generate the sequential combination
of two game trees and all possible parallel combinations. Another feature of the
software is that for both individual players and coalitions, it can check whether
a strategy to achieve a proposition exists, and if so, point to such a winning
strategy in the tree. We used a modified form of binary tree data structure for
organizing the tree nodes.

The main frame of the program consists of two panels. In the menu panel on the
left, the user can make choices for drawing input trees in a step-by-step fashion.
The right panel has two canvas areas for displaying the game trees (Figure 4).

3.1 Drawing a Tree Using NEGEXT

For negotiation problems that can be represented as extensive form games, one
can draw a tree using NEGEXT. The user draws a tree from the root node to
the terminal leaf nodes, one after another. For a current node, he needs to define
the current level of the tree, the parent node, and the player whose turn it is.
For the example described in Figure 1, the user may draw the tree as follows:

Level 0 for root node and no need to define the parent (as it has
none). Select player i on the left panel (i =1 to 10). Players are
represented by colors; in this case red represents Biocon.

Level 1 nodes: no need to define the parent (default parent is root
node). Select the player i (i =1 to 10) for the left child and right
child nodes; in this case both are green, representing Wockhard.

Level 2: terminal nodes with blue color; parent = 1 (level 1, left
child) or parent = 2 (level 1, right child). Define the proposition
and add the terminal nodes one after another.

Checking strategy for the coalition of player 1 and player 2 and
for formula gB ∧ pW . The red line shows their joint strategy.
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3.2 Checking for Strategies That Achieve Goals in NEGEXT

After the user has drawn a tree, NEGEXT can check whether a strategy exists
for either one player or a coalition of players by applying Algorithm 1. The
basic idea behind the algorithm for finding strategies for an individual player
i is to observe every edge from the root to the terminal nodes, considering a
single edge from any node representing this player’s turn and all possible edges
from the nodes representing other players’ turns. If there is no alternate strategy
for a different player that prevents the player under consideration from having
a winning strategy, then there exists a strategy for this player to achieve the
proposition (see Algorithm 1).

Algorithm 1. Algorithm1 Finding strategy for Player(s)

Input: A single player i or set of players Sp, Formula ϕ
for all TreeNode do

if IsTerminalNode(TreeNode) and IsTrue(Formula ϕ, Node TreeNode)
then

if Input of Player == Player i then
if ParentOf(Node TreeNode) == Player i then

if IsRoot(Player i) then
Print Player i has a winning strategy for Formula;

else
Print Player i has no winning strategy for Formula;

end if
else if (ParentOf(ParentOf(Node TreeNode) )) == Player i then

Check both left child and right child of ParentOf(Node TreeNode);
if (Check is OK) then

Print Player i has a winning strategy for Formula;
else

Print Player i has no winning strategy for Formula;
end if

end if
else if Input of Player == set of players Sp then

while (ParentOf(Node TreeNode) != null) do
if ParentOf(Node TreeNode) == Player i ε Sp then

Sp = Sp \ {P layer i};
Node = (ParentOf(Node TreeNode));

else
Print set of players Sp has no winning strategy for Formula.

end if
end while
if Sp == ∅ then

Print set of players Sp has a winning strategy for Formula
end if

end if
end if

end for
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Fig. 3. Strategy checking for an individual player

Fig. 4. Strategy checking for a group of players

For the user to find a strategy to achieve a particular formula, he needs to
input the player’s name (“player 1”) or the names of the coalition of players
(“player 1, player 2”) and input the goal formula corresponding to a proposition
at a terminal node. Then NEGEXT checks all tree nodes starting from the root
to the terminal nodes: If a proposition of any terminal node t matches the input
formula, NEGEXT checks the parent node of t. If the parent node of t is matched
with player i and it is also the root node, then player i has an individual strategy
for this proposition. For example, in the left part of Figure 3, player 1 (red) has
a strategy to achieve ¬p. If it is a node at level 1 at which it is another’s turn,
then the algorithm needs to check whether all its children have p. For example, in
the right part of Figure 3, player 1 (red) has a strategy to achieve p. Otherwise,
player i has no strategy to achieve this proposition.

To find a group strategy for a formula, NEGEXT also checks all tree nodes:
If a proposition of any terminal node t matches the input formula, NEGEXT
checks the parent node of t recursively up to the root. If all predecessor nodes
of t are matched with all players in the group, then the group has a strategy for
the formula, otherwise it does not. In the toolkit, the input tree is shown in the
left canvas area, and the output tree with a strategy path (red line) is shown in
the right canvas area (Figure 4).
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4 Sequential and Parallel Combination in NEGEXT

Let us consider howNEGEXTcan be used to analyze the stories in Subsections 2.1
and 2.2 which involve combinations of trees. For sequentially combining the trees
of Subsection 2.1, NEGEXTfirst takes as inputs the different trees to combine, one
after another, and then gives the sequential combination tree in a separate window
(Figure 5). To combine the trees sequentially, NEGEXT first traverses all nodes
of tree 1 from the root to the leaf nodes, and then concatenates tree 2 to all leaf
nodes of tree 1. Suppose the user asks the system to find one possible strategy for
achieving (gB∧pW ) by the coalition {B,W}, depicted by the red and green players
in the screenshots. If companyB chooses a genomic expert and companyW chooses
a proteomic expert, then they can achieve (gB ∧ pW ), as shown in Figure 5.

Fig. 5. Sequential combination and strategy checking

Now let us consider the parallel combination of trees, corresponding to the situ-
ation described in Section 2.2. As in the previous case, the different trees that are
to be combined are taken as separate inputs, one after another, as given in Figure
6. Here, agents QR, SP and FL are represented by pink, red, and green, respec-
tively. Let us define abbreviations as follows: a for pFL ∧ ¬qSP ; b for pFL ∧ qSP ; c
for ¬pFL ∧ qSP ; d for ¬qQR ∧ pSP ; e for qQR ∧ pSP ; and f for qQR ∧ ¬pSP .

Before combining these trees in an interleaving way, we should note here that
the parallel combination of two trees will give rise to a bunch of possible trees.
These trees will appear in an enumeration, from which the user selects one
combination as the final tree. In this case, the particular tree as depicted by the
story is given in Figure 6. Figure 7 presents a copy-cat strategy that the common
red player (Sprout) can follow in order to end up in a winning situation in the
parallel game. Note that formally this strategy is a 〈QR,SP, FL〉-strategy, which
may have been elicited by the user’s question as to whether the set {QR,SP, FL}
can achieve the goal pFL∧pSP∧qQR∧qSP .Thus, using NEGEXT enables students
to see clearly how players QR, FL, and SP can jointly achieve an intuitive goal.



Decision Support for Extensive Form Negotiation Games 113

Fig. 6. An interleaving parallel combination

Fig. 7. A group strategy for QR, SP, and FL in the combined tree

5 Conclusions and Future Work

In this work, we have presented a toolkit to represent negotiations which span over
a finite time, and we consider the actions of the negotiators one after another in
response to each other. Two examples have been provided to advocate the fact that
some real-life negotiations can be aptly described by perfect information extensive
form games. The NEGEXT toolkit can help students of negotiation to learn how
to respond in order to achieve their goals, including situations where it is not easy
to compute the optimal response. The current version of the toolkit has not been
tested for learnability and usability yet, so a first step in future research will be to
improve it on the basis of a usability study, in which subjects will be asked to use
the tool in order to find strategies given particular negotiation trees.

We used a binary tree data structure for drawing trees in the NEGEXT
toolkit, implemented on a pure Java applet. In real life, players often have more
than two options. In addition, current NEGEXT still allows only at most level
2 trees (root plus intermediate level plus leaves) for sequential or parallel com-
bination, because of the node placing in the current graphical user interface. We
aim to relax both restrictions in future work so that NEGEXT will be able to
represent various types of branching at different nodes, as well as deeper trees.
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In parallel combination, NEGEXT presents all possible parallel combinations
to the user. NEGEXT allows the user to click the “Parallel Combination” button
repeatedly in order to view all parallel combined trees in different interleaving
ways. If the user wants to know of only an optimally combined tree, NEGEXT
may confuse him. Solving this problem is also left for future work. Note that while
defining parallel combination of trees we only considered interleaving moves in
between trees. We plan to incorporate simultaneous moves as well, bringing
NEGEXT closer to the spirit of concurrent games.

The current version of NEGEXT is restricted to perfect information situa-
tions. However, in many real-life negotiations, the information dilemma looms
large: Which aspects to make common knowledge and which aspects to keep
secret or to divulge to only a select subset of co-players? For example, Raiffa
distinguishes negotiation styles with “full or partial open truthful exchange” [1].
Such aspects of imperfect or incomplete information cause far-reaching asymme-
tries between parties, sometimes with grave consequences [10]. It will be future
work to extend NEGEXT so that incomplete, imperfect, and asymmetric infor-
mation can be incorporated in its tree representations and its strategic advice.
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Abstract. Network intrusions have become a big challenge to current network
environment. Thus, network intrusion detection systems (NIDSs) are being widely
deployed in various networks aiming to detect different kinds of network attacks
(e.g., Trojan, worms). However, in real settings, a large number of alarms can
be generated during the detection procedure, which greatly decrease the effec-
tiveness of these intrusion detection systems. To mitigate this problem, we ad-
vocate that constructing an alarm filter is a promising solution. In this paper, we
design and develop an intelligent alarm filter to help filter out NIDS alarms by
means of knowledge-based alert verification. In particular, our proposed method
of knowledge-based alert verification employs a rating mechanism in terms of
expert knowledge to classify incoming NIDS alarms. We implemented and eval-
uated this intelligent knowledge-based alarm filter in a network environment. The
experimental results show that the developed alarm filter can accurately filter out
a number of NIDS alarms and achieve a better outcome.

Keywords: Intelligent System, Alarm Filtration, Alert Verification, Knowledge
Representation and Integration, Network Intrusion Detection.

1 Introduction

Network threats (e.g., Trojan, malware, virus) are now becoming a big problem with
the rapid development of networks [2]. In order to address this issue, network intru-
sion detection systems (NIDSs) [3,4] have been widely deployed in current network
environments (e.g., an insurance company, a bank) to defend against different kinds of
network attacks. The network intrusion detection systems can be roughly classified into
two types: signature-based NIDS and anomaly-based NIDS. For the signature-based
NIDS [5,6], it detects an attack by comparing incoming packet payloads with its stored
signatures. The signature (or called rule) is a kind of descriptions for a known attack.
On the other hand, the anomaly-based NIDS [7,8] identifies an intrusion by detecting
the great deviations between network events and its pre-defined normal profile. The
normal profile is used to represent a normal behavior or network connection.

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 115–124, 2012.
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Problem. For the network intrusion detection systems, a big suffering problem is
that a lot of alarms (e.g., false alarms, non-critical alarms1) can be produced during
their detection process, which greatly decrease the detection effectiveness and heavily
increase the burden of analyzing NIDS alarms [10,11]. The reasons for this issue are
described as below:

– For the signature-based NIDS, its detection ability is heavily depending on its
stored signatures. However, these signatures are weak in representing multi-step
attacks. Thus, it is hard for this kind of NIDSs to decide the situation of an attack
attempt (i.e., whether it is a successful attack or not). In this case, it has to report
and alert all detected attack attempts aiming to reduce potential security risks [9].

– Whereas, for the anomaly-based NIDSs, it is very hard for them to establish an
accurate normal profile so that many unwanted alarms (e.g., non-critical alarms)
will be generated [14]. For instance, traffic accidents (e.g., a sudden increase of
the network traffic) can easily violate and crack the normal profile, causing a lot of
false alarms.

Contributions. Overall, the large number of non-critical alarms including the false alarms
is a key limiting factor to encumber the development of NIDS [1]. To mitigate this big
challenge, we advocate that designing an alarm filter is a promising solution. In this
paper, we therefore attempt to design an intelligent alarm filter by using a method of
knowledge-based alert verification (named intelligent KAV-based alarm filter), aiming
to reduce the unwanted alarms based on expert knowledge. In this work, we define the
unwanted alarms as either false alarms, non-critical alarms and unwanted true alarms.
The contributions of our work can be summarized as follows:

– Alert verification is a method to help determine whether an attack is successful or
not. In this work, we developed a method of knowledge-based alert verification to
determine whether a NIDS alarm is critical or not by means of expert knowledge.

– To implement the method of knowledge-based alert verification, we developed a
dependent component called Rating Measurement to classify and rate NIDS alarms
by means of a KNN-based classifier. This classifier is trained with some rated-
alarms which have been rated by using expert knowledge. During the filtration, the
filtration rate is determined by a pre-decided rating threshold.

– We implemented and evaluated the intelligent KAV-based alarm filter in a real net-
work environment. During the experiment, the filter can intelligently rate incoming
alarms and filter out unwanted alarms. The experimental results show that this filter
can positively and accurately reduce a large number of NIDS alarms (e.g., from
85.9% to 90.6%) in the deployed network environment.

The remaining parts of this paper are organized as follows: in Section 2, we introduce
some research work on constructing alarm filter in network intrusion detection; Sec-
tion 3 presents the architecture of intelligent KAV-based alarm filter and describes each
component in detail; Section 4 shows the experimental network environment and ana-
lyzes the experimental results; finally, we conclude our work with future directions in
Section 5.

1 A non-critical alarm is either a false alarm or a non-critical true alarm.
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2 Related Work

A lot of solutions have been proposed aiming to reduce the number of unwanted alarms
in the field of network intrusion detection. The method of alert verification is used to
help filter out NIDS alarms by determining whether an attack is successful or not. For
instance, Zhou et al. [16] described an approach to verify intrusion attempts by using
lightweight protocol analysis. This approach tracked responses from network applica-
tions and verified the results by analyzing the header information. Several other work
regarding to this method can be found in [15], [20] and [17].

To filter out alarms for a NIDS, another widely used method is to construct an alarm
filter by using computational intelligent methods (e.g., machine learning algorithms).
Pietraszek [19] proposed and developed a system of adaptive alert classifier which used
both the analysts’ feedback and machine learning techniques to help reduce false posi-
tives. Their classifier could drop alerts in terms of their classification confidence. Law
and Kwok [21] designed a false alarm filter by using KNN (k-nearest-neighbor) classi-
fier and achieved a good filtration rate. Then, Alharbt et al. [23] constructed an alarm
filter by using continuous and discontinuous sequential patterns to detect abnormal
alarms. Later, Meng et al. [12] presented an adaptive false alarm filter to help NIDS
filter out a large number of false alarms. By adaptively selecting the most appropriate
machine learning algorithm, the filter can keep a good filtration rate. Meng and Li [22]
further designed a non-critical alarm filter to detect and refine non-critical alarms based
on contextual information such as application and OS information.

In real settings, we find that expert knowledge is very crucial in deciding whether an
alarm is critical or not. In this work, we therefore attempt to design an intelligent alarm
filter to filter out NIDS alarms by using a method of knowledge-based alert verification.
That is, we use expert knowledge to determine whether an alarm is critical or not. The
proposed method of knowledge-based alert verification also clearly distinguishes our
work from other work. Specifically, the filter refines NIDS alarms by employing a rating
mechanism in which each NIDS alarm will be classified and rated. In the evaluation,
the filter achieved good performance in both alarm classification and alarm filtration.

3 Intelligent KAV-Based Alarm Filter

In this section, we first describe the architecture of the intelligent KAV-based alarm
filter and we then give an in-depth description of each component.

3.1 Architecture

The high-level architecture of the intelligent KAV-based alarm filter is illustrated in
Fig. 1. The alarm filter mainly consists of three components: Alarm Database, Rat-
ing Measurement and Alarm Filter. The Alarm Database is responsible for storing
rated alarms and training the machine learning classifier (e.g., KNN-based classifier).
The component of Rating Measurement is responsible for classifying incoming NIDS
alarms and rating different alarms by giving them relevant scores. Finally, the com-
ponent of Alarm Filter will filter out NIDS alarms in terms of the pre-decided rating
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Fig. 1. The high-level architecture of intelligent KAV-based alarm filter

threshold. The expert knowledge is very important in the architecture and is responsible
for rating alarms in the training process and deciding the rating threshold.

In real deployment, there are two phases in the filter: Preparation Phase and Filtra-
tion Phase. Experts first label and rate several NIDS alarms (e.g., one hundred rated
alarms), and then store them into the component of Alarm Database. This component
will train the machine learning classifier by using these rated alarms. In addition, ex-
perts also should decide the rating threshold in the component of Alarm Filter. We
denoted the above procedures as Preparation Phase.

After the Preparation Phase, the filter will enter into the Filtration Phase. In this
phase, NIDS alarms first arrive at the component of Rating Measurement. This compo-
nent will intelligently give score to each incoming NIDS alarm by using the machine
learning classifier. In general, a higher score or rating value means that relevant alarm is
more important. Later, these rated alarms will be forwarded to the component of Alarm
Filter, and this component conducts alarm filtration in terms of the pre-decided rating
threshold. For example, if the score of an alarm is smaller than the rating threshold,
then this alarm will be filtered out as unwanted alarm.

3.2 The Component of Alarm Database

This component is mainly used to store rated NIDS alarms and train a machine learn-
ing classifier by using these labeled alarms. Thus, it contains two parts: Rated Alarm
Storage and Alarm Classifier Training. In the part of Alarm Classifier Training, we
use a KNN-based classifier to classify and rate incoming alarms. The selection of this
classifier is based on the following two points:



Intelligent Alarm Filter Using Knowledge-based Alert Verification 119

Table 1. The scores and meanings for different rate-values

Classification Rate (4.0, 5.0] Rate (3.0, 4.0] Rate (2.0, 3.0] Rate (1.0, 2.0] Rate (0, 1.0]

Meaning Very Critical Critical Important Not Important Non-Critical

– The KNN (k-nearest neighbor) algorithm is a method for classifying objects based
on closest training examples in the feature space. That is, an object is classified
in terms of its distances to the nearest cluster. Therefore, this classifier is good at
clustering the rated alarms and classifying incoming alarms.

– Based on our previous work [12], the KNN-based classifier can achieve a very high
filtration rate with high classification accuracy. In addition, this classifier has a fast
speed in the phases of both training and classification, which is a desirable property
when deployed in a resource-limited platform (e.g., a mobile phone, an agent-based
network).

In Fig. 1, experts will give scores to a number of NIDS alarms and store them in the
Alarm Database. Then, this component can train the KNN-based classifier to establish a
KNN-based model by using these rated alarms. In addition, this component can update
the KNN-based model in the component of Rating Measurement periodically.

3.3 The Component of Rating Measurement

This component is responsible for classifying incoming NIDS alarms by using KNN-
based classifier, and rating these alarms by giving a score to each of them. The rating
classification and meanings of the rating mechanism are described in Table 1. It is easily
visible that the rate value of 5 is the highest score which means the alarm is very critical
for security experts and networks, while the rate value of 0 is the lowest score. Gener-
ally, higher score indicates that an alarm is more important. The numerical accuracy is
0.1 so that each rate has a range. For example, for a very critical alarm, its rating value
can be ranged from 4.0 to 5.0. For an important alarm, its rating value can be ranged
from 2.0 to 3.0. This numerical accuracy can improve the effectiveness of training and
decrease the classification errors.

To better illustrate the alarm classification by using KNN-based classifier, we give
a case in Fig. 2. The white-point is an incoming alarm waiting for classification. The
black-points are rated alarms and are gathered into three clusters rated as 4.3, 3.2 and
2.7. To classifier the white-point, the KNN-based classifier will calculate the Euclidean
distance (e.g., D1, D2, D3) between the white-point and the other three clusters respec-
tively. The distance can be used to represent the similarity between the white-point and
the clusters. The shorter the distance, the more similar they are. The calculation of the
Euclidean distance is presented as below:

[Distance (P1, P2)]2 =
N∑
0

(P1i − P2i)
2 (1)

P1i and P2i are the values of the ith attribute of points P1 and P2 respectively. If an
alarm is classified into one cluster, then this alarm will be given the rating value the
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Fig. 2. A case of classifying alarms using KNN-based classifier in the component of Rating Mea-
surement. The white-point is an alarm waiting for classification while the other black-points are
rated alarms and are gathered into three clusters.

same as that cluster. For instance, if an alarm is classifier to the cluster rated as 3.2, then
this alarm will be rated as 3.2 accordingly.

3.4 The Component of Alarm Filter

This component is responsible for filtering out NIDS alarms by means of a pre-decided
rating threshold. Thus, it has two parts: Rating Threshold and Alarm Filtration. In the
part of Rating Threshold, the rating threshold is pre-decided by expert knowledge. Then,
in the part of Alarm Filtration, the filtration procedure is shown as follows:

– If the rating value of an alarm is smaller than the rating threshold, then this alarm
will be filtered out as unwanted alarm.

– If the rating value of an alarm is higher than the rating threshold, then this alarm
will be output by the filter.

For the rating threshold, experts should pre-decide it in the Preparation Phase by con-
sidering the network structure and deployment. In this case, the expert knowledge is a
key factor to affect the filtration performance of the alarm filter. In the field of network
intrusion detection, a security expert has the capability to suggest and determine which
alarms are useful for them, so that the use of expert knowledge can indeed help improve
the filtration performance [19]. Due to the complexity, we leave the extraction of expert
knowledge as an open problem in our future experiments.

4 Evaluation

In this section, we implement and evaluate the intelligent KAV-based alarm filter in a
constructed network environment by using Snort [13] and Wireshark [18]. The experi-
mental deployment is presented in Fig. 3.
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Fig. 3. The deployment of experimental network environment

The Snort is an open-source signature-based NIDS, so that we deploy it in front of
Internal Network to detect network attacks. The intelligent KAV-based alarm filter is de-
ployed close to Snort in order to filter out NIDS alarms. The Wireshark is implemented
in front of Snort and is responsible for recording network packets. In real settings, net-
work traffic passes through Wireshark and arrives at Snort. The Snort examines network
packets and generates alarms. At last, all the generated alarms will be forwarded into
the intelligent KAV-based alarm filter for alarm filtration.

In the remaining parts of this section, we begin by describing the experimental
methodology. Then, we present and analyze the experimental results.

4.1 Experimental Methodology

In the evaluation, we mainly conduct two experiments (named Experiment1 and Exper-
iment2) to investigate the performance of the intelligent KAV-based alarm filter.

– Experiment1: In this experiment, we first rated 100 Snort alarms by using expert
knowledge with the purpose of training the KNN-based classifier (k=1). The used
100 Snort alarms were randomly extracted from the historic alarm datasets which
were collected in the same network environment. Then, we evaluated the intelligent
KAV-based alarm filter in the experimental environment for 5 days.

– Experiment2: In this experiment, we used the same rated Snort alarms to train the
KNN-based classifier (k=1). We then evaluated the intelligent KAV-based alarm
filter by using the same 5-day alarms that were collected in the Experiment1. But
the difference is that, in the end of each day, we re-trained the KNN-based classifier
with 50 new rated Snort alarms.

The feature extraction of the Snort alarms can be referred to our previous work [12].
The Experiment1 attempts to explore the initial performance of the intelligent KAV-
based alarm filter with one-time training, while the Experiment2 attempts to investigate
the performance of the intelligent KAV-based alarm filter with continuous training and
explore the effect of continuous training on the filter.
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Table 2. The distribution and number of rated alarms

Rate Value Rate (4.1, 5.0] Rate (3.0, 4.0] Rate (2.0, 3.0] Rate (1.0, 2.0] Rate (0, 1.0]

The number of alarms 10 11 9 33 37

Table 3. The filtration results with two rating threshold values in the Experiment1 for 5 days

Day DAY1 DAY2 DAY3 DAY4 DAY5

Before Filtration 1376 2456 1654 1209 2098
After Filtration (Rating Threshold: 3) 327 656 432 209 560
After Filtration (Rating Threshold: 4) 172 256 234 114 278

4.2 Experiment1

In this experiment, we used the method of one-time training to explore the performance
of the intelligent KAV-based alarm filter. The distribution of rated alarms is presented
in Table 2. This distribution is similar to the real deployment that the number of non-
critical alarms is far higher than that of critical alarms [11,12].

The 5-day experimental results are described in Table 3, it is easily visible that the
intelligent KAV-based alarm filter can greatly reduce the number of NIDS alarms. By
using different rating threshold values, the filtration rate varies accordingly. Based on
the security experts’ suggestions, the alarms with the rating values of 3 or above are
more interesting to them. Thus, we set the rating threshold values to 3 and 4 respectively.
For instance, in DAY2, the filtration rate is 73.3% for the rating threshold of 3 while the
filtration rate is increased to 89.6% if the rating threshold is set to 4. Moveover, by
analyzing the data collected by Wireshark, we find that the classification accuracy in
this experiment is ranged from 92.5% to 94.8%, which is applicable in real settings.

Overall, for the rating threshold of 3, the filtration rate is ranged from 73.3% to
82.7%, whereas for the rating threshold of 4, the filtration rate can be higher which is
ranged from 85.9% to 90.6%. The experimental results show that our designed intelli-
gent KAV-based alarm filter is promising in filtering out NIDS alarms.

4.3 Experiment2

In this experiment, we used a method of continuous training to explore the performance
of the filter. That is, in the end of each day, we re-trained the KNN-based classifier by
using 50 new rated Snort alarms. The experiment was performed on the same alarms
collected in the Experiment1 and the experimental results are described in Table 4.

In the table, the filtration rate for DAY1 is the same since the continuous training was
started in the end of DAY1. We find that the filter performed a little better filtration rate
than that in the Experiment1. For example, in DAY2, the filtration rate is increased to
79.3% for the rating threshold of 3 while the filtration rate is further increased to 91.1%
for the rating threshold of 4. We also find that the classification accuracy of the filter is
increased and ranged from 95.2% to 96.7%

In this experiment, from DAY2 to DAY5, the filtration rate is ranged from 77.1% to
85.4% for the rating threshold of 3, whereas the filtration rate is ranged from 87.4%
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Table 4. The filtration results with two rating threshold values in the Experiment2

Day DAY1 DAY2 DAY3 DAY4 DAY5

Before Filtration 1376 2456 1654 1209 2098
After Filtration (Rating Threshold: 3) 327 507 378 176 413
After Filtration (Rating Threshold: 4) 172 218 208 87 223

to 92.8% for the rating threshold of 4. The experimental results show that by using the
continuous training, both of the filtration rate and the classification accuracy of the filter
can be further improved.

5 Concluding Remarks

Network intrusion detection systems are very essential and widely used in current net-
work environment to detect network attacks. But it is a big problem that a large number
of alarms can be generated during their detection. To mitigate this issue, in this paper,
we propose and design an intelligent alarm filter by using the method of knowledge-
based alert verification (named intelligent KAV-based alarm filter). In particular, this
filter consists of three major components: Alarm Database, Rating Measurement and
Alarm Filter. The expert knowledge is used in both Alarm Database and Rating Mea-
surement to rate alarms and decide the rating threshold respectively. In the evaluation,
we conducted two experiments to investigate the performance of the intelligent KAV-
based alarm filter. The experimental results showed that by using one-time training, the
filter could achieve a very high rate in both alarm classification and alarm filtration. The
results also showed that by using a method of continuous training, the filtration rate and
classification accuracy could be further improved.

The filter achieved a good result in a network environment. Future work could in-
clude evaluating the impact of different k values on the classification results and using
larger and more alarm datasets to validate our conclusion. In addition, future work could
also include investigating how to accurately and efficiently extract expert knowledge.
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Abstract. An extreme event such as a natural disaster may cause social and eco-
nomic damages. Human beings, whether individuals or society as a whole, often
respond to the event with emotional reactions (e.g., sadness, anxiety and anger)
as the event unfolds. These reactions are, to some extent, reflected in the contents
of news articles and published reports. Thus, a systematic method for analyzing
these contents would help us better understand human emotional reactions at a
certain stage (or an episode) of the event, find out their underlying reasons, and
most importantly, remedy the situations by way of planning and implementing
effective relief responses (e.g., providing specific information concerning certain
aspects of an event). This paper presents a clustering-based method for analyz-
ing human emotional reactions during an event and detecting their correspond-
ing episodes based on the co-occurrences of the words as used in the articles.
We demonstrate this method by showing a case study on Japanese earthquake in
2011, revealing several distinct patterns with respect to the event episodes.

1 Introduction

In a human society, extreme events, such as natural and technological disasters (e.g.,
earthquakes and industrial accidents), economic crises and regional conflicts, are in-
evitable and sometime unpredictable [1]. The occurrences of extreme events may cause
serious social and economic damages [2]. In the face of such an event, human beings
will experience different emotional reactions at different times [3], and may adjust their
behaviors in order to recover from the impacts of the event [4]. For example, people
may feel anxious about the degree of a certain damage and may be easily influenced by
rumors [5]. At some point, people may be fearful about the severity of the situation and
may prefer to evacuate [6], such as the spontaneous evacuation when facing a perceived
radiation threat at Three Mile Island [4]. The anxious or fearful emotion may arouse
people to take actions to avoid potential harms, whereas the angry emotion may drive
people to overcome some encountered difficulties [4][7]. These emotions may also lead
to irrational crowd behaviors [4][6].

Throughout the different stages of an extreme event, human emotional reactions are,
to a certain extent, revealed in news articles or reports [8][9]. Thus, it would be desir-
able if such reactions can be timely and accurately captured by analyzing the contents
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from creditable mass media and professional relief-related media. Understanding hu-
man emotional reactions based on these media can readily help us identify social needs
at different times and thus plan effective relief missions accordingly (e.g., deploying
rescue teams to providing specific information concerning certain aspects of the event).

An extreme event often consists of a series of episodes [2]. Here, an episode could be
seen as an associated subevent within an entire event (e.g., tsunami may be associated
with earthquake) [4]. These episodes may draw different public concerns and result in
different emotional reactions at different times. While existing methods for sentiment
analysis that are aimed at detecting human emotions from certain contents [9][10] do
not address which episode of an event plays a dominant role in the change of human
emotional reactions, our present work utilizes clustering-based analysis, a widely-used
method [11], to identify episode-specific contents from all event-related news articles.
By doing so, we analyze human emotional reactions to each event episode based on
LIWC [3][12], a text-analysis dictionary containing more than 4500 words, grouped
into 80 categories (e.g., emotional, perceptual and social processes).

The remainder of this paper is organized as follows: Section 2 introduces the related
work. Section 3 presents the basic ideas of our method. Section 4 analyzes human reac-
tions during Japanese earthquake in 2011. Section 5 highlights our major contributions.

2 Related Work

Currently, there exist two types of methods for detecting human reactions to an extreme
event from media; they are: content-based analysis [5][13][14] and keyword-based anal-
ysis [15][16][17].

Content-based analysis is essentially a manual processing method that provides quali-
tative interpretations of extracted texts. These texts are classified by coders into different
categories based on certain coding schemes, such as RIAS (including 14 categories) [5]
or Taylor’s IUE model (including 8 categories) [13]. Utilizing this method, Mechel et
al. [18] have analyzed the interrelated reports that cover the BP Oil Spill in 2010. They
have found that traditional media focus more on political news and facts, whereas social
media are often driven by rumors and human-interested stories. Oh et al. [5] and Bollen
et al. [14] have examined human emotional changes during a stock crisis and an earth-
quake in Haiti, respectively. Although content-based analysis has good theoretical foun-
dations in social sciences, some limitations restrict its widespread use: (1) coders may
not agree with each other on how to rate the type of an emotional word even though they
have been well trained; (2) it is time-consuming if rating an article by multiple coders;
(3) coders’ emotions may affect the results, especially when reading sad news about a
catastrophe [3].

In order to perform real-time analysis, some computer-aided approaches have been
proposed for detecting human reactions to an extreme event. One of the most effective
methods is keyword-based analysis [15][16][17]. For example, SATO et al. [15] have
compared the changes of keywords over different times, and the chronological changes
of different keywords from mass media. They have found various human activities at
the different stages of an earthquake, such as saving life in the first 100 hours and recon-
struction after 1000 hours. Signorini et al. [16] have tracked the public sentiment with
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respect to H1N1 in USA. Nevertheless, it remains to be inadequate to depict human
emotional reactions based only on a few manually-selected words, as people often use
different emotional words to describe the same event [19]. Also, keyword-based anal-
ysis can only provide a macroscopic view of human emotional reactions, rather than
a microscopic representation showing where each event episode may play a distinct
role in emotional reactions. Moreover, some irrelevant contents in the news may affect
the quality of the results. To eliminate the irrelevant words and analyze the effect of an
event episode on human emotional reactions, in this paper we present a clustering-based
analysis method that evaluates the co-occurrences of the words, as used in news articles,
and utilizes a sentimental analysis tool (LIWC [3][12]). We take Japanese earthquake
in 2011 as a case study to reveal distinct patterns of emotional reactions with respect
to earthquake, tsunami and nuclear crisis by analyzing the contents of a typical mass
medium (i.e., BBC) and a professional relief-related medium (i.e., ReliefWeb).
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Fig. 1. The numbers of articles and words extracted from BBC and ReliefWeb over time

3 Clustering-Based Analysis

3.1 Datasets

The content data used in this work are extracted from BBC and ReliefWeb, which cor-
respond to two typical public media, i.e., a general mass medium and a special website
for relief. Generally speaking, the BBC materials are based on the stories of common
people (e.g., victims or refugees in an extreme event) and/or the press releases from
government offices, whereas the articles and reports on ReliefWeb mainly come from
the special relief agencies (e.g., international organizations and NGOs such as OCHA).

We retrieve all “Japan” related news from BBC1 and ReliefWeb2 between March 11,
2011 to March 30, 2011. Fig. 1 shows the numbers of articles and words being released
each day.

1 http://www.bbc.co.uk/search/news/japan?start day=11
&start month=03&start year=2011&end day=30
&end month=03&end year=2011&sort=reversedate

2 http://reliefweb.int/disaster/
eq-2011-000028-jpn?search=&sl=environment-term listing

http://www.bbc.co.uk/search/news/japan?start_day=11\&start_month=03\&start_year=2011\ \&end_day=30\&end_month=03\&end_year=2011\&sort=reversedate
http://www.bbc.co.uk/search/news/japan?start_day=11\&start_month=03\&start_year=2011\ \&end_day=30\&end_month=03\&end_year=2011\&sort=reversedate
http://www.bbc.co.uk/search/news/japan?start_day=11\&start_month=03\&start_year=2011\ \&end_day=30\&end_month=03\&end_year=2011\&sort=reversedate
http://reliefweb.int/disaster/eq-2011-000028-jpn?search=\&sl=environment-term_listing
http://reliefweb.int/disaster/eq-2011-000028-jpn?search=\&sl=environment-term_listing
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3.2 Clustering-Based Co-occurrence Analysis

We first extract all the words from each article, and construct a word-matrix for each
day. Second, we measure the asymmetric similarity of two words based on their co-
occurrences in the same paragraph. The more they are related, the closer they will ap-
pear [20]. Then, we cluster the similarity matrix by maximizing the modularity measure
Q [21]. The words in each cluster are divided into two parts: (1) episode-specific words
and (2) emotion-related words based on the LIWC categories [3]. By doing so, we an-
alyze the patterns of human emotional reactions with respect to distinct event episodes
by counting the number of emotional words in each cluster. The key steps of our method
are illustrated in Fig. 2.
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matrix M* based on [21]

D1

Di
DmaxD

fi1

fij
fimaxFDi

Mar. 11

Mar. 30

(6) Analyzing the dynamic responses
over time in each cluster Cip

1 0 1 2 1 4 1 6 1 8 2 0 2 2 2 4 2 6

Ci1 Ci2 Cip

C1p
Cip
CmaxDp

Japan related
news articles fij

fij

Fig. 2. The key steps of our method

Step 1. Extracting event-related news articles and reports from corresponding media

The news released on the same day are included into a folder Di, where i ∈
[1,maxD]. Each Di has a number of articles fij , i.e., Di={fi1, ..., fij}, where
j ∈ [1,maxFDi], and maxFDi denotes the total number of articles in Di.

Step 2. Constructing a word-matrix Mi for each Di

Based on a stopwords list3, we remove redundant words (such as prepositions) from
Di. The rest of the words in Di form a matrix Mi[NDi ][NDi ], where NDi is the
total number of different words having removed stopwords.

Step 3. Computing the co-occurrences of words in Mi

For each article fij in Di, if two words (e.g., nx, ny) appear in the same paragraph,
we perform: Mi[x][y] + +; Mi[x][x] + +; and Mi[y][y] + +.

Step 4. Computing the similarity of words in Mi

A pseudo-inclusion measure [20] is used to define the asymmetrical relationship
between two words. The asymmetric similarity matrix M∗

i is defined as: M∗
i [x][y]=

(Mi[x][y]
Mi[x][x]

)α(Mi[x][y]
Mi[y][y]

)1/α, where α denotes the coefficient parameter. If α=1, M∗
i is

the classical proximity index in scientometrics. Particularly, if M∗
i [x][y] is low and

M∗
i [y][x] is high forα�1, it means that y is general relative to x, and x belongs to a

3 http://www.lextek.com/manuals/onix/stopwords1.html

http://www.lextek.com/manuals/onix/stopwords1.html
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specific subdomain relative to y. Take two terms from ReliefWeb as an example. On
March 11, “kill” and “earthquake” are in the 684th and 3rd line in M∗

1 , respectively.
For α=10, M∗

1 [3][684]=0 and M∗
1 [684][3]=0.8603. It means that “kill” is general

relative to “earthquake”, i.e., “kill” is always accompanied by “earthquake”. We
evaluate it in the original texts. There are 8 articles containing “kill” on March 11,
in which “kill” and “earthquake” simultaneously appear in the same paragraph.

Step 5. Clustering asymmetric similarity matrix M∗
i [x][y]

We aim to find what types of emotional words are clustered together in describing
an episode of an extreme event. That is to say, we want to identify the effect of
each event episode on human reactions. Newman has proposed a fast community
detection algorithm for a matrix based on the modularity Q [21], defined as Q =∑
k

(ckl − a2k). At the beginning, each word is regarded as a single community.

ckl is defined as the fraction of edges that connect words in group Ck to others
in group Cl, and ak =

∑
l ckl. This greedy algorithm aims to maximize Q at

each step through merging different small clusters into a big one, i.e., maximizing
�Q = 2(ckl − akal) at each step. When Q reaches to the maximum value, the
best division is obtained. Each word is labeled with a cluster ID and grouped into a
different cluster Ck based on the similarity matrix M∗

i [x][y].

Step 6. Analyzing the changes of human reactions over time through counting emo-
tional words in the same type of clusters

After step 5, the words in Mi is divided into different clusters, i.e., Di can be fur-
ther denoted as {Ci1, ..., Cip}, where there are p clusters on ith day. Some tightly-
connected words, which depict the same episode, are clustered together. Specif-
ically, some emotional words can be extracted in each Cip based on LIWC [3].
Through computing the number of emotional words of a certain type, or the ratio
of a certain type of emotional words to all emotional words in the same type of
cluster in each Di, we can observe human emotional reactions to an event episode.
For example, we can reveal human emotional reactions to the nuclear crisis by ex-
tracting related words from Ci{nuclear} of Di.
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Fig. 3. (a) Dynamic changes of Pos and Neg emotions over time during Japanese earthquake in
2011. (b)(c) Subcategories of negative emotions extracted from BBC and ReliefWeb, respectively.

4 Results and Discussion
In this section, we provide some results on revealing human emotional reactions during
Japanese earthquake in 2011.
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4.1 General Results without Clustering-Based Analysis

Based on the LIWC categories, Fig. 3(a) reveals the distinct patterns of human nega-
tive and positive emotions with respect to Japanese earthquake in 2011. We can fur-
ther analyze the detailed subcategories of negative emotions (i.e., sadness, anxiety and
anger); the resulting patterns are plotted in Figs. 3(b) and (c) for BBC and ReliefWeb,
respectively. From these plots, it is difficult for us to explain which event episode (e.g.,
earthquake or nuclear crisis) affects the change of human emotional reactions. In other
words, we cannot capture what concerns people during such an event based on the
whole contents of news articles.

Figure 4 further presents the ratios of the words used specifically for describing
human perceptual and social processes according to the subcategories of LIWC [3].
Fig. 4(a) shows that the information that people acquire during the earthquake is mainly
told by others. And, people are interested in acquiring more information through com-
municating with others, as shown in Fig. 4(b). Based on the uncertainty reduction theory
(URT), under the conditions of stress and uncertainty, people tend to communicate with
others in order to know what has happened, and further to reduce perceived uncertainty
and alleviate their anxious emotions about an unknown event [22].
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Fig. 4. Dynamic changes of human reactions during Japanese earthquake in 2011 extracted from
BBC news

By comparing Figs. 3(b) and (c), we find that BBC and ReliefWeb exhibit distinct
patterns of anxious (fearful) and angry emotions, even though the sad emotion is always
dominant. Some theories from psychology suggest that the angry emotion is a source
of energy that drives people to take actions to control a threatening situation and over-
come encountered difficulties [7]. Whereas, the fearful emotion protects people from
potential dangers. In order words, the fear for disaster impacts may motivate people to
take immediate protective actions to avoid these impacts [4]. These psychological theo-
ries can help explain why two types of media exhibit different patterns during Japanese
earthquake; ReliefWeb, as a professional relief-related medium, provides more supports
and encourages people to take actions to recover from this event, whereas BBC, as a
public medium, pays more attention to how to protect ourselves from a danger.

Meanwhile, we also notice two phases in Fig. 3(c). In the first phase before March
20 in 2011, the angry emotion is higher than the anxious emotion. After that, the angry
emotion is lower than the anxious emotion. We cannot further explain this based only on
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the current method. In the next section, we apply clustering-based analysis to identify
and understand human reactions to each event episode during Japanese earthquake.

4.2 Clustering-Based Analysis

Based on the asymmetric similarity of words, clustering-based analysis identifies
episode-specific words from all the articles of each day; this is similar to detecting
hot topics from news articles [23]. With this method, we aim to reveal the underlying
reasons for distinct patterns of human emotional reactions

As described in Section 3, through clustering analysis at Step 5, some words about
event episodes (e.g., earthquake, tsunami and nuclear crisis) and their corresponding im-
pacts will be clustered together, respectively. A cluster is composed of both description-
related (e.g., magnitude, fukushima and meltdown) and psychology-related words (e.g.,
cry, confuse and kill). Fig. 5 shows an example of the hierarchal structure of D1. Some
irrelevant events, such as “illegal political donations of PM Naoto Kan” and “London
Olympiad”, are clustered separately. These irrelevant contents may affect our analysis
results. In order to accurately capture the changes of human emotional reactions over
time, we extract and compare the ratio of emotional words in the same type of cluster
on each day (e.g., the nuclear-episode on ith day, Ci{nuclear}), rather than the all words
on ith day (i.e., Di). Based on these episode-specific clusters, we can uncover how an
episode (i.e., subevent) affects the changes of human reactions.

Response
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Emergency
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Olympiad
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Waves
Pacific
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Sympathy

Nuclear
Evacuate
Fukushima

Irrelevant
Political
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Hit
Coast

Fig. 5. An example to illustrate the hierarchal structure of clustering results. There are 11 clusters
on March 11, 2011 (D1).

Figure 6 presents three human emotional reactions to the “earthquake” and “nuclear”
episodes as extracted from the two media. By comparing Figs. 6(a) and (b) with (c) and
(d), respectively, we find that people feel more anxious about the nuclear crisis and
sad about the earthquake. That is because the nuclear crisis could have more potential
risk and uncertainty than the earthquake, while people could more readily learn figures
about the damages of the earthquake from TV or other media. The anxious emotion
would become especially high when people lack situation-specific information about
the impacts of the event [4]. This also explains the higher anxious emotion as shown
in Fig. 3. Under such a situation, rumors could fast spread (such as the nuclear fallout
map4 and the radiation rain of Philippines5), and may result in some irrational behaviors

4 http://www.youtube.com/watch?v=RBye93OVkLU
5 http://www.bbc.com/news/technology-12745128

http://www.youtube.com/watch?v=RBye93OVkLU
http://www.bbc.com/news/technology-12745128
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(e.g., panic buying of iodide in USA6 and salt in China7). In this case, the emergency
management should quickly release more specific information about the radiation im-
pact in order to reduce such an anxious emotion. Moreover, ReliefWeb, as a special
medium for diaster relief, exhibited a relatively calm and professional attitude about
the nuclear crisis if we compare Figs. 6(c) with (d). As shown in Fig. 6(d), the anxious
emotion increased sharply in ReliefWeb only after more evidences about radiation leak-
age were confirmed on March 20, 2011, which could also be used to further explain the
change of the anxious emotion in Fig. 3(c).
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Fig. 6. Human emotional reactions to the “earthquake” and “nuclear” episodes during Japanese
earthquake extracted from BBC and ReliefWeb, respectively

Figure 7 presents the number of words used specifically for describing human per-
ceptual processes concerning different episodes at different times. In the face of a
catastrophe, BBC and other news agencies provide more live pictures on the damages.
Therefore, nature disasters could arouse more “seeing” related perceptual processes
than a nuclear crisis. Towards to an unseen risk, people would exhibit more “hearing”
related perceptual processes. On the other hand, we can see that there is a distinct peak
in Fig. 7(b). That is because Japan government and IAEA published many reports to

6 http://www.abc.net.au/news/2011-03-18/
worldwide-reports-of-iodine-overdoses-who/2649816

7 http://af.reuters.com/article/worldNews/idAFTRE72G1LZ20110317

http://www.abc.net.au/news/2011-03-18/worldwide-reports-of-iodine-overdoses-who/2649816
http://www.abc.net.au/news/2011-03-18/worldwide-reports-of-iodine-overdoses-who/2649816
http://af.reuters.com/article/worldNews/idAFTRE72G1LZ20110317
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explain the nuclear situation (e.g., IAEA continuously released six reports about the
nuclear crisis on ReliefWeb on March 15, 2011). Based on clustering analysis, most of
the comments from authorities are clustered into a single and basic group (i.e., at the
bottom of Fig. 5) as the reactions of the society to Japanese earthquake. However, only
the cluster of nuclear crisis is associated to these comments, and merged into a bigger
cluster (i.e., at the top of Fig. 5). From this point of view, we may infer how serious the
nuclear crisis was.
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Fig. 7. A comparison of the perceptual processes among three different event episodes during
Japanese earthquake

5 Conclusion

This paper has presented a clustering-based method for analyzing human emotional
reactions based on news articles released during an extreme event. Different from the
existing work, our method (1) eliminates the noises of irrelevant contents by means
of clustering episode-specific words; (2) identifies the relationship between emotion-
related words and episode-specific words based on an asymmetric similarity matrix;
(3) provides reasonable results based on a set of episode-specific words, rather than a
few manually-selected keywords. In addition, our method allows us not only to observe
human emotional reactions (e.g., sadness, anxiety and anger) over an entire event, but
also to find their underlying reasons, i.e., why a specific emotional reaction plays a
dominant role at a certain stage. By taking Japanese earthquake in 2011 as an example,
we have revealed some distinct patterns of human emotional reactions to the natural
disasters and to the nuclear crisis. Our results show that professional relief-related me-
dia contain more supportive emotions than general public media, and people exhibit
more anxious emotions about the nuclear crisis than the natural disasters. Our finding
also shows that during Japanese earthquake, there was a need to provide more specific
information about the radiation impact, so as to reduce the anxious level of the society.
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Abstract. The SECAIR project provides an event-driven architecture for 
critical environments. It deals with context awareness issues and surveillance of 
moving objects in real-time. The proposed architecture adopts a data fusion 
process to handle with location based data. It is therefore well-suited for 
business activity monitoring, supporting managers at analysing and processing 
complex event streams in real-time. A prototype applied to the surveillance of 
situation awareness for airport environments is presented. The main goal is to 
monitor for events in very congested areas for indoor and outdoor areas. The 
SECAIR system provides a collaborative environment for a better management 
of ground handling operations, in compliance with existing business rules. An 
advanced Graphical-User Interface with geographical and analytical capabilities 
is also presented. 

Keywords: Situation Awareness, event-driven architecture, spatio-temporal 
data, spatial Data Warehouse, Spatial Dashboard, Control Services. 

1 Introduction  

In today’s highly competitive service-oriented business environment, it is essential to 
keep decision makers informed about which events are affecting business-critical 
operations. This is the case of an airport, usually classified as a critical infrastructure, 
with a set of business rules which need to be continuously checked. It also needs to 
encompass functionalities for an unambiguous surveillance of surface traffic caused 
by aircrafts and vehicles, without reducing the number of operations or the airport 
safety level [1]. 

In the airport environment, to efficiently coordinate ground movements caused by 
aircraft, passengers and cargo, decision makers must be able to respond to an 
increasingly complex range of threats. But to reach the required level of coordination 
for decision-making and simultaneously to respond to every airport surveillance 
demands an informational cockpit with the following functionalities is required: 
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capacity to geographically communicate large amounts of relevant information with 
techniques to visualize multiple business data such as operational metrics and 
descriptive data (i.e., metadata). A feature typically assigned to corporate spatial 
dashboards. 

This is particularly true when the visualization of key performance indicators 
(KPI), describing how business is performing, are correlated with a geographical 
representation of on-going events [2]. 

In this paper an innovative event-driven approach for a continuous monitoring of 
airport events is presented based on the prototype that is being designed within the 
SECAIR project [3]. The project makes use of a spatial data warehouse (SDW) and 
deals with complex event streams using multiple localisation technologies, to reach 
the required level of data integration for decision-making. 

The remainder of the paper is organized as follows. Section 2 provides a short 
analysis of related work, outlining technologies used to continuously collect data 
about airport surface movements. Section 3 and 4 presents the system overall 
description, emphasizing the main points which make the proposed solution different 
from usual tracking systems. Section 5 presents the conclusions and future work. 

2 Related Work 

The range of technologies required to provide the early detection and intervention in 
an airport surveillance environment typically include a mix of many different 
systems. For instance, surface movement radar (SMR) and secondary surveillance 
radar (SSR) systems are quite common in large airports. However these solutions are 
extremely expensive to purchase and operate, and are subject to masking and 
distortion in the vicinity of airport buildings, terrain or plants [4]. 

The extensive deployment of satellite system and air-to-ground data links results in 
the emergence of complementary means and techniques. Among these, ADS-B 
(Automatic Dependent Surveillance-Broadcast) and MLAT (Multilateration) 
techniques may be the most representative [5]. However, current radar based systems 
have many problems to track surface targets, especially in very dense traffic areas, 
such as the apron area. But since most of the aircrafts turn-off their transponders after 
landing, there is a strong demand for a new sensing technology. Some solutions 
include near-range radar networks, Mode 3/A, S or VHF multilateration, magnetic 
flux sensors [6], CCTV systems with video analytics, or D-GPS installed in vehicles 
[4]. However, none of these localisation technologies is individually able to meet all 
the user’s requirements for airport surveillance.  

Although, it is already possible to find algorithms addressing the very stringent 
integrity requirements to support aircraft surface movement [7]. Most of existing 
systems still operate independently from each other, limiting the opportunity for 
providing automated decision support [8].  
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In the literature it is possible to find related research projects (e.g., 2004: Airnet and 
ISMAEL, 2006: EMMA, 2008: AAS and LOCON), that have successfully tested for 
ground movements surveillance, presenting actionable data with a high degree of 
certainty or as a cost-effective solution. Within the SECAIR project, the differentiating 
approach is that the localisation technologies are coherently integrated using advanced 
data-fusion techniques in order to reduce installation costs and to address multipath 
effects reduction. The project advanced fusion techniques operates with high-
performance Global Navigation Satellite System (GNSS) and improved radio based 
tracking, combined with video based technology to accomplish an automatic and reliable 
prediction of safety events. This integration extends the state-of-the-art for the 
surveillance of airport surface traffic, enabling unique automated decision support 
capabilities, with context aware services, that have not thus far been tested. 

3 System Description and Architecture 

The SECAIR system is designed to detect Safety and Security events caused by 
ground vehicle and aircraft movement at airports, using commercially available 
localisation technologies. For instance, to track handling operations at congested areas 
for indoor and outdoor environments (e.g., boarding gates at the passenger terminal 
and aircraft parking areas at the apron).  

The following data sources for vehicle or person positions, coming from different 
localization technologies that provide at least one position per second, are used: 

• A standalone GNSS, collecting positions each second and transmitting it to the 
central system via wireless data communication (e.g., Wi-Fi); 

• An indoor-outdoor tracking system based on radio frequency localization (IOTS); 
• A video surveillance and tracking system (VSTS); 
• IEEE 802.15.4a Ultra Wide Band (UWB) standard for a low-rate wireless personal 

area network. 

As many as possible all target objects (i.e., vehicles, and staff) are equipped with at 
least one localisation technology. To allow for fusion of data from different systems 
all location-based data are converted to WGS84 coordinates at the server side. As 
illustrated in Fig.1, these data are continuously transmitted (Data Capture layer) to a 
central processing Data Fusion module at the Business Data Processing Layer. The 
SECAIR advanced fusion techniques operate with improved radio based tracking and 
video based technology enabling the surveillance of non-cooperative resources (i.e., 
aircraft, vehicle, or personnel not equipped with a localisation device). 

Instead of using a simple median-based approach like most commercially available 
solutions, SECAIR uses an advanced data fusion algorithm that makes use of Quality-
of-Location (QoL) values as well as of environmental context information, for 
instance the position of walls or obstacles. This is further augmented by information 
on the object in question, such as its type, size or maximum speed. 
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Fig. 1. Block diagram with a high level view of the SECAIR system 

Constrains associated to the type of localisation technology are taken into account 
as well. For instance, video data may have issues with conglomeration of objects 
(which are difficult to distinguish), GNSS will probably give bad positional data 
inside a building, and radio signals can suffer from reflection from walls inside 
buildings. Such approach is especially noticeable in border cases such as the transition 
from inside a building to the outside, which typically means several localisation 
systems that were reliable before suddenly send bogus data, while other systems that 
may not even have received a signal start to provide excellent location-based data. 

The Business Data Processing layer includes software modules such a role-classified 
multi-view of business rules, customized business metrics and the segmentation of the 
airport into multiple operational areas interacting with each other over a common stream 
of location-based data. All modules use Windows Communication Foundation (WCF), 
part of the .NET framework 4, to transmit messages via TCP. WCF doesn’t define a 
required host, allowing creating clients that access services running in different context 
environments. 

At the Presentation layer, the surveillance capability of the SECAIR system is 
presented in three different ways. The Map Viewer represents moving objects as 
colour coded point features with a timestamp and a set of descriptive data (see Fig.2); 
including metadata about aircrafts, vehicles, drivers, flight data, or airport operations. 
The Alert Viewer lists alert messages with start and end time plus additional 
descriptive data. In Fig.2, the three vehicles visualized with a colour coded label 
outline different levels of alert messages presented at the Alert Viewer. The 
Dashboard Viewer graphically displays spatio-temporal business indicators to provide 
a clear picture of the airport status, using the Squarified Treemap algorithm [9].  
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4 Event-Driven Architecture for Spatio-temporal Data Analysis  

In order to validate the SECAIR, a system prototype for a pilot test is being installed 
at Airport of Faro, Portugal. The implementation comprises the system deployment, 
the interfaces to heterogeneous localization technologies and a set of client 
applications with a self-configuring GUI. For field tests, ANA-Aeroportos de 
Portugal (ANA) - the main Portuguese airports’ management company, provided 
airport vehicles together with a wireless network covering all airport operational 
areas. 

 

Fig. 2. Prototype version of the graphical user interface (GUI) layout 

The system deployment also comprises interoperability with existing airport 
systems, for instance, to collect flight information and data about Staff. Table 1 
presents the multidimensional database structure of the Spatial Data Warehouse 
(SDW) that will hold the analytical processing capabilities of the SECAIR system. 
The matrix lists at the columns the dimensions used to describe business logic and at 
the rows the events (facts) related to the different domains of surface surveillance. 
Any dimension (column) with more than one “X” implies that this dimension must be 
conformed across multiple fact tables, forming a constellation. 

The Airport Layout dimension is a spatial dimension with metadata about each 
operational area stored in thematic layers characterizing the airport layout in 
conformity to the ED119 std. [10]. For instance, airport circulation constraints on 
areas related to ground traffic movements include speed limits for different types of 
moving objects (e.g., operational vehicles and A/C), constrains for specific vehicles 
categories (e.g., auto-stairs, high-loaders, passenger busses), or data related to the 
airport operational status (e.g., normal or low visibility operations). The other 
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dimensions are non-spatial in the sense that they only store business data obtained 
through interoperability with existing airport systems.  

The three fact tables store specific events related to surface traffic, therefore 
classified as spatial facts with a new position stored for each object being monitored. 
The Ground Movements is the most granular and detailed fact table, classifying each 
movement in relation to any business rule infringement. The Safety & Security Events 
aggregates data related only to safety and security events. Finally the Vehicle Services 
fact table is particularly adjusted for fleet management.  

Table 1. The SDW Matrix of the SECAIR Data Structure 
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Vehicle Services X  X X X X X  X X 

 
Especially at higher levels in the architecture, some streams are opt-in, so clients 

need to register first. This reduces the amount of unnecessary network traffic. 
Messages also feature a priority property which is used throughout the system to 
identify important circumstances, making sure they are handled first. 

Client applications can subscribe to different events, receiving also in an event-
driven way all information, which can consist of location data and other business or 
device related data. For instance, whenever a vehicle protection area intersects with 
another moving object or infrastructure, a collision avoidance event is triggered 
informing the driver to move to a safety distance. This scenario requires the vehicle to 
be equipped with an onboard unit which immediately informs the driver of the 
danger. For ease of use SECAIR offers a touch screen display and a radiofrequency 
(RFID) reader for an automatic login procedure that uses the airport ID card of the 
driver to validate if the diver is authorized to operate the identified vehicle. 

Within the SECAIR project, WCF provides an explicit support for service-oriented 
development with a unified programming model for rapidly build service-oriented 
interfaces. The communication interface is mainly event driven, with the business 
logic and the external systems continuously sending events to update the GUI after a 
successful login. 

5 Conclusions  

The paper presents an event-driven architecture for the surveillance and tracking of 
Safety and Security events in critical areas, with functionalities to support spatio-
temporal data processing. This means that any occurrences are shown immediately 
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(within fractions of a second) and, as far as possible, dealt with automatically. It is 
therefore well-suited for business activity monitoring, supporting business users at 
analysing and processing complex event streams in real-time. 

The architecture adopts a multi-layer approach with heterogeneous localization 
technologies and a data fusion process to handle with event streams emitting 
continuously location-based data for each surveyed object. 

The proposed system is being designed to deal with spatio-temporal requirements, 
including scalability and security of data. A SDW was specified to hold a very high 
volume of fine-grained events, which must be processed and analyse individually 
before taking appropriate control actions. The innovative mix between 
geovisualization functionalities and KPIs for the spatial dashboard also introduces 
new challenges, contributing to improve situation awareness and coordination of 
ground handling operations. 
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Abstract. The following paper describes a text normalization program
for the Polish language. The program is based on a combination of rule-
based and statistical approaches for text normalization. The scope of all
words modelled by this solution was divided in three ways: by using gram-
mar features, lemmas of words and words themselves. Each word in the
lexicon was assigned a suitable element from each of the aforementioned
domains. Finally, the combination of three n-gram models operating in
the domains of grammar classes, word lemmas and individual words was
combined together using weights adjusted by an evolution strategy to
obtain the final solution. The tool is also capable of producing grammar
tags on words to aid in further language model creation.

1 Introduction

In the field of Natural Language Processing there has always been a grave de-
mand for the employment of large quantities of textual data [2,3]. This is es-
pecially true for Automatic Speech Recognition (ASR), or Machine Translation
(MT). To make software as effective as possible, such texts need to undergo
several stages of preparation, one of the most essential being normalization.

During the development of Language Models (LM), which are often used in
the ASR and MT tasks, corpora of over 100 million words are frequently utilized.
Manual processing of such gigantic amounts of texts, even by a large team of
people would be at best ineffective and expensive, if not simply impossible. The
only feasible and working solution is the utilization of computer programs which
can perform the same task in a reasonable amount of time.

Text normalization is the process of converting any abbreviations, numbers
and special symbols into corresponding word sequences. The procedure must pro-
duce texts consisting exclusively of words from a given language. In particular,
normalization is responsible for:

1. expansion of abbreviations in the text into their full form
2. expansion of any numbers (e.g. Arabic, Roman, fractions) into their appro-

priate spoken form
3. expansion of various forms of dates, hours, enumerations and articles in

contracts and legal documents into their proper word sequences

This task, although seemingly simple, is in fact quite complicated - especially in
languages like Polish which, for example contains 7 cases and 8 gender forms for
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nouns and adjectives, with additional dimensions for other word classes. That is
why most abbreviations have multiple possible expansions and each number no-
tation over a dozen outcomes. It is worth noting that in Polish the dictionary of
only the words related to numbers contains almost 1000 entries. This is because
each number can be declined by both the case and gender/number which in Pol-
ish most often changes the suffix of a word, thus producing a completely new word
(if unique letter sequences are treated as unique words). The amount of possible
outcomes of normalization of word sequences containing abbreviations and num-
bers grows exponentially with the number of words that need to be expanded. It is
also worth mentioning that sentences in Polish follow a strictly grammatical struc-
ture and the adjoining words in the sequence have to be grammatically correct.
Example: Wypadek był na sto dziewiȩćdziesia̧tym pia̧tym kilometrze autostrady.
(translation: The accident happened on the hundred and fiftieth kilometer of the
highway.)

The authors needed a program to normalize texts in Polish in order to prepare
corpora used for training language models for use in Automatic Speech Recogni-
tion and Machine Translation. This work describes the technical aspects of the
text normalization tool designed specifically for the Polish language.

2 Text Acquisition

The first step in building the software was the acquisition of a large quantity of
textual data. The authors managed to obtain text corpora surpassing 1 billion
words in size. They originated from various online newspapers (∼48%), special-
ized newspapers (∼9%), legal documents (∼18%), wikipedia (∼9%), parliament
transcripts (∼9%), radio, tv, usenet, subtitles, etc. . .

Most of the data was gathered directly from Internet sources using custom
software. It was later balanced during the training phase to avoid overfitting to
certain domains and styles of speech. Most of these texts (excluding the finished
corpora) were acquired during a span of several months. The task workload is
estimated at around 6-12 man-months.

3 Text Preparation

All the acquired texts were initially processed to remove any unnecessary data
like tags, formatting and words out of context (e.g. values from tables or contents
of ads). This processing was done by a single person during a span of about 2
months. Following that, texts that were suspected to contain too much garbage
were removed from the dataset. This was done using a program that counted
words from a Polish spelling word list. The discarded texts had either a large
amount of typos or non-Polish words. Finally, all the data was gathered and saved
into a simple and manageable text format. It’s worth noting, however, that at
that point, the most important and most difficult task - text normalization - has
still not yet been performed.
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The authors have decided to use both rule-based mechanisms and statisti-
cal language models in the text normalization software. Paradoxically, to build
even the simplest statistical language model for use in this tool, already nor-
malized texts were required. To that end, a small group of linguistics students
were trained to create a small balanced manually normalized corpus. This was
later used to build the initial language model for the first iteration of the text
normalization software. A collection of carefully chosen texts amounting to 2.5
million words were used for this manual corpus. A group of 8 people performed
this task in the span of 4 months.

The word list was split into several smaller sub-lists. Each sub-list was as-
signed to two independent linguistic students that didn’t know each other or
had any way of communicating. The results were then merged by a program
that also generated a list of all inconsistencies between the two lists. This list
of inconsistencies was finally analyzed and corrected by a third, independent
person, with a PhD in linguistics and most experienced of the group. This stage
took another 4 months to complete. The final result was a dictionary of most
frequent Polish words, their grammatic description and lemmas.

In Polish, many unique letter sequences can be derived from more than one
word lemma. That is why it was necessary to reevaluate the whole normalized
corpus once again in order to disambiguate all the words given their actual
context. This was made easier thanks to a program that looked for such words
within the corpus and allow for appropriate alterations. This whole stage took
about a month.

The outcome of the 9 month work of the whole group was a balanced, man-
ually normalized text corpus with disambiguated word lemmas and grammatic
features. A dictionary of the most frequent words, abbreviations and all common
number forms with lemmas and grammar features was also created.

4 Synthetic Texts

After a few iterations of the software it was observed that most errors appear in
sequences that occur least frequently in the training set. These were sequences
that had a generally clear grammatical structure, but the used text corpus was
too small for the language models to reflect that structure. A common technique
used to improve the statistical language models is to generate synthetic texts
with a previously established grammatical structure [13].

Synthetic texts were generated to contain context-free sequences of several
words from the domains including numbers (with various units of measurment),
dates and times. All the words contained within the synthetic texts were also
placed in a separate dictionary. These texts obviously didn’t require any normal-
ization or disambiguation because this was already included in the generation
process. The texts were constantly generated and added throughout the second
half of the project. The final list contained around 3 million words.
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5 Development of Language Models

Many experiments were done in order to create the best working language model
for use in the text normalization software. The best found configuration will be
described in this section.

The word lexicon contained 39362 words, 14631 word lemmas and 603 gram-
mar classes. Given that the word context during normalization of texts in Polish
is often more than 5 words (e.g. while expanding long numbers) it was estab-
lished that the best course of action in this case would be to create long range
n-gram models. A model with a range of n=3 was used for the individual words,
n=5 for word lemmas and n=7 for grammar classes. Since the manually nor-
malized corpus was rather small, the experiments showed that expanding the
range of the individual word model didn’t drastically improve its performance
(as witnessed by perplexity measures). A different result was observed with word
lemma and grammar models however. Because both the number of lemmas and
grammar classes is considerably smaller than the number of individual words,
the former were better modelled in the text corpus and this allowed for increas-
ing the context length of their language models. The ratio 3-5-7 was established
as optimal for the given corpus, dictionary and domain. Larger contexts didn’t
decrease the perplexity significantly. It is worth noting that the 7-gram range for
grammar classes has a significant advantage to lower ranges because in Polish a
word at the start of the sentence determines the case for the entire sentence and
thus can affect the morphology of words also at the end of the sentence.

To develop the language model, only the normalized corpus consisting of 2.5
million words and synthetic corpus of 3 million words were used. The training
data consisted of 10 collections, each containing texts from a certain domain.
Synthetic texts comprised 4 different domains and the manually normalized texts
had 6 different domains amounting to 2 million words. 250 thousand words each
were chosen from the manual corpus for a testing and development set. All
the models were linearly interpolated. A (μ + λ) Evolution Strategy [4,5] that
minimized the perplexity of the final model (consisting of 3 smaller models: word,
lemma and grammar) on the development set was used.

The Evolution Strategy optimized hundreds of parameters, specifically:

1. weights of 30 text domain sets (10 parameters for each model)
2. linear interpolation weight for all n-grams in all models. The weights de-

pended on the frequency of occurrence of given n-gram - there were 5 ranges
of frequency

3. linear interpolation weights for the word, lemma and grammar classes models
(combining the smaller models into one larger)

After preparing all the data and tools in previous stages, it takes about a week
to generate a new language model. The best model trained on the normalized
data the perplexity of 376 on an independent test set (around 400 thousand
words).Perplexity [2] is a common benchmark used in estimating the quality
of language modeling. The lower values are generally preferable, although they
obviously depend on both the effectivness of the model, as well as the complexity
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of the test data. In our experiment, the value isn’t too small, but it’s worth noting
that the test set contained texts from varying domains and not a single domain,
as is often the case in the majority of domain experiments, where state-of-the-art
models achieve values well below 100.

6 Text Normalizer Architecture

The most important components of the software for text normalization are the
decoder, language model and a set of expansion rules. The expansion rules are
used in the expansion of commonly used abbreviations and written date and
number forms. A synchronous Viterbi style decoder that generated a list of hy-
potheses ordered by the values retrieved from the language model was used. Each
time the text contained a word sequence that could be expanded, all the possible
expansions were fed into the decoder. Because the expansion of long numbers
or some abbreviations expects that several words need to be added at once, hy-
potheses of varying lengths may end up competing against each other. This was
remedied by the normalization of hypotheses’ probabilities to their lengths. Such
a normalization was equivalent to the addition of a heuristic component com-
monly used in asynchronous decoders like A∗. The decoding process is generally
quite fast, but word sequences that contain many abbreviations and numbers can
severely slow it down. For this reason, a maximum number of hypothesis was
set to 2000. Over 1500 different rules of abbreviation expansion were manually
created including a number of algorithms for parsing of date and hour formats,
converting Roman numerals to Arabic, parsing real numbers and improving the
quality of the normalizer in case the source texts missed decimal points (marked
by commas in Polish) or if they were replaced by spaces or periods.

7 Experiment Results

Because the fragments sometimes expanded into a sequence of words, a simple
word error rate seemed inappropriate for this purpose. Instead a fragment error
rate was evaluated. To that end, a special test set was chosen from indepen-
dent data. The source of this data was the same as the training data. This was
processed by the normalizer and then manually corrected by a linguist. Each
fragment that needed normalization was analyzed by the expert and marked
either as correct or incorrect. The test set contained 1845 normalized fragments,
1632 of which were normalized correctly and 213 incorrectly, giving 88.5% accu-
racy.

8 Conclusion

This work described the development of software used for the normalization of
texts in Polish language. The development took considerable effort seeing as it
was necessary to manually build a training corpus, dictionary and set of rules
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for abbreviation expansion. The project was assisted by 8 students of linguistics.
The result of this work is a program that is able to normalize a 100 million word
corpus on a modern computer in 2-3 days.

This work represents one on the few efforts in normalization of large quantities
of textual data for Polish [1] and arguably the first used for ASR and MT
purposes. The results clearly show it is possible to create a reasonably accurate
working system for any domain. It is worth noting that normalization of domain
independent data can be problematic. For example, systems trained on news
data tend to produce many errors when used on legal documents and vice versa.
More experiments on domain constraints and adaptation are necessary.
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Abstract. Extracting semantical relations between concepts from texts is an im-
portant research issue in text mining and ontology construction. This paper presents
a machine learning-based approach to semantic relation discovery using preposi-
tional phrases. The semantic relations are characterized by the prepositions and the
semantic classes of the concepts in the prepositional phrase. WordNet and word
sense disambiguation are used to extract semantic classes of concepts. Prelimi-
nary experimental results are reported here showing the promise of the proposed
method.

1 Introduction

Learning semantic relations from domain texts is a fundamental task in automatic ontol-
ogy construction and text mining. Non-taxonomical semantic relations tend to be more
difficult to discover simply because there are too many such relations in contrast to the
taxonomical ("is-a") relation. Researchers have developed various approaches [2] [5] [13]
to the task of non-taxonomical relation extraction. Methods presented in [2], [5] and [13]
exploit the syntactic structure and dependencies between the words for relations extrac-
tion and exploit statistical tests to verify the statistical significance on the occurrence of
concept pair and the verb together. In [10], we proposed theSVO (Subject-Verb-Oobject)
approach that starts with triplets of the form (C1, V , C2) such that C1, V , and C2 occur
as subject, verb and object in a sentence, and utilizes the log-likelihood ratio measure
to select valid semantical relations. It was shown that our SV O approach produces very
good precision in experiments using the Electronic Voting data set.

Even though the SV O method is able to identify relations with high accuracy, the
count of relations obtained does not represent the whole domain. To improve the cover-
age of non-taxonomic relations, we present in this paper a supervised learning technique
to find the semantic relations using prepositional phrases.

2 Using Prepositional Phrases

Intuitively, prepositional phrases often indicate semantic relations between con-
cepts. Consider the phrases "management of company" and "revolt of the
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Fig. 1. Architecture for Learning Semantic Constraints

workers" as an example. Clearly the phrases indicate that company relates to
management via relationship possess, and revolt relates to worker via re-
lationship performed by. In this paper we present a supervised learning technique
for finding semantic relationship between concepts occurring in prepositional phrases.
The detailed architecture for obtaining the training data and learning the semantic con-
straints is presented in the Figure 1. The supervised approach for learning semantic
constraints for semantic relations can be divided into the following four steps.

1. Extraction of unambiguous prepositional phrases.
2. Selection of attributes and their values for training instances.
3. Eliminating inconsistencies in the training data.
4. Learning rules for labeling the relations.

2.1 Ambiguity in Prepositional Phrases

One of the major difficulties in identifying semantic relations from prepositional
phrases is the ambiguity in preposition attachment. For example, from the observation
of the following two sentences,

1. I bought the shirt with pockets
2. I washed the shirt with soap

It is clear that in sentence 1, with pockets describes the shirt. However, in sentence 2,
with soap modifies the verb wash. Prepositional phrase disambiguation in natural lan-
guage processing takes (N1, V1, P,N2) as input and to identify whether the given
prepositional phrase [P,N2] to be attached to the noun(N1) or the verb(V1). In this
paper we focus on unambiguous prepositional phrases for learning the constraints.

Unambiguous prepositional phrases are extracted from the part of speech tagged
text using a simplified chunker and the extracted concepts list obtained by applying
our method [8] and indicated as "WNSCA+{PE, POP}" in Figure 1. The input text is
initially processed using Brill’s part of speech tagger [1]. Words occurring as deter-
miners, adjectives, and cardinal numbers are removed from the part of speech tagged
text. From the filtered text, concepts are extracted, and then for each occurrence of the
prepositional phrase(i.e., preposition and the following noun in the form (P,N2)), the
preceding text(up to 5 words) is searched for the occurrence of noun, verb, or both. If
both noun and verb are present then such prepositional phrase is considered as an am-
biguous one. We only keep triplets of the form (N1, P,N2) found such that either N1

or N2 must occur in the extracted concepts list.
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2.2 Relationship Labeling

For each of the unambiguous prepositional phrases selected, the relationship between
the concepts occurring in the phrase needs to be labeled. We define a fixed set of can-
didate relation labels as shown in Table 1. The relation labels are collected observing
several semantic relations listed in [12], [4], and [7].

Table 1. Semantic Relations for Prepositional Phrases (A,Preposition,B)

No. Semantic Relation A → B A ← B

1 subtype transaction of purchase
2 part of
3 attribute model of computer
4 procedure construction of plant project in production
5 perform by authorization from director company for distribution
6 cause debt for investment
7 measurement billion in investment amount in dollar
8 use
9 location bank in city
10 require knowledge of negotiation
11 produce processor of product
12 antonym breakup of conglomerate
13 synonym
14 performed on marketing of satellite market for acquisition
15 source support from Board
16 member head of planning
17 possess person with deposit tax on income
18 recipient share by affiliate
19 constraint
20 associated with bid after trading
21 temporal Working through weekend budget on schedule
22 collection syndicate of investor

Each unambiguous prepositional phrase extracted from the text is manually labeled
with one of the relations in Table 1. The assigned label indicates the semantic rela-
tion between the concepts in the prepositional phrase along with the direction of the
relationship.

2.3 Training Data Construction and Inconsistency Elimination

Each manually labeled prepositional phrase is considered as an instance for the super-
vised learning algorithm. We used the C4.5 [11] decision tree algorithm for the learning
task. To make use of the C4.5 algorithm, attributes or features need to be selected and
their possible values determined so that each prepositional phrase instance is converted
to a record for decision tree learning. Three attributes namely, Source Class, Preposi-
tion, and Target Class are defined. For a given prepositional phrase, the Source Class
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attribute takes the semantic class of the noun preceding the preposition, Preposition at-
tribute takes the actual preposition in the phrase, and Target Class attribute takes the se-
mantic class of the noun following the preposition. For example, for the phrase "maker
of refrigerator", attribute values are Source Class = entity#1, Preposition =
of, and Target Class = entity#1. Attributes values for Source Class and Target Class
attributes are extracted from the WordNet [6] by identifying the senses of concepts.
Weighted sense disambiguation approach [9] is used to find the senses of the concepts.
As shown in the above example, semantic classes of the concepts appear as class
name#sense number. Here, class name is the top-level class in the WordNet and
sense number is the sense index in the WordNet for class name. In the above ex-
ample entity#1 indicates the top-level class as entity with sense number 1.

Training data obtained this way may still contain inconsistencies. Namely, there may
exist two or more instances with same attribute values but with different relation labels.
To resolve ambiguities a specialization procedure is applied. For each set of ambigu-
ous examples, Source Class attribute value is replaced with immediate hyponym of its
current value in the hierarchy of the noun preceding the preposition. If ambiguity is
not eliminated, Target Class attribute value is replaced with the immediate hyponym
of its current value in the hierarchy of noun following the preposition. This process is
repeated until the ambiguity is resolved or no more specialization can be done. Simi-
lar specialization procedure is also used in [3] for learning constraints for part-whole
relations.

3 Empirical Evaluations

The proposed semantic relation discovery method is experimented with Electronic Vot-
ing and Tenders, Offers, and Mergers (TNM) corpora. The Electronic Voting domain
text consists of 15 documents (with a total of more than 10,000 words) extracted from
New York Times website in 2004. These documents describe issues in using electronic
voting machines for elections.. The TNM Corpus is collected from TIPSTER Volume 1
corpus distributed by NIST. The TIPSTER Volume 1 corpus consists of news articles
from Wall Street Journal in 1987 through 1989. In TIPSTER corpus data each news ar-
ticle is labeled with its topic. The TNM Corpus is obtained by collecting news articles
with the topic label Tender offers, mergers, and acquisitions. The TNM corpus consists
of 270 articles with a total size of 29.9 MB.

3.1 Two Classification Schemes

Due to space limitations we omit detailed discussions on experiments for the Electronic
Voting domain text, and mainly focus on the studies on the TNM corpus. For both
corpora, we tried two alternative classification schemes, as described below.

Frequent Relations Approach. The top four frequent relations in the training data are
labeled by 3, 14, 9, and 17 in Table 1. That is “attribute", “performed on", “location",
and “possess" are the most common semantic relations in the training data. The remain-
ing relations do not have much representatives. So we lump the these relations into one
new relation "0" and construct one decision tree using the revised training data. Here
we have a classifier with 5 outcome classes.
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Multiple Binary Classifiers Approach(MBCA). Another approach we implemented for
learning rules for semantic relation labeling is MBCA. In this approach, C4.5 algorithm
is used for learning rules for each of the top four relations separately from the training
data. Training data is constructed in such a way that all instances belong to either the
target relation or not. Modified training data is fed to C4.5 algorithm to learn the rules
for the target relation. This procedure is repeated for each of the four relations. The
learned rules for each of the relations are combined and sorted based on their accuracies.
The sorted rule set is used for classification of unknown instances.

3.2 Experiments on TNM Data

After initial success with the Electronica Voting data, experiments are conducted on
Tenders Offers, Mergers and Acquisitions(TNM) data to further confirm the validity
of the proposed method. After filtering out ambiguous prepositional phrases, we got
116350 triplets of the form (N1, P,N2). It is difficult to manually label all of the
116350 phrases. To obtain the training data, we randomly selected a subset of 2000
prepositional phrases and manually labeled each of them with one of the relationship
labels. Among the 2000 phrases, 692 phrases are either ill-formed, or contain terms not
defined in the WordNet. Thus the remaining 1308 prepositional phrases are used for
learning with C4.5.

The resultant 1308 prepositional phrases, when manually labeled, got 28 distinct
relation labels. Maximum possible number of relation labels are 22(from A→ B) +22
(from A ← B) = 44 as listed in Table 1. Among the 28 distinct relationships, there
exists only 3 to 5 instances for most of the relations. As described earlier, we focus on
the top frequent relations and label the instances of the remaining relations as class "0".

Frequent Relations Approach. Among the 1308 examples labeled above from TNM
data, relationships with labels 3, 14, 9, and 17 constituted 386 examples. For the re-
maining 922(1308-386) instances, label 0 is assigned indicating that given instance
does not hold any of the four relation labels mentioned above. The modified training
data with 5 target class labels (0− 4) is used to learn the rules for each relations. Using
four-fold cross validation, average accuracy of the C4.5 decision tree on test data is
(61.1+50.3+53.1+51)/4) = 53.8%. From the obtained decision tree, high accuracy
rules are extracted.

The accuracy of the frequent relations approach on Electronic Voting and TNM do-
mains is summarized in the Table 2. The MBCA is also applied to the TNM data. The
accuracy of the MBCA on Electronic Voting and TNM domains is summarized in the
Table 3.

Table 2. The FR Approach Results

Domain Text Accuracy(%)

Electronic Voting 57.8
TNM 53.8

Table 3. The MBCA Approach Results

Domain Text Precision(%) Recall(%) Accuracy(%)

Electronic Voting 42.9 38.4 49.1
TNM 45.7 57.7 47.8
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4 Conclusions

We present a method for learning semantic constraints for labeling the relations be-
tween the concepts occurring prepositional phrases. This approach learns the semantic
constraints using C4.5 algorithm. The learned constraints are represented in terms of
the semantic classes of the concepts in the prepositional phrases. Semantic classes of
the concepts are extracted from the WordNet using sense disambiguation technique.
This approach is experimented with Electronic Voting and TNM data. The experimental
results indicate the presented method is useful for learning semantic constraints. Ex-
perimental results emphasize that further experiments need to be conducted on larger
training data.

References

1. Brill, E.: A simple rule-based part-of-speech tagger. In: Third Conference on Applied Natural
Language Processing, pp. 152–155 (1992)

2. Ciaramita, M., Gangemi, A., Ratsch, E., Saric, J., Rojas, I.: Unsupervised learning of seman-
tic relations between concepts of a molecular biology ontology. In: Proc. of International
Joint Conference on Artificial Intelligence (IJCAI 2005), pp. 659–664 (2005)

3. Girju, R., Badulescu, A., Moldovan, D.: Learning semantic constraints for the automatic
discovery of part-whole relations. In: Human Language Technologies and North American
Association of Computational Linguisitics, pp. 80–87 (2003)

4. Girju, R., Moldovan, D., Tatu, M., Antohe, D.: On the semantics of noun compounds. Com-
puter Speech and Language 19, 479–496 (2005)

5. Kavalec, M., Maedche, A., Svátek, V.: Discovery of Lexical Entries for Non-taxonomic Re-
lations in Ontology Learning. In: Van Emde Boas, P., Pokorný, J., Bieliková, M., Štuller, J.
(eds.) SOFSEM 2004. LNCS, vol. 2932, pp. 249–256. Springer, Heidelberg (2004)

6. Miller, G.A.: Wordnet: An on-line lexical database. International Journal of Lexicogra-
phy 3(4), 235–312 (1990)

7. O’Hara, T., Wiebe, J.: Classifying functional relations in factotum via wordnet hypernym
associations. In: Int. Conf. on Computational Linguistics, pp. 347–359 (2003)

8. Punuru, J., Chen, J.: Automatic Acquisition of Concepts from Domain Texts. In: Proceedings
of IEEE Int. Conf. on Granular Computing, pp. 424–427 (2006)

9. Punuru, J., Chen, J.: Learning Taxonomical Relations from Domain Texts using wordNet
and Word Sense Disambiguation. Proceedings of IEEE Int. Conf. on Granular Computing,
August 2012 (to appear)

10. Punuru, J., Chen, J.: Learning Non-Taxonomical Semantic Relations from Domain Texts.
Journal of Intelligent Information Systems 38(1), 191–207 (2012)

11. Quinlan, R.J.: C4.5: Programs for Machine Learning. Morgan Kaufmann (1993)
12. Rosario, B., Hearst, M.: Classifying the semantic in noun compounds via a domain-specific

lexical hierarchy. In: EMNLP 2001, pp. 82–90 (2001)
13. Schutz, A., Buitelaar, P.: RelExt: A Tool for Relation Extraction from Text in Ontology Ex-

tension. In: Gil, Y., Motta, E., Benjamins, V.R., Musen, M.A. (eds.) ISWC 2005. LNCS,
vol. 3729, pp. 593–606. Springer, Heidelberg (2005)



DEBORA: Dependency-Based Method for Extracting
Entity-Relationship Triples

from Open-Domain Texts in Polish

Alina Wróblewska2 and Marcin Sydow1,2

1 Polish-Japanese Institute of Information Technology, Warsaw, Poland,
2 Institute of Computer Science, Polish Academy of Sciences, Warsaw, Poland

alina@ipipan.waw.pl, msyd@poljap.edu.pl

Abstract. This paper describes DEBORA – a dependency-based approach to
the extraction of relations between named entities from Polish open-domain texts.
The presented method designed for the purpose of the conducted experiment is
adapted to morpho-syntactic properties of Polish. Results show that the method
is applicable for Polish, even if there is a room for improvement. The extraction
approach may be applied to the problem of graphical entity summarisation.

Keywords: knowledge graphs, information extraction, dependency parsing,
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1 Introduction

Amount of information available in textual resources on the Web is huge and is still
growing. For this reason, Information Extraction (IE), which aims at automatic or
semi-automatic collection of structured data from textual corpora of given domain, is
in the mainstream of academic and industrial research. More recently, the scientists’
attention is paid to Open Domain IE (ODIE), in which information is automatically
extracted from textual resources not restricted to any particular domain.

This paper describes a subtask of ODIE – the automatic extraction of entity-
relationship (ER) triples from Polish texts. ER-triples are instances of semantic relations
between pairs of named entities (NE), e.g., (Warszawa, jest w, Polsce), Eng. (Warsaw, is
located in, Poland). Triples extracted from a corpus are regarded as candidates for being
facts. Thus, after applying some validation techniques to filter out invalid or unreliable
facts, available ER-triples may be used to build a large semantic knowledge base. Since
building a knowledge base is a complex process, its first stage consisting in the extraction
of triples from Polish open-domain texts is in the scope of this paper.

Most of already proposed relation extraction techniques are based on pre-defined ex-
traction rules or manually annotated training corpora. As the manual development of
extraction patterns or the manual corpus annotation are expensive and time-consuming
processes, systems based on these techniques are usually limited to one extraction do-
main. One of the first successful systems for the fast and scalable fact extraction from
the Web is the domain-independent system, KnowItAll [4]. KnowItAll starts with the ex-
traction of entities of pre-defined entity types (e.g., CITY, MOVIE) and then discovers
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instances of relations between extracted entities using handwritten patterns. Another
system called TextRunner [2] applies a technique of extracting all meaningful instances
of relations from the Web. The system ReVerb [5], in turn, overcomes some limitations
of the mentioned systems using a novel model of the verb-based relation extraction.

Although many efficient triple-extraction models exist for English and few other lan-
guages, this research field is still not explored in a large group of inflecting languages
with relatively free word order, such as Polish. The direct application of many extraction
techniques designed for English, which is an isolating language with topological argu-
ment marking, seems to be not suitable for Polish, which is an inflecting languages with
the morphological argument marking1 and free word order. Topology-based extraction
rules defined for English may not be applicable for Polish.

This paper presents experiments on extracting ER-triples from Polish Web docu-
ments using a dependency-based method. The paper is structured as follows. Section 2
outlines the dependency-based method of extracting triples. The prototype implemen-
tation of the entire extraction procedure is described in Section 3. Section 3.1 gives an
overview of experimental results. Finally, a novel application of the extracted triples in
graphical entity summarisation is presented in Section 5.

2 DEBORA – A Dependency-Based Method of Triple Extraction

Although existing triple extraction techniques may be efficient for English, they may
not be applicable for Polish. English is a language with relatively restrictive word or-
der used to convey grammatical information. Polish, in turn, is characterised by rather
flexible word order. Thus, a single fact may have numerous surface representations in
a text. Because of this, the iterative pattern induction as in DIPRE [3] or extraction of
meaningful facts defined as token chains between entities as in TextRunner [2] might be
difficult or even inapplicable for Polish. As no manually specified domain-independent
extraction patterns or seed instances of relations enabling the extraction of further facts
are available, triples are discovered using a dependency-based method.

A triple is defined as a tuple t = (ne1subj , r, ne2), where ne1subj denotes a noun
phrase recognised as a named entity (NE) and fulfilling the subject function, ne2 rep-
resents another recognised NE, and r denotes an instance of relation between these
NEs. Instances of relations are discovered only between recognised NEs, one of which
fulfils the subject function (ne1subj). This decision is motivated by the property of Pol-
ish, which allows pro-drop pronouns with the subject function. At the current stage
of our work, relations between implicitly realized entities are not modelled. Sen-
tences without a subject are ruled out, in order to avoid the coreference resolution
problem.

In an idealistic scenario, ne2 is realised as a noun phrase that depends on the sen-
tence predicate. However, ne2 may also be realised as a noun phrase depending on a

1 In Polish, there is a partial adequacy between the case of a noun and the argument this noun
may fulfil, e.g., a noun phrase marked for nominative (NPNOM) typically fulfils the sub-
ject function. However, NPNOM may also fulfil the predicative complement function (e.g.,
Pol. Jan.NOM to artysta.NOM Eng. ‘John is an artist.’).



DEBORA: Dependency-Based Method for Extracting Entity-Relationship Triples 157

preposition2 or another noun phrase (e.g., apposition) which are governed by the sen-
tence predicate. These NEs are also involved in the extraction of instances of relations.

In order to extract meaningful instances of relations, identification of grammatical
functions seems to be essential. In our approach, only elements of the predicate-argument
structure selected from a dependency structure may build instances of relations. An in-
stance of relation between two NEs consists of a sentence predicate and arguments
subcategorised by this predicate, excluding arguments fulfilled by two NEs. Currently,
the field that triples are extracted from is restricted to a simple sentence or a matrix clause
in a complex sentence.

3 Experiments

The dependency-based triple extraction technique has been implemented and inte-
grated with ExPLORER – a currently developed experimental platform for extracting
fact database from an open-domain Polish corpus. The system takes textual resources
(e.g., web documents) as input and outputs a set of extracted triples. ExPLORER can
be generally viewed as a chain of configurable modules (corpus creator, NLP-module,
ER-triple extractor). The extraction procedure starts with crawling web documents.
Then, a text corpus is extracted and annotated with external publicly available NLP-
tools. The best Polish part-of-speech tagger – Pantera [1] divides the entire text into
sentences and tokens, performs a thorough morphological analysis and augments to-
kens with their lemmas, part-of-speech tags and morpho-syntactic features. Morpho-
syntactically annotated texts are given as an input to a named-entity recogniser – Nerf 3

[7], which annotates dates and personal, organisation and place names. The corpus an-
notated with morpho-syntactic features and NEs constitutes an input to the Polish de-
pendency parser4 [9]. Finally, ER-relations are automatically extracted with a module
based on the heuristic described in Section 2.

3.1 Experimental Results

The extraction method described in section 2 is applied to a set of Polish web news ar-
ticles (188,415 texts) taken from [6]. Raw texts are split into 6,303,794 sentences with
20.3 tokens per sentence on average. As the goal of the experiment is to discover in-
stances relating NEs, only these sentences with at least two recognised NE (3,265,817
sentences) are parsed with the Polish dependency parser. The morpho-syntactically an-
notated and dependency-parsed sentences are given to the triple extractor that discovers
58,742 instances of relations between pairs of NEs. The extracted triples concerned
26,469 unique NEs fulfilling the subject function. In order to evaluate the quality of
extracted triples and the extraction procedure itself, two evaluations are carried out.

2 If a noun phrase recognised as a NE is governed by a preposition, the preposition constitutes
a part of the instance of relation.

3 According to [7], Nerf achieves the general recognition performance of 79% F-score.
4 According to [9], the Polish dependency parser using the system MaltParser achieves the pars-

ing performance of 71% LAS (labelled attachment score).
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First Evaluation Experiment. Because the total number of extracted triples is quite
large in our web-based experiment, the straightforward computation of precision is not
a trivial task. Furthermore, the exact computation of recall in case of a large web-based
input text corpus is completely infeasible, since it would involve counting all valid
triples contained in this corpus. Instead, an approximation of precision is computed by
sampling 100 random triples and manually examining their validity. This computation
is repeated three times and the average precision of 54% is achieved. We also select all
triples which represent some particularly interesting relations concerning people and
places. The precision of selected relations is manually computed: bornIn (occurrences
in total: 154) – 98.7%, died (228) – 80%, livedIn (16) – 87.5%, isLocatedIn (7) – 100%.

The results are very promising. Despite the early stage of our work and difficulty with
the open-domain extraction task (especially for Polish), the majority of the examined
extracted triples are correctly formed and represent interesting facts about entities.

Second Evaluation Experiment. The second evaluation is performed in order to check
impact of linguistic processing on the quality of triples extracted with the DEBORA al-
gorithm. For reasons of this evaluation, a small Polish test corpus (64 simple sentences,
9.25 tokens/sentence on average) is manually annotated. In the first step of the eval-
uation experiment (baseline), 62 triples are automatically extracted from the corpus
and 46 of them are correct (precision: 74.2%, recall: 46%). Since Nerf has not recog-
nised any of six alone occurred last names, sentences with these NEs are not taken
into account while extracting triples. That is why, input given to the triple extractor is
manually corrected (part-of-speech tags and dependency structures5 are amended and
some missing NE labels are added) in the second step of the performed experiment.
Manual corrections of input increase the number of extracted triples (92 correct triples,
precision: 95.8%, recall: 92%). The evaluation against the gold standard corpus of sim-
ple sentences suggests that DEBORA performs quite well (56.8% of F-score) and that
the extraction accuracy significantly increases if input is manually corrected in terms of
morpho-syntax (93.9% of F-score). A cursory error analysis shows that the poor quality
of some extracted triples is mainly due to error-prone linguistic processing (e.g., miss-
ing triples caused by unrecognised NEs, partially identified relation and incorrectly
composed relation caused by errors in dependency structures). It indicates that better
NLP-tools are required in order to further improve the extraction performance.

4 Potential Applications to Graphical Entity Summarisation

Extracted triples, after additional post-processing (e.g., NE normalisation and disam-
biguation) may be used to automatically build large semantic knowledge bases that can
be viewed as large repositories of facts automatically extracted from the open-domain
sources like www. Such repositories can be further processed or queried. As a demon-
stration of such future possibilities, we present an example of an application of DEB-
ORA to compute graphical entity summarisations on semantic knowledge graphs [8].

5 A NE subcategorised by the sentence predicate may be incorrectly annotated as a dependent
of any other element, or a NE may be incorretly annotated as an argument of the sentence
predicate, even if it is not subcategorised by this predicate.
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Figure 1 presents a graphical summary of the Polish 19th century poet Adam Mickiewicz
automatically created with a diversified summarisation tool developed in the DIVER-
SUM project [8] applied to the set of triples concerning the poet automatically extracted
by DEBORA from the Polish web corpus described in Section 3.1. The presented ex-
ample of graphical summary is of surprisingly high quality, especially when one takes
into account that it is based on open-domain web articles.

It would be very interesting to further integrate the crawling, extracting, summaris-
ing and visualising modules into one coherent platform. One may imagine two oper-
ational modes of such platform. In the off-line mode, the user first specifies the web
sources to be automatically collected off-line by an intelligent focused web crawler.
The crawled corpus is subsequently processed by DEBORA in the off-line manner to
build a large knowledge graph that contains extracted facts on NEs from a given do-
main. Finally, such a knowledge base can be interactively queried by users with the tool
similar to the one presented on Figure 1. In the on-line mode, user provides the system
with a medium-sized passage of text concerning some domain or entity (similarly to
the biographical text used in the second evaluation experiment in Section 3.1). The text
is immediately processed by DEBORA and user can interactively use the system to
produce graphical summarisations of the entities concerned with the input text. Our

Fig. 1. Graphical entity summarisation obtained with a visualisation tool described in [8] con-
cerning the Polish poet Adam Mickiewicz based on automatically extracted facts from Polish
web texts. (NEs were normalised manually for this example). Extracted ERs: Adam_Mickiewicz
urodził_się_w Zaosiu (Eng. “born in” (location)), Mickiewicz urodził_się 24_grudnia_1798_r_.
(Eng. “born on” (date)), Adam_Mickiewicz urodził_się_W pobliżu_Nowogródka (Eng. “was born
close to”), Mickiewicz przeżył_na_zesłaniu_w Rosji (Eng. “survived the exile to Russia”), Mick-
iewicz wierzył_W Boga (Eng. “believed in God”), Adam_Mickiewicz bywał_w Szczorsach (Eng.
“used to be in” (location)).
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experimental platform under development, presented in this section, seems to be
a promising prototype to achieve the described functionality for Polish.

5 Conclusions

DEBORA – the dependency-based method for extracting ER-triples from Polish open-
domain texts has been presented. The method was implemented, integrated within
the ExPLORER platform and evaluated. According to the achieved results, the extrac-
tion method quite successfully extracts triples, so it seems to be appropriate for Polish.
An approximate precision of about 54% was achieved in the evaluation based on sam-
ples of triples randomly selected form the open-domain corpus of web documents. Fur-
thermore, an average precision of about 90% characterised selected triples representing
some favourable relations such as bornIn, died, livedIn isLocatedIn. The second eval-
uation based on the small gold standard corpus confirmed that the quality of linguistic
processing has a huge impact on the accuracy of extracted triples. If better NLP-tools
were at hand, the better extraction results might be achieved.

According to [2], deploying a deep linguistic parser to extract relations between en-
tities is not practicable at Web scale. It was shown that it can be a reasonable solution
to extract facts from open-domain texts in a morphologically rich and free word order
language, such as Polish. Some problems were observed while extracting triples. First,
Polish allows for implicit realisations of pro-drop pronouns with the subject function.
Second, almost all constituent types may be omitted in Polish. As no coreference res-
olution tools or any ellipsis detector exist for Polish, mentioned problems can not be
managed and the extraction of all possible instances of relations seems to be highly
problematic. That is why, our attention was paid to extracting instances of relations
between explicitly recognised NEs.

Acknowledgements. The work is a part of the DIVERSUM project hold at the Web
Mining Lab of Polish-Japanese Institute of Information Technology and is supported
by the N N516 481940 grant of National Science Centre.
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Abstract. Intelligent methods for automatic text processing require
linking between lexical resources (texts) and ontologies that define se-
mantics. However, one of the main problems is that while building on-
tologies, the main effort is put to the construction of the conceptual
part, whereas the lexical aspects of ontologies are usually diminished.
Therefore, analyzing texts, it is usually difficult to map words to con-
cepts from the ontology. Usually one should consider various linguistic
relationships, such as homonymy, synonymy, etc. However, they are not
clearly reflected in the conceptual part. We propose LEXO - a special lex-
ical layer, which is thought as a bridge between text and the conceptual
core of the ontology. LEXO is dedicated to storing linguistic relation-
ships along with textual evidence for the relationships (as discovered in
the text mining process). In addition, we present an algorithm based on
LEXO for determining meaning of a given term in an analyzed text.

Keywords: ontology, lexical layer, ontology localization, disambigua-
tion of meanings of word, context representation.

1 Introduction

Ontologies play an important role with respect to the advancement of established
information systems, systems for data and knowledge management, or systems
for collaboration and information sharing, as well as, for the development of the
revolutionary fields such as semantic technologies and the Semantic Web [1]. In
[2] a definition of ontology that consists of two layers, namely the conceptual (CL)
and the lexical one (LL) is presented. In our paper this definition is a starting
point for introducing LEXO – a special structure of LL, which is thought as a
bridge between text and the conceptual core of the ontology. We posit that the
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conceptual layer is independent of the lexical one, so many lexical layers may be
specified for one core layer. A lot of effort has been put into finding solutions
to the problems concerning the conceptual layer of ontology, in particular to
ontology representation ([2,3]), ontology engineering ([4]), ontology learning ([5])
and ontology integration ([6]). Problems related to the lexical layer have not been
studied so extensively. In the literature one can find a few approaches aiming at
ontology localization that have been made quite recently. The most prominent
ones include LMF [7], LIR [8], LexInfo [9] and LEMON [10].

LMF is a meta-model that provides a standardized framework, allowing cre-
ation and use of computational lexicons. The LMF meta-model is organized
into packages. From our perspective the most relevant are: Core Package, Mor-
phology Package, NLP Morphological Patterns Package, NLP Syntax Package,
Constraint Expression Package, NLP Semantic and NLP Multilingual Notations
Package. The core package contains the basic elements of the model and their de-
pendencies. The central entity in the LMF meta-model is the Lexical Resource,
which has an associated Global Information object capturing administrative de-
tails and information related to encoding. The Lexical Resource consists of sev-
eral language-specific Lexicons. A Lexicon then comprises Lexical Entries (i.e.
words, multi-word entities such as terms and idioms, etc.) which are realized in
different Forms and can have different meanings (Senses). LMF was used as a
basis for the construction of other linguistic frameworks.

LIR is a model inspired by LMF; it associates lexical information with OWL
ontologies. The main goal of LIR is to provide a model allowing enrichment
of ontology with a lexico-cultural layer for capturing the language-specific ter-
minology used to refer to certain concepts in the ontology. The LIR model has
focused on multilingual aspects, as well as on capturing specific variants of terms
(such as abbreviations, short forms, acronyms, transliterations, etc.) which are
all modeled as subclasses of the property hasVariant. To account for multilin-
guality, the classes LexicalEntry, Lexicalization, Sense, Definition, Source and
UsageContext are all associated with a certain Language to model variants of
expression across languages. LIR also allows documenting the meaning of certain
concepts in different cultural settings.

LexInfo is composed of the three main building blocks: LingInfo, LexOnto and
the LMF. LingInfo defines a lexicon model where terms can be represented as ob-
jects that include lexical information, morpho-syntactic decomposition and point
to semantics as defined by a domain ontology. LingInfo supports the represen-
tation of linguistic information, which includes: language-ID (ISO-based unique
language identifier), part-of-speech, morphological and syntactic decomposition,
and statistical/grammatical context models (linguistic context represented by
N-grams, grammar rules, etc.). The goal of LexOnto is to capture the syntactic
behavior of words and the relation between that behavior and the ontology. LMF
is characterized above.

LEMON is a simplified version of the mentioned above frameworks with a
strong focus on usability in information extraction. The main goals of creating
LEMON [11] were: (1) conciseness of representation, (2) basing on RDF(S), (3)
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openness - it does not prescribe the usage of a particular inventory of linguistic
categories and properties, (4) support for the reuse of any linguistic ontology,
and (5) assignment of semantics to lexical entries by means of references to
ontological entities.

Usually the lexical layer may be understood as a mapping. In particular, given
a set T of terms (term is a word or a phrase from a certain text), and the sets C
(concepts), and I (instances) we define LL map as LL map : T → 2C∪I . Such a
mapping results directly from the definition in [2]. It can be used in an IR system
for prompting a user for a clarification in the case when a homonym is used in
a query. In our work we consider lexical layer from a perspective of semantic
processing of natural language texts. To this end we also incorporate within the
layer a contextual information, resulting from text mining, and showing in more
detail the relationships between terms, concepts and instances. For a given text
corpora we define a set CTX of possible contexts for terms in T , and attempt to
build a function LL func as LL func: T×CTX → (C∪I). Such a function may be
used inter alia for semantic annotations of texts, for word sense disambiguation,
or for translations.

The paper has the following structure: Section 2 presents basic concepts, and
the LEXO structure, Section 3 presents a method of using LEXO for word sense
disambiguation in an analyzed text. Section 4 presents experiments, and Section
5 draws the conclusions.

2 LEXO Lexical Layer

The proposed lexical layer (LEXO) for an ontology is thought as a bridge con-
necting words and/or phrases from texts written in a natural language with
appropriate notions from the conceptual layer of some ontology. LEXO in con-
trast to the aforementioned approaches to realizing a lexical layer focuses less
on a morphological specification of a given language but rather concentrated on
relationships between words or phrases which may be extracted from texts, and
which are useful for distinguishing between different meaning of a given word in
a given texts. It is dedicated first and foremost to applications associated with
semantic analysis of texts, so in the design of the layer we put emphasis on:

• representation of different meanings of words\phrases;
• description of a context of a given meaning in order to make it possible to
determine a given meaning of a word or a phrase based on its context taken
from text in which that word or phrase occurs.

In the design of LEXO we follow the well-known idea “a word is characterized by
the company it keeps” [12] and adapt to ontology needs the approach presented
in [13] for finding discriminants indicating various meanings of a word.

2.1 Notation and Definitions

In this section we introduce the notation and define the key constructs which
are used in the description of the structure of LEXO (Section 2.2), and in the
presentation of a method for determining the most probable meaning of a word
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(Section 3). In the sequel term is an instance of a word or a phrase from a natu-
ral language. Usually, terms are denoted as t, whenever needed for terms being
single words (phrases) we denote them by tw (tp respectively). In the definitions
below we denote by T a text corpora in a natural language; by ut we denote a
unit u of text from T , which includes a term t; depending of the process, it can
be a phrase, paragraph or a document. Following [13], we define a context of t
as a termset X for which sup(t,X) ≤ ε in T . A termset X is called a discrimi-
nant against termset Y , if we have relSup(t,X, Y ) ≤ δ, where relSup(tXY ) =
min{sup(tY )/sup(tZ)), sup(tZ)/sup(tY )}, and δ is a user-defined threshold. In
other words the termsets X and Y are such contexts of t, that they determine
two various meanings of t in T . Obviously, for a term t we may have many dis-
criminants. We denote by Disc(t) a set of all discriminants of t. In other words,
for given t we have d1 ∈ Disc(t) iff there is d2 ∈ Disc(t) and d1 is discriminant
against d2 for t. The set Disc(t) defines a set of meanings, each meaning repre-
sented by a subset of discriminants. By LMean(t) we denote a set of meanings
of term t described in LEXO, lmt

i a single meaning of a term t, lmt
i ∈ LMean(t).

By disc(lmt
i) we denote a subset of Disc(t) which defines the meaning lmt

i of t.
In the sequel we denote by Ctx(t, ut) a context of term t in a given unit u of T
– e.g. set of word/phrases which occur together with t in that unit of text.
A term has a special representation in the LEXO structure. In particular, terms
may be interconnected by means of linguistic relations. In LEXO we utilize the
following linguistic relations: synonymy, hyponym, and hypernym. In LEXO we
represent meanings of the terms (e.g. discovered by a TM process) by means of
the context:

Definition 1. Given a term t, and a meaning mi of the term t, the LEXO con-
text LC(lmt

i) is defined as:

LC(lmt
i) = RCE(lmt

i) ∪ disc(lmt
i) ∪ V lin(lmt

i)
where

• RCE(lmt
i) is a set of terms associated with t in the meaning lmt

i by means
of the linguistic relations.

• V lin(lmt
i) is a set of terms associated with t in the meaning lmt

i by means of
VicinityLinguistic relation of LEXO. A term ct ∈ V Lin(lmt

i) only if it occurs
frequently enough in a neighborhood (e.g. in a sentence or a paragraph) of t
used in the meaning lmt

i in texts from the domain of interest. For example
for creating such set a frequent termset accompanying t may be applied [13].

2.2 The Structure of LEXO

A simplified conceptual structure of a LEXO is presented in Fig. 1. The picture
illustrates the main classes with attributes and relations between them that
are used in the algorithm introduced in Section 3. Below we provide a short
description of this structure (the detailed presentation can be found in [14]).

Word represents a single word from the natural language. That word is stored in
the lexicalForm attribute.Also, its base form (baseForm attribute) andPOS tag are
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stored.Phrase represents aphrase fromanatural language composedof twoormore
Word objects. LexicalEntry (LE) is the basic class of the layer. It represents either
a word or a phrase in an ontology. The relations concerns are used for connection
of LE object withWord or Phrase object. The different meanings of a given term t
are expressed by MeaningOccurrence (MO) relations with different LexicalMean-
ing objects. The relation has two attributes: probability indicating probability of
occurrence in texts of the term t in a given meaning and priority showing the po-
sition of a given meaning in the sequence of lexical meanings of the term t ordered
by their subjective significance. LexicalMeaning (LM) represents a single lexical
meaning of a given term and indicates a notion from conceptual layer correspond-
ing to this meaning. Such meaning is defined foremost by a context LC(lmt

i). Also
examples of usage represented by UsageExample class may be associated with it.
ContextEntry (CE) represents a term included in some contextLC(lmt

i). The way
of representation is identical as in LexicalEntry class.

Fig. 1. The simplified structure of LEXO

3 Recognizing the Meaning of a Term Based on LEXO

In this section we present how LEXO can be used for determining meanings of
terms while analyzing a text. The selection of the best meaning of a term in a
given context is performed based on the adjustment vector which is assigned to
each lexical meaning associated with the considered term. The vector consists
of the following attributes: d#, n#, e#, priority, and probability. Given Lexica-
lEntry le for the term t and LexicalMeaning lmt

k, the values of these attributes
are determined as follows:

• d# = |disc(lmt
k) ∩ Ctx(t, ut)| – the number of discriminants connected to

lmt
k that occur in the considered unit of text;

• n# = |V lin(lmt
k) ∩Ctx(t, ut)| – the number of “neighbors” associated with

lmt
k that occur in the considered unit of text;
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• e# = |Exmp(ut, lmt
k)| – the number of examples (phrases or/and sentences)

of usage of t in the meaning lmk included in the analyzed unit of text;

• priority and probability – the values of attributes of MO relation between le
and lmt

k.

The proposed algorithm RecoTermMean determines the meaning of a term t
in a given unit u of T by matching descriptions of meanings in LEXO (their
contexts and examples of usage) with a context Ctx(t, ut). In the sequel we use
the following notation: lm.v - an adjustment vector of lm and lm.v.attrib - an
attribute of adjustment vector, where attrib stands for a name of an attribute.

Here we provide a detailed description of the algorithm. The main function
of the algorithm is shown in Listing 1. In line 1 an LE object corresponding to a
term t is determined. In line 2 GetLexMeaning function is used for getting all LM
objects associated with le. Such objects are found by exploring MO relations in
which object le participates. Next, for each LM objects of interest an adjustment
vector is calculated. Finally, the function BestMeaning is applied for selecting
the meaning of a term t which is best adjusted to the analyzed unit of a text.

Listing 1. Fuction RecoTermMean

function RecoTermMean (term t, LEXO lx, Ctx(t, ut) ctx)):LexicalMeaning

1. LexicalEntry le = FindLE(t, lx);

2. set<LexicalMeanig> LMs = GetLexMeaning(le);

3. for each lm ∈ LMs (lm.v = calculateCV(lm, ctx));

4. return BestMeaning(LMs);

In function FindLE, presented in Listing 2, an LE object corresponding to the
input term tw is found. It is done by finding Word (or Phrase) object (line 1) and
using concerns relationship to determine the needed LE object (line 8). Equal
function returns true only if all elements (lexical form, base from, and POS tag)
describing tw and a Word object are equal. If no Word instance can be matched
with the input word the base form of tw (instead of the lexical form) is consid-
ered. In case of the phrase an instance of Phrase is looked for in line 1.

Listing 2. Function FindLE

function FindLE (term tw, LEXO lexo): LexicalEntry

1. wo:Word = {wo | wo instanceof Word in lexo, equal (wo, tw)};
2. if (wo is null)

3. begin

4. tw = tw.baseFrom;

5. repeat search from line 1;

6. end

7. if (wo not null) return le = {le | concerns(wo, le) holds};
8. else return null;

Function BestMeaninig, presented in Listing 3, selects the best meaning by com-
paring values of successive attributes of adjustment vectors assigned to the con-
sidered LM objects and choosing object of the highest value of the currently
analyzed attribute. The order of the attributes is the following: d#, e#, n#,
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probability, and priority. If these attributes are not enough to determine only
one meaning the meaning is drawn using rand function (line 6). The selected
meaning is returned only if at least one element of its context in LEXO or ex-
ample of usage can be found in the analyzed unit of text. Otherwise, the special
meaning “other” is returned.

Listing 3. Function BestMeaning

function BestMeaning(set<LexicalMeanig> LMS): LexicalMeaning

1. set<LexicalMeanig> bLM = {lm | lm ∈ LMS, lm.v.d# = Maxdisc(LMS)}
2. if (|bLM | > 1) bLM = {lm|lm ∈ bLM, lm.v.e# > 0};
3. if (|bLM | > 1) bLM = {lm|lm ∈ bLM, lm.v.n# = Maxneigh(bLM )};
4. if (|bLM | > 1) bLM = {lm|lm ∈ bLM , lm.v.probabilty = Maxprob(bLM)};
5. if (|bLM | > 1) bLM = {lm|lm ∈ bLM , lm.v.priority = Maxprio(bLM )};
6. if (|bLM | > 1) bLM = rand(bLM);

7. if (bLM �= ∅)
return {lm|lm ∈ bLM, lm.v.d# > 0 or lm.v.e# > 0 or lm.v.n# > 0};

8. return "other";

4 Experiments

We have carried out several experiments in order to verify the approach proposed
in Section 3 to meaning recognition of a term from texts written in a natural
language. For this purpose we have selected nine concepts from a conceptual
layer of an ontology concerning IT domain and have prepared a corresponding
fragment of LEXO, so that the RecoTermMean procedure can be applied. These
concepts are:

• Two meanings of the term procedure: (1) an algorithm denoted as proc alg
and (2) a unit of program code denoted as proc code.

• Three meanings of the term process: (1) a general scientific process denoted as
sci, (2) a stochastic process denoted as sto, and (3) execution of a computer
program denoted as prog.

• Two meanings of the term relation: (1) an association denoted as rel asc and
a table in database denoted as rel tab.

• Two meanings of the term server: (1) a device denoted as srv dev and (2) a
type of a computer program denoted as srv prog.

4.1 Populating LEXO with Instances

Texts from a domain of interest written in appropriate natural language are the
natural resource of entries to a lexical layer. However, extracting high quality
entries from such resource by using automatic or semi-automatic methods is a
challenging task. The methods introduced in the literature of subject mostly
concern adding new entries to a conceptual layer but they can be adapted rel-
atively easily to the needs of enriching a lexical layer. For example in [15] the
grammatical patterns have been used for discovering phrases (compound nouns),
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in [16] synonyms were discovered based on so called frequent termsets, in [17] the
procedure for discovering separate contexts of a given term has been proposed.

In order to evaluate practical usefulness of the RecoTermMean procedure we
need to know a meaning of a term in a given context, so we decided not to
adapt the mentioned methods but apply the following procedure for generating
required data.
Procedure for populating LEXO with instances.

1. For each selected concept from CL layer create LE object and associate with
it LM instances corresponding to specified meaning.

2. For each word of interest (procedure, process, relation, server) create the set
of sentences including the word with a given meaning from articles available
on the Internet. Label each sentence with the meaning of the word.

3. Assign each word in selected sentences by its part-of-speech tag and its base
form.

4. For populating LEXO take the base form of nouns and adjectives occurring
in three or more selected sentences. For each word create CE object and
associate it with appropriate LM instance by means of VincinityLinguistic
relation.

4.2 Results

The data used in the tests consists of more than three hundred sentences. The
sentences were manually selected from scientific articles in such a way that: (1)
a sentence includes one of the words w of interest, (2) the word w is used in one
of the meanings defined in the ontology. Each sentence has been labeled with
the appropriate meaning of the word w.

We evaluated the practical usefulness of procedure RecoTermMean by means
of the accuracy measure i.e. we calculated the percentage of sentences for which
the meaning of the word was correctly recognized. The overall results are pre-
sented in Table 1, whereas the detailed results are provided in Table 2 and
Table 3. In these tables phrase “with POS” indicates results obtained by ap-
plying the original equal function (used in function FindLE), whereas the phrase
“without POS” indicates results obtained using the modified equal function in
which the POS tag is not taken into consideration.

Table 1. Overall correct recognition of meaning

mode\ word Procedure Process Relation Server ALL

without POS 77% 62% 93% 81% 74%

with POS 76% 64% 86% 79% 73%

The achieved results are promising. Generally, the meaning of the word was
correctly recognized in three sentences out of four. Only sci meaning of process
has not been recognized. The probable reasons of such poor result are:
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• In many situations a given type of a process (e.g. process in computing) is
a specialization of a scientific process,

• It is very difficult to point out one definition of a scientific process and several
different characterizations of such process are used.

Table 2. Recognition of meaning for procedure, relation, and server (without POS /
with POS)

meaning\assigned meaning proc alg proc prog other

proc alg 74% / 74% 14% / 2% 12% / 24%

proc prog 2% / 2% 81% / 79% 17% /17%

meaning\assigned meaning rel asc rel tab other

rel asc 90% / 83% 5% / 12% 5% / 5%

rel tab 2% / 2% 95% / 93% 2% / 5%

meaning\assigned meaning srv dev srv prog other

srv dev 77% / 68% 18% / 23% 5% / 9%

srv prog 86% / 90% 14% / 10% 0% / 5%

Table 3. Recognition of meaning for process (without POS / with POS)

meaning\assigned meaning sto sci comp other

sto 83% / 83% 6% / 6% 11% / 11% 0% / 0%

sci 4% / 0% 9% / 9% 39% / 39% 48% / 52%

comp 8% / 4% 2% / 2% 78% / 82% 12% / 5%

5 Conclusions

In this paper we have investigated a problem of application of ontology lexical layer
in semantic processing of texts written in a natural language. We have sketched
LEXO – the special structure for LL, which is seen as a bridge between terms from
a natural language and concepts defined in an ontology. We have defined formally
the key constructs (such as discriminant, context of lexical meaning) which are ap-
plied in LEXO. We have introduced the RecoTermMean algorithm - a procedure
for automatic determination of meaning of a word in text written in a natural lan-
guage. In the algorithm for indicating the most probable meaning of a word only
LEXO and surroundings of that word in text are explored. As the procedure is in-
dependent of a conceptual layer itmay be used for LL associatedwith different core
layers of ontologies.The performed tests have shown that the proposedmethod can
indicatemeaningwithhigh accuracy even in case of a limitednumber of instances in
LEXO. It can be expected that filling the entire structure of LEXOwith instances
allows essentially improving the achieved accuracy.
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Abstract. In this paper we propose a novel approach to spatial data
generalization, in which web user behavior information influences the
generalization and mapping process. Our approach relies on combining
usage information from web resources such as Wikipedia with search
engines index statistics in order to determine an importance score for
geographical objects that is used during map preparation.
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1 Introduction

One of the simplest definitions of a map is that it is a model of the real world [1].
This statement implies an inherent characteristic of all maps: a cettain level of
simplification. The process of reducing and/or modifying real world objects and
phenomena in terms of their size, shape and numbers within map space is called
a generalization [2]. The extent of this reduction depends on multiple factors,
of which one of the most important is the map scale. It is a ratio indicating
the number of metric units on the ground that are represented by a unit in the
space of the map model [3]. For example the depiction of objects such as cities
will be different on various map scales [4]. On a large scale map cities can be
represented as polygons indicating their exact boundaries. On a medium scale
map a modification of the shape can result in the same objects being represented
by points. On a small scale map only a subset of biggest cities can be shown in
order to avoid information overload and to prevent symbol overlay.

Traditionally, the generalization process was time consuming and required
deep knowledge of the theme presented on the map [3],[1]. In the era of ubiqui-
tous cartography and extreme information overload, the need for an automated
generalization approach becomes greater than ever before. Although there are
already software tools and frameworks that perform automated generalization
of spatial data (e.g. Douglas-Peucker algorithm is often used to simplify curves),

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 172–181, 2012.
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this problem still remains mostly in the domain of active research [5],[6],[7],[8].
While most of the scientific effort is put into the generalization of the shape
of map features, choosing the right objects to be shown on the map, (i.e. se-
lecting objects that are more important than others), is still one of the biggest
challenges for cartographers (see [9],[10]). The ’importance’ of a particular ob-
ject is typically related to some numerical characteristics of this object (e.g. the
population of the city, the width of the road etc.) or to some other subjective
classification, e.g. the administrative category of the city (such as national vs.
district capitals) or a road category (e.g. highways vs. local roads). This approach
has been successfully applied to modern spatial databases, as all objects within
the database can be easily described by some numerical and textual character-
istics. It is however by definition mostly static, as the geographical properties
change slowly and geospatial databases are updated at even slower rate. For
practical purposes the notion of importance of a geographical feature is a much
more dynamic variable, influenced by political situation (e.g. as demonstrated
by recent conflicts in Northern Africa and Near East), seasonal travel trends
(e.g. increased importance of vacation resorts in summer time) or even simply
by economic changes.

It has been argued (see e.g. [11]) that the increased popularity of digital
media and communication networks will result in a catastrophic information
overload. Fortunately the nature of the digital resources created by people, such
as web pages, social network graphs or even Internet search engine queries makes
analysis and mining of this information feasible. In this paper we present a novel
approach towards geospatial generalization, that relies on Internet data such as
above in order to assess changes in importance of geographical objects in order
to determine if these should be displayed on a map. Specifically, we describe how
the information extracted from Wikipedia statistics and search engines indices
can be used for creating country maps of varying detail, we present preliminary
results of experiments based on this approach and outline the plans for further
research that our team is currently carrying out.

This paper is organized as follows. In the first chapter we present background
information related to map generalization. Next chapter contains description of
sources and methods of data extraction as well as proposals of techniques for
determining an importance score for geographical features, based on example
of data mining process related to cities in Poland. In the third chapter, we
present analysis of this data, together with visualization examples. The results
are further evaluated in the last chapter, which contains also ideas for refinements
of our approach.

2 Methods

Statistical information related to word usage in the world wide web is a very
valuable resource for a variety of natural language processing tasks. It is currently
most often used in ontology related research, where search engine index mining
has been used for, inter alia, concept mapping and disambiguation (see e.g.
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[12]). It is utilized also directly as a web mining method, for extracting bulk
information from webpages, by locating relevant resources, or as a means of
assessing keyword co-occurrence and similarity (demonstrated in e.g. [13] or [14]).
We decided to exploit this information in order to determine the importance of
a given concept (i.e. the name of a geographical feature, such as a city) in real
life. Obviously the notion of importance is a very elusive one, however current
ubiquity of electronic communication means that it is possible to approximate it,
for practical purposes, with a concept, or a keyword popularity, in the Internet.
Specifically, it is possible to devise two measures, that might be called passive
popularity and active popularity, that can be assessed depending on keyword
usage patterns in the Internet:

– passive popularity score is understood as a measure of a number of Inter-
net resources describing or defining a given concept. It can be approximated
by simple keyword1 counting over entire corpora of web pages, which is done
during page indexing by search engine crawlers (see [15]). Additionally, re-
cent rise of social media, especially microblogging, generates large amounts
of data that could be also used for such approximation. Specifically analy-
sis of twitter streams (which are changing dynamically and are usually not
indexed by general purpose search engines) such as keyword counting in
original tweets seems to be especially valuable.

– active popularity score is understood as a number of accesses to a given
concept definition or description. It primarily can be measured by analysing
web traffic, however due to the distributed nature of the Internet such ap-
proach is not feasible, at least not for the entire corpus of all web pages
and other Internet resources. For controlled, smaller repositories, such anal-
ysis is viable. When the repository in question is an authoritative knowledge
resource (e.g. Wikipedia for general purpose knowledge or Internet Movie
Database for motion picture related knowledge), the score computed by
analysing number of accesses for web pages might be a good approxima-
tion of real world importance of a concept. Alternatively, one might also
treat hyperlink references to a given page as a notion of access (albeit much
less dynamic) which could be used here, together with PageRank related
analysis pertaining to a page where the hyperlink originated. Social media
analysis can be also used here. For example number of retweets, or number
of Facebook likes pointing to a page related to a given concept can be uti-
lized. Finally, the search engines query trends are a good indicator of active
popularity. Unfortunately these are rarely accessible to third parties (i.e. re-
searchers not affiliated with search engine provider) with notable exception
of Google Trends (see [16]).

During our experiments we evaluated the importance of names of all cities in
Poland (908 entities as of June 2012) using both passive and active popularity

1 For the purposes of this paper we assume simple unigram language model, as most
geographical names, relevant to generalization problem, are either single words or
immutable collocations. Obviously for more generic usage the language model used
might influence computation of popularity scores quite significantly.
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and comparing the results. For the purpose of measuring passive popularity the
analysis of search engine indices was selected. Because we do not have direct
access to internal databases of search engines, we had to settle on information
provided either by their API or by scrapping search page results. Two exper-
iments were performed. The first relied on Microsoft Bing search engine API,
which allowed us to automatically query Bing index on number of webpages
containing references to city names (the query used was in the form of +city-
name which triggers exact keyword match in Bing). Obviously several names
of Polish cities are quite common words, such as adjectives (e.g. Biala meaning
white in English) or nouns (e.g. Piaski meaning sands in English) so in order to
compensate an additional data extraction was performed, where the names of
the cities have been combined with names of corresponding voivodeships (e.g.
cityname voivodshipname ). Similar extraction process was also performed using
Google search engine. However, data extraction via API was not practical, as
Google search API only allows for 100 free queries per day. We decided therefore
to scrap the data returned by Google search engine and process the resulting
HTML with our own parser in order to extract number of unique pages contain-
ing given keyword. The queries used were similar in syntax to queries used for
data extraction from Bing. Resulting data must not be however treated as exact.
Our - obviously quite limited - testing clearly indicates that number of pages
reported by these two leading search are only approximate, as e.g. subsequent
extraction runs resulted in different numbers. The differences were relatively
small, however way to significant (around 1 percent) to be a result of search
engine reindexing activity. This means that the best way to measure passive
popularity would be a direct analysis of the search engine index (clearly possible
only for search engine employees) or usage of a corpus generated directly from
such index. One of the possible corpora that might be used towards this end is
Google 1T 5-gram corpus available from Linguistic Data Consortium [17], that
our group will be analyzing in near future (see Discussion)2.

The purpose of the second data extraction experiment that we performed
was to estimate active popularity of the same set of objects as in the previ-
ous case - namely the 908 Polish cities. Towards this end we settled on Polish
and English Wikipedia, which contains quite extensive information about all
these entities (each city has its own dedicated page in both language versions
of Wikipedia). Using Wikipedia raw traffic database, available from Wikimedia
Foundation ([18]) we extracted information about individual page accesses for
entire year 2011 and January - May period of 2012 for all respective pages, de-
scribing Polish cities, and for the purpose of further analysis, we created monthly
aggregates.

Some other experiments, used mostly as a proof of concept for further re-
search, outlined in the last chapter of this paper, were also done. This includes
specifically data extraction from Google Trends system, in order to calculate

2 Unfortunately such corpora are rarely updated e.g. Google 1T 5-gram is a snapshot
of entire Internet created in 2006 thus currently almost 6 years old.
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active popularity of city names, resulting from search engine query traffic and
real-time analysis of Twitter posts; this work is however still underway.

3 Results

The best results, as far as spatial generalization purposes are involved, were
obtained by estimating active popularity via analysis of Wikipedia traffic. For
each city, the following were computed: a) the average number of accesses for
the last 16 months (Jan 2011 - April 2012), b) the average number of accesses
divided by the population (i.e. the number of accesses per citizen - ApC), c)
the average number of accesses divided by the area (i.e. the number of accesses
per square kilometer - ApK). It turns out that top 20 most popular (i.e. with
highest ApC) cities are characterized by a more uniform distribution compared
to the top 20 most populated cities. This ranking has significant impact on map
creation. Assuming that we select only 20 cities to be labelled, some significantly
less populated cities have been qualified for the map (such as Rzeszw ranked 21
based on its population but also Zakopane - the most popular mountain resort in
Poland, ranked 169 by population). Moreover, the large conurbation of cities in
Silesia region, consisting of Katowice, Zabrze, Bytom, Sosnowiec and Gliwice was
declustered and only the city of Katowice was listed among the top 20 accessed
cities. Direct comparison of ApC with population statistics revealed a signifi-
cantly different set of cities. Generally, the selected cities were much smaller.
Some that were selected were popular travel destinations, such as eba, Hel, or
Krynica Morska. Other cities were related to some historic events (e.g Jedwabne,
Tykocin), while others were related to recent events (e.g. Szczekociny) see Fig.
1 and Fig 2., grey maps. Additionally, the variation of active popularity in time
has been evaluated. For each month current top 20 cities were selected. More-
over, the accesses per citizen values for all cities were interpolated in order to
emphasize the spatial variation of this statistics. Generated maps include both
the cities with a constantly high ApC value (e.g. eba, Hel or Karpacz) but also
allow identification of some short-term spatio-temporal hot spots. For example

Fig. 1. Maps presenting 20 most important cities according to population and popu-
larity score
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Fig. 2. Direct comparison of population versus popularity

the cities of Nowe Brzesko, Wolbrz and Gocino scored high ApC ranks in Jan-
uary 2011, which was obviously related to the fact that these entities received
the status of the town on Jan 1st, 2011. In March 2012 the most significant
hot spot was Szczekociny, the place of the most tragic recent rail catastrophe in
Poland, which attracted strong media attention (see Fig. 2, color map). Evalu-
ation of these temporal changes (see Fig. 3 Fig. 4) should allow for even more
detailed selection of good candidates for mapping, or even creation of interactive
maps. The next experiment was to evaluate the passive popularity concept, i.e.
analyze Bing and Google search engines’ results. It turns out, that the data that
we are able to acquire is significantly less useful for mapping purposes. The main
problem is amount of linguistic noise, resulting from lack of control over search
algorithm of the search engine, and only approximate number of pages in the
search engine index, as discussed in Chapter 2. In order to assess the quality
of the results and as a way of comparing them with active popularity analysis
outlined above we computed Pearson’s correlation coefficient between the results
and both population and area of cities for Google and Bing. The highest was ob-
served between Bing results (search syntax: +city name voivodeship) and cities
area (0.801) with population comparison in the second place (0.787). However

Fig. 3. Wikipedia traffic for Szczekociny (note the peak in March 2012)
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Fig. 4. Wikipedia traffic for Krynica Morska note the vacation traffic peak

the outliers (i.e. cities that would be most interesting for the mapping purposes)
included not only popular tourist destinations (such as Krynica Morska or Za-
kopane), but also those with common names. Two figures below illustrate this
by presenting relationship between population and passive (Fig. 5 Bing search
case) and active popularity (Fig. 6 Wikipedia) respectively, with sample outliers
marked.

Fig. 5. Bing page counts A:Warsaw, B: Biaa, C: Krynica Morska
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Fig. 6. Wikipedia averages, A: Warsaw, B: Zakopane, C: Kazimierz Dolny, D: Krynica
Morska

4 Conclusion

The initial results of our research indicate that both active and passive popularity
concepts can be efficiently used as measures of importance. These measures can
therefore be incorporated into the web map generalization process for selecting
the most important objects that should be shown on a map as well as for defining
priorities for object labels. Unlike traditional measures, the active popularity
can reflect nearly instant changes of importance, thus can be successfully used
to identify short-term hot spots and create news maps. On the other hand,
the passive popularity, indicated by the number of Internet resources describing
a given object can be more appropriate for reflecting the overall importance.
Therefore, the passive popularity can be used additionally to the traditional
importance measures, such as the number of population or the area of a city. Our
results show that evaluating passive importance involves more uncertainty and
it is highly dependent on the particular search engine algorithms. The advantage
of web data mining and the proposed concept of active and passive popularity
is that these methods can be easily utilized in a web environment, thus can be
efficiently incorporated into web maps creation process. The work outlined in this
paper is treated by us as a preliminary step for creation of a more robust system,
that should eventually allow dynamic creation of geographical map via means of
a interactive interface. Towards this end a more reliable methods of estimating
active and passive popularity will be needed. We plan especially to improve
estimation of passive popularity, first by using Google 1T 5-gram corpus, as a
way of computing keyword popularity in the Internet. This corpus, containing
information about n-gram counts (from bigrams up to 5-grams) in all web pages
indexed by Google by the end of 2006, will be used instead of direct querying the
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search engines. Eventually, we plan to replace it with our own dedicated Internet
crawler, that will be able to use context analysis techniques (see e.g. [19]) in order
to perform word sense disambiguation to filter city names similar to common
words and include keyword weighting similar to PageRank algorithm. While our
active popularity approach yielded good results we plan also to improve it further
by incorporating information from Google Trends, that allow to extract search
traffic volume information statistics. Additionally we will incorporate seasonal
change damping for Wikipedia analysis by comparing traffic to cities pages to
baseline traffic for common keywords. We hope that the final system might
have important practical utility. Apart from obvious usefulness in traditional
cartographic application it might be also used, when combined with data sources
with more specialized search engines, such as travel websites, or train and airline
commerce portals, to predict and analyze Internet users behaviors.
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Abstract. We present AGNES – a novel algorithm for presenting diversified
graphical entity summarisations on semantic knowledge graphs. The main idea
is to compute the positions of the vertices in radial system of coordinates based
on recursive, in-order traversal of the BST spanning tree of the graph. The imple-
mentation of the algorithm is compared on real data with other, existing visualisa-
tion tools. We also report a successful user evaluation crowdsourcing experiment
that indicates superiority of our algorithm over one of the existing competitors.

Keywords: graphical entity summarisation, semantic knowledge graphs, visual-
isation, diversity, user evaluation.

1 Introduction

In this paper we present AGNES1 – a novel visualisation algorithm for graphical entity
summarisation on semantic knowledge graphs.

In such graphs, nodes represent entities (e.g. writers, books) from some domain (e.g.
literature) and directed edges concern binary relations between them ( wrote(writer,
book), e.g. “Orwell wrote ’1984’ ”). Equivalently, each edge can be interpreted as a
single fact concerning the entities. There are possible multiple edges between a given
pair of nodes, that makes it a multi-graph.

Example of a small fragment of a semantic knowledge graph is given on Figure 1.
The problem of graphical entity summarisation was originally proposed in [5]:

INPUT: a knowledge base graphB (in the form of semantic knowledge graph, described
above), a node q in this graph representing an entity to be summarised and a limit k ∈ N
on number of edges (facts) to be shown
OUTPUT: a connected subgraph S(B, q, k) of B, containing q, and max. of k edges

Intuitively, the summary S(B, q, k) should present in a graphical form a compact
and informative summary of the entity q.

The problem of how to automatically select the subgraph S(B, q, k) to obtain such
informative summary is outside of the scope of this paper and was studied for example

1 AnGle-based NodE Summarisation.

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 182–191, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. An example extract from a semantic knowledge base

in [6]. In that paper, two algorithms were proposed and the role of diversity of such
summary was experimentally evaluated.

1.1 Aim of the Paper

The task studied in this paper is to automatically compute the graphical layout of the
given summary S(B, q, k), so that the visualisation is most useful for the user of the
summarisation tool. In this paper, we assume that the selection of facts in the sum-
mary S(B, q, k) is already computed by an external algorithm. For this task, we use the
diversity-aware algorithm presented in [6].

We define the following natural desired properties of the layout for graphical entity
summarisation problem:

– the node representing the summarised entity should be placed in the center of the
picture

– the other nodes evenly fill the space around the center
– the nodes that are topologically closer to the center should be placed closer to the

center, etc.
– the layout should avoid covering any elements of the summary by other elements
– the layout should be adapted to visualise multi-graphs that have quite long labels

both on vertices and directed edges

Since it is hard to guarantee that all of the above properties will be satisfied for an arbi-
trary summary, we additionally assume that our visualisation tool will make it possible
for the user to manually introduce some minor corrections after the picture is computed,
if needed.

1.2 Contributions

We identify desired properties of a layout algorithm for visualising graphical entity
summarisations on knowledge graphs. Taking these properties into account we propose
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AGNES, a novel visualisation algorithm (Section 3), implement it and present the re-
sults of a user evaluation experiment (Section 4). The results clearly show that AGNES
receives positive user feedback and outperforms the existing competitor selected by
authors out of the existing freely available graph visualisation tools.

2 Related Work and Motivations

Considering the algorithms for graph drawing, the problem has been studied before in
many papers. In [4] there is described an algorithm which works for undirected graphs
and weighted graphs. The paper uses the “spring” idea and the goal is to minimise
“spring” energy. Paper [3] uses the same idea but focuses on speed of computation. In
[7] partitioning techniques are presented. They divide a graph into clusters and draw
these clusters. It makes computation faster and easier to implement. Next related work
is [1]. In this paper authors focus on five generally accepted aesthetic criteria: distribut-
ing the vertices evenly in the frame, minimizing edge crossings, making edge lengths
uniform, reflecting inherent symmetry and conforming to the frame.

However, none of them describes an algorithm fully suitable for our situation. The
algorithms work for situation when vertices are drawn as single points and edges as
lines. For example, in the problem statement we need to take into account the fact that
vertices and edges may contain quite long labels.

There are some algorithms like [2] which would be used in our setting but most of
them are not entity-oriented. They mostly focus on easthetically nice view of a graph
rather than on presenting information about an entity useful for users. For example,
algorithm in [2] divides vertices into layers and draws every layer on different height.
There is no option to distinguish any vertex, the position of the specific vertex (which
corresponds with an entity) depends only on the structure of a graph.

Considering the packages, we examined various existing, freely available software
packages for graph visualisation and various built-in layouts available in those pack-
ages. The examined graph-visualisation packages include:

– JUNG (http://jung.sourceforge.net/)
– JGraph (http://www.jgraph.com)
– Gephi (http://gephi.org)
– GraphViz (http://www.graphviz.org)
– Walrus (http://www.caida.org/tools/visualization/walrus/)
– GFV (http://gvf.sourceforge.net/)
– Wandora (http://www.wandora.org/wandora/wiki/)
– Welkin (http://simile.mit.edu/welkin/)

A bit surprisingly, it turned out that no built-in layout available in any package found
by the authors satisfied all the desired properties listed in Section 1.

The tools that seemed closest to our needs are the first three on the list above. We tried
to configure the parameters of the most promising tools to obtain our desired properties,
but we always observed some problems. The examples are on Figures 2, 3, 4.

In addition, many existing graph visualisation tools make some assumptions on the
visualised graph that do not fit to our setting, for example:
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Fig. 2. Example of a summary visualised by the GraphViz tool. The nodes do not center around
the summarised node.

Fig. 3. Example of a summary visualised by the Gephi tool. The nodes overlap, edge labels are
always horizontal.

Fig. 4. Example of a summary visualised by the JUNG tool. The nodes overlap with edge labels.
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– the visualised graph is a tree
– no multiple edges between a given pair of nodes are allowed
– there are no labels on edges
– the vertices are represented as dots
– the edges are not directed

Interestingly, the problem studied in our work turns out to violate all of the above as-
sumptions. To summarise, it turned out to be necessary to propose a novel, specialised
visualisation algorithm for our problem.

3 AGNES Algorithm

In the algorithm that we propose, we assume that the input is a fragment of knowledge
graph with one main vertex (summarised entity) and all the other nodes in the summary
given in a specified order. It returns positions of all vertices.

The AGNES algorithm performs the following high-level operations:

1. create spanning tree:
(a) the main vertex is the root
(b) use breadth-first traversal technique - to minimise the distances from the root

to other vertices
2. recursively assign consecutive natural numbers to the vertices (except the main one)

using the created spanning tree and in-order traversal of its vertices
3. calculate final vertex positions in the order of assigned numbers taking into account

the sizes and heights of subtrees of the central vertex

Every non-main vertex gets its own unique number. We number vertices with the in-
order traversal of the resulting spanning tree. To explain it, let’s consider a non-main
vertex. First we number half of its children (and their descendants), then assign a num-
ber to the vertex and assign the numbers to the remaining children.

The pseudo-code of the numbering algorithm can be written as follows:

I := 0;
NUMBER(the main vertex)
function NUMBER(vertex)

n := number of children of the vertex in the spanning tree
notV isitedChildren := n;
visitedChildren := 0;
for child in children of the vertex do

if notV isitedChildren− visitedChildren ∈ {0, 1} AND
vertex is not the main vertex then

vertex.number := I;
increase(I);

end if
NUMBER(child)
decrease(notV isitedChildren)
increase(visitedChildren)

end for
end function
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Note that notV isitedChildren = n − visitedChildren. There are many ways in
which nodes can be given in the for statement. One is to order them by edge labels. Then
nodes with similar edges (like “actedIn”) are situated close to each other. However,
this topic has not been studied and is intended for future work. Simple example of
numbering is shown at the Figure 5.

Fig. 5. Numbered spanning tree

Now, when the numbers are assigned to the nodes, each node (except the main one)
is assigned its own angle ∈ [0, 2π) and radius ∈ (0, 1). For every non-main vertex the
following holds :

angle(vertex) := 2π ∗ vertex.number

number of non-main vertices
(1)

and radius(vertex) is a function of depth of the vertex and the height of the subtree
rooted at this vertex. Below, by distance we mean the (unweighted) length of the path.
The general rules are:

– the bigger distance to the main vertex - the bigger radius
– the bigger subtree depth - the smaller radius

Having these two values we can calculate the coordinates of all vertices. Assume that
the display space has vertical range from−ly to ly and horizontal range from−lx to lx.
The main vertex is at the central point (position (0, 0)). Every other vertex is placed in
the position (x, y) = (lxr cosα, lyr sinα), where r is the radius and α is the angle.

For example, consider the following function:

radius(vertex) = 0.4 + 0.45
vertex.depth

vertex.depth+ vertex.subtreeDepth
(2)

Vertices’ positions in the Figure 5 were calculated by this function. For vertex numbered
12 depth is equal to 1 and subtree depth is equal to 2. Thus radius is equal 0.55. But for
vertex numbered 13 its depth is equal to 2 and subtree depth is equal to 0, thus radius is
0.85.
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3.1 Discussion of the Basic Properties of the Layout

If some vertices have the same values of depth and subtree height then their radii are
equal. Thus the vertices are situated on the same ellipse centered around the main node,
like vertices with numbers 1, 5 and 7 on the Figure 6.

Fig. 6. An ellipse on spanning tree

Assume that vertical and horizontal sizes of layout are equal. Then ellipses are ac-
tually circles and angles between every two consecutive nodes (considering assigned
numbers) are equal. The way of numbering implies that every subtree is situated in
some angle with the endpoint in the main vertex’s position. The angle is proportional to
the size of the subtree.

The algorithm does not optimise (minimise) the number of edge crossing. A graph
is first converted to a spanning tree (to compute the vertex numbers), that’s why the
temporarily erased edges are not taken into consideration while positions are calculated.
But these edges are finally drawn during the visualisation.

3.2 Avoiding Horizontal Edges

After some experimentation, the function angle has been additionally improved to
avoid the potential problem of vertex and label overlap. This problem is very important
in our setting due to the potentially quite long textual labels. We applied the following
simple trick. Just before drawing, to avoid any horizontal edges, all the angles are shift
to right by a small angle:

1

3
2π ∗ 1

number of non-main vertices
Thus the function angle was implemented as:

angle(vertex) := 2π ∗
vertex.number + 1

3

number of non-main vertices
(3)

Note that the results of subtraction of values returned by function radius and α ∈
{0, π} are not in interval (−v, v) where v = 2π

3
1

number of non-main vertices .
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4 Implementation and User Evaluation

AGNES was implemented by extending one of the freely available graph visualisation
packages. We considered JUNG, jGraph and Gephi and finally selected JUNG as not
containing native libraries (unlike Gephi) and being better documented than JGraph.

Figure 7 presents an example summary visualised by the resulting prototype imple-
mentation of AGNES. The result seems to be quite promising.

Fig. 7. The example visualisation of graphical entity summary computed on imdb.com data by
our implementation of AGNES

We also manually inspected the peformance of our novel algorithm on over 80 other
summaries computed on a real dataset concerning imdb.com movie domain. All the
inspected visualisations satisfied almost all of the desired properties and avoided most
of the negative properties observed in the competing visualisation tools.

The most important minor problem that we regularly observed was partial overlap-
ping of edge label with vertex label but the general impression was much better than in
the case of competing tools that we analysed. We believe that this problem will be pos-
sible to remove in next versions of our algorithm by additionally controlling the lengths
of the edges by taking the label lengths into account. Notice that this issue is almost
independent on the angle-placing idea of our algorithm and can be treated separately in
our future work.

Most importantly, the general, angle-based positioning of the vertices, that was the
main goal of the algorithm seems to be quite successful.
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4.1 User Evaluation Experiment

To further evaluate AGNES in a more objective manner we designed and performed
a user evaluation experiment of the visualisation algorithm with the CrowdFlower2

crowdsourcing service.
After examining many existing tools, as described in Section 2, we selected the best

(according to our assessment) competitor tool (Gephi), configuring its layout parame-
ters to make it most suitable for the summarisation task and graphically most similar to
our implementation. Next, we asked users to compare the results with ours.No prede-
termined criteria have been set for users to participate in evaluation. Participants were
of different age groups, geographical locations, technical background, etc. This made
them perfect target group for our survey as they represent all types of potential users.
If we consider this and the speed of evaluation provided by crowdsourcing use of this
technique for evalution purpose seems obvious and justified.

The user allways saw a pair of visualised summaries produced by the two compared
tools side by side in a random order (user was not informed which picture is produced
by which algorithm).

A web-based survey was prepared and published in order to confront AGNES with
the Gephi visualisation tool. It consisted of a series of single-choice questions as well
as some open questions regarding user feedback, improvement suggestions, choice jus-
tification, etc.

Over 200 answers were gathered during the evaluation process. As it can be seen in
the survey extract, user was required to enter unique sample id in order to assure quality
of the results. This value was used to perform initial evaluation of the results. There
were some answers qualified as invalid according to previously described criteria. 88%
of the results were valid and used in our analysis.

Direct comparison of graph visualisation between AGNES and the selected competi-
tor shown that users favoured our solution. About 79% of the survey participants pre-
ferred AGNES. As mentioned before survey also contained open questions so that users
could provide more detailed feedback. According to multiple user comments, AGNES
was “better looking”, “more manageable and easier to read”, etc. Arrows showing the
direction of the relations made it easier for users to understand presented information
and interpret it in appropriate way. Overlapping words, lack of arrows showing rela-
tion direction, the ”cris-crossed” arrangement of the layout with crossing vertexes were
among the points risen by the users as the faults of the visualisation provided by the
competting tool. In case of our visualisation, one user suggested a tree structure as more
appropriate for data presentation. There was also some suggestion about improving the
overall quality of visualisation by using more colours.

Overall, users gave very positive feedback on AGNES, describing it as easy to read,
neat and enabling them to quickly read presented information.

5 Conclusions and Further Work

We have presented AGNES – a novel algorithm for visualising diversified graphical
entity summarisations on knowledge graphs. The main idea is to compute the positions

2 http://crowdflower.com
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of the vertices in radial system of coordinates based on recursive, in-order traversal
of the BST spanning tree of the graph. AGNES was implemented and evaluated by
real users in a crowdsourcing experiment. The results are very promising and show the
superiority over the competing tool.

We observed some minor problems to be corrected in our future work, concerning
partial overlapping of vertex labels and edge labels that can be overcome by taking the
lengths of labels into account where computing the radius of the vertex.

Another direction of future work would be to add the “spring-like” mechanism to
the corners of the rectangular vertices to completely get rid of the potential problem of
partial vertex overlaps.

Acknowledgements. The work is a part of the DIVERSUM project held at Web Mining
Lab at PJIIT, Warsaw and supported by the N N516 481940 grant of National Science
Centre.
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2 DISUCOM, Università della Tuscia, Viterbo, Italy

Abstract. We present a logic-based framework for automated skill matching,
able to return a ranked referral list and the related ranking explanation. Thanks to
a Knowledge Compilation approach, a knowledge base in Description Logics is
translated into a relational database, without loss of information. Skill matching
inference services are then efficiently executed via SQL queries. Experimental
results for scalability and turnaround times on large scale data sets are reported,
confirming the validity of the approach.

1 Introduction

We present a logic-based framework for automated skill matching, which combines
the advantages of both semantic-based and database technologies through a Knowledge
Compilation [2] approach. Coherently with it, our contribution makes computationally
efficient the skill matching execution over the information contained in the Knowledge
Base (KB) – modeling intellectual capital according to the formalism of Description
Logics (DLs) – by splitting the reasoning process in two phases: (i) off-line reasoning
- the KB is pre-processed and stored in a relational database; (ii) on-line reasoning -
skill matching is performed by querying the data structure coming from the first phase.
Other distinguishing features of the approach include the addition of a fully explained
semantic-based comparison between the job request and the retrieved candidates as well
as the possibility to express both strict requirements and preferences in the job request.
Coherently with this perspective, our approach provides a two-steps matchmaking [5,8]
process: Strict Match retrieves candidates fully satisfying all the strict requirements;
Soft Match implements an approximate match by retrieving candidates fully or partially
satisfying at least one user preference.

The approach has been implemented in I.M.P.A.K.T., an integrated system for
automated HR management that provides team composition services [14,6] and Core
Competence extraction [7] (an embryonic I.M.P.A.K.T. version of the retrieval of
candidates ranked referral lists has been presented in [13]).

Among the few semantic-based implemented solutions for HR management, one of
the first ones is –to the best of our knowledge – STAIRS1, a system still used at US Navy
Department to retrieve referral lists of best qualified candidates w.r.t. a specific task. We

1 http://www.hrojax.navy.mil/forms/selectguide.doc

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 192–201, 2012.
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may also cite products offered by Sovren2, which provide solutions for both CV and job
requests parsing starting from several text formats to HR-XML schema. Recently, also
Monster.com(R), the leading Web job-matching engine, introduced the Monster Power
Resume SearchTM service 3. The product relies on the semantic 6Sense(TM) search
technology, patented by Monster Worldwide, Inc. . All the previous solutions exploit
the semantics of queries– and are able to distinguish between essential and nice-to-have
skills– to perform the search process but no ranking explanation is returned. On the
other hand, several approaches have been presented, where databases allow users and
applications to access both ontologies and other structured data in a seamless way. Das
et al. [4] developed a system that stores OWL-Lite and OWL-DL ontologies in Oracle
RDBMSs, and provides a set of SQL operators for ontology-based matching. The most
popular OWL storage is the recent OWLIM [11], a Sesame plug-in able to add a robust
support for the semantics of RDFS, OWL Horst and OWL2 RL. Other systems using
RDBMS to deal with large amounts of data are QuOnto4 and OWLgres5, both DL-Lite
reasoners providing consistency checking and conjunctive query services. SHER [9] is
a highly-scalable OWL reasoner performing both membership and conjunctive query
answering over large relational datasets using ontologies modeled in a subset of OWL-
DL without nominals. PelletDB6 provides an OWL 2 reasoning system specifically
built for enterprise semantic applications. Although all the previous approaches support
languages more expressive than the one we use in our system, they are only able to
return either exact matches (i.e., instance retrieval) or general query answering. Instead,
we use an enriched relational schema to deal with non-standard inferences and provide
effective value-added services.

The rest of this paper is organized as follows. In the next section, the modeling ap-
proach translating the KB into the reference relational database is presented. Section 3
introduces the implemented services and Section 4 reports on an experimental evalua-
tion using PostgreSQL 9.1 DBMS showing the effectiveness and the scalability of the
proposal. Conclusions and future research directions close the paper.

2 Knowledge Compilation

I.M.P.A.K.T. receives all the information needed to model and manage the domain
of human resources from a specifically developed modular ontology T = {Mi|0 ≤ i ≤
6}, currently including nearly 5000 concepts. Each ontology module Mi is modeled
according to the formalism of FL0(D) subset of DLs. In particular, every Mi may
include the following items: i) a class hierarchy; ii) n optional propertiesRi

j , 1 ≤ j ≤ n,
defined over the classes specifying the module hierarchy; iii) optional concrete features
pi, either in the natural numbers or in the calendar dates domain.

2 http://www.sovren.com/default.aspx
3 http://hiring.monster.com/recruitment/
Resume-Search-Database.aspx

4 http://www.dis.uniroma1.it/˜quonto/
5 http://pellet.owldl.com/owlgres/
6 http://clarkparsia.com/pelletdb/

http://www.sovren.com/default.aspx
http://hiring.monster.com/recruitment/Resume-Search-Database.aspx
http://hiring.monster.com/recruitment/Resume-Search-Database.aspx
http://www.dis.uniroma1.it/~quonto/
http://pellet.owldl.com/owlgres/
http://clarkparsia.com/pelletdb/
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Hereafter, we shortly describe the content modeled in each ontology module:
Level models the hierarchy of candidate education and training levels;
ComplementarySkill models the class hierarchy about complementary attitudes;
Industry models the hierarchy of company types a candidate may have worked for;
Knowledge models the hierarchy of possible candidate competence and technical
tools usage ability and the related experience role (e.g., developer, administrator, and so
on) exploiting the type property; JobTitlemodels the hierarchy of possible job po-
sitions; Languagemodels the hierarchy of possible languages known by the candidate
and provides three concrete features for expressing the related level (verbalLevel,
readingLevel and writingLevel). Finally, modules Industry,
ComplementarySkill, Knowledge and JobTitle provide also two predicates:
year, to specify the experience level in years, and lastdate, which represents the
last temporal update of work experience. M0 is the main ontology module: it includes
all the previous modules and models a property (called entry point) for each imported
sub-module.

Thanks to the knowledge modeling outlined so far, it is possible to describe CV
Profiles in the ABox. The CV classification approach we propose is based on a role-
free ABox, which includes only concept assertions of the form P (a), stating that the
candidate a (i.e., her CV description) offers profile features P (see Definition 1).

Definition 1 (Profile). Given the skill ontology T , a profile P = �(∃R0
j .C) is a

ALE(D) concept defined as a conjunction of existential quantifications, where R0
j ,

1 ≤ j ≤ 6, is an entry point and C is a concept in FL0(D) modeled in the ontol-
ogy module Mj .

As hinted before, our knowledge compilation approach aims at translating the skill
knowledge base into a relational model, without loss of information and expressiveness,
in order to reduce on-line reasoning time. Relational schema modeling is therefore the
most crucial design issue and it is strongly dependent on both knowledge expressiveness
to be stored and reasoning to be provided over such a knowledge base. We recall that
FL0(D) concepts can be normalized according to the Concept-Centered Normal Form
(CCNF), [1, Ch.2]. The availability of a finite normal form turns out to be very useful
and effective, since all non-standard reasoning services performed by I.M.P.A.K.T.
process the atomic information making up the knowledge descriptions, rather than the
concept as a whole. Thus, we map the KB to the database according to the following
design rules:

1) a table CONCEPT is created to store all the atomic information managed by the
system: i) concept and role names; ii) the CCNF atoms of all the FL0(D) concepts
defined in modules Mj , with 1 ≤ j ≤ 6; 2) two tables mapping recursive relation-
ships over the table CONCEPT, namely PARENT and ANCESTOR; 3) a table PROFILE

including the profile identifier (profileID attribute) and the so called structured in-
formation: extra-ontological content, such as personal data (e.g., last and first name,
birth date) and work-related information (e.g., preferred working hours, car availabil-
ity); 4) a table Rj(X) is created for each entry point R0

j , 1 ≤ j ≤ 6 where X is
the set of attributes X = {profileID, groupID, conceptID, value, lastdate} . Once the
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CCNF (P ) = �(∃R0
j .CCNF (C)) of a profile P (see Definition 1) has been com-

puted, the assertion P (a) is stored in the database. I.M.P.A.K.T. produces a unique
identifier for candidate a and assigns it to attribute profileID in table PROFILE. Then,
for each conjunct ∃R0

j .C belonging to P (a), it adds one tuple for each atom of the
CCNF (C) to the related table Rj(X). Thus, all features modeled in profile descrip-
tions according to Definition 1 are stored in tables Rj(X) related to the involved entry
points. Notice that, thanks to the fourth rule, our model can be easily extended. If the
module M0 in T is enhanced by a new entry point in order to capture a novel aspect
of candidate CV, then the schema can be enriched by adding the corresponding table
Rj(X) to it.

3 Skill Matching Services

To evaluate the matching degree between a job request and a candidate profile, we
need that both of them share the KB used for representation. Thus, the job requests
submitted to I.M.P.A.K.T. have to be represented according to the syntax detailed
in Definition 1. In particular, two groups of user requirements (preferences and strict
constraints) compose a job request.

Formally, a Job Request F is defined as follows:

Definition 2 (Job Request). A Job Request F is a Profile F = �(∃R0
j .C) (according

to Definition 1), defined as a pair of feature sets F = 〈FS,FP〉 such that:

– FS = {fsi|1 ≤ i ≤ s} is a set of s strictly required features fsi, of the form
∃R0

j .Ci;
– FP = {fpk|1 ≤ k ≤ p} is a set of p preferred features fpk , of the form ∃R0

j .Ck.

I.M.P.A.K.T. provides two matchmaking processes, namely Strict Match and Soft
Match, detailed in the following. More formally, Strict Match is defined as follows:

Definition 3 (Strict Match). Given the ontology T , a (part of) Job Request FS and a
set P = {P (a1), . . . , P (an)} of n candidate profiles, modeled according to Definition
1 and stored in the DB according to the schema detailed in section 2, the Strict Match
process returns all the candidate profiles P (aj) in P providing all the features fsi in
FS.

We notice that, thanks to the adoption of CCNF, the Strict Match can retrieve candi-
date profiles P (a) also more specific than FS. On the other hand, the Soft Match is
devoted to implement the approach to approximate matching: the search has to revert
also to candidates having some missing features and/or having features slightly conflict-
ing w.r.t. FP . We notice that, according to the formalism adopted, inconsistency may
happen e.g., when we have a preference fpk = ∃R0

j .Ck, with Ck = D� ≥n p, and
a candidate profile P (a) with a specified feature ∃R0

j .C, where C = D� =m p, with
m < n. In order to satisfy user preferences, candidate profiles modeling concrete fea-
tures with values in an interval around the required value could represent a good result.
We name such concrete features as slightly conflicting features (see Definition 4, MC3
class).
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In order to search for possible approximate matches, Soft Match needs to investi-
gate on single atoms of CCNF(FP) and compare them with candidate profiles features,
which are stored in the DB in their CCNF. Thus,FP elements need to be further manip-
ulated before the execution of Soft Match (notice that for Strict Match I.M.P.A.K.T.
compares candidates features with the ones in FS without any preprocessing of FS).

More formally, we define Soft Match as:

Definition 4 (Soft Match). Given the skill ontology T , a (part of) Job RequestFP and
a set P = {P (a1), . . . , P (an)} of candidate profiles, modeled according to Definition
1 and stored in the DB according to the schema detailed in Section 2, the Soft Match
process returns a ranked list of candidate profiles P (aj) in P belonging to one of the
following match classes:

1. MC1 is the set of profiles P (aj), such that each P (aj) provides at least one feature
atom corresponding to a concept name in fpk ∈ CCNF (FP)7;

2. MC2 is the set of profiles P (aj), such that each P (aj) fully satisfies at least one
feature fpk ∈ CCNF (FP) combining in Ck both a concept name and a concrete
feature8;

3. MC3 is the set of profiles P (aj), such that each P (aj) partially satisfies one fea-
ture fpk ∈ CCNF (FP) combining in Ck both a concept name and a concrete
feature9.

Finally, in the most general case of job request F containing both FS and FP ,
I.M.P.A.K.T. performs a two-step matchmaking approach, namely Matchmaking,
which starts with Strict Match process, computing a set of profiles fully satisfying
strict requirements, and then proceeds with Soft Match process, trying to approximately
match preferences with profiles belonging to the set returned by Strict Match.

According to Definition 3, results retrieved by Strict Match have a 100% coverage
level of the job request F and thus they do not need to be ranked after retrieval. On the
contrary, a ranking process according to a unified measure is necessary for Soft Match
resulting profiles w.r.t. F . We remind that, among CCNF atoms deriving from features
fpk ∈ FP , I.M.P.A.K.T. distinguishes between atomic concepts and value restric-
tions (i.e., qualitative information) and concrete features (i.e., quantitative information),
since they need a different manipulation in the ranking process. I.M.P.A.K.T. com-
putes a logic-based ranking by applying the following rules: (1) each conjunct in the re-
trieved candidate profile receives a score on the basis of the number and type (concept
name or value restriction or concrete feature) of matched features fpk ∈ FP; (2) each
conjunct ranked according to rule 1 is “re-weighted” based on the relevance of its related
entry point R0

j , 1 ≤ j ≤ 6. In rule (1), the score for qualitative information is computed
by simply counting the retrieved atoms matching the requested ones. On the other hand,
in order to assign a score to each feature specification involving p in a candidate profile,
FP features in the form ≥n p, =n p and ≤n p are managed by a different and specif-
ically designed scoring function. Examining the second rule in our score computation
strategy, it is easy to notice that a relevance order relation needs to be set among entry

7 See queries Q(fpk) and QNULL(fpk) in Section 3.1.
8 See query Qn(fpk) in Section 3.1.
9 See query Qnm%

(fpk) in Section 3.1.
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points (see the following formula (1) for our current implementation). Both Strict Match
and Soft Match, regardless of their different behavior w.r.t. ranking, share the same Ex-
planation process of match between a retrieved candidate P (a) and a job request F .
Such a process classifies profile features w.r.t. each requirement in F in the following
four groups: Fulfilled: P (a) features either perfectly matching or slightly conflicting
those requested by F ; Conflicting: P (a) features slightly conflicting with FP require-
ments; Additional: P (a) features either more specific than the ones required in F or
not exposed in the user request and belonging to entry point R0

j = hasKnowledge;
Underspecified: F requirements which are not included in P (a) features.

We notice that for a Job RequestF such thatFP = ∅, that is the case of Strict Match
only, the explanation of the match related to each returned P (a), is characterized by
empty sets of Underspecified and Conflicting features and by a set of Fulfilled features
equivalent to P (a) itself.

3.1 SQL-Based Implementation

Coherently with the approach introduced and motivated so far, once our KB has
been pre-processed and stored into the DB according to our relational schema,
I.M.P.A.K.T. is able to perform all the reasoning services only through standard
SQL queries. Notice that we do not use a specific preference language as in [10,3,12]
but we exploit a set of standard SQL queries built on-the-fly according to both user re-
quirements (i.e., strict requirements and preferences) and required features (i.e., atoms
contained in each feature).

Let us consider a strict requirement fsi of the form ∃R0
j .Ci. We recall that Ci is

a concept description in FL0(D) which we can model as a conjunction of concepts
defined according to the KB modeling: A – concept name, ∀R.D – universal quantifi-
cation, ≤n p(≥n p,=n p) – concrete feature, i.e. fsi = ∃R0

j .(A � ∀R.D� ≥n p).
From database querying point of view, fsi has to be translated in a set of syntactic
elements to search for in the proper Rj(X) table. Strict Match asks for a profile to in-
clude all of the previous syntactic elements to be retrieved. Since each of these elements
fills one tuple of a Rj(X) table, the resulting query, Qs(fsi), retrieves a results set by
adopting the following conceptual schema: (set of profiles in Rj(X) containing A) IN-
TERSECT (set of profiles in Rj(X) containing R.D) INTERSECT (set of profiles in
Rj(X) containing≥n p)10.

According to such a schema and the required fsi, the queryQs(fsi) is automatically
built on-the-fly considering a number of conditions in WHERE clause defined according
to atoms in Ci. In particular, Fig. 1 presents an executable example for the query fsi =
∃hasknowledge.(Java � ∀skillT ype.Programming� ≥3 years). We notice that
Qs(fsi) in Fig. 1 has three conditions in WHERE clause, as expected. On the other hand,
Soft Match relies on a query schema involving each element CCNF (fpk), ∀fpk ∈
FP . In particular, let CCNF (fpk) = ∃R0

j .CCNF (Ck) be a normalized preference;

10 To improve engine performance, I.M.P.A.K.T. exploits, as far as possible, EXISTS
operator instead of INTERSECT. Also for performance reasons, conditions in the form
conceptID=(SELECT conceptID FROM CONCEPT WHERE name=’X’) are not exe-
cuted at run-time but a lookup on a hash table directly assigns the proper conceptID value.
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SELECT profileID
FROM hasKnowledge as R
WHERE conceptID = (SELECT conceptID

FROM concept WHERE name=’Java’)
AND EXISTS (SELECT *

FROM hasKnowledge
WHERE profileid=R.profileid AND groupid=R.groupid
AND conceptid = (SELECT conceptID

FROM concept WHERE name=’skillType.Programming’))
AND EXISTS (SELECT *

FROM hasKnowledge
WHERE conceptid=(SELECT conceptID

FROM concept WHERE name=’years’)
AND value >= 3 AND profileid=R.profileid AND groupid=R.groupid)

Fig. 1. SQL definition of query Qs(fsi) w.r.t. a single feature fsi = ∃hasKnowledge.(Java	
∀skillT ype.Programming	 ≥3 years).

a single query Q(fpk) or a set of queries Qp(fpk) is built according to the following
schema:

– if none of {≤n p,≥n p,=n p} elements occur in CCNF (Ck), then a single query
Q(fpk) is built which retrieves the profiles containing – w.r.t. the related entry
point R0

j– at least one among syntactic element occurring in CCNF (Ck);
– otherwise a set of queries Qp(fpk) =

{
Qn(fpk), QNULL(fpk), Qnm%

(fpk)
}

is
built retrieving candidate profiles belonging to a different match class –i.e., either
profiles fulfill fpk (Qn(fpk)) or profiles do not fulfill it (Qnm%

(fpk)) or profiles
do not specify p (QNULL(fpk)). The resulting set of candidate profiles is made up
by the UNION of all the tuples retrieved by each of the query inQp(fpk).

As for Strict Match, for each CCNF (fpk) the previous queries are automatically built
on-the-fly according to syntactic elements occurring in CCNF (Ck). Here, due to the
lack of space, we do not report the SQL definition of both Q(fpk) query and the set
of queries Qp(fpk). We only notice that the score for each retrieved atom (i.e., tuple)
of candidate feature is computed directly in the SELECT clause of each query imple-
menting the Soft Match. In particular, for qualitative information (i.e., atomic concepts
and value restrictions) score is equal to 1, whereas for concrete feature p score is an ex-
pression computed according to scoring functions aforementioned strategy. Moreover,
we notice that, by construction, Soft Match retrieves candidate profiles belonging to one
of the match classes in Definition 4 for each feature fpk. Thus, such candidates profiles
have to be properly rearranged for defining the final results set. Each retrieved profile is
finally ranked according to a linear combination of scores:

rank =

N∑
i=1

wi ∗ scoreli (1)

where wi are heuristic coefficients belonging to the (0, 1) interval, N is the number
of relevance levels defined for the domain ontology and scoreli represents the global
score computed summing the score of tuples related to entry points falling in the same
relevance level li. I.M.P.A.K.T. defines a number N = 3 of ontology levels rep-
resented by Level = {l1, l2, l3} (l1 is the most relevant one), with hasKnowledge set
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to l1; hasIndustry, hasComplementarySkill and hasJobTitle set to l2 and the remaining
entry points set to l3. Moreover, the following values are assigned to wi coefficients:
w1 := 1, w2 := 0.75 and w3 := 0.45.

4 System Performances

In this section we focus on the evaluation of data complexity and expressiveness com-
plexity of our knowledge compilation approach and present obtained results.
I.M.P.A.K.T. is a client-server application developed in Java. Our current imple-
mentation exploits the open source PostgreSQL 9.1 DBMS. In order to prove the ef-
fectiveness and efficacy of the proposed approach, we initially created a real dataset
by collecting approximately 180 CVs on ICT domain, originated from three differ-
ent employment agencies. The dataset has been exploited for an iterative refinement
phase of both the Skill Ontology development and the setting of the Skill Matching
parameters (i.e., entry points levels and weights in scoring strategy). We implemented
a synthetic KB instances generator able to automatically build satisfiable profiles ac-
cording to a given format (i.e., number of features for each relevance level, number
of numeric restrictions, etc.). In this way, we generated datasets having different size,
ranging from 500 to 5500 profiles, with bigger datasets including the smaller ones.
We point out that for the datasets construction we considered a number of features for
each candidate comparable to the average value of candidate profiles in the previous
mentioned real dataset. In particular, each generated profile has at least: 30 features for
hasKnowledge entry point, 2 features for hasLevel and knowsLanguage entry points,
and 3 features for hasJobTitle, hasIndustry and complementarySkill entry points. Tests
refer to I.M.P.A.K.T. running on an Intel Dual Core server, equipped with a 2.26
GHz processor and 4 GB RAM and measure the retrieval time calculated as average
time over ten iterations. Here we report retrieval times of 9 significant queries, selected
among several test queries with a different expressiveness divided into 3 groups: (A)
only strict requirements represented by either generic concepts (Q4) or features with an
higher specificity (Q5); (B) only preferences again represented by either generic con-
cepts (Q2) or features with an higher specificity (Q3); (C) a combination of all A) and
B) groups features (Q1,Q6,Q7,Q8,Q9). We notice that: 1) Q1 query is a translation in
our formalism of a real job request available on http://jobview.monster.co.uk

titled “SQL Developer (Business Intelligence)” and containing 2 strict and 12 soft re-
quirements for entry point hasKnowledge and only one soft request for entry point com-
plementarySkill; 2) queries from Q2 to Q7 are composed by one feature for each entry
point; 3) Q6 = Q2 ∪ Q4 and Q7 = Q3 ∪ Q5; 4) Q8 involves only three entry points,
i.e., hasKnowledge, knowsLanguage and hasLevel; 5) Q9 involves several features for
each entry point.

Table 1 shows the retrieval times together with the number of retrieved profiles (#p)
for each dataset and request. In particular, in order to better evaluate matching perfor-
mances, we differentiate among the request normalization process times (see tn in Table
1), which is dataset-independent, Strict Match retrieval times (see tst in Table 1) and
Soft Match retrieval times (see tsf in Table 1) including also the ranking calculation
times.

http://jobview.monster.co.uk
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Table 1. Retrieval times in milliseconds and number of retrieved profiles (#p) for datasets DS1,
DS2, DS3, DS4 and DS5 of, respectively, 500, 1000, 2000, 3500 and 5500 profiles

DS1 DS2 DS3 DS4 DS5

tn tst tsf #p tst tsf #p tst tsf #p tst tsf #p tst tsf #p

Q1 724.4 124.2 210.6 4 246.6 240.8 10 545.6 382.5 20 784.5 402.2 28 2334.8 551.8 144

Q2 335.8 0 305.7 461 0 456.8 927 0 563.6 1829 0 756.2 3202 0 1158.8 5029

Q3 474.8 0 440.5 396 0 578.2 740 0 782.2 1560 0 1624.8 2729 0 2775 4270

Q4 225.9 71.2 0 10 110.4 0 13 212.8 0 23 336.4 0 35 423 0 52

Q5 224.4 74.1 0 1 115.2 0 1 218 0 1 342 0 1 441.4 0 1

Q6 240.6 96.7 103.8 10 147.4 128.4 13 227.4 139.4 23 344.4 173 35 485.5 180.4 52

Q7 538.8 84.8 97.8 1 119.8 133.4 1 219.2 179.6 1 343.8 193.8 1 473.2 208 1

Q8 347 228.6 96.6 17 456.6 113 44 927 125.2 79 1277.4 132.4 131 2593.4 196.8 226

Q9 317.8 136.8 163 3 244.2 166.5 3 385.6 168.6 4 671.2 180 5 1245.8 252 7

As we expected, retrieval times of both match procedures linearly increase with
datasets size (e.g. see Q5). In particular, Strict Match times are also dramatically af-
fected by #p (see results for DS5 in Table 1), whereas the Soft Match times seem to
grow more slowly with #p. We therefore observe that the number of retrieved profiles,
though affecting the whole matchmaking process, mostly impacts Strict Match, since it
involves the SQL intersection of several queries by construction. In particular, profiles
returned by Q5 are dataset-independent, as the Strict Match procedure always returns
the same profile (i.e., no other profile satisfying strict requirement exists in the datasets).
In order to verify the approach expressiveness complexity, we evaluated retrieval times
of different test queries on one dataset at a time. It has to be observed that: (i) for
queries only expressing preferences (Q2,Q3) or only strict requirements (Q4,Q5), the
retrieval time increases with the query expressiveness; (ii) for the other queries, thanks
to preliminary execution of Strict Match, the Soft Match times are always notably re-
duced, so confirming the theoretical complexity results. In particular, we notice that for
larger data sets and a number of retrieved profiles larger than 3000 (see tsf in Q2 and
Q3 on DS4, DS5), expressiveness of soft requirements has a more relevant impact on
retrieval times. Moreover, for each dataset, the real-data query Q1 has retrieval times
comparable to all queries belonging to C group considering also the #p value. Thus,
in the whole matchmaking process, involving both strict requirements and preferences,
the query expressiveness does not significantly affect retrieval times.

Summing up, we can claim that I.M.P.A.K.T. is able – with time performances
encouraging its application in real-world scenarios – to provide crucial value-added
information with respect to typical HR management tasks, even on large datasets.

5 Discussion and Future Work

Motivated by the need to efficiently cope with real-life datasets in semantic-enhanced
skill matching, we presented a knowledge compilation approach able to translate a KB
into a relational database while retaining the expressiveness of the logical representa-
tion. The obtained model allows to perform reasoning services through standard-SQL
queries, in the framework of I.M.P.A.K.T.. Performance evaluations on various
datasets show an efficient behavior although several optimization techniques have not
been implemented yet. Future work aims at testing further devised strategies for score
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calculation, including the possibility for the user to assign a weight to each preference,
along with a full optimization of the database.
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Abstract. In this paper, we discuss a role based authorization program
and its implementation. A role based authorization program (RBAP)
is a logic based framework which enables users to describe complex ac-
cess control policies in a decentralized system. It supports administrative
privilege delegations for both roles and access rights. The program Smod-

els is a widely used system that implements the answer set semantics
for extended logic programs. In this paper, we show how to use Smodels

to evaluate RBAP. The access control policy is also given.

1 Introduction

Role Based Access Control (RBAC) ([4]) is a well-known paradigm of access
control model. The main idea of RBAC is that accesses are associated with
roles and users are assigned to appropriate roles thereby acquiring accesses.
Classic access control is based on the individual (subject) accessing a resource
(object). However, in many situations, access rights are associated with positions
other than individuals. Individuals get their access rights due to their roles in
an organization. When people leave the organization or change the positions,
their access rights will be revoked or changed, too. For example, an employee
doing student service in a university can access the students’ information. If
the employee leaves the university or changes to the IT support development
department, his/her capability to access the students’ information should be
revoked or changed, too. If the number of subjects and objects is large, individual
access control becomes difficult. When access rights are indeed assigned to roles
other than individual subjects, role-based access control can greatly simplify the
administration work.

In a role-based access control, roles are placed between the user and the
objects. Users get their access rights indirectly by assigning access rights to
roles and roles to users. When people leave or change roles, only the mapping
from subjects to roles need to be revoked or changed. On the other hand, if the
duties of the roles change, only the mapping from roles to access rights need
to be changed. Roles can be organized into hierarchies so that access rights can
be inherited, which could further reduce the amount of explicit access rights
specification. For example, privileges granted to employee can be inherited by
all roles in a university. Roles can also be delegated. One entity may act on
behalf of another. Acting Head of School is an example of this relationship.

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 202–207, 2012.
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On the other hand, logic based approaches have been developed by many
researchers for the purpose of formalizing access control policy specifications
and evaluations ([2]). Smodels is a widely used system that implements the
answer set semantics for extended logic programs. It is domain-restricted but
supports extensions including built-in functions as well as cardinality and weight
constraints. We have developed a role based authorization program (RBAP)
which is a logic based framework. It supports administrative privilege delegations
for both roles and access rights. In this paper, we briefly discuss some features
of RBAP that can be used to assist with specifying role based access control
policies. We then show how to evaluate RBAP using Smodels.

The paper is organised as follows. Section 2 presents an overview of RBAP.
Section 3 describes how to evaluate RBAP using Smodels, while Section 4
concludes the paper.

2 RBAP Overview

2.1 Role Constraints

Role constraints are supported in our framework. Firstly, strong exclusion is
an important one which is also called Static Separation of Duty. Two roles are
strongly exclusive if no one person is ever allowed to perform both roles. In other
words, the two roles have no shared users. For example, full-time staff and part-
time staff roles should be exclusive. We believe this exclusion requirement can
be generalized to any number of roles; in our current framework, we consider up
to 4 roles exclusion, which is adequate for most common systems.

Role cardinality requirement is about the number of members in a role. To
make this more general, we will allow the expression of a minimum number
and a maximum number for a role at a given time. For instance, the promo-
tion committee consists of at least 5, and at most 7 members. The exact role
number requirement is then expressed by making minimum number equal to the
maximum number.

Role composition requirement is about a role’s relationship with another role.
For example, a university promotion committee should include two staff mem-
bers. We will also generalize this constraint to express that one role should
contain at least n and at most m members from another role.

In the real world, it is often required that to be able to perform role 1, one
needs to be in role 2. For example, many universities require that Unit coor-
dinators to be full time academic staff. Role dependency requirement is thus
introduced in our framework to represent this situation.

2.2 Authorization and Administrative Privilege Propagations

Rule based formalism allows implicit roles and their access rights to be derived
from explicit role/access right assignments, and hence this can greatly reduce
the size of explicit assignment set. In our framework, we support the implicit
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role/access right assignment by supporting inheritance. For example, the role
Head of School will inherit role staff and therefore has all the access rights
granted to staff. If a role is allowed to access student profile then the role should
be able to access the profile’s components such as the personal information and
study record. We apply the authorization propagations along hierarchies of roles
and objects represented by the corresponding partial orders. For the same reason,
we also support the administrative privileges inheritance along role and object
hierarchies. For example, if the role staff is allowed to assign role student or
grant access right on student profile, then the role Head of School should also
be able to do so.

2.3 Syntax

RBAP is a multi-sorted first order language, with seven disjoint sorts
R,U ,O,A, T ,W , and N for role, user, object, access right, authorization type
and weight or depth respectively. Variables are denoted by strings starting with
lower case letters, and constants by strings starting with upper case letters.

A rule r is a statement of the form:
b0 ← b1, ..., bk, not bk+1, ..., not bm,m >= 0

where b0, b1, ..., bm are literals, and not is the negation as failure symbol. A Role
Based Authorization Program, RBAP, consists of a finite set of rules.

The predicate set P in RBAP consists of a set of ordinary predicates defined
by users, and a set of system built-in predicates designed for users to express
role assignment, role to privilege grant, role/access right administrative privilege
delegation, and role constraints etc. Some built-in predicates are briefly presented
here.

For role assignment delegation, predicate (g, r, w, d)canAssign(r′, r′′) means
that a user g in role r says that role r′ can not only assign users to role r′′, but also
further delegate this administrative privilege on r′′ for the maximum delegation
depth of d, and g’s trust degree on this delegation to r′ is w. For role assignment,
predicate (g, r, w)assign(r′, u) means that a grantor g in a role r assigns user u to
role r′. g’s trust degree on this role assignment is w. The users can be individuals,
agents or processes. For the role delegation, predicate deleRole(u, u′, R) means
user u delegates its role R to user u′ while deleAll(u, u′) with Type U × U
means user u delegates its every role to user u′. The delegatee can perform
the delegated role due to the delegation. For the exclusion of roles, we define a
predicate exclusive(r1, r2, r3, r4) to represent up to 4 roles exclusion. Please note
that r2 or r3 can be empty denoted by to denote 2 or 3 role exclusion. Predicate
roleNum(r, n,m) is defined for the role cardinality constraint. It means that a
role r should have at least n and at most m members. For the role composition
constraint, we define the predicate roleComp(r, r′, n,m). It means that role r
should contain at least n and at most m members from another role r′. For the
role dependency constraint, we define the predicate depend(r, r′) which means
that role r depends on role r′.
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2.4 Access Control Policy

We can now define our access control policies. A query is a 4-ary tuple (u, r, o, a)
in U ×R×O ×A, which denotes that a user u as an active member of role
r requests access a over object o. The access control policy is a function f
from U ×R×O ×A to {true, false, undecided}. Given a request (u, r, o, a), if
f(u, r, o, a) = true then it is granted. If f(u, r, o, a) = false then it is denied.
Otherwise, f(u, r, o, a) = undecided, and it is left to be decided by the imple-
mented access control system.

According to answer set semantics, there may exist several authorization an-
swer sets for a given RBAP, and they may not be consistent with each other in
the sense that they may contain conflicting literals. We will adopt an optimistic
approach to deal with this problem. Let Π be a RBAP, A1, ..., Am be its autho-
rization answer sets. For any query (u, r, o, a), f(u, r, o, a) = true if r is SSO and
u is a member of SSO (inRole(u,SSO) appears in all Ai, 1 ≤ i ≤ m); or the role
r is granted access right a on o, and u is a member of r in some answer set Ai.
Otherwise, f(u, r, o, a) = false if the role r is rejected access right a on o, and
u is a member of r in some answer set Ai. Otherwise f(u, r, o, a) = undecided.
On the other hand, there may exist no authorization answer set for a given
RBAP Π . For example, there will be no answer set if the role constraints, such
as separation of duty, are not satisfied. In this case, we say Π is not well-defined.

3 Using SMODELS to Evaluate RBAP

3.1 SMODELS

Smodels is a widely used system that implements the answer set semantics
for extended logic programs [1]. It is domain-restricted but supports extensions
including built-in functions as well as cardinality and weight constraints.

In Smodels, constants are either numbers or symbolic constants that starts
with a lower case letter. Variables start with a capital letter. A function is ei-
ther a function symbol followed by a parenthesized argument list or a built-in
arithmetical expression. A range is the form of: start..end where start and end
are constant valued arithmetic expressions. A range is a notational shortcut for
defining numerical domains.

Rules are in the format of:
h : − l1, l2, ...ln
Where the head is the part to the left of : −, and the body is right to : −. A

program consists of set of rules.

3.2 Domain-Independent Rules

In this section, we present the Smodels program for the domain-independent
rules R in RBAP [3]. Most of the transformations are straightforward. The spe-
cial predicates, which are more readable to users, need to be transformed into
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the normal predicates. For example, the predicate (g, r, w, d)canAssign(r′, r′′)
will be transformed into canAssign(G,R,R′, R′′,W,D). We also add domain
definitions based on the Smodels syntax requirements. Due to the space limit,
we only show the rules for role assignment and constraints.

Rules for domains of roles, persons, objects, access methods, authorization
types, trust weights and depths.

#domain person(P ;P1;P2), role(R;R1;R2;R3), depth(D;D1),
f ile(F ;F1;F3),method(M ;M2;M1), weight(W ;W1), authtype(T ;T1).

weight(0..10).
depth(0..10).
authtype(0..1).
#constwei = 8.

Rules for role assignment capability delegation correctness.
(r1). canAssign1(P, sso,R,R1,W,D) : −

canAssign(P, sso,R,R1,W,D), inRole(sso, P ).
(r2). canAssign1(P,R,R1, R2, (W ∗W1)/10, D) : −

canAssign(P,R,R1, R2,W,D),
canAssign1(P2, R3, R,R2,W1, D1), inRole(R,P ), D1> D.

The above two rules say only eligible delegators’ delegations will be accepted,
which include sso or any roles that are delegated the capability to assign, rep-
resented by canAssign1.

Rules for role assignment correctness.
(r3). assign1(P, sso, P1, R,W ) : −

assign(P, sso, P1, R,W ), inRole(sso, P ), P ! = P1.
(r4). assign1(P,R, P1, R1,W ) : −

assign(P,R, P1, R1,W ), canAssign1(P2, R2, R,R1,W1, D),
inRole(R,P ), P ! = P1.

The above two rules say only eligible assigners’ assignments will be accepted,
which include sso or any roles that have the capability to assign, represented by
canAssign1.

Rules for calculating the role’s assigner’s trust degree.
(r5). trust(sso,R, 10) : −
(r6). trusts(R1, R2,W ∗W1/10) : −canAssign1(P,R,R1, R2,W,D),

trust(R,R2,W1)
(r7). existHigherT rusts(R,R1,W ) : −trusts(R,R1,W ),

trusts(R,R1,W1),W1 > W
(r8). trust(R,R1,W ) : −trusts(R,R1,W ),

not existHigherT rusts(R,R1,W )

Please note that an assigner’s trust degree is the product of all the trust degrees
along its assignment path. When there are multiple trust degrees for an assigner
due to the existence of multiple paths to it, we choose the biggest one as the
effective one.
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Rules for role assignment acceptance. To accept the role assignment, the as-
signment’s effective trust degree has to be greater than the predefined threshold,
represented by wei here.

(r9). inRole(R1, P1) : −
assign1(P,R, P1, R1,W ), trust(R,R1,W1),W1 ∗W > wei.

Rules for role delegation. A person can delegate all of his/her roles or a specific
role to another person.

(r10). inRole(R,P1) : −deleRole(P, P1, R), inRole(R,P ), P ! = P1.
(r11). inRole(R,P1) : −deleAll(P, P1), inRole(R,P ), P ! = P1.

Rules for constraints about role dependency, role exclusion, role cardinality,
and role composition.

(s1). : −depend(R,R1), inRole(R,P ), notinRole(R1, P ).
(s2). : −exclusive(R,R1), inRole(R,P ), inRole(R1, P ).
(s3). : −roleNum(R,N,M),M + 1{inRole(R,P )}.
(s4). : −roleNum(R,N,M),{inRole(R,P )}N − 1.
(s5). : −roleComp(R,R1, N,M), inRole(R,P ),M + 1{inRole(R1, P )}.
(s6). : −roleComp(R,R1, N,M), inRole(R,P ),{inRole(R1, P )}N − 1.

4 Conclusions

In this paper, we have discussed a logic program based formulation to specify and
evaluate complex access control policies that support role based access control.
Role constraints such as role dependency, role exclusion, role cardinality and
composition etc. are supported. We have discussed how to use Smodels to
implement the logic formulation and provided the corresponding Smodels rules.

For future work, we are considering to apply the system in a real world web-
based teaching system. We also plan to add a user-friendly interface to the
system.
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Abstract. In this paper, we first apply random ferns for classification of
real music recordings of a jazz band. No initial segmentation of audio data
is assumed, i.e., no onset, offset, nor pitch data are needed. The notion
of random ferns is described in the paper, to familiarize the reader with
this classification algorithm, which was introduced quite recently and
applied so far in image recognition tasks. The performance of random
ferns is compared with random forests for the same data. The results of
experiments are presented in the paper, and conclusions are drawn.

Keywords: Music Information Retrieval, Random Ferns, Random
Forest.

1 Introduction

The pleasure of listening to music can be very enjoyable, especially if our favorite
instruments are playing in the piece of music we are listening to. Therefore, it
is desirable to have a tool to find melodies played by a specified instrument.
The task of automatic identification of an instrument, playing in a given audio
segment, lies within the area of interest of Music Information Retrieval. This
area has been broadly explored last years [19], [22], and as a result we can
enjoy finding pieces of music through query-by-humming [14], and identify music
through query-by-example, including excerpts replayed on mobile devices [21],
[24]. However, recognition of instruments in real polyphonic recordings is still a
challenging task (see e.g. [4], [6], [7]).

In this paper, we address the recognition of plural instruments in real music
recordings of a jazz band, and our goal is to identify possibly all instruments
playing in each audio frame; polyphony in these recordings reaches 4 instruments.
Identification of instruments is performed in short frames, with no assumption
on onset (start) nor offset (end) time, nor pitch etc., which is often the case

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 208–217, 2012.
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in similar research, thus our methodology requires no preprocessing nor initial
segmentation of the data, and the computation can be fast.

Random ferns are classifiers introduced in 2007 [17] and named as such in
2008 [18]. This classification method combines features of decision trees and
Bayesian classifiers. Random ferns have been applied so far in image classifica-
tion tasks, including video data [1], [16], and they have also been adjusted to be
used on low-end embedded platforms, such as mobile phones [25]. Since many
audio applications are used in mobile environment, it is advisable to consider
such platforms as well. This is why we decided to use random ferns. Additionally,
we would like to compare the performance of Random Ferns (RFe) with Random
Forests (RFo), which yielded quite good results in our previous research [7], [8],
[9]. RFe are simpler and more computationally efficient than RFo [10]. We want
to use a simpler algorithm because, as more computationally efficient, it can
possibly be applied to be used on mobile devices, with limited computational
power (utilizing slower CPUs and working on battery power). We hope that the
accuracy of RFe is not much worse, and therefore it is worth using them and pos-
sibly implement on mobile devices, to get quick results without communication
with a cloud for cloud computing (which is an option which can be chosen for
low-end platforms), thus achieving low latency. Also, such a method would be
useful for massive calculations for indexing purposes, e.g. in archives, to achieve
fast computation and get quick results which are a good approximation of the
results that would be obtained using more computationally expensive search.

2 Classifiers

The classifiers applied in our research include random ferns and random forests.
RFo performed quite well in the research on instrument identification we per-
formed before [7], but their training is time consuming, whereas the training
of RFe is faster. The computational complexity of classification performed us-
ing the pre-trained classifiers is similar (linearly proportional to the number of
trees/ferns and to their average height), but in the case of ferns there is less
branching and memory accesses which should yield faster classification.

2.1 Random Forests

RFo is a classifier consisting of a set of weak, weakly correlated and non-biased
decision trees, constructed using a procedure minimizing bias and correlations
between individual trees [2]. Each tree is built using a different N -element boot-
strap sample of the trainingN -element set. The elements of the bootstrap sample
are drawn with replacement from the original set, so roughly 1/3 (called out-of-
bag) of the training data are not used in the bootstrap sample for any given tree.
For a P -element feature vector, K attributes (features) are randomly selected
at each stage of tree building, i.e. for each node of any particular tree in RFo
(K < P , often K =

√
P ). Gini impurity criterion (GIC) is applied to find the

best split on these K attributes. GIC measures how often an element would be
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incorrectly labeled if randomly labeled according to the distribution of labels in
the subset; the best split minimizes GIC.

Each tree is grown to the largest extent possible, without pruning. By repeat-
ing this randomized procedure Nt times, a collection of Nt trees is obtained,
constituting a RFo. Classification of an object is done by simple voting of all
trees. In this work, the RFo implementation from the R [13] package random-
Forest [11] was used.

The computational complexity CtFo of training a RFo is

CtFo = Nt ·No · logNo ·K , (1)

where No is the number of objects, K is the number of attributes tested for each
split and Nt is the number of trees in the forest; the computational complexity

CcFo = Nt · ht (2)

where ht is the average height of a tree in the forest.

2.2 Random Ferns

A fern is defined as a simplified binary decision tree of a fixed height D (called
a depth of a fern) and with a requirement that all splitting criteria at a cer-
tain depth i (Ci) are the same. Each leaf node of a fern stores the distribution
of classes over objects that are directed to this node. This way a fern can be
perceived as a D-dimensional array of distributions, indexed by a vector of D
splitting criteria values, see Figure 1.

c1

c2 c2 c2

c1

#class A
#class B

Fig. 1. An example of a fern of depth 2 trained on a binary classification problem
(left). Splits on each level are based on the same criterion (Ci), thus the fern tree is
equivalent to a 2-dim array (right). The leaf nodes contain the counts of objects of
each class instead of just the names of dominating classes, as in classic decision trees.

The fern forest is a collection of Nf ferns. When classifying a new object,
each fern in a forest returns a vector of probabilities that this object belongs
to particular decision classes. Ferns are treated as independent, thus all those
vectors are combined by simple multiplication and the final classification results
for the forest is a class which gets the highest probability, see Figure 2.
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Fig. 2. Training and classification using a fern forest for a binary classification problem.
Bags are drawn from the training data, and used for building individual ferns, repre-
sented here as cubes (left). When a new object (represented as an ellipse) is classified,
each fern in the forest returns a vector of class probabilities; they are combined by a
simple multiplication and the class scoring maximal probability is returned (right).

While the original RFe implementation [17,18] was written for a problem of
object detection in images, we use the RFe generalization implemented in the R
[13] package rFerns [10]; it trains the fern forest model in the following way.

First, N intermediate training sets called bags are created by drawing objects
with replacement from the training set, each bag being of the same size as the
original set. Next, each bag is used to train a fern. All D splits are created purely
at random; an attribute is randomly selected and then the splitting threshold is
set as a mean of two randomly selected values of this attribute1. The distributions
of classes in leafs are calculated on a bag with adding 1 for each class (i.e.
with a Dirichlet prior); this way the problem of undefined distributions in leafs
containing no objects is resolved.

The computational complexity CtFe of training a Rfe model is

CtFe = 2D ·Nf ·No , (3)

where D — depth of ferns, No — number of objects, Nf — number of ferns; the
computational complexity CcFe of classifying one sample is

CcFe = D ·Nf . (4)

3 Sound Parameterization

The identification of musical instruments is performed for short frames of audio
data, which are parametrized before applying classifiers for training or testing.
No assumptions on audio data segmentation or pitch extraction have been made.
Therefore, no multi-pitch extraction is needed, thus avoiding possible errors re-
garding labeling particular sounds in polyphonic recording with the appropriate
pitches. The feature vector consists of basic features, describing properties of an

1 In this work we have used only numerical descriptors of sound, thus the description
of treating ordinal and categorical attributes is omitted.
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audio frame of 40 ms, and additionally difference features, calculated as the dif-
ference between the given feature but calculated for a 30 ms sub-frame starting
from the beginning of the frame and a 30 ms sub-frame starting 10 ms later.
Identification of instruments is performed frame by frame, for consequent frames,
with 10 ms hop size. Fourier transform was used to calculate spectral features,
with Hamming window. Most of the features we applied represent MPEG-7 low-
level audio descriptors, which are often used in audio research [5]. Our feature
vector consists of the following 91 parameters [7]:

– Audio Spectrum Flatness, flat1, . . . , flat25 — a multidimensional parameter
describing the flatness property of the power spectrum within a frequency
bin for selected bins; 25 out of 32 frequency bands were used;

– Audio Spectrum Centroid — the power weighted average of the frequency
bins in the power spectrum; coefficients are scaled to an octave scale anchored
at 1 kHz [5];

– Audio Spectrum Spread — RMS (root mean square) value of the deviation
of the log frequency power spectrum wrt. Audio Spectrum Centroid [5];

– Energy — energy (in log scale) of the spectrum of the parametrized sound;
– MFCC — a vector of 13 mel frequency cepstral coefficients. The cepstrum

was calculated as the logarithm of the magnitude of the spectral coefficients,
and then transformed to the mel scale, to better reflect properties of the
human perception of frequency. 24 mel filters were applied, and the obtained
results were transformed to 12 coefficients. The 13th coefficient is the 0-order
coefficient of MFCC, corresponding to the logarithm of the energy [12];

– Zero Crossing Rate; a zero-crossing is a point where the sign of the time-
domain representation of the sound wave changes;

– Roll Off — the frequency below which an experimentally chosen percentage
equal to 85% of the accumulated magnitudes of the spectrum is concen-
trated; parameter originating from speech recognition, where it is applied to
distinguish between voiced and unvoiced speech;

– NonMPEG7 - Audio Spectrum Centroid — a linear scale version of Audio
Spectrum Centroid ;

– NonMPEG7 - Audio Spectrum Spread — a linear scale version of Audio
Spectrum Spread ;

– changes (measured as differences) of the above features for a 30 ms sub-
frame of the given 40 ms frame (starting from the beginning of this frame)
and the next 30 ms sub-frame (starting with 10 ms shift), calculated for all
the features shown above;

– Flux — the sum of squared differences between the magnitudes of the DFT
points calculated for the starting and ending 30 ms sub-frames within the
main 40 ms frame; this feature by definition describes changes of magnitude
spectrum, thus it is not calculated in a static version.

Mixes of the left and right channel were taken if the audio signal was stereo-
phonic. Since the recognition of instruments is performed on frame-by-frame
basis, no parameters describing the entire sound are present in our feature vec-
tor. This feature set was already used for instrument identification purposes
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using RFo, requiring no feature selection [7], and yielded good results, so we
decided to use this feature set in both RFo and RFe classification.

3.1 Audio Data

The audio data we used for both training and testing represent recordings in
44.1kHz/16-bit format. Training was based on three repositories of single, iso-
lated sounds of musical instruments, namely McGill University Master Samples
[15], The University of Iowa Musical Instrument Samples [23], and RWC Musical
Instrument Sound Database [3]. Clarinet, trombone, and trumpet sounds were
taken from these repositories. Additionally, we used sousaphone sounds, recorded
by R. Rudnicki in one of his recording sessions [20], since no sousaphone sounds
were available in the above mentioned repositories. Training data were in mono
format in the case of RWC data and sousaphone, and stereo for the rest of the
data. The testing data originate from jazz band stereo recordings by R. Rudnicki
[20], and include the following pieces played by clarinet, trombone, trumpet, and
sousaphone (i.e., our target instruments):

– Mandeville by Paul Motian,
– Washington Post March by John Philip Sousa, arranged by Matthew Postle,
– Stars and Stripes Forever by John Philip Sousa, semi-arranged by Matthew

Postle — Movement no. 2 and Movement no. 3.

To prepare our classifiers to work on larger instrument sets, training data also
included sounds of 5 other instruments that can be encountered in jazz record-
ings: double bass, piano, tuba, saxophone, and harmonica. These sounds were
added as additional sounds in training mixes with the target instruments.

4 Methodology of Training of the Classifiers

The goal of training of our classifiers is to identify plural classes, each repre-
senting one instrument. We use a set of binary classifiers (RFe or RFo), where
each set (which we call a battery) is trained to identify whether a target in-
strument is playing in an audio frame or not. The target classes are clarinet,
trombone, trumpet, and sousaphone, i.e. instruments playing in the analyzed
jazz band recordings. The classifiers are trained to identify target instruments
when they are accompanied by other instruments, and this is why we use mixes
of instrument sounds as input data in training.

When preparing training data, we start with single isolated sounds of each
target instrument. After removing starting and ending silence [7], each file rep-
resenting the whole single sound is normalized so that the RMS value equals
one. Then we perform parameterization, and train a classifier to identify each
instrument — even when accompanied by other sound. Therefore, we perform
training on 40 ms frames of instrument sound mixes, mixing from 1 to 4 ran-
domly chosen instruments with random weights and then we normalize it again
to get the RMS value equal to one.
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The battery of one-instrument sensitive RFo or RFe classifiers is then trained.
3,000 mixes containing any sound of a given instrument are fed as positive exam-
ples, and 3,000 mixes containing no sound of this instrument are fed as negative
examples. For N instruments we need N binary classifiers (N=4), each one trained
to identify 1 instrument. For RFe models, we have been training 1000 ferns of a
depth of 10; for RFo, there were 1000 trees and K was set to the default floor
of square root of the number of attributes, namely 9.

5 Experiments and Results

The RFo and RFe classifiers, according to the procedure delineated in Section 4,
were next used to identify instruments playing in jazz recordings, described in
Section 3.1. Ground-truth data were prepared through careful manual labelling
[7], based on initial recordings of each instrument track separately.

The accuracy was assessed via precision and recall scores. These measures were
weighted by the RMS of a given frame (differently than in our previous work
[7], where RMS was calculated for frames taken from instrument channels), in
order to diminish the impact of softer frames, which are very hard to perform
reasonable identification of instruments, because their loudness is near the noise
level. For this reason, our true positive score Tp for an instrument i is a sum
of RMS of frames which are both annotated and classified as i. Precision is
calculated by dividing Tp by the sum of RMS of frames which are classified as
i; respectively, recall is calculated by dividing Tp by the sum of RMS of frames
which are annotated as i. As a general accuracy measure we have used F-score,
defined as a harmonic mean of such precision and recall.

Table 1. Precision, recall and F-score of the classifiers for jazz band recordings. Each
M ±S data entry represents mean M and standard deviation S over 10 replications of
training and testing, accumulated over all target band instruments.

Algorithm Precision [%] Recall [%] F-score [%]

Mandeville

RFe 88.4±0.6 67±1 76.4±0.6
RFo 92.7±0.2 63±1 75.2±0.7

Washington Post

RFe 82.36±0.2 73±2 77±1
RFo 87.76±0.3 69±1 77.3±0.5

Stars & Stripes 2

RFe 79.8±0.4 72±1 76±1
RFo 91±2 68±1 78±1

Stars & Stripes 3

RFe 94.5±0.2 77±1 84.8±0.7
RFo 94.4±0.3 74±1 83.1±0.9
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While in this initial phase of the research we have used PC implementations of
the classification algorithms, the timings have been performed on a single core
of a Xeon E5620 Linux workstation. R version 2.15.0, rFerns version 0.3 and
randomForest version 4.6-6 were used.

Both RFo and RFe are stochastic algorithms, so is the process of creating
training sets for the battery. Thus, to assess the stability of the results and make
a fair comparison of methods, the whole procedure of creating training sets,
training RFe and RFo batteries and testing them on a real recordings has been
repeated 10 times.

5.1 Comparison of Random Forests and Random Ferns

The results of performance analysis of RFe and RFo models are given in Table 1.
As one can see, for three pieces RFo had superior precision over that of RFe;
on the other hand, ferns tend to provide better recall. However, the overall
performance of both classifiers measured with the F-score is similar for all pieces.

The detailed comparison of performance analysis of RFe and RFo models for
particular instruments is given in Table 2. Sousaphone and trumpet are always
quite precisely identified, whereas trombone usually yields lower precision in
all pieces, and clarinet in one piece. Recall is lower than precision, but still
much improved comparing to our previous results [7]. Again, quite high recall
is obtained for sousaphone and is rather good for trumpet, whereas the worst
recall is scored by RFo for trombone samples.

Table 2. Precision and recall of both methods on real music; data shown for each
instrument independently. The symbol M ±S denotes that given number has mean M
and standard deviation S over 10 replications of training.

Precision [%] Recall [%]

clarinet sousaphone trombone trumpet clarinet sousaphone trombone trumpet

Mandeville

RFe 91.5±0.2 98.3±0.2 76±2 89.0±0.2 70±2 67±1 71±2 59±2
RFo 91.4±0.2 98.6±0.3 87.3±0.6 90.8±0.2 65±4 80±2 46±2 58±2

Washington Post

RFe 80.9±0.4 92.2±0.7 63.6±0.4 92.5±0.5 79±3 76±3 61±2 73±2
RFo 85±1 93.2±0.7 70.3±0.8 96.4±0.6 67±4 88±1 46±2 72±3

Stars & Stripes 2

RFe 48.4±0.4 99.4±0.1 78±2 97.8±0.3 81±2 70±4 58±2 77±2
RFo 62±6 99.4±0.1 91±2 99.9±0.1 53±5 94±1 31±3 67±3

Stars & Stripes 3

RFe 96.9±0.6 99.2±0.2 88.6±0.6 94.7±0.2 92±2 62±4 61±2 88±1
RFo 95.4±0.4 99.7±0.1 87.8±0.7 94.7±0.1 80±5 83±4 50±2 88±1

On average, RFe and RFo perform classification respectively 25x and 8x faster
than the actual music speed; this means RFe offer over 3x speed-up in comparison
to RFo, see Table 3.
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Table 3. Time taken by each battery of classifiers to annotate the whole testing piece

Piece
Classification time [s]

Piece length [s]
Random Ferns Random Forest

Mandeville 5.7 17.6 139.95
Washington Post 6.0 19.0 148.45
Stars & Stripes 2 2.8 8.3 68.95
Stars & Stripes 3 1.0 3.6 26.2

6 Summary and Conclusions

Experiments presented in this paper show that identification of all instruments
playing in real music recordings is possible using both RFo- and RFe-based
classifiers, yielding quite good results. We observed improved recall comparing
to our previous research [7]; we improved here the RMS weighting, which was
previously calculated for separate instrument channels, and in this work, the
RMS of all channels together was used for weighting. Our results still are worth
improving, but the obtained recall (and precision) are satisfactory, because the
task of identification of all instruments playing in a short segment is difficult,
and is challenging also for human listeners.

The measured classification speed of RFe suggests that it is a promising
method for performing real time annotation, even on low performance devices.
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Abstract. This study continues construction of specialized grammars
covering music information. The proposed grammar is searching-oriented
and therefore largely simplified, in order to create easily-searchable struc-
ture. Searching is seen here as a particular querying operation in spaces
of music information. Searching is discussed for patterns melodically and
rhythmically transformed - with transformations in pitch and time di-
mensions typical for music works. Three operators are proposed to pro-
vide convenient meta-data for searching. Searching may be performed in
both structured and unstructured musical pieces, regarding voice selec-
tion. Proposed methodology may serve for searching of transformed and
non-transformed motives, searching of inspirations, comparative analysis
of musical pieces, analysis of melodic and rhythmical sequences, harmonic
analysis and structure discovery.
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1 Introduction

The paper is structured as follows. Preliminary information on the subject of
the study is included in subsection 1.1. Basic notions of mathematical linguistics
are given in subsection 1.2 and concepts of syntax, semantics and understand-
ing are introduced in subsection 1.3. Section 2 presents the proposed simplified

� This work is supported by The National Center for Research and Development,
Grant no N R02 0019 06/2009.

�� Tomasz Sitarek contribution is supported by the Foundation for Polish Science under
International PhD Projects in Intelligent Computing. Project financed from The
European Union within the Innovative Economy Operational Programme (2007–
2013) and European Regional Development Fund.

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 218–227, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Advanced Searching in Spaces of Music Information 219

searching-oriented grammar and three operators for detection of melodic and
rhythmical transformations. Section 3 discuses advanced searching in spaces of
music information with the use of proposed operators and grammar. Section 4
presents an example of advanced searching. Finally, Section 5 concludes the pa-
per and proposes future work.

1.1 The Subject

In this paper we analyze structured spaces of music information. The study is
focused on advanced searching operations related to querying. The ideas may be
adopted to other methods of describing music information, e.g. Music XML [2],
Braille music description [9], MIDI [10] etc. The subject is a continuation of the
new issue of ”automatic image understanding” raised by R. Tadeusiewicz a few
years ago, c.f. [11,12].

1.2 Grammars and Languages

The discussion is based on common definition of grammars and context-free
grammars. Let us recall that a system G = (V, T, P, S) is a grammar, where:
(a) V is a finite set of variables (called also nonterminals), (b) T is a finite
set of terminal symbols (simply called terminals), (c) a nonterminal S is the
initial symbol of the grammar and (d) P is a finite set of productions. A pair
(α, β) of strings of nonterminals and terminals is a production assuming that the
first element α of the pair is a nonempty string. Production is usually denoted
α → β. Grammars having all productions with α being a nonterminal symbols
are context-free grammars.

A derivation in a grammar is a finite sequence of strings of nonterminals and
terminals such that: (a) the first string in this sequence is just the initial symbol
of the grammar and (b) for any two consecutive strings in the sequence, the
latter one is obtained from the former one using a production, i.e. by replacing
a substring of the former one equal to the left hand side of the production with
the right hand side of it. We say that the last element of the string is derivable
in the grammar.

For a context-free grammar a derivation can be outlined in a form of derivation
tree, i.e. (a) the root of the tree is labeled with the initial symbol of the grammar
and (b) for any internal vertex labeled by the left side of a production, its children
are labeled by symbols of the right side of the production.

Finally, the set of all terminal strings derivable in a given grammar is the
language generated by the grammar. In this paper, terminal strings generated
by a grammar are called words, sentences or texts while parts of such units are
named phrases. Units of music notation are called scores. Parts of scores have
their domain-dependent names (from music theory) that will be used to easily
refer subjects, even though they may not be products of the proposed grammar.
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1.3 Syntax, Semantics, Understanding

The notion querying raises two fundamental aspects: what (is queried) and how
(it is queried). Firstly, conscious querying (n.b. conscious querying is a case
of conscious communication) is associated with understanding what is queried,
i.e. understanding queried information in terms of its structure and possible
meaning. Secondly, queries are expressed and communication is carried out in
some language. Consequently, constructions of the language express the aspect
how (it is queried).

Understanding, as recognized in this paper, is an ability to identify concepts
in the real world, i.e. objects and sets of objects in the world described by
constructions of a given language. The term syntax is used in the meaning of
structuring constructions of the language. Semantics is a mapping or relation,
which casts constructions of the language on objects and local and global struc-
tures of objects of the real world. Therefore, ability to recognize the semantics,
i.e. to identify such a mapping or relation, is a denotation of understanding.

Music notation is a language of communication. There is no convincing proof
that music notation is or is not a context-free language. Music notation includes
constructions of the form ww (e.g. repetitions), which are context sensitive ones.
Consequently, it seems formally that music notation is a context sensitive lan-
guage, c.f. [8]. Therefore, a context-free description of music notation is not
possible. However, context sensitive methods, which would be utilized in precise
description, are not explored enough for practical applications. On the other
hand, even if music notation is a context-free language, its complexity does not
allow for practical context-free description. For these reasons an effort put in
precise formal description of music notation would not be reasonable. Instead
we attempt to construct a context-free grammar covering music notation. The
term covering music notation is used not only in the sense of generating all
valid music notation constructions, but also not valid ones. This is why sharp
syntactical analysis of music notation is not done.

Usage of a simplified context-free grammar for the purpose of syntactical
structuring of music notation is valid in practice. The grammar will be applied
in analysis of constructions, which are assumed to be well grounded pieces of
music notation. Of course, such a grammar can neither be applied in checking
correctness of constructions of music notation, nor in generation of such con-
structions.

2 Searching-Oriented Grammar

In this paper we modify the graphically oriented grammar proposed in our previ-
ous work [7] for paginated music notation. The simplified grammar is oriented at
advanced searching, therefore we call it searching-oriented grammar. The search-
ing regards melodic transpositions and rhythmic transformations, typical to mu-
sic spaces of information, and disregard any graphical aspects of music notation.

Therefore, for the purpose of searching-oriented grammar we propose to omit
most graphical components typical to paginated music notation (e.g. page, stave,
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barline, clef). Searching is much easier in continuous notes space, with no ar-
tificial divisions, therefore traditionally fundamental <measure> tag is also
disregarded (however in Fig. 2 measures are included to maintain readability).
For the same reason we propose to convert indispensable music notation symbols
connected with stave or measures into note attributes and disregard the unnec-
essary ones. Symbols from paginated music notation referring to a single note or
a group of notes (e.g. articulation: staccato dots or legato slurs) are maintained
as note attributes. They could be also possibly treated as a part of searching
pattern.

In order to simplify searching in space of music information three new op-
erators are proposed, described in detail in the sections below. We propose to
append to note the values produced by the operators as additional properties
useful in searching.

2.1 Halftone Difference Operator

We introduce an operator designated halftone difference (d1/2) that defines
the difference of the current note to the previous note, expressed in halftones.
The d1/2 would be defined for all notes in particular voice except for the first one.
Operator d1/2 is very similar to melodic enharmonic interval in music theory.

The exemplary values (along two other operators) are depicted in Fig. 1.
Boxes represent identical melodic patterns (3 notes) for d1/2 and ds and identical
rhythmic pattern (4 notes) for qrh.

Fig. 1. Three proposed operators used on a motive from Promenade (Pictures at an
Exhibition) by Modest Mussorgsky (please note the lack of measures)

2.2 Scalar Difference Operator

Similarly we introduce an operator designated scalar difference (ds) that de-
fines the difference of the current note to the previous note, expressed in diatonic
scale degrees. The ds is defined for all notes in particular voice except for the
first one, providing that the key (scale) is defined. Please note that the ds value
could be also a fraction for accidental note (a note outside of defined scale).
Operator ds is similar to melodic diatonic interval in music theory (but more
convenient).
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2.3 Rhythm Ratio Operator

In order to efficiently process searching for rhythm transformed patterns we
propose to introduce an operator designated rhythm ratio (qrh) defined as the
ratio of the current note duration to the previous note duration. The qrh would
be defined for all notes in particular voice except for the first one.

2.4 Context-Free Productions of Proposed Grammar

A raw description of the searching-oriented music notation could be approxi-
mated by the set of context-free productions given below. Components of the
grammar G = (V, T, P, S) are as follows. The set of nonterminals includes all
identifiers in triangle brackets printed in italic. The nonterminal <score> is the
initial symbol of G. The set of terminals includes all non bracketed identifiers.

<score> → <score part> <score> | <score part>
<score part> → <voice> <score part> | <voice>
<voice> → <chord> <voice> | note <voice> | rest <voice> | <voice>
<chord> → note <chord> | note

Grammar Description and Comments: <score> may consist of one or
several elements of type <score part>, that represent subsequent parts of score
in time dimension. It is preferable that <score part> would be maintained in the
constant key, as searching (when including diatonic transpositions of pattern)
may depend on scale. Each <score part> consists of one or several elements of
type <voice>, that represent voices (in the sense of instrumental parts, polyphonic
voices, leading motive, accompaniment, etc.), performed simultaneously for a
given<score part>. <voice>may contain terminals note, rest or non-terminal<
chord>, that represent subsequent vertical events in time dimension. Definition of
<chord> cannot be strict in practice, as it may contain notes of various durations
and even rests (depending on the strictness of <voice> definition). Terminal
rest contains obligatory attribute duration. Terminal note contains obligatory
attributes pitch and duration and may contain non-obligatory attributes, for
example related to articulation or dynamics. We also propose to include meta-
data attributes: values of proposed operators: ds, d1/2 and qrh.

On Conversion from Paginated Music Notation to Searching-Oriented
Notation: paginated grammar is richer than the proposed searching-oriented
grammar, therefore it is easy to convert paginated derivation tree into searching-
oriented derivation tree. Reverse operation is not directly possible, as it would
require formatting of ’raw’ voices into its richer graphical representation. In
practice it is preferable to link both musical piece representations: paginated for
graphical presentation and searching-oriented for potent searches.

Music notation can be described by different grammars. Construction of such
grammars may reflect various aspects of spaces of music notation, e.g. graphical
or logical structuring, c.f. [4]. The above description is constructed regarding
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raw musical structure, omitting any information unnecessary in the searching
context. In order to increase readability some details are skipped. For instance,
articulation and ornamentation symbols, dynamics, are not outlined. Expansion
of the grammar with these elements (if necessary) is not difficult, we suggest
however to include them as note attributes, in order to maintain the easy-
searchable structure of information.

3 Advanced Searching in Spaces of Music Information

Searching is an operation of locating instance(s) matching a given pattern, i.e.
locating instance(s) identical or similar to the pattern. The operation Search
in the space of music information concerns a pattern, which is a structure of
music information. Searched pattern is usually a result of another non-trivial
operation: selection.

Searching in more general context could be seen as a particular querying oper-
ation. According to the Cambridge Dictionaries Online query is a question, often
expressing doubt about something or looking for an answer from an authority,
c.f. [3]. In this paper we assume that answer from an authority is also under-
stood as accomplishment of an operation for a given request.Querying in spaces
of music information could signify operations like: selecting, searching, copying,
replacing, pasting, transposing etc. In this work we are interested in advanced
searching operations with regard to melody transpositions and rhythm transfor-
mations. Please note that the searching for transformed patterns may occur in
the same <voice>, for different <voice> derivation branches and for different
<score> derivation trees (representing musical pieces).

3.1 Melodic Transformations

This section discuses melodic transformation and searches in this dimension
using two introduced operators ds and d1/2. For the discussion we propose the
following melodic transformations taxonomy:

1. exact melodic match;
2. ottava-type transposition (all’ ottava, all’ ottava bassa, etc.) - a particular

case of transposition;
3. chromatic transposition (maintaining the exact number of halftones between

the corresponding notes);
4. diatonic transposition (maintaining the diatonic intervals, what could result

in slight change of the number of halftones between the corresponding notes);
5. irregular melodic transformations (of variation type).

Exact melody match is detected with a given ds (or d1/2) sequence and at
least one corresponding note being identical. Please note that due to lack of
artificial divisions (alike measures, staves, pages, etc.) it is relatively easy to
query the structure of information. Longer motives could also start in different
moments of measure, what is natural for the proposed representation.
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Chromatic Transposition. With d1/2 it is very easy to detect chromatic trans-
position, as sequence of identical values would signify chromatically transposed
melody fragments.

Diatonic Transposition. With ds it is very easy to detect scalar transposition,
as identical sequences would signify similar melody fragments with regard to the
defined key (the exact number of halftones can vary however).

Ottava-type Transpositions. are detected with a given ds (or d1/2) sequence
and at least one corresponding note name (excluding octave designation) being
identical. This is an alternative to matching of note names sequences. It is more
potent approach as ottava-type transpositions could be detected during general
transposition searches.

Irregular melodic transformations (as for example tonal answer in fugue)
may be detected with the use of similarity measures for the compared sequences.
This is however a larger topic out of the scope of this work.

3.2 Rhythm Transformations

This section discuses rhythmic transformation and searches in duration dimen-
sion using introduced operator qrh. For the discussion we propose the following
rhythmic transformations taxonomy:

1. exact match
2. diminution - a melodic pattern is presented in shorter note durations than

previously used (usually twice);
3. augmentation - a melodic pattern is presented in longer note durations than

previously used (usually twice);
4. irregular rhythmic transformations (of variation type) - out of the scope of

this work.

Exact rhythmical match is detected with a given qrh sequence and at least
one corresponding duration being identical.

Diminutions and Augmentations. With qrh it is very easy to detect diminu-
tions as well as augmentations of any kind, as sequence of identical qrh values
would signify identical rhythm dependencies.

Irregular rhythm transformations may be detected with the use of similar-
ity measures for the compared sequences. This is however a large topic out of
the scope of this work.
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3.3 Generalization of Proposed Operators

The three proposed operators are the most potent for a single voice line, however
they are applicable as well to chords and even whole musical pieces. Chords
sequences could be processed in the following ways:

– parallel calculations: assuming the equal number of notes in each chord,
operators could be determined in parallel. That would be useful for frequent
thirds or sixths sequences.

– each-to-each calculations: each-to-each relations are determined and
stored. That increases the amount of data to be generated and could re-
sult in arbitrary false searching matches.

Advantage of the each-to-each calculations : the whole musical piece could be an-
alyzed at once, disregarding voice selection. It could be very useful for missing,
incomplete or erroneous voice data (resulted frequently from automatic tran-
scription or conversion) and may serve as meta-information for discovering struc-
tures.

4 Example

In this section we present an example of advanced searching with a short analysis
of operators’ values and possible continuation (Fig. 2).

Fig. 2. Beginning excerpt of Contrapunctus VII, Art of the Fugue - J.S. Bach, with
operators’ values

The presented fragment consists of two easily-separable voices. The values
of proposed three operators are calculated separately for each voice. It is an
example of a polyphonic Baroque form, called fugue. Upper voice presents the
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subject (main theme), and then the lower voice comes with the tonal answer (the
subject slightly altered, in order to maintain harmonic relations) in diminution.
Operator qrh shows that the rhythmic relations inside both voices are identical.
Due to initial alteration of answer operator d1/2 matches all notes except the
first, signifying that the patterns are in large part chromatically transposed. The
accidental note b in the answer (a result of maintaining the answer in a-minor
harmonics) cause some of the ds values to be fractions and match only later part
of the patterns.

As one can see the operators can partially detect modified patterns, however
in order to fully match them a measure of similarity of the operator-generated
sequences should be defined. Such similarity measure could match the similar
melody operators’ values at the patterns’ beginning. It may even employ har-
mony knowledge in order to relate fourth and fifth melodic intervals at the
beginning, or detect the harmonic relation of the subject (d-minor) and answer
(a-minor).

5 Conclusions and Future Work

In this paper we simplify the graphically oriented grammar for paginated music
notation, proposed in our previous work [7]. The simplified grammar is ori-
ented at advanced searching operations, that include melodic transpositions and
rhythmic transformations. In order to efficiently search in this particular space of
information, we propose three operators that describe relations between neigh-
boring notes, regarding melody and rhythm. The resulting values are attached
to notes as properties to use in searches. Exemplary search is shown in section 4.

Applications of proposed searching-oriented grammar :

– straightforward searching of leitmotifs regarding melody, rhythm or both,
with possible transformations;

– searching of inspirations: comparative analysis of musical pieces;
– rhythmical analysis: statistical analysis of musical piece regarding used
rhythmical figures, with possible transformations;

– melodic analysis: statistical analysis of musical piece regarding used
melodic sequences, with possible transpositions;

– harmonic analysis could benefit from the particular melodic figures (de-
fined and searched easily using operators ds or d1/2), e.g. Chopin chord
resolution (third down to base - ds value equal to -2); or tonicization res-
olution of third into prima (minor second up - d1/2 value equal to 1). It is
also possible to analyze chords movements and therefore detect harmonic
relations.

– automated searches in whole musical pieces - disregarding voice selec-
tion - could be performed by using generalizations of proposed operators (as
described in section 3.3). The melodic and rhythmic analysis using proposed
operators could be used to detect the structure of musical work e.g. divide
it into separate voices of consistent constitution.
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This study continues construction of specialized grammars covering music in-
formation. The grammar given in section 2 is searching-oriented while other
orientation could be more suitable in some applications. Future work in this do-
main include: a) developing details of another specialized grammars, b) research
on semantics, i.e. developing methods of construction of valuation relation, as
a key issue in automation of querying, c) development of Select and Replace
operations for music notation, d) development of searching operators in order
to detect irregular (but similar to original pattern) transformations, e) study-
ing inherent imperfectness of music information, i.e. incompleteness, uncertainty
and incorrectness, hidden under the level of syntax and semantics, f) analysis of
rhythmical and melodic sequences for knowledge discovery.
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Abstract. This paper presents a new strategy for the analysis of emo-
tions contained within musical compositions. We present a method for
tracking changing emotions during the course of a musical piece. The col-
lected data allowed to determine the dominant emotion in the musical
composition, present emotion histograms and construct maps visualizing
the distribution of emotions in time. The amount of changes of emotions
during a piece may be different, therefore we introduced a parameter
evaluating the quantity of changes of emotions in a musical composition.
The information obtained about the emotion in a piece made it possible
to analyze a number of pieces, in particular the Sonatas of Ludwig van
Beethoven. This analysis has provided new knowledge about the compo-
sitions and the method of their emotional development.

Keywords: Emotion detection, Mood tracking, Music visualization.

1 Introduction

Listening to music is a particularly emotional activity [1]. People need a variety
of emotions and music is perfectly suited to provide them. However, it turns out
that musical compositions do not contain one type of emotion, e.g. only positive
or only negative. During the course of one composition, these emotions can take
on a variety of shades, change several times with varying intensity. This paper
presents a new strategy for the analysis of emotions contained within musical
compositions. We present a method for tracking changing emotions during the
course of a musical piece. The collected data allowed to determine the dominant
emotion in the musical composition, present emotion histograms and construct
maps visualizing the distribution of emotions in time.

There are several other studies on the issue of mood tracking. Lu et al. [2],
apart from detecting emotions, tracked them, and divided the music into several
independent segments, each of which contains a homogeneous emotional expres-
sion. Using labels collected through the game MoodSwings, Schmidt et al. [3],
[4] tracked the changing emotional content of music. Myint and Pwint [5] pre-
sented self-colored music mood segmentation and a hierarchical framework. The
use of mood tracking for indexing and searching multimedia databases has been
used in the work of Grekow and Ras [6]. The issue of mood tracking is not only
limited to musical compositions. The paper by Mohammad [7] is an interesting
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extension of the issue; the author investigated the development of emotions in
literary texts. Also Yeh et al. [8] tracked the continuous changes of emotional
expressions in Mandarin speech.

2 System Construction

The proposed system for tracking emotions in a musical composition is shown in
Figure 1. It consists of a database of musical compositions, composition segmen-
tation and result presentation module. The segmentation module was combined
with classifiers of an external emotion detection system, which was described in
a previous paper [9]. The resulting emotion labels were used to designate the
consecutive segments of a musical composition. The collected data allowed for
analysis of a musical composition in terms of the emotions contained therein.

Fig. 1. Construction of the emotion tracking system

3 Mood Tracking

The model we chose in this work is based on Thayer’s model [10]. Following its
example, we created a hierarchical model of emotions consisting of two levels,
L1 and L2 (Fig. 2).

The detection of emotion was conducted in our research on six-second seg-
ments. Each consecutive segment was shifted by 2 seconds. In this way, successive
segments overlapped at a 2/3 ratio. This allowed to exactly track and detect even
the slightest change of emotion in the examined musical composition. For a musi-
cal composition lasting T = 120 seconds, N = 60 segments (S1, S2, ..., S59, S60)
were analyzed, and for each L1 and L2 level of emotion detection was performed.

4 Results of Mood Tracking

4.1 Emotion Histograms of a Musical Composition

The firstmethod used for presenting the distribution of emotions in amusical com-
position is emotion histograms (Fig. 3a and Fig. 3b). On the presented graphs, the
horizontal axis corresponds to the type of emotion, and the height of the bar indi-
cates how often a specific emotion occurred. Figure 3a presents the histogram of
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Fig. 2. Arousal-valence emotion plane

Fig. 3. Histogram of L1 (a) and L2 (b) level emotions in Appassionata sonata, part 1

L1 level emotions in Ludwig van Beethoven’s Appassionata sonata. In this musi-
cal composition, emotion e2 (energetic-negative) occurs in more than 50% of the
segments and is dominant. The second, most significant, emotion is e1 (energetic-
positive). Notice that emotion e4 (calm-positive) does not occur at all.

Figure 3b presents the histogram of L2 level emotions in L.v.Beethoven’s
Appassionata sonata. Analyzing it and comparing it with the L1 level histogram
(Fig. 3a), you can see that the emotions of the second quarter of Thayer’s model
(e2) that occur in this musical composition are e22 (angry) and e23 (nervous),
and sub-emotions of the first quarter (e1) are e11 (pleased) and e12 (happy). The
percentages of independent L2 level emotions are reduced but also dominant in
the piece.

4.2 Emotion Maps

Another method used to analyze the emotion in a musical composition is detailed
maps showing the distribution of emotion for the duration of the piece (Fig. 4a
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and Fig. 4b). The horizontal axis shows the time in seconds and the vertical axis
the emotions occurring at a given moment.

On Fig. 4a, presenting a map of L1 level emotions for L.v.Beethoven’s Ap-
passionata sonata, you’ll notice that e2 is dominant throughout the entire piece
with the exception of the central parts (s. 280-310). From the map, you can see
when and which emotions occur simultaneously. For example, the beginning of
the piece (s. 0-10) is a combination of emotions e2 (energetic-negative) and e3
(calm-negative), and the end (s. 510-540) is a mixture of emotions e2 (energetic-
negative) and e1 (energetic-positive). By analyzing the map of L2 level emotions
for L.v.Beethoven’s Appassionata sonata (Fig. 4b), you can notice not only the
detailed distribution of emotions but also the emotional structure of the piece
composed of four sections.

Fig. 4. Map of L1 (a) and L2 (b) level emotions in Appassionata sonata, part 1

4.3 Quantity of Changes of Emotion

Because some pieces may have many emotional changes (e.g., songs of varying
moods) while others may be based on a single, dominant emotion (e.g. musical
compositions with a steady pace, dynamics and rhythm etc.), we introduced the
quantity of changes of emotion (QCE) in a musical composition.

QCE =

∑N−1
i=1 f(i)

N
∗ 100 (1)

f(i) =

{
1, if Emotion(i) �= Emotion(i + 1)
0, if Emotion(i) = Emotion(i + 1)

(2)

where i is the number of the segment in the piece, N the number of segments in
the composition and Emotion(i) represents the emotion of the i segment. The
function f(i) indicates whether the adjacent segments have a different (value 1)
or same (value 0) emotion. The more changes of emotion in a musical composi-
tion, the greater the QCE value.
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Table 1. List of L. v. Beethoven’s Sonatas with the dominant emotion and the QCE

Piece QCE Dominating emotion / in percentage

Appassionata, part 1 53.38 e2 / 55%
Appassionata, part 2 44.28 e3 / 54%
Appassionata, part 3 46.67 e2 / 69%
Waldstein, part 1 36.71 e2 / 54%
Waldstein, part 2 36.89 e3 / 60%
Waldstein, part 3 44.16 e1 / 44%
Pathetique, part 1 50.97 e2 / 45%
Pathetique, part 2 38.51 e4 / 44%
Pathetique, part 3 55.08 e1 / 47%

4.4 Comparison of Beethoven’s Sonatas to Chopin’s Preludes

The results of analysis of emotions in 3 three-piece L.v.Beethoven Sonatas are
presented below (Table 1).

From the presented results, we can conclude that in Beethoven’s Sonatas,
in parts 1 and 3 dominate the emotions of the top half of Thayer’s model: e1
(energetic-positive) and e2 (energetic-negative), and in part 2 emotions from
the bottom: e3 (calm-negative) and e4 (calm-positive). The percentages of these
emotions are in the range 44-69%. QCE at the beginning and end of the sonatas
usually has a larger value (44-55) than in the central part (38-44), which indicates
more frequent changes of emotion in parts 1 and 3 (usually fast) than part 2
(slow).

Table 2. List of Chopin’s Preludes with the dominant emotion and the QCE

Piece QCE Dominating emotion / in percentage

Prelude No.1 27.27 e2 / 77%
Prelude No.5 8.33 e2 / 100%
Prelude No.7 30.00 e4 / 100%
Prelude No.8 21.95 e2 / 97%
Prelude No.15 43.97 e4 / 57%
Prelude No.18 33.33 e2 / 84%
Prelude No.19 3.57 e1 / 100%
Prelude No.22 35.29 e2 / 80%
Prelude No.24 41.07 e2 / 57%

Comparing Chopin’s Preludes (Table 2) to Beethoven’s Sonatas (Table 1),
you can notice that the dominant emotion percentages are much higher in the
Preludes (57-100%) than in the Sonatas (44-69%). Also, the quantity of changes
of emotion (QCE) in the Preludes posses smaller values than the Sonatas. Based
on these results, we can state that Chopin’s Preludes are more emotionally ho-
mogeneous with a greater dominance of individual emotions and Beethoven’s
Sonatas are more diverse emotionally.
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5 Conclusion

This paper presents a new strategy for the analysis of emotions contained within
musical compositions. We present a method for tracking changing emotions dur-
ing the course of a musical piece. The collected data allowed to determine the
dominant emotion in the musical composition, present emotion histograms and
construct maps visualizing the distribution of emotions in time. Emotional anal-
ysis of musical pieces can be developed in the future through a search for new
parameters describing the changes of emotion in a piece, as well as by expanding
the collection of studied compositions of various composers.
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Konrad Ciecierski1, Zbigniew W. Raś2,1, and Andrzej W. Przybyszewski3

1 Warsaw Univ. of Technology, Institute of Comp. Science, 00-655 Warsaw, Poland
2 Univ. of North Carolina, Dept. of Comp. Science, Charlotte, NC 28223, USA

3 UMass Medical School, Dept. of Neurology, Worcester, MA 01655, USA
K.Ciecierski@ii.pw.edu.pl, ras@uncc.edu,

Andrzej.Przybyszewski@umassmed.edu

Abstract. During deep brain stimulation (DBS) treatment of Parkin-
son disease, the target of the surgery is the subthalamic nucleus (STN).
As STN is small (9 x 7 x 4 mm) and poorly visible in CT1 or MRI2,
multi-electrode micro recording systems are used during DBS surgery
for its better localization. This paper presents five different analytical
methods, that can be used to construct an autonomic system assisting
neurosurgeons in precise localization of the STN nucleus. Such system
could be used during surgery in the environment of the operation theater.
Signals recorded from the micro electrodes are taken as input in all five
described methods. Their result in turn allows to tell which one from the
recorded signals comes from the STN . First method utilizes root mean
square of recorded signals. Second takes into account amplitude of the
background noise present in the recorded signal. 3rd and 4th methods
examine Low Frequency Background (LFB) and High Frequency Back-
ground (HFB). Finally, last one looks at correlation between recordings
taken by different electrodes.

Keywords: Parkinson’s disease, DBS, STN, FFT, DWT, RMS, LFB,
HFB, Hierarchical clustering.

Introduction

Parkinson disease (PD) is chronic and advancing movement disorder. The risk
factor of the disease increases with the age. As the average human life span
elongates also the number of people affected with PD steadily increases. PD
is primary related to lack of the dopamine, that after several years causes not
only movement impairments but also often non-motor symptoms like depres-
sions, mood disorder or cognitive decline therefore it has a very high social cost.
People as early as in their 40s, otherwise fully functional are seriously disabled

1 Computer Tomography.
2 Magnetic Resonance Imaging.
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and require continuous additional external support. The main treatment for the
disease is pharmacological one. Unfortunately, in many cases the effectiveness of
the treatment decreases with time and some other patients do not tolerate anti
PD drugs well. In such cases, patients can be qualified for the surgical treatment
of the PD disease. This kind of surgery is called DBS3. Goal of the surgery is the
placement of the permanent stimulating electrode into the STN nucleus. This
nucleus is a small – deep in brain placed – structure that does not show well in
CT or MRI scans.

Having only an approximate location of the STN , during DBS surgery a set
of parallel micro electrodes are inserted into patient’s brain. As they advance,
the activity of surrounding neural tissue is recorded. Localization of the STN
is possible because it has distinct physiology and yields specific micro electrode
recordings. It still however requires an experienced neurologist / neurosurgeon
to tell whether recorded signal comes from the STN or not [3].

That is why it is so important to provide some objective and human inde-
pendent way to classify recorded signals. Analytical methods described in this
paper have been devised with exactly that purpose. Taking as input recordings
made by set of electrodes at subsequent depths they provide information as to
which of the electrodes and at which depth passed through the STN .

1 Signal Filtering

Wavelet transforms do not assume stationarity of the signal. It comes from the
fact that wavelet base function is also time localized - not stationary. Because of
this, the information regarding time in which certain frequencies are present is
preserved. From this, looking at specific wavelet transform one can easily identify
corresponding sample ranges in raw unfiltered signal [1]. In the case of DWT4

there are many functions that can be used as a base wave. In [4] authors suggest
Daubechies D4 wavelet [1]. This wavelet, having its shape akin to simplified spike
shape is especially useful in analyzing neurobiological data. Because of that, in
this paper wavelet transforms have been used for filtering.

1.1 DWT

Discrete Wavelet Transform is done both in forward and reverse way in steps.
Each step in forward transform gives coefficients corresponding to different fre-
quency ranges. cA (average) contains lower frequencies from input signal, cD
(detail) reflect higher ones. If the input signal has 2n samples then card(cA) =
card(cD) = n. cAj is also an input to the j + 1 step of the DWT transform.

2 Signal’s Normalization

The need for normalization of the recorded signals comes from several reasons.
(1) There is no guarantee that length of the recordings would be the same;

3 Deep Brain Stimulation.
4 Discrete Wavelet Transform.
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(2) While electrodes should have uniform electrical properties, some differences
might occur. (3) In different surgeries, different amplification factor can be set
in the recording device. First case – acting on a single recording level – implies
that method relying on the power of the signal must be normalized in such
way that from a given recording they produce power proportional to unit of
its length. Last two reasons – acting on electrode level – normalizes amplitude
of data calculated from full pass of a single electrode. Normalization must al-
low one to safely compare signals recorded by different electrodes with different
amplification factors. During the PD DBS surgery electrode starts its recording
at level -10000μm (10mm above predicted STN location) and from there fol-
lows its tract for another 15mm to the level +5000μm (5mm below predicted
STN location). First 5mm of the tract produces relatively unform recordings
(low amplitude, little or no spiking) [3]. Assume now that a specific method
mth taking as input vector of data recorded at subsequent depths produces a
vector of coefficients C. Define Cbase as average of coefficients obtained from the
first 5mm of the tract. The vector of normalized coefficients is then defined as
CNR = C

Cbase
. All results from the methods presented in following sections are

normalized according to the length of the recording and average from first five
depths.

3 Artifacts Removal

Methods described in later sections do not rely on spike detection. They base on
data extracted from signal’s amplitude, its power for certain frequency ranges or
correlations. All methods are highly affected by signal contamination. Because
contaminating noise causes increase in both power and amplitude, its removal is
especially important to avoid false STN detections. Most simple solution, used
by authors in [5], just ignores all contaminated data. Here, solution to salvage
uncontaminated portions of such data has been devised.

Artifacts reside mainly in low frequencies (< 375 Hz). Normally proper for
such frequencies DWT coefficients have uniform and low amplitude. Looking
for coefficients with amplitudes exceeding some threshold should therefore
provide information about localization of artifacts in a given recording. Time
bound relation between DWT coefficients and signal samples allows for artifacts
removal.

If signal reaches maximal allowed amplitude for at least 0.01 % of its samples
it is qualified as contaminated, and filtered in a special DWT based way. Six
forward steps of DWT are made. Knowing that signal has been sampled with
24KHz, each coefficient at kth level of DWT corresponds to 2k samples in the
original signal. Also set of cA6 coefficients corresponding to original’s signal in
frequency range 0 − 187Hz. cD6 coefficients in turn correspond to original’s
signal in frequency range 187− 375Hz. σcA and σcD values are calculated from
respectively cA6 and cD6 sets using formula described in [10].

cA6 is inspected for values aj such that |aj | > 3
2σcA. cD6 is inspected for

values dj such that |dj | > 3
2σcD. Samples of the original signal that fall in ranges
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corresponding to found aj and dj are set to 0. Later from non zero samples of
such modified signal the σ is calculated. Finally, signal is hard thresholded with
value 6σ.

4 Analysis of the RMS Value

STN is known to produce lots of spikes with high amplitude and also has
loud background noise. It can be expected that signals recorded from it would
present elevated Root Mean Square Value. This parameter is, among others,
also used for Bayesian calculations in [5]. RMS approach is much less compu-
tationally demanding than spike detection and can be easier available. It still
requires calculation of a sum of squares for all samples from a given record-
ing. Because all samples contribute to the resulting value, this method takes
into account both background noise and spikes. If the signal is contaminated
by artifacts, the method may produce falsely high RMS values. RMS based
method as shown on Fig. 1(a) in a clear way assesses that anterior5 elec-
trode is better than medial6. RMS method defines clear dorsal7 border of the
STN at -3000 with subsequent increase of the RMS up to depth -3000. Such
findings and predicted thickness (6 mm) agree with clinical observations found
in [3].

5 Analysis of the Percentile Value – PRC

Spikes amplitude is by far greater than the background noise. Because of that
one can find an amplitude value below which no spikes are present or above
which spike must rise. This feature is commonly used in many neurological ap-
pliances, for example the 50th percentile - median of amplitude’s module is
used for both spike detection and artifact removal process. The approach in
which 50th percentile (median) of amplitude’s module together with other fea-
tures is used for detecting increased neural activity can be found in [9]. High
amplitude ranges that comes from spikes lie after the 95th percentile. Certain
percentile value calculated from module of amplitude can thus be used to es-
timate the amount of background neural activity. Already the 95th percentile
shows background activity and discards almost all samples from the spikes. To
be however safely independent from any spike activity, even lower percentile
can be used. In this paper the 80th percentile is used. Having selected that
percentile as a value that can be used for STN distinguishing an electrode
comparison chart can be made. Using the same data set that was used for cre-
ation of Fig. 1(a), we obtained following results (Fig. 1(b)). Obtained results
are in full agreement with those given by RMS method. Both methods state

5 Being most forward, closest to facial plane.
6 Placed to the left/right side of the central electrode.
7 Top.
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that the best electrode is anterior and that STN ranges roughly between -3000
and +3000. Decrease of percentile value is somewhat more steep than in the case
of RMS, which a bit more clearly identifies the ventral8 border of the STN .

6 DWT Based Analysis of the LFB Power

It has been postulated in [12] and [11] that background neural activity can be
divided into two frequency areas. First, an activity in range below 500 Hz is called
Low Frequency Background(LFB). In mentioned paper authors use properties
of HFB to pinpoint STN location. Here, in this section a LFB based method
for finding the STN is shown. As with Quantile based estimator, here too, it
is very important to remove as much of the artifacts as possible. This is due to
the fact that most of the power carried by such artifacts resides in range below
375Hz that if fully included in the described analysis. Before the transformation
can be made, any spikes are removed from the raw MER recorded signal. Later
to ensure removal of even highly distorted spikes, signal is also hard thresholded
with value of 80th percentile. After artifacts and spikes have all been removed,
signal has to be firstly transformed from time to frequency domain. For this
DWT is used. DWT is performed fully, i.e. all available forward steps are done.
As the result, following list of wavelet coefficient sets is produced: cAn, cDn,
cAn−1, ... , cD1. Each set of coefficients corresponds to specific frequency range.
Signal’s power is subsequently calculated from all sets representing frequencies
below 500 Hz. Once again the LFB power was calculated for the same set of
electrodes that were used in previous sections. Results containing LFB power
for electrodes and depths are shown on Fig. 1(c). Obtained results are in full
agreement with those given by RMS and percentile methods. All methods state
that best electrode is anterior. LFB based method localizes STN between -3000
and +3000. This yields thickness of about 5mm which is in accordance with brain
anatomy [2]. What is especially worth mentioning is the visible division of STN
into two different parts. Dorsal part spans -3000 to 0 and has lower power output.
Ventral part spans from 0 to +1000 and is definitively more active. This finding
agrees with [3].

7 DWT Based Analysis of the HFB Power

In this section a modified version of the HFB calculation described in [12] and
[11] is presented. Modification comes from the use of DWT based filtering. All
principles regarding calculation of HFB and LFB are the same, only difference
lies in frequency range. For HFB inspected frequency range is between 500
and 3000 Hz. After calculating HFB for test set of electrodes results shown on
Fig. 1(d) were obtained. Ones again, obtained results are in full agreement with
those given by RMS, percentile and LFB methods. There is however notable
difference, HFB does not show subdivisions of STN nucleus.

8 Bottom.
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(a) RMS value chart (chap. 4) (b) 80th PRC chart (chap. 5)

(c) LFB chart (chap. 6) (d) HFB chart (chap. 7)

Fig. 1. Results of RMS, PRC, LFB and HFB

8 Correlation between Parallel Electrodes
Recordings - CORR

Authors in paper [6] and [7] suggest that increase in synchronization between
neuronal networks in the basal ganglia contributes to clinical observations in
PD i.e. rhythmic involuntary muscle movements. Paper [8] also states that phase
between different adjacent layers of brain tissue may be inverted. Taking this into
account MER data were converted to absolute values prior to DWT calculation.
Having done such preprocessing, one can sometimes notice striking similarities
between DWT of recordings coming from vicinity of the STN . The synchrony
appears to be most evident in frequencies below 23 Hz. Fig. 2 shows a DWT
(part of cA9) transform of 2.7 s long recording from the STN . Synchrony is not
a natural phenomenon of the STN and is only present in some cases of PD. It
can not be so fully relied upon. Its presence on given depth implies high STN
probability. Its lack DOESNOT exclude STN occurrence.

9 Comparison of Methods

Summarizing previous sections, several different methods allowing localization
of the STN have been described. Each of the methods have some advantages
and disadvantages.

RMS and Percentile(PRC) based methods can be used for classification of
single recordings. Their results can be however completely wrong if signal con-
tains any artifacts. If the artifacts are present during the first five recordings,
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Fig. 2. Synchronization in freq. below 23 Hz for ABS signal recorded in STN

the Cbase (see section 2) can be set so high that the actual STN location would
not be detected at all.

LFB and HFB based methods both rely on frequency analysis. They do not
require prior filtering. In fact no prior filtering should take place. In some record-
ing systems the frequencies below 500 Hz are automatically removed. When such
recording is analyzed, the LFB method is of course unusable.

In contrast to the previous methods, the CORR one does not work at single
recording level. It looks for pair-wise similarities in recordings done by an array
of electrodes at the same depth. With certain preprocessing (see section 8) this
similarities indeed can be found in frequency range below 23 Hz. As mentioned
in [6] and [7] such STN synchrony is a hallmark of the PD. Unless caused by
another illness it does not manifest in recording acquired from non-PD patients.

10 Recording Clustering

Using the RMS, PRC, LFB andHFB methods, each recording dmade by some
electrode at given depth has the set of coefficients described by equation 1.

C = {cRMS(d), cPRC(d), cLFB(d), cHFB(d)} (1)

Having this coefficients, an attempt to obtain meaningful clustering of the record-
ing has been done. Assumption was, that recordings can be divided into three
clusters containing respectively:

α – recordings made outside the STN
β – recordings made in areas near the STN
γ – recordings made inside the STN

Clustering has been done using hierarchical cluster tree with Euclidian distance
and minimum variance algorithm. As input to the clustering procedure, all pos-
sible 2, 3 and 4 – element subsets of C has been tried. Regardless of the coef-
ficients subset taken for clustering, the Spearman rank was greater than 0.86
and in many cases it is above 0.9. This ensures that produced clustering was of
good quality. Cluster percentage size also seem to be stable. Having μα = 76.8,
μβ = 17.4 and μγ = 5.8 and σα = 4.5, σβ = 4.1 and σγ = 2.4.
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10.1 Cluster Cross Comparison

On the following pictures some of the more interesting clustering results are
shown. Especially interesting are the results obtained when clustering was made
using one subset of coefficients and clustering results are also shown using an-
other subset.

Fig. 3(a) shows results of the clustering done using only coefficients cRMS and
cHFB . One can clearly observe that data set has been divided into three sections.

Cluster α – very dense and numerous, containing recordings assumed to be
made outside of the STN (6506 recordings). Cluster β – much less dense, con-
taining recordings assumed to be made near the STN (while having area similar
to cluster A, it contains only around 1668 recordings). Cluster γ – sparse, con-
taining recordings that are assumed to be coming from the STN (contains only
about 893 recordings).

Fig. 3(b) shows results of the same clustering that is shown on Fig. 3(a). It
shows however a recording seen from the point of view of other two coefficients
(cPRC and cLFB). One can plainly see the cluster α that contains recordings
made outside STN . As expected, the recording from that cluster have also small
cPRC and cLFB values. Also, as expected, recordings from cluster γ are charac-
terized by largest in population values of cPRC and cLFB. This is a clear evidence
that obtained results are stable and regardless of chosen coefficient subset record-
ings are divided in a similar way. Taking C1 ⊆ C and C2 ⊆ C (see equation 1)
the resulting α1 and α2 clusters in worst case scenario have over 96 % common
elements. β1 and β2 clusters in worst case have over 75 % common elements. In
case of γ clusters, the intersection in never below 78 %. Intersection between α
and γ is never bigger than 0.07 %. This allows one to say with good certainty
that obtained results are stable and comparable between clusterings. Recording
that has been assigned with cluster label α is much, much less likely to come
from the STN than another one with cluster label β – even if labels come from
different clusterings.

(a) Clustering with RMS and
HFB shown on RMS, HFB
plane

(b) Clustering with RMS and
HFB shown on PRC, LFB
plane

Fig. 3. Cluster cross comparison
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11 Review of Clustering Results

Let us introduce ranking between clusters. As our goal is to find the STN , the
most natural order is that α < β < γ. Having done that, assume that for a
given recording, best cluster is the most favorable cluster among all assignments
made by different clusterings.

11.1 Sample Case

Let us take the example pass of electrodes that was shown in section 4, 5, 6 and
7. Each electrode produced 16 recordings (from depths ranging -10000 μm to
5000 μm). Labels applied to all subsequent recordings of each electrode are shown
in Clusters column of Table 1. Anterior electrode has five consecutive recordings
labeled as γ and largest continuous β+ sequence (nine depths). Central electrode
has three subsequent depth labeled as γ, they together with adjacent β recordings
form 7 element sequence. Medial electrode has five depth labeled as γ, their
largest sequence has 4 elements. γ together with adjacent β recordings form 7
element sequence. Basing on obtained results, as the best electrode we select the
Anterior one – it contains largest sequence of γ labeled recordings. The 2nd best
would be the Medial electrode, it contains as many γ recordings as the Anterior
one albeit split into two subsequences.

Having labeled the recordings, we can now offer a way to rank them as to
how well did they reached / passed through the STN . For this, we define three
measures defined for an electrode: Mγ1 – count of recordings labeled as γ. Mγ2

– length of the longest sequence of recordings labeled as γ. Mγβ – length of the
longest sequence of recordings labeled as γ or β. Electrodes are then ordered in
descending order according to Mγ , Mγβ and finally to Mβ .

Table 1. Electrode rank example

Electrode Clusters Mγ1 Mγ2 Mγβ

Anterior βααααααβγγγγγβββ 5 5 9
Medial αβαααααβγγγγβγαβ 5 4 7
Central αααααααααβγγγβββ 3 3 7

12 Summary of Results

There are several ways in which given recordings can be classified as coming
from STN or not. They all have their advantages and disadvantages. Spike
based methods like meta power, intra spike histogram[3] or simple spike count
must rely on spike detection. This can be difficult due to the nature of MER
recorded signal. Low frequency components or artifacts can lead to incomplete
detection of spikes. Also STN is not the only area characterized by high spiking
activity. This could led to both false negative and false positive detections of
the STN . Method basing on synchrony detection (see chapter 8) can provide
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some additional insight but are not very reliable. As explained they look for
pathological STN condition that does not have to occur.

Last class of methods: RMS, PRC, LFB and HFB described in this paper
do not directly rely on spike or synchrony detection. They do require some signal
preprocessing. Especially essential is artifact removal. Each of them helps to find
the STN location using different approach, still, as pointed out in section 10 they
greatly agree in their assessments.

Hierarchical clusterings that base on the described methods proved to be
an effective method for STN discrimination. Obtained results are more stable,
accurate and less probability dependant then those basing on spike detection.
This all, proves that it is possible to construct autonomic and automatic decisive
support system for STN detection.

Authors would like to thank Dariusz Koziorowski MD, PhD (Warsaw Medical
University) and Tomasz Mandat, MD, PhD (Clinic of Neurosurgery at Warsaw
Institute of Psychiatry and Neurology) for providing DBS recordings.
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Abstract. The extended tinnitus database consisting of 758 patients
with information repeated from the original database of 555 patients,
along with the addition of visits and a new questionnaire, the Tinnitus
Function Index and Emotion Indexing Questionnaire, is used to mine
for knowledge. New patients in the extended database represent those
patients that have completed the Tinnitus Function Index questionnaire
(TFI) [10]. The patient visits are separated and used for mining and ac-
tion rule discovery based on all features and treatment success indicators
including several new features tied to emotions (based on a mapping from
TFI to Emotion Indexing Questionnaire (EIQ) [14]; EIQ questionnaire is
used by our team to build personalized classifiers for automatic indexing
of music by emotions). We propose a link between TFI and EIQ leading
to a creation of new features in the extended tinnitus database. Then,
we extract knowledge from this new database in the form of association
action rules to assist with understanding and validation of diagnosis and
treatment outcomes.

1 Introduction and Domain Knowledge

Tinnitus, sometimes called ”ringing in the ears” affects a significant portion of
the population [1]. Some estimates show the portion of the population in the
United States affected by tinnitus to be 40 million, with approximately 10 mil-
lion of these considering their problem significant. Many definitions exist for
tinnitus. One definition of tinnitus relevant to this research is ”. . . the percep-
tion of sound that results exclusively from activity within the nervous system
without any corresponding mechanical, vibratory activity within the cochlea,
and not related to external stimulation of any kind”. Hyperacusis or decreased
sound tolerance frequently accompanies tinnitus and can include symptoms of
misophonia (strong dislike of sound) or phonophobia (fear of sound). Physiolog-
ical causes of tinnitus can be difficult or impossible to determine, and treatment

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 244–253, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



From Music to Emotions and Tinnitus Treatment, Initial Study 245

approaches vary. It should be mentioned here that we are not dealing with dam-
aged hearing which clearly can not be treated by music.

Tinnitus Retraining Therapy (TRT), developed by Jastreboff [6,7], is one
treatment model with a high rate of success and is based on a neurophysical
approach to treatment. TRT ”cures” tinnitus by building on its association with
many centers throughout the nervous system including the limbic and autonomic
systems. The limbic nervous system (emotions) controls fear, thirst, hunger, joy
and happiness. It is connected with all sensory systems. The autonomic nervous
system controls such functions as breathing, heart rate and hormones. When the
limbic system becomes involved with tinnitus, symptoms may worsen and affect
the autonomic nervous system. TRT combines counseling and sound habituation
to successfully treat a majority of patients.

Conceptually, habituation refers to a decreased response to the tinnitus stim-
ulus due to exposure to a different stimulus. Degree of habituation determines
treatment success, yet greater understanding of why this success occurs and
validation of the TRT technique will be useful. The treatment requires a pre-
liminary medical examination, completion of an Initial Interview Questionnaire
for patient categorization, audiological testing, a visit questionnaire referred to
as a Tinnitus Handicap Inventory (THI), tracking of medical instruments, and
a follow-up questionnaire. The interview collects data on many aspects of the
patient’s tinnitus, sound tolerance, and hearing loss. The interview also helps
determine the relative contribution of hyperacusis and misophonia. A set of
questions relate to activities prevented or affected (concentration, sleep, work,
etc.) for tinnitus and sound tolerance, levels of severity, annoyance, effect on
life, and many others. All responses are included in the database. As a part of
audiological testing, left and right ear pitch, loudness discomfort levels, and sup-
pressibility is determined. Based on all gathered information a patient category
is assigned. A patient’s overall symptom degree is evaluated based on the sum-
mation of each individual symptom level, where a higher value means a worse
situation. The category is included in the database, along with a feature that
lists problems in order of severity (Ex. TH is Tinnitus first, then Hyperacusis).

Patient Categories

– Category 0: Low Impact on Life, Tinnitus Present

– Category 1: High Impact on Life, Tinnitus Present

– Category 2: High Impact on Life, Subjective Hearing Loss Present

– Category 3: High Impact on Life, Tinnitus not Relevant, Subjective Hearing
Loss not Relevant, Hyperacusis Present

– Category 4:High Impact on Life, Tinnitus not Relevant, Hyperacusis Present,
Prolonged Sound-Induced Exacerbation Present

The TRT emphasis is on working on the principle of differences of the stimuli
from the background based on the fact that the perceived strength of a signal has
no direct association with the physical strength of a stimulus, using a functional
dependence of habituation effectiveness model. Therefore, once a partial reversal
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of hyperacusis is achieved, the sound level can be increased rapidly to address
tinnitus directly.

As we already mentioned, TRT requires completion of an Initial Interview
Questionnaire for patient categorization, audiological testing, and completion of
a visit questionnaire referred to as a Tinnitus Handicap Inventory. The Tinnitus
Functional Inventory (TFI) is a new visit questionnaire also required by TRT.
Its questions (new features) are tied to emotions. In this paper, we define a
mapping between TFI features and the set of features used in Thayer′s Arousal-
valence emotion plane and the mood model for music annotation as described
by Grekow and Ras [3]. This way, features related to emotions are used to build
emotion-type bridge between tinnitus and music.

Our previous research on tinnitus recommender system was based on knowl-
edge extracted from a dataset without TFI so we did not use emotions as features
and the same no reference to music was made [18,23,24].

From the extended tinnitus database (it includes TFI), provided by Jastre-
boff, we extracted action rules showing that larger positive improvement in emo-
tions yields larger improvement in tinnitus symptoms. The concept of action
rule was introduced by Ras and Wieczorkowska [14] and investigated by others
[2,5,12,13,16,20,22]. We use Action4ft-Miner Module from Lisp-Miner Project
[11,17] to discover action rules.

All of us agree that music invokes emotions in most of us. The general finding
of the literature is that the experience of negative emotional states leads people
to sharply decrease their exposure to complex, novel and loud music, and simple
music at a soft listening level actively soothes negative emotions.

There is a lot of research done in the area of automatic indexing of music by
emotions [8,9,15,21,19]. In [13] we introduced the Score Classification Database
(SCD) which describes associations between different scales, regions, genres, and
jumps. This database was used to automatically index a piece of music by emo-
tions. Also, we have shown how to use action rules extracted from SCD to change
the emotions invoked by a piece of music by minimally changing its score. By a
score, we mean a written form of a musical composition. In [3], we built hierar-
chical classifiers for automatic indexing of music by emotions.

Following the approach proposed in [13], we can use action rules to change
score of a music piece and the same we can control emotions it invokes. We
believe that by applying this strategy to tinnitus patients, we can develop a very
successful emotion-based treatment and hopefully control it in real time.

2 Action Rules

An action rule is a rule extracted from a decision system that describes a possible
transition of objects from one state to another with respect to distinguished
attribute called a decision attribute [14]. It is assumed that attributes used to
describe objects in a decision system are partitioned into stable and flexible
attributes. Values of flexible attributes can be changed. This change can be
influenced and controlled by users. Action rules mining initially was based on



From Music to Emotions and Tinnitus Treatment, Initial Study 247

comparing profiles of two groups of targeted objects - desirable and undesirable.
The concept of an action rule was introduced by Ras and Wieczorkowska and
defined as a term ω ∧ (α → β) ⇒ (φ → ψ), where ω is a conjunction of fixed
condition features shared by both groups, [α → β] represents proposed changes
in values of flexible features, and [φ→ ψ] is a desired effect of the action. Symbol
∧ is interpreted as logical ”and”.

When applied to medical data, action rules show great promise; a doctor can
examine the effect of treatment choices on a patient’s improved state as measured
by an indicator that indicates treatment success, such as the Total Score on the
Tinnitus Handicap Inventory [24,23]. For example, action rule discovery can be
used to suggest a change on a flexible attribute like emotional score in order to
see the changes in treatment success as measured by positive change in total
score for tinnitus patients in the Tinnitus Handicap Inventory.

3 LISp-Miner for Action Rule Discovery

Ac4ft-Miner procedure is a part of the robust LISp-Miner system developed by
Jan Rauch and his colleagues (http://lispminer.vse.cz). LISp-Miner includes an
advanced system of software modules that have been developed to implement
classification and action rule discovery algorithms on data sets. The 4ft-Miner
procedure is used in this research to discover new action rules in the tinnitus
data sets covering only new patients (those completing the Tinnitus Functional
Index). It has three basic theoretical resources: the GUHA method, association
rules and the action rules.

The GUHA method is a method of exploratory analysis with a purpose of
providing all interesting facts derived from the analyzed data. Association rules
are the rules which express associations or correlation relationships among data
items. Action rules express which action should be performed to improve the
defined state. Ac4ft-Miner can be thus described as follows: ”Ac4ft-Miner finds
rules that express which actions should be performed to improve the defined
state. It achieves it by examining the dependencies among the data given as an
input”. Ac4ft-Miner system mines for G-action rules. G-action rules are gener-
alizations of action rules [14]. They may have stable and flexible attributes on
antecedent and succedent part of the rule [17]. The input to Ac4ft-Miner is a
data matrix and a definition of the set of relevant G-action rules from which
true rules are selected [16]. LISp-Miner allows some reduction of the patterns
of interest but this requires specific knowledge of the ontology that the dataset
satisfies. Attribute values in a rule can be restricted by adding left and right
cuts, effectively reducing the values of interest for specific variables. Addition-
ally, variables can be defined as stable and flexible with respect to the decision
variable of interest. The desired change in attributes on the left hand side of rule
and right hand side of rule can also be defined by using variables ”state before”
and ”state after”.

Association rules are mined with the form φ ≈ ψ with φ and ψ representing
Boolean attributes antecedent and succedent respectively. The association rule
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Table 1. Data Matrix

M ψ ¬ψ
φ a b

¬φ c d

represented by φ ≈ ψ means that the antecedent and succedent are associated in
a way represented by ≈ which is called the ”4ft-quantifier”. This is represented
by a quadruple data matrix shown in Table 1:

The a-priori algorithm for association rules discovery is not employed in our
research, and the procedure we use follows a complex bit-string method; an expla-
nation of it is provided by Rauch, Simunek, and Nekvapil [11,16]. Let us assume
that Dom(A) = {a1, a2, a3, .., ak}, where Dom(A) is a domain of the attribute
A. For any i ∈ {1, 2, ..., k}, the expression A(ai) denotes Boolean attribute that
is true if the value of attribute A is ai. Assume now that A0 ⊂ Dom(A). Simi-
larly, A(A0) denotes Boolean attribute that is true if there is a ∈ A0 such that
the value of attribute A is a. This way, we can mine for association rules of the
form [A( ) ∧ B( )] ≈ C( ) where ( ) is not a single value but a subset of the
set of all values of the corresponding attribute. In particular, we can mine for
rules of the form [A( )∧B( )]→ C( ). The expression A( ) denotes the Boolean
attribute that is true for a particular row of data matrix if the value of A in this
row belongs to ( ), and the same is true for B( ) and C( ). This approach makes
it easy to mine for conditional association rules that are mentioned in [16].

4 Experiments and Results

The tool used in this study is Ac4FtMiner for association action rule discovery
with connection to Microsoft Access. This study utilized the Emotion Indexing
Questionnaire (see [14]) which consists of two parts. In its first part, users are
asked to answer a number of questions including their musical preferences (what
formal musical training they have, what kind of music they listen to when they
are happy, sad, angry, calm), and a group of questions asking about their current
mood (emotions listed in Table 2). In its second part, users are asked to annotate
a number of music pieces by emotions listed in Thayer′s arousal-valence emotion
plane [3]. The second part of the questionnaire is used to build classifiers for
automatic indexing of music by emotions. Each emotion in the first part of the
questionnaire (Table 2) is represented by a rating scale of 0 to 4 with 0 meaning
emotion was absent and 4 meaning emotion was extreme, as measured over the
previous one week period including the day the questionnaire was completed.

Table 3 shows the mapping between the terms (emotions) used in the Tinnitus
Functional Index (TFI) and emotions listed in Table 2 (the first part of the
Emotion Indexing Questionnaire (EIQ)). The terms used in TFI (first column
in Table 3) were normalized to be between 0 to 4 as the TFI questions use
rating scale of 0 to 10 with 0 as absent and 10 as the worst case. Questions one
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Table 2. List of emotions used in EIQ

Tense Grouchy

Angry Energetic

Worn− out Unworthy

Lively Uneasy

Confused Fatigued

Shaky Annoyed

Sad Discouraged

Active Muddled

Exhausted Efficient

Table 3. Mapping between TFI and EIQ

TFI EIQ

In control Active

Annoyed Annoyed

Cope Efficient

Ignored Unworthy

Concentrated Efficient

Think clearly Efficient

Focused attention Efficient

Fall/stay asleep Fatigued

As much sleep Fatigued,Exhausted,Worn− out

Sleeping deeply Exhausted

Social activities Energetic

Enjoyment of life Lively

Work on other tasks Efficient

Anxious, worried Uneasy

Bothered, upset T ensed,Angry

and four on the TFI are rated as percentages and hence they were normalized
to fit the range 0 to 4. Next, in the extended tinnitus database, we replaced
the terms used in TFI by emotions used in EIQ. Pearson correlation coefficient
was calculated between these terms using the function corrcoef(X) provided in
Matlab. Emotions like Tensed and Angry are perfectly correlated with Pearson
correlation coefficient equal 1.
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Then Ac4FtMiner action rule discovery software was applied to the new
extended tinnitus database to analyze if changes in emotional scores positively
affect the total score from Tinnitus Handicap Inventory. The total score is a sum
of emotional score, functional score and catastrophe score in THI [7].

Before the rules are established, we need to analyze the data further. Every
patient can be characterized by more than one emotional state. If two attributes
(emotions) are strongly correlated, then we must be able to characterize the
patient using only one of them. Weaker the correlation between the attributes
on the antecedent part of the rule, stronger is the need to use both of them in
characterizing the patient.

Assume that two patients in the extended Tinnitus database are represented
by vectors α1 = [a1, b1, ...] and α2 = [a2, b2, ...], where a1, a2 ∈ Dom(a), b1, b2 ∈
Dom(b). Distance ρ(α1, α2) with respect to attributes a, b is calculated by the
following formula:

([dist(a1, a2)+dist(b1, b2)]/2+Q(a(a1, a2), b(b1, b2))∗[dist(a1, a2)+dist(b1, b2)]/2

where Q(a(a1, a2), b(b1, b2)) is computed from the Pearson correlation coeffi-
cient P (a, b) with respect to all tuples having minimum one of the properties
b1, b2, a1, a2. The definition is given by:

– Q(a(a1, a2), b(b1, b2)) = [−P (a(a1, a2), b(b1, b2)) + 1]/2.

The value of Q is always in the range [0,1] and it is equal to 0 when attributes are
perfectly correlated. To calculate the distance ρ(α1, α2) with respect to more than
two attributes, we can use reducts in rough sets theory for that purpose [4].

Having defined the distance between tuples in the extended tinnitus database,
we are ready to search for action rules showing the expected changes in the total
score triggered by changes in patient’s emotions. Such rules have been discovered
by Ac4FtMiner and they are listed below:

Rule 1: Attributes in the antecedent part of the rule are ”Active”, ”Fatigued”,
”Worn-out”. Attribute in the succedent part of the rule is ”Total Score” from
THI. Quantifiers defined as after and before state frequency must be greater
than or equal to 4.00. The correlation index for active and worn-out is 0.3714,
for active and fatigued is 0.4038 and for Worn-out and fatigued is 0.9366.

Action rule generated is as follows:

[Active(< 3; 4))→ Active(< 2; 3))]∧ [Fatigued(< 2; 3))→ Fatigued(< 0; 1))]∧
[Worn − out(< 2; 3)) → Worn − out(< 0; 1))] ⇒ [ScT (< 18; 36 >) → ScT (<
0; 16 >)]

The rule above states that if the emotional state of the patient shows improve-
ment (lower the score, better it is), the total score of the patient also improves.
Also, our research shows that the doctor can use a music recommender system
to identify the right piece of music to be played in order to improve patient’s
emotional state and the same treat Tinnitus. The confidence of the rule is 0.36.
For the antecedent part of the rule, distance between the attributes based on
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Pearson correlation coefficient is 5.9821. Worn-out and fatigued are highly cor-
related and patient can be represented by just one of the emotions. The total
score changes show that severity of tinnitus changes from mild to slight.

Rule 2: Attributes in the antecedent part of the rule are ”Active”, ”Annoyed”,
”Worn-out”. Attribute in the succedent part of the rule is ”Total Score” from
THI. Quantifiers defined as after and before state frequency must be greater
than or equal to 4.00. The correlation index for Active and Worn-out is 0.3714,
for Active and Annoyed is 0.6610 and for Worn-out and Annoyed is 0.4094.

Action rule generated is as follows:

[Active(< 4; 5 >) → Active(< 2; 3))] ∧ [Annoyed(< 4; 5 >) → Annoyed(<
2; 3 >)] ∧ [Worn − out(< 4; 5 >) → Worn − out(< 0; 1))] ⇒ [ScT (< 58; 76 >
)→ ScT (< 0; 16 >)]

This rule also states that improvements in emotional state of the patient affect
the total score in a positive way. Effect on life by tinnitus is greatly improved.
Confidence of the rule is 0.45. For the left hand side of rule, distance between
the attributes based on Pearson correlation coefficient is 19.94. The total score
changes show that severity of tinnitus changes from severe to mild.

Rule 3: Attributes in the antecedent part of the rule are ”Discouraged”, ”En-
ergetic”, ”Lively”. Attribute in the succedent part of the rule is ”Total Score”
from THI. The correlation index for Discouraged and Energetic is 0.6984, for
Energetic and Lively is 0.8035 and for Discouraged and Lively is 0.8088.

Action rule generated is as follows:

[Discouraged(< 4; 5 >) → Discouraged(< 0; 1))] ∧ [Energetic(< 4; 5 >) →
Energetic(< 0; 1))] ∧ [Lively(< 4; 5 >)→ Lively(< 0; 1))] ⇒ [ScT (< 72; 108 >
)→ ScT (< 0; 16 >)]

This rule also states that improvements in emotional state of the patient affect
the total score in a positive way. Effect on life by tinnitus is greatly improved.
Confidence of the rule is 0.714. For the left hand side of rule, distance between
the attributes based on Pearson correlation coefficient is 8.86. The total score
changes show that severity of tinnitus changes from catastrophic to mild.

These three rules show correlations between the improvement in the emotional
state of a patient and improvement in tinnitus treatment. From the extended
tinnitus database, we also extracted action rules (not listed in the current paper)
showing that larger improvement in patient’s emotions yields larger improvement
in the total score. Clearly, music invokes emotions in most of us. The same,
music may be used as a tool to treat tinnitus patients. By identifying a music
piece that can invoke possibly highest positive emotions listed in EIQ for a
given patient, we should guarantee a nice speed up of his/her successful tinnitus
treatment. Clearly, emotions invoked by music are very personalized. This is
why we need to build personalized recommender systems for tinnitus treatment
based on personalized systems for automatic indexing of music by emotions.
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5 Conclusions and Acknowledgements

TRT is a complex treatment process, which generates a lot of data over time:
some attributes have relatively stable values while others may be subject to
change as the doctors are tuning the treatment parameters while symptoms
of patients are altering. Understanding the relationships between and patterns
among treatment factors helps to optimize the treatment process. Interesting
action rules about the relationship among new emotional features and total score
of the patient were revealed which show that improvement in emotional state
brought by music brings significant changes in the total score from THI recorded
over the course of the treatment. The database needs to be further extended to
include stable attributes like characteristics pertaining to patients to investigate
further the relationship between tinnitus treatment and patient emotional state.
This will help to develop more specific rules and allow doctors to prescribe more
personal treatment using music. The emotional indexing questionnaire can be
used to better understand the emotional state of the patients.

This work was partially supported by the Research Center of PJIIT, supported
by the Polish National Committee for Scientific Research (KBN).
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13. Raś, Z.W., Dardzińska, A.: From data to classification rules and actions. Interna-
tional Journal of Intelligent Systems 26(6), 572–590 (2011)
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Abstract. The accuracy of collaborative-filtering recommender systems
largely depends on the quantity and quality of the ratings added to the
system over time. Active learning (AL) aims to improve the quality of
ratings by selectively finding and soliciting the most informative rat-
ings. However previous AL techniques have been evaluated assuming a
rather artificial scenario: where AL is the only source of rating acquisi-
tion. However, users do frequently rate items on their own, without being
prompted by the AL algorithms (natural acquisition). In this paper we
show that different AL strategies work better under different conditions,
and adding naturally acquired ratings changes these conditions and may
result in a decreased effectiveness for some of them. While we are unable
to control the naturally occurring changes in conditions, we should adap-
tively select the AL strategies which are well suited for the conditions at
hand. We show that choosing AL strategies adaptively outperforms any
of the individual AL strategies.

Keywords: Recommender systems, active learning, combined-strategies,
rating elicitation.

1 Introduction and State of the Art

In this paper we focus on collaborative filtering (CF) Recommender Systems
(RS) [5] that recommend items to a user based on the collective ratings of other
users. The CF rating prediction accuracy does depend on: the characteristics of
the prediction algorithm, and the number, the distribution, and the quality of
the ratings known by the system. In general, the more informative about the
user’s preferences the collected ratings are, the higher is the recommendation
accuracy.

In previous research, briefly described here, it has been therefore stressed that
it is important to keep acquiring new and useful ratings from the users by adopt-
ing Active Learning strategies [9]. Different techniques have been proposed, some
being non-personalized such as choosing popular items or items with diverse rat-
ings (higher entropy of ratings), and some personalized such as using a decision
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tree to choose what to ask based on previous ratings of the users. These studies
focussed especially on the cold start stage, i.e., where a new user is added to
the system [10,8,11,4]. However, both the system and users do not remain in
the cold start stage for long, as users start to interact with the system and the
system starts to evolve. In realistic settings an active learning rating elicitation
strategy can’t be viewed as the only source, or tool, for collecting new ratings
from the users. Users may freely and voluntary enter new ratings; yet all the
previously mentioned elicitation strategies were evaluated in isolation from this
natural ongoing system usage.

The need for evaluating the behavior of RS as it evolves is starting to re-
ceive its due attention. In particular, scholars are starting to evaluate system’s
performance (accuracy, diversity and robustness) from the temporal perspective
where the users are rating items and the database is growing (although with-
out considering the application of any active learning approaches) [1,6]. This is
radically different from the typical evaluations where the rating dataset is de-
composed into the training and test sets without considering the timestamps of
the ratings. [1,6] have shown that in such scenarios the accuracy of the system
might not improve even though ratings are added to the system.

Previous works have considered that ratings are acquired either actively dur-
ing the cold start stage [10,8,11,4], or in a natural manner throughout the sys-
tem’s lifetime [1,6]. However, in practice, ratings may be acquired in both ways.
In addition, recently [3] have shown that actively requesting and acquiring new
ratings is useful for the overall system’s performance at any stage of the system’s
evolution, and not just at the beginning (cold start). Motivated by the above,
we propose a novel evaluation methodology, which we claim to be more realistic
and indicative of the real performance of a rating elicitation strategy, i.e., com-
bining AL with the natural acquisition of items and evaluating it throughout the
evolution of RS. We show that especially in these settings, a single AL strategy
cannot perform consistently well. To overcome this limitation, we propose active
learning strategies that combine other AL strategies by (1) voting mechanism,
or by (2) adaptively selecting seemingly best suited AL strategy. We believe that
these results provide guidelines and conclusions that would help the deployment
of AL rating elicitation in real RSs.

The rest of the paper is organized as follows. In section 2 we introduce the
rating elicitation strategies that we have analyzed. In section 3 we present the
simulation procedure that we designed to evaluate their effect on the system’s
recommendation performance (MAE and NDCG). The results of our experi-
ments are shown in section 4, and in section 5 we summarize the outcome of this
research.

2 Rating Elicitation Strategies

A rating dataset R is a n×m matrix of real values (ratings) with possible null
entries. The variable rui, denotes the entry of the matrix in position (u, i), and
contains the rating assigned by user u to item i, typically an integer between 1
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and 5. rui could store a null value representing the fact that the system does not
know the opinion of the user on that item.

A rating elicitation strategy S is a function S(u,N,K,Uu) = L which returns
a list of items L = {i1, . . . , iM} whose ratings should be elicited from the user u,
where N is the maximum number of items that the strategy should return, K is
the rating dataset of known ratings, i.e., the ratings (of all the users) that have
been already acquired by the RS at a certain point. Finally, Uu is the set of items
whose ratings have not yet been elicited from u, hence potentially interesting.
The elicitation strategy enforces that L ⊂ Uu and will not repeatedly ask a user
to rate the same item; i.e. after the items in L are shown to a user they are
removed from Uu.

Every elicitation strategy analyzes the dataset of known ratings K and scores
the items in Uu. If the strategy can score at least N different items, then the N
items with the highest score are returned. Otherwise a smaller number of items
is returned. It is important to note that the user may have not experienced
the items whose ratings are requested; in this case the system will not increase
the number of known ratings. In practice, following a strategy may result in
collecting a larger number of ratings, while following another one may results in
fewer but more informative ratings. These two properties (rating quantity and
quality) play a fundamental role in rating elicitation.

In a previous work we evaluated several individual strategies including: popu-
larity, log(pop)∗entropy, binary-prediction, highest-predicted, lowest-predicted,
highest-lowest-predicted, voting, and random [3]. In this paper, since the ob-
served behaviors of some strategies are similar, and to make our presentation
clearer, we consider and illustrate just three individual strategies, which are ac-
tually representative of some others. We have chosen log(popularity)*entropy
since it has been always indicated as an effective one [7], highest-predicted since
it is a good representative for other prediction based strategies, and random.
Moreover, we introduce here two novel strategies, voting and switching, which
we call “combined”, since they aggregate and combine the previously mentioned
individual strategies (or any other selection of strategies).

log(popularity) * entropy: the score for the item i is computed by multiplying
the logarithm of the popularity of i, i.e., the number of known ratings for i,
with the entropy of the ratings for i in K. This strategy tries to combine the
effect of the popularity score, which is discussed above, with the heuristics that
favors items with more diverse ratings (larger entropy) which provide more useful
(discriminative) information about the user’s preferences [2,7].

Highest Predicted: based on the ratings in K, predictions are computed for
all the items in Uu and the scores are set equal to these predicted values. We
use Matrix Factorization with gradient descent optimization to generate rating
predictions [5]. The idea behind the highest-predicted strategy is that the best
recommendations could also be more likely to have been experienced by the
user and obtained ratings could also reveal important information about user’s
preferences. Moreover, this is the default strategy for RSs, i.e., enabling the user
to rate the recommendations.
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Random: the score for an item is a random integer. This is a baseline strategy,
used for comparison.

Combined with Voting: the score for the item i is the number of votes given by
the committee of the previously mentioned strategies: log(pop)*entropy, highest
predicted, and random. Each of these strategies produces its top 100 candidates
for rating elicitation, and then the items appearing more often in these lists are
selected. This strategy obviously depends on the selected voting strategies.

Combined with Switching: every time this strategy is used, a certain percentage
(40% in our experiments) of the users (exploration group) are randomly selected
for choosing the best performing individual strategy and applying it on the
remaining users (60%). Each individual strategy is applied to an equal number of
random users in the exploration group: it selects items to be rated by these users,
and acquires their ratings if they are present in a set of hold out ratings X , which
represents the ratings that users could give but they have not provided yet to the
system. How X is generated is described in the next section. Moreover, based
on the ratings in K, a factor model is trained and its MAE and NDCG for these
newly acquired ratings are computed. We also compute the probability for an
individual strategy to acquire the ratings for the selected items (estimated as the
ratio of the number of acquired ratings over the number of items requested to be
rated). Finally, the score of each individual strategy is calculated by multiplying
this probability either by the rating prediction error (MAE) on the acquired
ratings, if MAE is the target metric to minimize, or by (1 - NDCG) in the
other case. The strategy with the highest score is then selected. Hence, the
combined switching strategy is selecting the individual strategy that was able
to acquire from the exploration group the largest number of ratings, for items
for which the system prediction is currently most erroneous (either for MAE or
NDCG). Conjecturing that these are the most informative items, and that the
selected strategy will have the same behavior on the remaining users (60% in
our experiments), the winner strategy is then applied for eliciting ratings from
the remaining users.

3 Evaluation Approach

We designed a procedure to simulate the evolution of the RS’s performance by
mixing the ratings acquired by an active learning strategy (individual or com-
bined) with the ratings entered naturally by the users without being explicitly
requested, just as it happens in actual settings. To accomplish this goal, we have
used the larger version of the Movielens dataset (1,000,000 ratings) for which
we considered only the ratings of users that were active and rated movies for at
least 8 weeks (2 months).

We have split the available data into three matrices K, X and T . We inserted
into K, the set of known ratings, those acquired by Movielens in the weeks 1-4
(first month) of the system usage (14,195 ratings). Then we randomly split the
remaining ratings by inserting 70% of them into X (251,241) and 30% into T
(111,867). X represents the ratings that are available to be elicited, while T are
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ratings that are never elicited and are used for testing the system’s performance.
We perform a simulated iteration every week, namely each day of the week
(starting from the second week) an active learning strategy requests each user,
who already has some non-null ratings in K, to rate 40 items. If these ratings
are present in X , they are added to K. This step is repeated for 7 days (1 week).
Then, all the ratings in the Movielens dataset that according to the timestamps
were acquired in that week are also added to K. Finally, the system is trained
using the ratings in K and then tested on the ratings in T that users actually
entered during the following week (according to the timestamps). This procedure
is repeated for I = 48 weeks (1 year). In order to precisely describe the evaluation
procedure, we use the following notation, where n is the week index:

Kn: is the set of ratings known by the system at the end of the week n. These
are the ratings that have been acquired up to week n. They are used to train
the prediction model, compute the active learning rating elicitation strategies
for week n + 1, and test the system’s performance using the ratings contained
in the test set of the next week n+ 1, Tn+1.

Tn+1: is the set of ratings timestamped during the week n+1 that are used as
a test set to measure the system’s performance after the ratings in the previous
weeks have been added to Kn.

ALn: is the set of ratings elicited by a particular elicitation strategy, and is
added to the known set (Kn) at week n. We note that these are ratings that are
present in X but not in T . This is required for assuring that the active learning
strategies are not modifying the test set and that the system’s performance,
under the application of the strategies, is consistently tested on the same set of
ratings.

Xn: is the set of ratings in X , timestamped in week n that are not in the
test set Tn. These ratings, together with the ratings in Tn, are all of the ratings
acquired in Movielens during the week n, and therefore are considered to have
been naturally provided by the (simulated) users without being asked by the
system (natural acquisition). We note that it may happen that an elicitation
strategy has already acquired some of these ratings, i.e., the intersection of ALn

and Xn may be not empty. In this case, only those not yet actively acquired are
added to Kn. The testing of an active learning strategy S now proceeds in the
following way:

– System initialization: week 1 to 4 (1 month)
1 The entire set of ratings is partitioned randomly into the two matrices

X,T .
2 The non-null ratings in X1 and T1 are added to K1 : K1 = X1 ∪ T1

3 Uu, the unclear set of user u is initialized to all the items i with a null
value kui in K1.

4 The rating prediction model is trained on K1, and MAE, Precision, and
NDCG are measured on T2.

– For all the weeks n starting from n = 5

5 Initialize Kn with all the ratings in Kn−1.
6 For each user u with at least 1 rating in Kn−1:
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• Using strategy S a set of items L = S(u,N,Kn−1, Uu) is computed.
• The set Le is created, containing only the items in L that have a
non-null rating in X . The ratings for the items in Le are added to
ALn

• Remove from Uu the items in L: Uu = Uu \ L.
7 Add to Kn the ratings timestamped in week n and those elicited by S:

Kn = ALn ∪Xn ∪ Tn.
8 Train the factor model on Kn.
9 Compute MAE and NDCG on Tn+1.

4 Results

Figure 1 shows the evolution of the system MAE in the first 48 weeks under the
application of the considered strategies. Here MAE is normalized with respect
to the MAE of the baseline, i.e., when only the natural acquisition of the ratings
is used: (

MAEStrategies

MAEBaseline
)− 1. Additionally, in figure 2 we plot the evolution of the

MAE when the ratings are added only by the strategies themselves (i.e. at step
7 the ratings timestamped in week n are not added). Comparing these figures
makes it clear that the natural acquisition of ratings can have a huge impact on
the accuracy of the system. Without natural acquisition MAE fluctuates more,
since the system’s performance is only determined by the ratings acquired with
active learning, which acquires fewer ratings. The traditional way of evaluating
AL strategies in isolation is misleading, since ratings do get frequently added
in a natural manner (besides being added by AL strategies), and do have a
significant effect on the performance of AL strategies. Hence, evaluating active
learning strategies in combination with the natural addition of ratings provides
a more realistic and accurate evaluation.
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Fig. 1. Normalized system MAE under the effect of AL strategies and natural acqui-
sition (48 weeks)
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Fig. 2. Normalized system MAE under the effect of AL strategies without natural
acquisition (48 weeks)

To better illustrate the MAE evolution, Figure 3 shows the system’s perfor-
mance, already presented in Figure 1, focusing only on the first 14 weeks (lower
values are better). Here, it is clear that AL strategies can provide the poten-
tial benefit (most evident at week #11), but also that their efficiency may vary
(e.g. week #11 vs. #13). It should be noted that there is a huge fluctuation
of MAE, from week to week. This is caused by the fact that every week we
test the system’s performance on the next week’s ratings. Hence, the difficulty
of making good predictions and acquiring informative ratings may differ from
week to week. The result shows that up to the seventh week, the performance of
the strategies are similar. However, starting from week seven, the system MAE
decreases except when the highest predicted strategy is used, which keeps it near
to the baseline.

We have also evaluated the strategies with respect to Normalized Discounted
Cumulative Gain (NDCG) that measures how close the ranking of the items
predicted by the RS is to the optimal ranking. Figure 4 shows the NDCG of
the considered strategies, when it is normalized by the NDCG of the natural
acquisition baseline. In this case larger values are better. In the long run all
the strategies can improve NDCG (over the baseline), however, their behavior
varies over time. A possible explanation of the more stable behavior of NDCG,
compared with MAE, is that NDCG is strongly influenced by a relatively small
number of predicted top-rated items, and these are less likely to change week by
week.

In order to better compare the strategies on a larger time window, in Table 1
we show the number of weeks that each strategy is the best or the second
best among all the strategies. When the natural acquisition is considered, the
three strategies that produce the lowest MAE are log(pop)*entropy, voting and
switching. We can also observe that highest-predicted does not perform very
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Fig. 3. Normalized system MAE under the effect of AL strategies and natural acqui-
sition (14 weeks)
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Fig. 4. Normalized system NDCG under the effect of AL strategies and natural acqui-
sition (14 weeks)

differently from the baseline. The main reason is that this strategy is not acquir-
ing additional ratings besides those already collected by the natural process, i.e.,
the user would rate these items on his own initiative. The other strategies are
able to elicit more ratings, including those that the user will rate later on, i.e.,
in the successive weeks. When the natural acquisition is not considered, the best
strategies are random, voting, switching and log(pop)*entropy. We stress again
the different performance of the AL strategies when evaluated in isolation, and
with the addition of naturally acquired ratings.

Considering NDCG, Table 1 shows that with natural acquisition the best
strategies are voting, switching and log(pop)*entropy. However, without natural
acquisition the best strategies are random, voting and switching. We should
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Table 1. Number of weeks that a strategy performs as the best or second best (in 48
weeks)

Without Nat. Acquisition With Nat. Acquisition

Strategy MAE NDCG MAE NDCG

Random 34 42 13 16

Highest predicted 20 28 8 10

log(popularity)*entropy 22 28 29 20

Voting 26 42 18 23

Switching (40% exploration) 22 36 15 20

mention that for several weeks, log(pop)*entropy performed worst among all
the strategies which is quite different from results for MAE. Overall, considering
both the MAE and NDCG metrics in the long run (48 weeks), switching and
voting achieved remarkable results since both performed as good as the best
strategies with respect to one of these metrics. For instance, as explained before,
log(pop)*entropy can produce a very goodMAE but not NDCG. While switching
is comparable with log(pop)*entropy in terms of MAE as well as being equivalent
to random in terms of NDCG.

5 Conclusions

In this work we have addressed the problem of selecting items to present to the
users for acquiring their ratings; that is also defined as the ratings elicitation
problem. We have proposed a more realistic active learning evaluation settings
in which ratings are added not only by the AL strategies, but also by users
that rate items on their own (without being prompted by the AL algorithms).
Since AL strategies are no longer able to select all of the ratings, their behav-
ior changes. For example, the default AL strategy (highest-predicted) becomes
much less efficient, since many of the ratings that strategy tries to acquire are
anyway added by the users. By evaluating the system’s performance on a weekly
basis, it becomes apparent that no single AL strategy performs consistently well
due to changes in the rating set (caused by natural acquisition). We demonstrate
that it is possible to adapt to the changes in the characteristics of the rating set,
by proposing AL strategies that combine individual AL strategies, either by a
voting mechanism, or by adaptively selecting them, from a pool of individual
AL strategies, based on the estimation of how well each individual AL strategy
is able to cope with the conditions at hand. For future work, we plan to fine-
tune the switching strategy with a better method to minimize the exploration
process. This can be done in a dynamic way so that in early weeks, the system
concentrates more on exploration and later on exploitation. Moreover, we are
implementing an online music recommender system where we will test the pro-
posed methods, together with more recent strategies (e.g. [11,4]), in a live user
experiment.
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Abstract. Healthcare systems have to be addressed in terms of a wide
variety of heterogeneous, distributed and ubiquitous systems speaking
different languages, integrating medical equipments and customized by
different entities, which in turn were set by different people aiming at dif-
ferent goals. Demands of information within the healthcare sector range
from clinically valuable patient-specific information to a variety of aggre-
gation levels for follow-up and statistical and/or quantifiable reporting.
The main goal is to gathering this information and present it in a readable
way to physicians. In this work we show how to achieve interoperability
in healthcare institutions using AIDA, an interoperability platform de-
veloped by researchers from the University of Minho and being used in
some major Portuguese hospitals.

Keywords: Semantic Interoperability, Ambient Intelligence, Electronic
Health Record.

1 Introduction

Healthcare systems have been for some years a very attractive domain for Com-
puter Science (CS) researchers. Even more, such systems have great potential for
information integration and automation, and this is an issue of study in which
medicine and agent-based technologies and methodologies for problem solving
may overlap. Furthermore, healthcare systems have to be addressed in terms of
a wide variety of heterogeneous, distributed and ubiquitous systems speaking
different languages, integrating medical equipment and customized by different
entities, which in turn were set by different people aiming at different goals [1].

Demands of information within the healthcare sector range from clinically
valuable patient-specific information to a variety of aggregation levels for follow-
up and statistical and/or quantifiable reporting. Gathering this information and
present it in a readable way to physicians it’s an interesting task. This lead us to
consider the solution to a particular problem, to be part of an integration process
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of different sources of information, using rather different protocols, in terms of an
Agency for the Integration, Diffusion and Archive (AIDA) of Medical Informa-
tion, bringing to the healthcare arena new methodologies for problem solving and
knowledge representation, computational models, technologies and tools, which
will enable ambient intelligence or ubiquitous computing based practices at the
healthcare facilities [2]. With access granted to clinical and historical databases,
agent technology may provide answers to those who give assistance to patients
in time and medical evidence [3].

Every day new applications are developed to assist physicians on their work
and healthcare is turning into a science based on information and reputation. We
want to find out how usability is maintained in this new landscape of social and
ubiquitous computing, when applied to healthcare units, a domain that presents
the strongest social focus, and in this way offering the biggest challenge for
socially aware software systems design [4]. Nowadays, the exchange and share of
clinical knowledge among medical information systems is an important feature
to improve healthcare systems, quality of the diagnosis, but mainly, to improve
quality in patient treatment.

Semantic Interoperability and Ambient intelligence are seen in this work as
the key to solve this problem. Electronic Semantic Health Record (ESHR) will
provide the base for this work. The guarantee of a homogeneous information
system in a health care unity will produce enormous benefits to the institution.
Reduction in diagnosis and appointments time since information about a patient
is available at one time in the same place would give doctors more time to treat
patients better. Less medical errors would be expected due to better quality of
information [5].

2 Interoperability

Nowadays information technologies (ITs) in medicine and healthcare are facing
a scenario in which a variety of healthcare providers have introduced ITs in their
everyday workflows with a certain degree of independence. This independence
may be the cause of difficulty in interoperability between information systems
[5]. The overload of information systems within an healthcare facility may lead
to problems in accessing the total information needed, since it is hard for a
physician to access all information sources in an acceptable period of time. In
the last decade, Health Information Systems (HIS) have gained great importance
and have grown in quality and in quantity. With this information overload, it is
necessary to infer what information is relevant to be registered in the EHR and
decision support systems must allow for reasoning on incomplete, ambiguous and
uncertain knowledge. Demands of information handling within the healthcare
sector range from clinically valuable patient-specific information to a variety of
aggregation levels for follow-up and statistical and/or quantifiable reporting.

Researchers in the field of Hospital Information Systems have focused special
attention to the field of quality of information. A Health Unit is computation-
ally represented by a heterogeneous set of applications that speak different lan-
guages and are customized by different customers. So a practical and effective
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communication platform between information systems is paramount taking into
consideration the quality of information [5].

Each service has small database management systems where specific patient
data are registered depending on pathologies or specific interests. This compu-
tational tissue generates development problems. However, these applications are
used by people with good satisfaction despite they do not allow a transversal
vision of the patient data along different services or specialties, they can not
grow easily and sometimes they do not attend secure and confident procedures.
Running applications in distributed environment is a huge problem when appli-
cations have not been developed to share knowledge and actions.

Information Systems capabilities are increasingly exposed and exploited, how-
ever, software developers and users must lead with new challenges. The EHR is
already a topic widely discussed and explored that has brought innovations and
advances every day. However the new requirements are to manage all informa-
tion that is produced in health facilities to ensure quality and easy exchange
between HI. It is necessary to use new emerging technologies.

Interoperability has been rather confined within the realms of IT and technol-
ogy. Although IT plays a key role in making businesses interact seamlessly, such
an information exchange infrastructure is meaningless if the other core aspects
of business collaborations are not interoperable. Hence, the concept of Business
Interoperability goes beyond IT, into organizational aspects of businesses, and
includes the level of people-to-people interactions. Smoother workflows also mean
that business processes originating in one organization can seamlessly flow into
a collaborating partner organization without getting caught up in bureaucratic
red tape. Systems for conflict resolution and Intellectual Property Management
can further ensure Business Interoperability.

In the last years many projects have pursued the interoperability of EHR in-
formation systems. The different approaches have proposed solutions based on
specific standards and technologies in order to satisfy the needs of a particular
scenario, but no global interoperability frameworks have been provided so far.
Some countries are already planning a unified medical language to ensure that
the information is stored according to the same syntax and semantic. The Uni-
fied Medical Language System (UMLS) is a project of the US national Library
of Medicine (NLM) and provides a conceptual framework for concept categoriza-
tion. Information access is simple and effective, providing to users information
with quality [5].

There are some research groups around the world working on semantic web,
including the clinical area. Jentzsch and some colleagues developed a system
to support the pharmaceutical area that allows the connection between drugs,
treatments, cures and laboratory tests via semantic web. This system shows how
to search for a Chinese medicinal herb that met the requirements for patient
administration [6]. Jentzsch and his staff show how to build decision support
systems in clinical activity. These technologies will be of great interest, requiring
only some adaptation in HIS and hospital software providers [6].
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2.1 Semantic Interoperability

The information to be transferred must be standardized and normalized in order
avoid different structures and misinterpretations. We must also take into account
the data semantics, so information can be understood by different systems. In
addition, the use of standards ensures the best communication between health
professionals and interoperability between systems, allowing some automation
in the hospital recording. The standards used in EHR are divided into three
different purposes:

– standards for representing clinical information;
– communication standards; and
– image standards.

International Classification of Diseases, Ninth Revision, Clinical Modification
(ICD-9-CM), Systematized Nomenclature of Medicine-Clinical Terminology
(SNOMED-CT) and International Classification for Nursing Practice (ICNP)
are standards for classification of diseases and therapeutic clinics, where each
therapy or disease is associated with a code recognized anywhere in the world.
The use of these standards ensures that the EHR can be readable by any clin-
ician in the world, allowing machines to interpret symptoms and assisting the
clinicians in making a diagnosis and treatment plan decision [7]. As commu-
nication standards, the AIDA-PCE adopts the Health Level Seven (HL7) as a
protocol for exchanging messages, and web architectures and service-oriented
architectures (SOA).

There are a high number of benefits of semantic web but there are also some
disadvantages. One negative factor is the complexity of implementation and the
specific domain of the medical field.

3 Ambient Intelligence

Ambient intelligence is related with an atmosphere where rational and emotional
intelligence is omnipresent [2]. In an ambient intelligent environment, people are
surrounded with networks of embedded intelligent devices to gather and dif-
fuse information around physical places, forming a ubiquitous network around
an integrated global middleware accepting specific requests and data from het-
erogeneous sources, and providing ubiquitous information, communication and
services. Intelligent devices are available whenever needed, enabled by simple
or effortless interactions, attuned to senses, adaptive to users and contexts, and
acting autonomously. High quality information and content may therefore be
available to any user, anywhere, at any time, and on any device. Users are aware
of their presence and context and digital environments are sensitive, adaptive,
and responsive to needs, habits, gestures and emotions [2]. In virtual health care
environments, they can not be separated from medical informatics, biomedi-
cal informatics or bio-informatics, aggregating electronic health records, deci-
sion support, telemedicine, knowledge representation and reasoning, knowledge
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discovery and computational biology. Radiological films, pathology slides and
laboratory reports can be viewed in remote places. Remote robotics is used in
surgery and telemedicine is becoming popular. However applications are used for
discrete clinical and medical activities in specific areas and services, in particular
diagnostics and pathologies.

Ambient Intelligence benefited from an exponential growth of Internet use
on the last few years. New rapid web advancements are emerging, transferring
technology benefits sometimes without a solid theoretic underpinning [2]. Al-
though web browsers support many features that facilitate the development of
user-friendly applications and allow users to run application anywhere without
installing flat software packages in order to run remote applications. Storage and
information access over the web encourages the information and knowledge re-
use and the offer of global information and resources. The vitality of a web-based
system lies in its integration potential, in supporting communities of virtual en-
tities and in the gathering, organization and diffusion of information. Operating
on the web means the use of documents or programs that contain images, au-
dios, videos and interactive tools in addition to text. Scripting languages are
used to build high level programs improving distribution, as well as information
and knowledge sharing, increasing quality software and reducing costs [2].

4 Implementation

4.1 AIDA Framework

To build systems for real healthcare environments, the infrastructure must meet a
range of basic requirements with respect to security, reliability and scaling. With
access granted to Clinical and Historical Databases, agent technologymay provide
answers to those who give assistance to patients with a maximum of quality and
medical evidence [8]. Communications are sometimes limitedby old infrastructures
and new projects collide with financial restrictions and bureaucratic delays. The
homogeneity of clinical, medical and administrative systems is not possible due to
financial and technical restrictions, as well as functional needs. The solution is to
integrate, diffuse and archive this information under a dynamic framework, in or-
der to share this knowledge with every information system that needs it. Indeed,
to build systems for real healthcare environments, the infrastructure must meet a
range of basic requirements with respect to security, reliability and scaling. With
access granted to Clinical and Historical Databases, agent technologymay provide
answers to those who give assistance to patients with a maximum of quality and
medical evidence [9]. Figure 1 shows the schematic representation of AIDA frame-
work. In this schema, it is possible to understand the workflow of information, as
well as integration and interoperability.

AIDA is an agency that provides intelligent electronic workers, here called
pro-active agents and in charge of tasks such as communicating with the hetero-
geneous systems, sends and receives information (e.g., medical or clinical reports,
images, collections of data, prescriptions), managing and saving the information
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and answering to requests, with the necessary resources to their correct and an
on time accomplishment [9].

AIDA also supports web-based services to facilitate the direct access to the
information and communication facilities set by th1ird parties, i.e., AIDA con-
struction follows the acceptance of simplicity, the conference of the achievement
of common goals and the addressing of responsibilities. The main goal is to in-
tegrate, diffuse and archive large sets of information from heterogeneous sources
(i.e., departments, services, units, computers, medical equipments); AIDA also
provides tools in order to implement communication with human beings based
on web-based services. Under these presuppositions, a healthcare information
system (HIS) will be addressed in terms of Figure 1:

– Administrative Information System (AIS), which intends to represent, man-
age and archive the administrative information during the episode. Being an
episode a collection of all the operations assigned to the patient since the
beginning of the treatment until the end;

– The Medical Support Information System (MIS), which intends to represent,
manage and archive the clinical information during the episode;

– The Nursing Support Information System (NIS), which intends to represent,
manage and archive the nursing information during the episode; and

– The Electronic Medical Record Information System (EMR); and

– The Information Systems (DIS) of all the departments or services, in partic-
ular of the laboratories (Labs), Radiological Information System (RIS) and
Medical Imaging (PACS - Picture Archive and Communication System),
which deals with images in a standard format, the DICOM one.

The architecture presented was envisaged to support medical applications in
terms of AIDA and EHR, a form of web spider of an intelligent information
processing system, its major subsystems, their functional roles, and the ow of
information and control among them, with adjustable autonomy.

Healthcare staff acquires this information and its value is automatically stored
and distributed to where it is needed. Every document created within a special-
ized service respect this rules, making different and individualized departments
closer. The coding and ordering features are very useful to link different data
to one specific problem, as coded data is much easier to access and it is recom-
mended for decision support using Artificial Intelligence. The electronic ordering
embedded in EHR can be used not only to obtain medical equipment or phar-
macological prescriptions, but also for acquiring laboratory and imaging studies
outside the service where it is used. Furthermore, it may enable the centraliza-
tion of exam display, allowing different services to share results concerning the
same patient, diminishing costs on unnecessary exams, and above all, improving
the quality of service being provided [9].

There are also different access permissions when dealing with medical data.
Although it can only be viewed by the authorized personnel from any terminal
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Fig. 1. AIDA- Agency for Integration Diffusion and Archive

inside the healthcare facility or even on its own laptop or PDA, the access must
be flexible in order to enable the professionals to access it when needed. In
other words, the access to the medical information of the patient is as important
in terms of privacy as in terms of significance for medical situations. On the
other hand, interfaces must be intuitive and easy to use. Messaging enables one
to create, send and retrieve messages online. It may be very useful for handling
data, images or even file exchange. Encryption and the right protocols of trading
are also paramount. Messaging systems are extremely important not only for
the internal workflow in a healthcare institution, but as well as an essential
component for the development of group work, namely in the area of diagnostic
that is supported by decision support systems.

4.2 Electronic Semantic Health Record

Adoption of Electronic Health Record (EHR) is well known in several countries
all over the world. Canada, Australia, England and United States have already
started their own way to achieve an infrastructure for national Health Infor-
mation Systems [10]. All of these projects share the main elements and focus
on the same important subject, interoperability and integration of HIS in spite
of interoperability between healthcare providers being a hard task [8]. Unfor-
tunately, information emerges from an assortment of sources, from informatics
applications, medical equipments and physicians’ knowledge introduced in the
Electronic Health Record. Decision support systems are enhanced by quality of
information and that can only be achieved with good collection of all the data
from the patient. With this information overload, it is necessary to infer what in-
formation is relevant to be registered in the EHR and decision support systems
must allow for reasoning on incomplete, ambiguous and uncertain knowledge.
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Demands of information handling within the healthcare sector range from clin-
ically valuable patient-specific information to a variety of aggregation levels for
follow-up and statistical and/or quantifiable reporting.

EHR is a repository of information concerning an individual in an electronic
format. It is stored and transmitted securely and may be accessed by multiple
users [11]. The main objective is to ensure ubiquity, i.e. information is accessible
at anytime and anywhere. The lack of integration between the different HIS is
not only an obstacle for a more effective clinical practice, but it may lead to a
suboptimal care for the patient. Although, this is an accepted definition Hayrinen
proved that different researches describe in distinct ways the same thing, and
EHR definition is one example [12].

Hayrinen published, in the International Journal of Medical Informatics, an
exploratory approach to review the impact of use of the HER as well all the def-
initions associated with EHR. Hayrinen tries to understand the ongoing studies
on several countries and evaluate the possibility of current technologies and un-
derlying architectures and on exploring the health care registers as a source for
evidence-based medicine. Automated search was used by the author in several
known databases such as PubMed, Cinalh and Cochrane to find recent published
works on the area.

In Europe various organizational, institutional, governmental and private ini-
tiatives are in course, having the some common main proposes: the standardiza-
tion, the definition of functional models, minimal data sets and interoperability.
EHR depends on three areas:

– Terminology;
– Structure; and
– Interoperability in Communication [13].

Semantic Web has been the subject of much debate and several studies in recent
years by the scientific community and the main issue is whether he can fill some
gaps in the information systems of health units and perhaps bring an additional
quality. W3C consortium is one of the world leading task forces where several
research teams gather their work and present it to scientific community in seek
for approval and newer approaches for improvements [14].

Several papers come out from this consortium presenting state of the work
and tasks executed between publications. Paper derive from explanatory to ex-
ploratory and descriptive but the main investigation query and theme is how to
use semantic as a mean to achieve full interoperability between systems under
the main theme of healthcare.

Jentzsch and colleagues presents the use of semantic as linked data to drugs
systems and enabling integration with other web based systems for studies and
result retrieving. Their main efforts go to provide the correct drug for the treat-
ment of the patient and study whether their system meets the desired require-
ments. For the big test for their system they apply it to the search of Chinese
herbs that may help in certain diseases. The final results prove that their sys-
tem is able to provide extended studies for retrieving the correct herb, such as
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gene study of the patient, side effects expected and how active ingredients can
interfere with patient health [6]. As well as Jentzsch, Clark followed a case study
for presenting his work in the Semantic Web in Health Care and Life Sciences
Interest Group (HCLS) and the goal is to develop cures for highly complex dis-
eases, such as neurodegenerative disorders, even thought it requires extensive
interdisciplinary collaboration and exchange of biomedical information in con-
text. This research team presents the process of integration of semantic ontology
in SWAN Alzheimer Knowledge Base. The description provides the user knowl-
edge of ontology that can improve search and connection between systems for
extraction of information in easier queries. This project is fully integrated in
the Massachusetts General Hospital and provides better access to information
relevant for better diagnosis and scientific studies of Alzheimer disease [15].

These studies prove that semantic can promote better results for decision
support systems since quality of information is preserved during all processes
and correct data is accessed when certain query is performed. Making usage of
such technology and combining it with AIDA work methodology an Electronic
Semantic Health Record improves quality of information accessed inside the
institution. Making a semantic approach to current health records is possible to
enhance communication between health care facilities and information can be
shared without any lost in quality since queries are most accurate and specific.
Semantic enhances linked data and provides the tools to compare data that is
most of the time separate but that can together provide accurate information
and most important quality information for users. Our main goal is to take
semantic advantages and pull out graphical interactions from disperse data.

5 Conclusions

This paper presents an innovative intelligent framework responsible for interop-
erability in healthcare units. The homogeneity of clinical, medical and admin-
istrative systems was not possible due to financial and technical restrictions, as
well as functional needs. The solution was to integrate, diffuse and archive this
information under a dynamic framework, in order to share this knowledge with
every information system that needs it.

AIDA platform has, until now, demonstrate to be an useful tool in order to
interoperate in a healthcare facility, being used in several portuguese hospitals
in Elvas, Portalegre, Guimarães, Pemafiel, Amarante and Oporto. Starting from
AIDA, projects in the area of Business Intelligence are now at an ending point.
AIDA has shown to be very useful in the process of extracting, loading and
transforming info rmation in order to extract knowledge.
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12. Häyrinen, K., Saranto, K., Nykänen, P.: Defenition, structure, content, use and
impacts of electronic health records: A review of research literature. International
Journal of Medical Informatics 77, 291–304 (2008)

13. Neves, J., Santos, M., Machado, J., Abelha, A., Allegro, S., Salazar, M.: Electronic
Health Records and Decision Support - Local and Global Perspectives. WSEAS
Transactions on Biology and Biomedicine 5(8), 189–198 (2008) ISSN 1109-9518

14. W3C - World Wide Web Consortium, http://www.w3C.org
15. Clark, T., Ocana, M.: Semantic Web Applications in Neuromedicine (SWAN) On-

tology (2009), http://www.w3.org/TR/hcls-swan/

http://www.w3C.org
http://www.w3.org/TR/hcls-swan/


An Intelligent Patient Monitoring System
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Abstract. Intensive Care Units (ICUs) are a good environment for the
application of intelligent systems in the healthcare arena, due to its crit-
ical environment that requires diagnose, monitoring and treatment of
patients with serious illnesses. An intelligent decision support system
- INTCare, was developed and tested in CHP (Centro Hospitalar do
Porto), a hospital in Oporto, Portugal. The need to detect the pres-
ence or absence of the patient in bed, in order to stop the collection
of redundant data concerning about the patient vital status led to the
development of an RFID localisation and monitoring system - PaLMS,
able to uniquely and unambiguously identify a patient and perceive its
presence in bed in an ubiquitous manner, making the process of data col-
lection and alert event more accurate. An intelligent multi-agent system
for integration of PaLMS in the hospital’s platform for interoperability
(AIDA) was also developed, using the characteristics of intelligent agents
for the communication process between the RFID equipment, the INT-
Care module and the Patient Management System (PMS), using the HL7
standard embedded in agent behaviours.

Keywords: Medical Informatics, Patient Monitoring System, Intensive
Care Unit, Ambient intelligence, RFID; Multi-Agent System, HL7.

1 Introduction

There is a growing demand for the help of technology in the healthcare industry
to aid medical professionals in tasks such as patient identification and infor-
mation storage, patient monitoring of vital signs, amongst others. Naturally, to
respond to this needs, new trends in technology become target of research in
hospital scenarios, and Ambient Intelligence (AmI) have been gaining a prepon-
derant role in the last years in such ambients. CHP (Centro Hospitalar do Porto),
a hospital in Oporto, Portugal, developed an intelligent decision support system
called INTCare [18] [22], aiming the real-time monitoring of patients, predicting
the dysfunction or failure of six organic systems within a short period of time,
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and the patient outcome in order to help doctors deciding on the better treat-
ments or procedures for each patient. This system also alerts the medical staff
when vital signs of the patients are out of the normal range, starting an alert
process. The Intensive Care Unit (ICU) become the unit chosen to implement
such intelligent system due to its critical environment that require diagnose,
monitoring and treatment of patients with serious illnesses. [18].

To complement the pervasive and intelligent system INTCare, a process of
automatic identification of the patient is required. Such system must identify
the patient in an unique and unambiguously manner, and also be able to admit,
discharge and transfer a patient in a intelligent and pervasive way, sparing time
from the medical staff in this process, allowing them to deal with other more
important tasks.

PaLMS - a Patient Localisation and Monitoring System is a project aiming
the simulation of a Radio-Frequency Identification equipment in the CHP’s ICU
unit, able to: (1) identify and admit the patient in the unit; (2) monitor his
presence in the bed, prevent redundant data acquisition in situations when the
patient isn’t present, and prevent wrong alert situations by the INTCare sys-
tem; (3) discharging or transferring the patient in a pervasive form, simplifying
the process. Also this RFID-based identifying and monitoring system must be
able to communicate with other hospital information services, thus adopt an
interoperable form of communication. Multi-Agent Systems, the HL7 protocol
to achieve interoperability, and RFID events, enabling ambient intelligence, will
be the key aspects to achieve the goals.

2 Background

2.1 Ambient Intelligence

AmI is considered to be a new paradigm that supports the idea of enriching
an environment with technology, mainly sensors and network-connected devices,
building a system able to take decisions that benefit the users, based on real-
time information gathered and historical data accumulated. In AmI, people are
empowered through a digital environment that is aware of their presence and
context, and is sensitive, adaptive, and responsive to their needs, habits, gestures
and emotions. [3] [11].

Most of the times the concept of AmI is referred associated with other terms.
Transparency, ubiquitous computing and pervasive computing, some already
mentioned, are good examples. All of them are aligned towards the concept of
the disappearing computer, described by Weiser [23], in which is pointed out that
”The most profound technologies are those that disappear. They weave themselves
into the fabric of everyday life until they are indistinguishable from it”.

This concept, associated with pervasive and ubiquitous computing, are con-
cepts evolving in a plethora of applications in healthcare [17] [22]. The appli-
cations of AmI in hospitals can vary from enhancing safety for patients and
professionals by following the evolution of patients after surgical intervention,
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monitor the patients and outpatients movements in hospital, tracking equip-
ments and medical staff, and also for prevention, healthcare maintenance and
checkups, benefitting the hospital management and quality of service provided
[21] [15].

2.2 Sensors and Monitoring Systems

Many of the existing and emerging wireless networks such as cellular-oriented
(2G/3G/4G), wireless LANs, satellites, and short range technologies like sensors,
RFID, Bluetooth, Zigbee, and personal area networks can support the require-
ments for pervasive healthcare services, namely: comprehensive coverage; reliable
access and transmission of medical information; location management; support
for patient mobility [5] [4].

RFID (Radio-Frequency Identification) is an emerging technology in health-
care that can facilitate automating and streamlining safe and accurate patient
identification, tracking, and processing important health related information in
health care sector, therefore a contributing technology to the implementation of
ambient intelligence scenarios in hospitals [25] [7].

RFID technology mainly consists of a transponder (tag) which contains elec-
tronically stored information, usually an EPC code, and is able to be read from
up to several meters, an antenna reader and an information system.

2.3 HL7

The growing need for interoperability lead to the development of several health-
related standards. HL7 - standing for Health Level Seven, is an ANSI-accredited
standard dedicated to providing a comprehensive framework and related stan-
dards for the exchange, integration, sharing, and retrieval of electronic health
information that supports clinical practice and the management, delivery and
evaluation of health services [1] [16]. Seven represents the seventh layer of the
Open System Interconnection (OSI) communication model. The HL7 standard
is not bound to this architecture, but it is the most widely used in healthcare
interoperability [14].

2.4 Multi-Agent Systems - MAS

Agents and the Agent-Oriented Programming are concepts correlated to the field
of artificial intelligence, and their importance is growing in the healthcare envi-
ronment, namely in the quest for interoperability. Agents are commonly consid-
ered as a computing artefact used in software or hardware devices, capacitated
with the properties of: autonomy - acting independently from the action of hu-
mans; reactivity - such entities are situated in an environment that can perceive
through sensors and act in reaction to stimuli (e.g., revising their beliefs accord-
ing to or in reaction to new inputs; pro-activity - exhibiting intelligent problem
solving capabilities, for example, towards the achievement of short or long time
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goals; social-behaviour - agents are aware of one another and are able to interact
between them [13]. MAS consist on a set of agents that communicate with each
other and work together towards common goals, with a degree of reactivity and
/ or reasoning [24].

2.5 INTCare and AIDA

INTCare, an intelligent decision support system for intensive medicine, was de-
veloped by both researchers from the University of Minho and CHP, implemented
in the hospital’s ICU. It makes use of intelligent agents capable of autonomous ac-
tions to meet its goals [9] [20]. This system predicts in real-time organ failure and
mortality assessment and, according to these predictions, it suggests therapeu-
tic treatments. The system includes some features such as [20]: online learning;
real-time monitoring; adaptability data mining models; decision models; optimi-
sation; intelligent agents; accuracy; safety; pervasiveness; privacy; secure access
from exterior; user policy.

AIDA stands for Agency for Integration, Diffusion and Archive of Medical In-
formation. It was created by both researchers from University of Minho and CHP,
although it is already fully implemented in several major portuguese healthcare
institutions. AIDA can be described an agency that provides intelligent elec-
tronic workers (agents) that present a pro-active behaviour, and are in charge
of tasks such as: communications among the sub-systems that make the whole
one, sending and receiving information (e.g. medical or clinical reports, images,
collections of data, prescriptions), managing and saving the information and an-
swering to information requests, in time. The main goal is to integrate, diffuse
and archive large sets of information from heterogeneous sources (departments,
services, units, computers, medical equipments) [2].

3 HL7 in Multi-Agent Systems

PaLMS is an event-based monitoring system developed using HL7 standard mes-
sages embedded in a multi-agent programming ambient. In an environment where
the demand for middleware both for production and legacy systems are constant,
the agent paradigmdemonstrates an intuitive advantage in organisational develop-
ment in terms of creation of such services, and are considered to have great
potential towards interoperability in healthcare information systems [8].

To avoid the limitation of the usual of information systems found in healthcare
institutions, in which equipments usually either communicate through the usage
of standards in a loosely-coupled manner, i.e. directly with an information system
(Radiological Information System, Cardiological Information System, ...) or with
a proprietary system which can in its term be compatible or not with other
information systems, the adoption of HL7 standard in all the communication
process represents an important step in extending the interoperability for the
development of health information exchange. Also the agent paradigm offers the
hospital information services, besides its characteristics of modularity, scalability
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and adaptability, the empowerment of being able to solve different problems
through intelligent agents, hard to overcome before [11] [12] [10].

Besides the fact that the HL7 standard is completely distinct from agent com-
munication standards, it is possible to implement an HL7 service under an agent
paradigm. This brings the advantage of using the agent system’s vast interop-
erability capability, able to be embedded with the most particular behaviours.
These behaviours can become increasingly effective if they use machine learning
and other artificial intelligence techniques in order to adapt to the existing en-
vironment and being able to prevent errors and correct the flow of information
and extraction of knowledge within the institution.

Among the possible tools for analysis and development of PaLMS, the WADE
platform (Workflows and Agents Development Environment) was the chosen one.
WADE is a domain independent platform built on top of the JADE framework
(Java Agent DEvelopment Framework), developed using the cross-platform tech-
nology Java, which allows a strong connection among two similar computational
paradigms, such as The Agent and The Object Oriented Programming ones, as
well as the possibility to easily integrate the rich Java libraries into the agent’s
behaviours.

4 RFID Event-Simulation

The project aims the simulation of a full RFID system installed in the ICU room
of CHP. Ideally, at least one RFID antenna should be placed in each bed in order
to detect the patient presence in bed, or his absence. This number of RFID
antennas will be optimised, studying the antenna’s range in the unit room. At
the admission stage, when a patient enters the ICU unit for healthcare services,
a bracelet with a RFID tag is placed in the patient arm or leg. The bracelet’s
tag contains its own EPC code, similar to the bar-code, which is unique and
distinguishable from any other EPC code. A bed monitoring system is required
in order to associate each bed to the RFID’s antennas placed in the unit. This
bed monitoring system communicates with each bed, receiving information, and
communicates with the hospital’s AIDA platform to receive and send a number
of events, concerning the patient’s status.

The hospital’s PMS communicates with the ICU’s service through HL7 mes-
sages, which will be handled by the PaLMS platform. This platform is inserted
in the AIDA, as well as the PMS. First, we enumerate all the type of events
concerning the patient ”status” in the hospital.

HL7 is written from the assumption that a real-time event in a clinical context
creates the need for data to flow among systems. This real-world event is called a
trigger event. There are many trigger events available [6], and some take special
importance in this project. Each event created and described further on in this
chapter, are associated with event triggers, more specifically, some trigger events
inserted in the ”ADT” type of message.

We have developed six type of events, represented in Figure 1, and described
further:



An Intelligent Patient Monitoring System 279

Fig. 1. Simulation of the flow of events with HL7 messages, enabling the communica-
tion process between heterogeneous systems among the different stages of the patient
inside the ICU

1. Admission Event - AE - PMS sends an HL7 message to the ICU in-
forming about the patient admission in the ICU, requiring an EPC tag to
associate. The medical staff associate a bracelet, with its EPC code, to the
admission request, and associate to the patient’s bracelet an unoccupied bed.
The antenna placed in the bed starts the reading process, periodically, veri-
fying the patient’s presence. The HL7 trigger-event ADT A01 represents the
”admit patient” message, used for admitted patients only. This is the type
of HL7 message received and handled in the ICU by the PaLMS platform.

2. Discharge Event - DE - At the time the patient leaves the unit and the
hospital itself, a discharge event is created by the hospital’s PMS system.
HL7’s ADT A03 message represents the ”discharge of patients”, associated
to DE. PaLMS receives this message and ends the antenna’s reading process
as well as the patient’s vital data acquisition by the INTCare platform.

3. Transfer Event - TE - An HL7 message is sent by the PMS informing
the patient’s transfer to another unit. PaLMS receives this message, sent as
a ADT A02 trigger-event, and acts similarly to the DE, stopping the data
collection of INTCare and the reading process from the RFID equipment.

4. Leave of Absence Event - LoAE - A patient may have to get out of
bed, for instance, to do exams, without leaving the unit permanently. This
is considered as a leave of absence, with the corresponding HL7 message -
ADT A21, sent by PMS to the ICU informing the temporarily absence of the
patient. The RFID stops the reading process, until the patient returns, as
well as the INTCare monitoring system stops the patient’s data acquisition.
This way, the values of data signs acquired by the INTCare (which gathers
data uninterruptedly) get out of range, but no warning signals are sent to
medical staff since there’s no one in the bed.

5. Return from Leave of Absence Event - RLoAE - At the time the
patient returns, the antenna starts the reading process again and INTCare
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monitoring system restarts the vital sign data acquisition. The correspondent
HL7 message exchanged between PMS and PaLMS is ADT A22.

6. Warning Event - WE - Whenever the RFID antenna placed in a certain
bed isn’t able to read the correspondent tag from it’s patient in a predefined
period of time, PaLMS will inform PMS about the absence of the patient, a
misplaced tag or a malfunctioning of the antenna, considered as a warning
event. The type of HL7 message exchanged is ADT 08.

This flow of events can be observed in Figure 1. ICU unit, with its ten beds
equipped with RFID equipment and vital data signs collect and display sys-
tems, interact with AIDA through both INTCare and PaLMS. These interac-
tions are achieved by agents described in Section 5, sending between them HL7
messages. The communication is assured by three modules that integrate AIDA:
the PaLMS module, responsible for the management of all the events relating
PaLMS system (AE, RE, etc.); the INTCare Module, responsible for the vital
signs data acquisition and processing; the alert module, responsible for the alert
situations, (concerning the vital signs of the patient which became, for instance,
out of the normal range, or the RFID monitoring system that detected the ab-
sence of the bracelet from a certain patient).

5 Agent Architecture

Figure 2 represents the agent communication process after the implementation of
PaLMS in the perspective of the modules that incorporates the AIDA platform.
Agents in this project are responsible for all the exchange of information between
AIDA’s modules and the ICU hardware equipment. Therefore, several agents
were created.

First of all, there is the need for an agent to act as an HL7 server, since the
HL7 messages are sent and received typically by a client-server configuration.
This agent, the Patient Information Server Agent, receives information about
patients, such as admissions, discharges, transfers, leave of absences and the cor-
respondent return from leave of absences. This information is sent by the AIDA
platform, trough its Patient Management System1. At this stage, the server
agent communicates the action to other two agents. The PaLMS HL7 Message
Server Agent and the Patient Warning Handler Agent. The first one is an agent
which also acts as a server for HL7 messages, receives the events transmitted,
and automatically informs the RFID equipment to the action required. If the
event is an AE, the medical staff in the ICU will receive the tag to associate
to the patient and will proceed to the identification process. If the event is an
DE, TE or LoAE, this agent will inform the RFID system to stop the reading
process. in case of a RLoAE, the RFID is informed that the reading process shall
start again. Also the PaLMS HL7 Server Message agent deals with the RFID
data obtained in the bed. When a patient is not present, an HL7 event will be

1 In Portugal, the patient management system adopted and implemented in almost
all of healthcare institutions is SONHO [19].
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Fig. 2. Description of the communication of the three modules inside AIDA, enabled
by a series of agents responsible for incoming messages and tasks according to them.

generated by the RFID equipment. This require a software monitor for the RFID
equipment, able to create HL7 messages, which can be developed in the future,
or can be created by the software of the equipment’s developer. In order to stop
the warning signals caused by vital signs out of range, the system must also
communicate with the second agent mentioned. The Patient Warning Handler
Agent will receive inputs from both PaLMS HL7 Message Server Agent and Pa-
tient Information Server Agent, because, for instance, a DE must stop the data
storage and warning signals and this has to be informed to INTCare Module
and to the Alert Module. Inherently, the Patient Warning Handler Agent has
to communicate to the two modules associated to the INTCare system and the
alert system.

6 Conclusions and Future Work

As this system aims for the detection of the patient in the bed, making the data
collection of the patient dependent from this information acquired by an RFID
system through antennas and bracelet tags, we can say that the PaLMS system
ensures this kind of monitoring. The MAS, with its components fully capable
of communicating between them and with their tasks well defined, ensures that
the data storage of the patients’ vital signs stop when the patient isn’t in bed,
and consequently the alert process so that the medical staff is warned about any
error situation is cancelled when its not necessary.

Also, this system open the perspective of patient monitoring in other hospital
units. RFID’s potentiality can assure the tracking of patients, medical staff,
equipments, person flow inside units, whether they are medical staff or not. It
can be an interesting perspective for a future implementation in the hospital.
Also, the development of middleware for the RFID equipment is a possibility,
with an interface to medical staff interact directly. Persistence of data exchanged
between agents would be achieved by inserting it into databases, preventing
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data loss whenever the system has a failure and goes down, which could be an
important aspect to research.
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Abstract. Many corpus-based statistical methods have been used to
tackle issues of extracting disease-gene relations (DGRs) from literature.
There are two limitations in the corpus-based approach: One is that
available corpora for training a system are not enough and the other is
that previous most research have not deal with various types of DGRs but
a binary relation. In other words, analysis of presence of relation itself
has been a common issue. However, the binary relation is not enough
to explain DGR in practice. One solution is to construct a corpus that
can analyze various types of relations between diseases and their related
genes.

This article describes a corpus construction process with respect to
the DGRs. Eleven topics of relations were defined by biologists. Four
annotators participated in the corpus annotation task and their inter-
annotator agreement was calculated to show reliability for the annotation
results.

The gold standard data in the proposed approach can be used to
enhance the performance of many research. Examples include recognition
of gene and disease names and extraction of fine-grained DGRs. The
corpus will be released through the GENIA project home page.

1 Introduction

Many natural language processing (NLP) techniques are used to automatically
extract and analyze meaningful information from literature. In biomedical do-
main, NLP techniques-based named entity recognition (NER) [1] and relation
extraction (RE) [2] are also encouraging issues. One of the most practical re-
search topics deals with specific diseases and their relevant genes or proteins.
Many related research focused on only presence of relations between diseases
and genes or proteins in a given sentence. In other words, they focused on ana-
lyzing not deep semantic meaning of relations but surface expression of them. To
extract deep semantic meaning of disease-gene relations (DGRs) automatically,
a corpus-based statistical approach is a popular approach, but this approach
needs gold-standard data.
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This article describes the process of construction of a gold-standard data as
for the relations between diseases and their relevant genes. We focus on not only
the cases of binary relations, but also the case of fine-grained relations such as
causal factor (etiology), marker of diseases (clinical marker). The binary relation
includes all kinds of fine-grained relations and each of the fine-grained relations
does not exclusive: a disease-gene pair can be included more than one fine-grained
relation. In this article, we call these fine-grained relation topic-classified relation,
and eleven topics were defined by biologists and medical doctors. Considering
popular diseases as research topics and a number of published papers, we decided
prostate cancer as a disease in the proposed approach. Example 1 includes a
relation between prostate cancer (prostate adenocarcinoma) and gene (PSA)
and PSA is a clinical marker of prostate adenocarcinoma. Small G and D with
a square bracket present a gene and a disease names, respectively. This disease
and gene name expression style is used for all example sentences in this article.

Ex. 1. The clinical utility of [PSA]G and PAP for early detection of [prostate
adenocarcinoma]D , however, requires distinction between prostate ade-
nocarcinoma and prostate nodular hyperplasia.

Such corpus can be used to develop an automatic NE recognition and DGR
extraction systems. Such systems are receiving increased attention, particularly
from medical doctors, pharmacists and biologists, as they have the potential of
reducing the burden on researchers to explore the extensive pool of literature.
Moreover, they can receive some help to give a diagnosis of disease and develop
medicines if DGR information is provided.

In most of the previous articles only algorithms for information extraction
have been described, but the process of corpus construction has not mentioned.
However, not only algorithms but also a right corpus with respect to the corre-
sponding purpose play a role in extracting information from literature.

2 Related Work

Because the tasks of corpus construction are highly dependent upon target ap-
plications, DGR extraction research using the corpus-based statistical methods
are introduced in this section.

Chen et al. proposed a method for collecting Alzheimer’s disease-related pro-
teins [3]. There were 65 seed genes collected from the OMIM database and
mapped to 70 Alzheimer’s disease-related proteins in HUGO and SwissProt
databases. They then show 765 ranked proteins which were collected using pro-
tein relations of the online predicted human relation database (OPHID). Rosario
et al. classified seven semantic relations between entities disease and treatment
using several machine learning techniques, including hidden Markov models and
textitneural networks [4]. The relations were cure, only disease, only treatment,
prevent, vague, side effect, and textitno cure. Some of these semantic relations
described binary relations between diseases and treatments. Using 3,662 labeled
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Table 1. Correlation between cancers and genes: Results of Chen et al.

astrocytoma bladder brain breast carcinoid cervical
(%) cancer tumor cancer tumor cancer

CDK4 34.29 0.0 33.09 0.0 0.0 0.0
EGFR 38.57 0.0 34.41 33.72 0.0 0.0
CCND3 30.86 0.0 30.44 0.0 0.0 0.0

SIL 0.0 0.0 0.0 0.0 0.0 31.58
JUN 0.0 31.20 0.0 30.22 0.0 0.0
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sentences in MEDLINE abstracts and dynamic hidden Markov models, the au-
thors achieved an F-measure of 71%.

Chen et al. focused on the cause of cancer and calculated relevance scores be-
tween cancers and genes using co-occurring frequency of cancer and gene names
in MEDLINE abstracts. Table 1 shows the relevance scores between cancers and
genes they provided in the paper. They dealt with 59 cancers, 3,270 chromosome
regions, and 18,692 genes [5].

Although above related work might have consumed time and human efforts
to build the corpora, they have focused on not the corpus construction but
introduction of results that were found using the corpus.

3 Construction of Gold Standard Data

3.1 Goals and Method

We aim to construct a corpus for extracting relations between disease names and
their relevant gene names from the biomedical literature. When a DGR extrac-
tion system is developed using the corpus, the contribution can be mentioned as
follows:

– We classified disease-gene relations based on various topics to enable human
genetics experts and oncologists to use the results of the proposed approach.

– We identified disease and gene names with ID tags that are used in six
publicly available biological databases to determine the utility of the pro-
posed approach. Numerous previous studies have identified entities or re-
lations that are not grounded in any explicit external model of the world,
but rather simply point to substrings in the input text. Such outputs are of
intrinsically limited value [6]. Considering scalability of the results, links to
other databases are valuable.

Figure 1 is architecture of the corpus construction. Our system first collects
sentences that contain at least one pair of disease and gene names, using the
dictionary-based longest matching technique. Four experts were participated in
the annotation task. To show the reliability for the annotation results (gold
standard data), inter-annotator agreement rate was calculated. Finally, topic-
classified relations with their evidential contexts were collected.
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Fig. 1. Architecture of Corpus Construction

Table 2. Selected unique identifiers of semantic types (TUIs)

T019 Congenital abnormality
T020 Acquired abnormality
T033 Finding
T037 Injury or poisoning
T046 Pathologic function
T047 Disease or syndrome
T048 Mental or behavioral dysfunction
T049 Cell or molecular dysfunction
T050 Experimental model of disease
T184 Sign or symptom
T190 Anatomical abnormality
T191 Neoplastic process

3.2 Corpus Construction

To determine the utility of the results of the proposed approach, we applied a
dictionary matching method to recognize disease and gene names. The dictio-
nary matching method used disease and gene dictionaries. Thus, all disease and
gene names in the results have ID tags that are used in the publicly available
biological databases. When a disease-gene pairs sentence contained more than
one disease name and more than one gene name, the system made sufficient
copies of the sentence to accommodate all possible disease-gene name pairs. We
call these copies disease-gene pair instance sentences. Instance sentence presents
the disease-gene pair instance sentence in this article.
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Collection of Input Data. MEDLINE abstracts were collected using 248
prostate cancer-related names selected from our disease dictionary. From these
abstracts, we generated 2,503,037 instance sentences using dictionary-based
longest matching technique. All instance sentences are candidates for analyz-
ing DGR. We randomly chose 3,900 instance sentences and they were annotated
by four biologists.

Dictionary-Based Longest Matching. To link each output disease or gene
name to publicly available biomedical databases, we created human gene and dis-
ease dictionaries by merging the entries of numerous public biomedical databases.
These dictionaries provide gene- and disease-related names and cross-references
between the original databases.

A unique EntrezGene identifier for genetic loci is assigned to each entry in the
human gene dictionary, which enabled us to consistently merge gene information
contained in different databases. Each entry in the merged gene dictionary holds
all relevant literature information associated with a given gene name. We used
five public databases to build the gene dictionary: HUGO, EntrezGene, Swis-
sProt, RefSeq, and DDBJ.Each entry in the merged gene dictionary consists of
five attributes: gene name, gene symbol, gene product, chromosomal band, and
PubMed ID tags. The current version of the gene dictionary contains a total
of 34,959 entries with 19,815 HUGO-approved gene symbols, 19,788 HUGO-
approved gene names, and 29,470 gene products. Note that there are numerous
alias gene symbols and gene names in these entries.

We used the Unified Medical Language System (UMLS) to collect disease-
related vocabulary. We selected 12 unique identifiers of semantic types (TUIs)
that correspond to disease names, abnormal phenomena, or symptoms (Table
2). From these TUIs, we extracted 431,429 unique identifiers for strings (SUIs)
and stored them as a disease-related lexicon.

3.3 Types of Annotation and Definition of a Relation and Topics

The types of annotation in our corpus are the following:

– Disease and gene names:
Biologists annotated whether recognized disease and gene names by the dic-
tionary matching method were correct.

– Relations between disease and gene names:
Biologists annotated whether a binary relation existed between disease and
gene names.

– Topic-classified relations:
Biologists annotated topic-classified relations based on eleven topics.

For the annotation of binary relations between gene and prostate cancer names,
the biologists considered three aspects. In other words, the annotator judged a
co-occurrence as correct if any of the following three types of relations had been
described in the co-occurrence.
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Table 3. Inter-agreement rate

Number of positives in 300 instances
F1(%) Annotator1 Annotator2 Annotator3 Annotator4

Gene 96.88 238 247 246 257
Disease 99.75 300 299 300 298
Relation 94.72 229 240 232 250
Etiology 87.50 4 4 4 4
Clinical marker 69.53 88 92 86 88
Study description 60.47 69 87 76 59
Genetic Variation 80.62 31 28 33 14
Gene expression 70.85 74 78 93 91
Pharmacology 63.23 26 27 31 19
Functions of gene products 59.84 42 49 39 42
Sub-cellular localization 50.17 12 17 13 6
Risk factor 58.39 16 13 19 12
Tumor biology 48.63 44 54 47 37
Negation 49.65 13 11 8 7

1. Pathophysiology, mechanisms of prostate cancer, including etiology, causes
of prostate cancer.

2. Therapeutic significance of genes or gene products; specifically, classification
of genes or gene products based on their current therapeutic use and their
potential as therapeutic targets.

3. Use of genes and gene products as markers for prostate cancer risk, diagnosis,
and prognosis.

In addition to the binary relation, we classified disease and gene names and
their relations based on the following eleven topics: Etiology, Clinical marker,
Study description (method), Genetic variation, Gene expression, Pharmacology,
Functions of gene products, Sub-cellular localization, Risk factor, Tumor biology,
and Negation. All topics are not mutually exclusive, so certain instance sentence
can be classified by the multiple topics.

3.4 Inter-agreement Rate for Annotation

Instance sentences were annotated by four biologists, based on their domain
knowledge and the annotation policy. Although all annotators are experts and
have the same annotation policy, they have many different opinions. Table 3
explains the inter-agreement rates. For calculating the inter-agreement rates,
300 instance sentences were randomly selected and were annotated for disease
and gene name recognition, relation extraction, and extraction of eleven topics.
We assumed that one annotator’s opinion is correct, and calculated precision,
recall, and F1-measure for the remained annotators’ opinions. We conducted the
calculations four times and averaged the performances of them. For the disease
and gene name recognition and relation extraction, there are a lot of positives
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Table 4. Number of positives in the annotated corpus

Number of positives
(Distribution(%))

Relation 3,167 (81.2)
Etiology 52 (1.3)
Clinical marker 1,231 (31.6)
Study description 1,040 (26.7)
Genetic Variation 277 (7.1)
Gene expression 1,060 (27.2)
Pharmacology 352 (9.0)
Functions of gene products 561 (14.4)
Sub-cellular localization 158 (4.1)
Risk factor 183 (4.7)
Tumor biology 605 (15.5)
Negation 145 (3.7)

Table 5. Analysis of prostate cancer and gene name pairs

# of pairs # of pairs # of pairs
in only POS in only NEG in POS/NEG

Relation 967 271 108
Etiology 8 124 214
Clinical marker 92 90 164
Study description 260 576 239
Genetic Variation 33 113 200
Gene expression 81 63 202
Pharmacology 31 106 209
Functions of gene products 47 86 213
Sub-cellular localization 9 117 220
Risk factor 8 119 219
Tumor biology 45 75 226
Negation 37 0 343

Notes) POS: positive instance sentence,
NEG: negative instance sentence,

POS/NEG: both positive and negative instance sentence.

and they achieved comparatively high inter-agreement rates. However, the inter-
agreement rates for extraction of topic-classified relations are relatively low, and
F1-measure was not a proper measure for the topics that have few positives.

3.5 Data Analysis

The number of annotated instance sentences is 3,900. The instance sentences are
from 2,471 abstracts, so there are some of the instance sentences are from the
same abstract. The annotated instance sentences contain 3,167 (81.2%) positive
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relations. Table 4 show the number of positives for all topics in annotated in-
stance sentences. The percentages in tables are the distribution of positives of
each topic for all instance sentences.

We analyzed our data based on pairs. Table 5 shows the number of pairs based
on given conditions. The number of all disease-gene pairs is 1,346. There are
many pairs appeared in both positive and negative instance sentences. It means
the binary relations and topic-classified relations were annotated not depending
on only two entity names and contexts provide important clues to classify the
binary relation and topic-classified relations.

4 Conclusion

Extracting disease-gene relations from literature is an encouraging research topic
in the biomedical domain. To extract various topic-classified relations and apply
a corpus-based statistical approach, a robustly constructed gold-standard data
is necessary. All processes for corpus construction are described, and quality and
reliability are shown. Not only F-measure but also Kappa score that has been
shown as a proper measure for the inter-annotator agreement will be calculated
in the near future.

Prostate cancer and its relevant genes with respect to eleven topics are fo-
cused on the corpus. They were defined by biologists and medical doctors based
on popular research topics, number of published papers, and practical usage.
Other corpus with respect to gastric cancer is under construction. A prelimi-
nary research using the corpus has been done. Recognition of prostate cancer
and gene name, and extraction of relations are those research and have shown
encouraging results [7]. The corpus will be released through the GENIA project
home page.
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Abstract. Issues and changes on weapon systems of a country is very critical to 
its adjacent countries and therefore each country needs to collect, analyze, and 
monitor them. Information analysis in defense domain requires very high 
accuracy due to the characteristics of the domain in view points of national 
security. However, it is impossible to manually analyze defense-related data 
with limited manpower because such data is huge and also updated and added 
frequently. In this paper, we present an implementation of a defense-domain 
information analysis supporting system, especially focusing on information 
analysis of weapon systems. It categorizes all weapon systems, extracts their 
specification data, descriptions, development, and status, and furthermore 
provides their trends based on ontology modeling and text mining. 

Keywords: defense information analysis, weapon system, ontology, text mining. 

1 Introduction 

The growth of the Internet has enabled to publish and share huge amount of data 
ranging from academic to social or even private data through Web. Defense-related 
data is no exception. There are many Web sites or databases providing defense and 
military information1. They deal with issues and changes on weapon systems of each 
country as well as world-wide political issues. Weapon system usually includes 
supporting equipment of a weapon as well as the actual weapon hardware itself. An 
issue or change on weapon systems of a country may be very critical to its adjacent 
countries because it could threaten their national defense and security. There is also 
interoperability between offensive and defensive weapons. For example, if a new 
                                                           
* Corresponding author. 
1 See IHS Jane’s Defense (http://www.janes.com) and Yongwon Yu’s Military World 

(http://bemil.chosun.com), for examples. 
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offensive weapon is developed or imported by a country then its adjacent countries 
also need to develop or import a new defensive weapon in response to that offensive 
weapon, and vice versa. Therefore, a country need to collect, analyze and monitor all 
issues and changes on weapon systems, especially, in order to make a decision on 
which and how many weapon systems it should develop or import. 

Unlike general information analysis, defense-domain information analysis requires 
very high accuracy due to the characteristics of the domain in the point of national 
security view. It also needs highly domain-specific knowledge such as terminologies 
and entity-relationships on weapon systems. However, it is impossible to manually 
analyze defense-related data – usually unstructured or semi-structured documents – 
with limited manpower because such data is huge, and also updated and added 
frequently. In addition, manual work by experts does not guarantee the reliability of 
the analyzed information because it can cover only small part of data while it requires 
very high costs. In order to resolve this issue, Choi and Lim [1] proposed and 
designed a virtual customized information analysis system which utilizes natural 
language processing, text mining and data mining as base technologies and reduces 
manual work of experts. In this paper, we introduce the first implementation of such a 
defense-domain information analysis system, especially focusing on information 
analysis of weapon systems. We first model weapon system information as an 
ontology and then constructs ontology instances from defense-domain literatures 
using text mining. Ontology is especially used for standardizing specification data and 
representing their hierarchy, and text mining is used for extracting specification data 
(i.e., attributes and values), descriptions, development, and status of weapon systems 
from text. The system finally serves classification of all weapon systems with the 
extracted information and analyzes their trends. 

The paper is organized as follows. Section 2 presents some previous works related 
to military information analysis. Section 3 identifies the requirements and describes 
ontology model and text mining applied for analyzing information on weapon systems 
and Section 4 explains the analysis services provided at current implementation. The 
conclusion is given in Section 5. 

2 Related Work 

There were several works dealing with defense and military information in the quite 
different points of view. First, Grossman et al. [2] and Geiselman and Samet [3] 
explored military intelligence. Grossman et al. [2] observed team-based distributed 
work and investigated the contrasts between weak and strong information analysis 
and synthesis as a type of cognitive work. Geiselman and Samet [3] summarized 
tactical intelligence data to produce useful and effective intelligence-message 
summaries. 

Second, Kim et al. [4] performed simulation and analysis of weapon system itself. 
They identified requirements for analyzing weapon systems and designed architecture 
of a simulation engine. 
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Third, some other studies explored management and analysis of defense and 
military information. Ceruti [5] explored challenges with which information system 
professionals face on managing data and knowledge in the Department of Defense 
(DoD), and suggested that broad technological trends might enable the DoD to meet 
the present and future information-management challenges. Wang [6] designed a data 
classification algorithm for military information analysis system. Choi and Lim [1] 
designed a customized virtual defense information analysis system and described its 
core technologies, which could be powered by a terminology dictionary of defense 
science and technology [7]. 

There were also many works on management and analysis of information from the 
other domains. A legal domain navigator was designed and implemented using 
Semantic Web and text mining technologies with a thesaurus to identify and classify 
each fragment of legal documents as well as links between the fragments [8]. It made 
the information more visible, accessible and presentable to users. Semantic Web 
technologies were much more actively applied to an automated technology 
intelligence system, InSciTe [9]. The system utilized ontology modeling, semantic 
repository, inference, and verification to provide statistics, trends and competitive 
analysis between agents from large amount of technical documents. Much deeper 
analysis such as future forecasting on technology growth was tried [10] in science and 
information technology area. 

This paper introduces an implementation of a defense-domain information analysis 
system using Semantic Web and text mining technologies. Focusing on weapon 
systems, we extract and analyze their information from reference and news documents 
in defense and military domain by introducing an ontology model, which makes the 
analyzed information more visible, accessible and flexibly presentable to users. 

3 Modeling and Extraction of Weapon System Information 

3.1 Requirement Analysis 

Weapon system is one of the most important targets for defense information analysis. 
So, we focused on analysis of weapon systems at the first implementation of defense 
information analysis system. The analysis system aims to improve accessibility to 
information of weapon systems and efficiency of analysis work of human experts on 
overseas defense information, especially including weapon systems and products. In 
more detail, we identified following requirements for defense information analysis 
from interviews with three human experts: 

• The analysis system should enable users to search weapon systems with their 
categories, specification data, and product names and to link flexibly with each 
other and related documents. 

• The analysis system should also enable users to search and link information on 
development, applicability, and necessity of each weapon system. 

• User’s work procedure is usually as follows: a user first searches specific weapon 
products by specifying their categories and specification data, and then identifies 
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other specification data of the products, and finally analyzes trends related to the 
products. 

3.2 Definition of Weapon System Information 

In order to satisfy these requirements, we first identified and defined information of 
weapon systems and then modeled an ontology representing such information well, 
which is described in the next subsection. The information of weapon systems 
includes classification scheme with hierarchy, types, specification data, variants, 
development history and current status of each weapon system. It also includes the 
name of country and organization which developed each weapon. 

The classification scheme has hierarchical categories with maximum of seven 
levels and four categories at the first levels such as ‘Air’, ‘Land’, ‘Sea’, and ‘System’. 
Each category can be related to more than one type of weapon products. That is, the 
type of weapon products forms additional hierarchy in the classification scheme of 
weapon systems. Specification data may also have hierarchy. For example, ‘aiming 
speed’ has ‘elevation’ and ‘traverse’ as sub-specification data. In fact, our data has 
maximum of 4 levels of specification. 

3.3 Ontology Modeling 

Fig. 1 describes our ontology model which represents the information of weapon 
systems. This figure shows only classes and object properties between them for 
simplification.  

The class ‘Category’ and its property ‘hasSubCateogry’ represent the classification 
scheme of weapon systems with hierarchy. Similarly, the class ‘Specification’ and its 
property ‘hasSubSpecification’ represent specification data of weapon products with  
 

Fig. 1. Ontology model of weapon system information 
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hierarchy. Specification data is usually modeled as properties, not classes, but it is not 
the case in weapon systems, because weapon systems require hierarchical 
specification data. For example, speed should be modeled as upper specification of 
landing speed and takeoff speed. So, we had to model specification data as a class, not 
a property. Each ‘Product’ can be classified by both of the product type ‘Type’ and 
weapon system hierarchy ‘Category’ and may have variant products (represented by 
the property ‘hasVariant’) and images (represented by the class ‘Image’ and the 
property ‘hasImage’). The class ‘Country’ and ‘Organization’ represent a country and 
an organization, respectively, developed a weapon product. The class ‘Document’ 
represents a source document describing a weapon product.  

3.4 Extraction of Weapon System Information 

Based on the definition of weapon system information and the ontology model 
described in the previous subsections, we extracted weapon system information which 
includes classification hierarchy, type, specification data, description, development 
history, current status, and variants of a weapon product. Our defense-related 
documents are structured in XML and most of such information except specification 
data is itemized by XML tags in the documents and therefore can be extracted by 
parsing XML tags (including table tags). We utilized the terminology dictionary for 
defense science and technology [7] to identify and extract weapon names and 
specification data. 

Although more complex and useful information of weapon systems is represented 
in plain text in the documents, we restricted the target of information to extract in 
current implementation into structured and semi-structured text units, not parsing of 
plain text, to guarantee the quality of extracted information. Unstructured data will be 
attacked at the next implementation.  

4 Weapon System Analysis Services 

Using the ontology model and extracted information of weapon systems, we designed 
and implemented the weapon system analysis services which include description and 
development history analysis, classification and type analysis, specification data 
analysis, and news tracking analysis of a weapon product.  

The description and development history about a concerned weapon product are 
provided with several textual statements which also describe some specification data 
of the product. The service also provides the current development and disposition 
status and variants of a weapon product. 

Fig. 2 shows classification hierarchy and type, with an image, to which a 
concerned weapon product ‘KS-19’ belongs when a user searches this product. It also 
says that this product was developed at ‘Russian state factories’ in ‘Russian 
Federation’. The links in classification, type, country and organization can lead to 
further search for products connected to the links. 
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Fig. 3 shows specification data analysis of a concerned weapon product ‘KS-19’. It 
shows hierarchical specification with values and also provides links to corresponding 
documents where the specification data occurs. Those specification data were 
extracted fully from semi-structured data and experimentally from the limited number 
of unstructured documents describing two specific weapon systems. 

Fig. 4. Example of news tracking analysis on ‘KS-19’ 

Fig. 3. Example of specification data analysis on ‘KS-19’ 

Fig. 2. Example of classification and type analysis on ‘KS-19’ 
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Fig. 4 shows a snapshot of news tracking analysis on a concerned weapon product 
‘KS-19’. The upper graph of Fig. 4 provides trends by year on that weapon and says 
that the weapon has been emerged suddenly from 2010. The lower list provides 
contextual statements and links to documents related to that weapon. So, users can 
track the documents related to that weapon by date.  

This weapon system analysis service aims to provide human experts with easy 
access to overseas defense information and to help them to efficiently analyze the 
information of weapon systems and products.  

5 Conclusion 

Information analysis in defense domain requires very high accuracy due to the 
characteristics of the domain. Human experts first search specific weapon products by 
specifying their categories and specification data then identify other specification data 
of the products, and finally analyze trends related to the products. In order to help 
them to accurately access and analyze the overseas defense information, especially 
including weapon systems and products, we designed and implemented an ontology-
based weapon system analysis service which includes classification hierarchy, type, 
specification data, description, development history, current status, variants, and 
trends of a weapon product. We designed an ontology model appropriate for 
representing weapon system information and extracted and analyzed the information 
from defense-domain documents by using simple text mining. The implemented 
service made the analyzed weapon system information more visible, accessible, and 
presentable to users. 

The current implementation used only semi-structured data and specification data 
of only limited number of products was experimentally mined from plain text. For 
further study, we plan to attack unstructured data. We also plan to intensify 
navigational and forecasting capability of the analysis service by applying multi-
faceted navigation and prediction model introduced in [8] and [10]. 
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Abstract. This communication deals with mass customization and the associa-
tion of the product configuration task with the planning of its production 
process while trying to minimize cost and cycle time. We consider a two steps 
approach that first permit to interactively (with the customer) achieve a first 
product configuration and first process plan (thanks to non-negotiable require-
ments) and then optimize both of them (with remaining negotiable require-
ments). This communication concerns the second optimization step. Our goal is 
to evaluate a recent evolutionary algorithm (EA). As both problems are consi-
dered as constraints satisfaction problems, the optimization problem is con-
strained. Therefore the considered EA was selected and adapted to fit the  
problem. The experimentations will compare the EA with a conventional 
branch and bound according to the problem size and the density of constraints. 
The hypervolume metric is used for comparison. 

Keywords: mass customization, aiding configuration, aiding planning, con-
straint satisfaction problem, evolutionary algorithm. 

1 Introduction 

This paper deals with mass customization and more accurately with aiding the two 
activities, product configuration and production planning, achieved in a concurrent 
way. According to the preferences of each customer, the customer requirements (con-
cerning either the product or its production) can be either non-negotiable or negotia-
ble. This situation allows considering a two-step process that aims to associate the 
two conflicting expectations, interactivity and optimality. The first interactive step, 
that sequentially processes each non-negotiable requirement, corresponds with a first 
configuration and planning process that reduces the solution space. This process is 
present in many commercial web sites using configuration techniques like automotive 
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industry for example. Then, a second process optimizes the solution with respect to 
the remaining negotiable requirements. As the solution space can quickly become 
very large, the optimization problem can become hard. Thus, this behavior is not fre-
quent in commercial web sites. Meanwhile some scientific works have been published 
on this subject (see for example [1] or [2]) and the focus of this article is on the opti-
mization problem. In some previous conferences we proposed an interesting adapted 
evolutionary algorithm for this problem [3]. However, the presentation was rather 
descriptive and experimentations were not significant. Therefore, the goal of this pa-
per is to compare this algorithm with a classical branch and bound. This initial section 
introduces the problem and the organization of the paper.   

1.1 Concurrent Configuration and Planning Processes as a CSP 

Deriving the definition of a specific or customized product (through a set of proper-
ties, sub-assemblies or bill of materials, etc…) from a generic product or a product 
family, while taking into account specific customer requirements, can define product 
configuration [4]. In a similar way, deriving a specific production plan (operations, 
resources to be used, etc...) from some kind of generic process plan while respecting 
product characteristics and customer requirements, can define production planning 
[5]. As many configuration and planning studies (see for example [6] or [5]) have 
shown that each problem could be successfully considered as a constraint satisfaction 
problem (CSP), we have proposed to associate them in a single CSP in order to 
process them concurrently.  

This concurrent process and the supporting constraint framework present three 
main interests. Firstly, they allow considering constraint that links configuration and 
planning in both directions (for example: a luxury product finish requires additional 
manufacturing time or a given assembly duration forbids the use of a particular kind 
of component). Secondly they allow processing in any order product and planning 
requirements, and therefore avoid the traditional sequence: configure product then 
plan its production [7]. Thirdly, CSP fit very well on one side, interactive process 
thanks to constraint filtering techniques, and on the other side, optimization thanks to 
various problem-solving techniques. However, we assume infinite capacity planning 
and consider that production is launched according to each customer order and pro-
duction capacity is adapted accordingly. 

In order to illustrate the addressed problem we consider a very simple example 
dealing with the configuration and planning of a small plane. The constraint model is 
shown in figure 1. The plane is defined by two product variables: number of seats 
(Seats, possible values 4 or 6) and flight range (Range, possible values 600 or 900 
kms). A constraint Cc1 forbids a plane with 4 seats and a range of 600 kms. The pro-
duction process contains two operations: sourcing and assembling. (noted Sourc and 
Assem). Each operation is described by two process variables: resource and duration: 
for sourcing, the resource (R-Sourc, possible resources “Fast-S” and “Slow-S”) and 
duration (D-Sourc, possible values 2, 3, 4, 6 weeks), for assembling, the resource (R-
Assem, possible resources “Quic-A” and “Norm-A”) and duration (D-Assem, possi-
ble values 4, 5, 6, 7 weeks). Two constraints linking product and process variables 
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modulate configuration and planning possibilities: one linking seats with sourcing, 
Cp1 (Seat, R-Sourc, D-Sourc), and a second one linking range with the assembling, 
Cp2 (Range, R-Assem, D-Assem). The allowed combinations of each constraint are 
shown in the 3 tables of figure 1. Without taking constraints into account, this model 
shows a combinatory of 4 for the product (2x2) and 64 for the production process 
(2x4) x (2x4) providing a combinatory of 256 (4 x 64) for the whole problem. Consi-
dering constraints lead to 12 solutions for both product and production process. 

Fig. 1.  Example of a concurrent configuration and planning CSP model 

1.2 Optimizing Configuration and Planning Concurrently 

Given previous problem, various criteria can characterize a solution: on the product 
configuration side, performance and product cost, and on the production planning 
side, cycle time and process cost. In this paper we only consider cycle time and cost. 
The cycle time matches the ending date of the last production operation of the confi-
gured product. Cost is the sum of the product cost and process cost. We are conse-
quently dealing with a multi-criteria optimization problem. As these criteria are in 
conflict, it is better for decision aiding to offer the customer a set of possible com-
promises in the form of Pareto Front. 

In order to complete our example, we add a cost and cycle time criteria as 
represented in figure 2. For cost, each product variable and each process operation is 
associated with a cost parameter and a relevant cost constraint: (C-Seats, Cs1), (C-
Range, Cs2), (C-Sourc, Cs3) and (C-Assem, cs4) detailed in the tables of figure 2. 
The total cost is obtained with a numerical constraint and the cycle time, sum of the 
two operation durations, is also obtained with a numerical constraint as follow: 

Total cost = C-Seats + C-Range + C-Sourc + C-Assem.                                          
Cycle time = D-Sourc + D-Assem 

The twelve previous solutions are shown on the figure 3 with the Pareto front gather-
ing the optimal ones. In this figure, all solutions are present. When non-negotiable 
requirements are processed during interactive configuration and planning, some of 
these solutions will be removed. Once all these requirements are processed, the identi-
fication of the Pareto front can be launched in order to propose the customer a set of 
optimal solutions. 

 Seats
4 , 6 

Range 
600 , 900

R-sourc 
Slow-S,Fast-S

R-Assem 
Norm-A,Quic-A

D-Sourc
2, 3, 4, 6

D-Assem 
4, 5, 6, 7 

Cp1 Cp2

Cc1

Seats R-Sourc D-Sourc Seats Range Range R-Assem D-Assem
4 Slow-S 4 4 900 600 Norm-A 5
4 Fast-S 2 6 600 600 Quic-A 4
6 Slow-S 6 6 900 900 Norm-A 7
6 Fast-S 3 900 Quic-A 6

Cp1 (Seat, R-sourc, D-sourc), Cc1(Seats, Range) Cp2 (Range, R-assem, D-assem)
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Seats
4 , 6

Range
600 , 900

R-sourc
Slow-S,Fast-S

R-Assem
Norm-A,Quic-A

D-Sourc
2, 3, 4, 6

D-Assem
4, 5, 6, 7

Cp1 Cp2

Cc1

C-Seats
90 , 120

C-Range
40 , 60

Cs1 Cs2

C-Sourc
60, 70, 80, 90

C-Assem
100, 110, 120, 130

Cs3 Cs4

C-Seats Seats C-Range Range
90 4 40 600

120 6 60 900

Cs1 (C-Seats, Seats) Cs2 (C-Range, Range) 

C-Sourc R-Sourc D-Sourc C-Assem R-Assem D-Assem
60 Slow-S 4 100 Norm-A 5
80 Fast-S 2 120 Quic-A 4
70 Slow-S 6 110 Norm-A 7
90 Fast-S 3 130 Quic-A 6

Cs3 (C-Sourc, R-Sourc, D-Sourc), Cs4 (C-Assem, R-Assem, D-Assem)

Seats
4 , 6

Range
600 , 900

R-sourc
Slow-S,Fast-S

R-Assem
Norm-A,Quic-A

D-Sourc
2, 3, 4, 6

D-Assem
4, 5, 6, 7

Cp1 Cp2

Cc1Seats
4 , 6

Range
600 , 900

R-sourc
Slow-S,Fast-S

R-Assem
Norm-A,Quic-A

D-Sourc
2, 3, 4, 6

D-Assem
4, 5, 6, 7

Cp1 Cp2

Cc1

C-Seats
90 , 120

C-Range
40 , 60

Cs1 Cs2

C-Sourc
60, 70, 80, 90

C-Assem
100, 110, 120, 130

Cs3 Cs4

C-Seats
90 , 120

C-Range
40 , 60

Cs1 Cs2

C-Seats
90 , 120

C-Range
40 , 60

Cs1 Cs2

C-Sourc
60, 70, 80, 90

C-Assem
100, 110, 120, 130

Cs3 Cs4

C-Sourc
60, 70, 80, 90

C-Assem
100, 110, 120, 130

Cs3 Cs4

C-Seats Seats C-Range Range
90 4 40 600

120 6 60 900

Cs1 (C-Seats, Seats) Cs2 (C-Range, Range) 

C-Sourc R-Sourc D-Sourc C-Assem R-Assem D-Assem
60 Slow-S 4 100 Norm-A 5
80 Fast-S 2 120 Quic-A 4
70 Slow-S 6 110 Norm-A 7
90 Fast-S 3 130 Quic-A 6

Cs3 (C-Sourc, R-Sourc, D-Sourc), Cs4 (C-Assem, R-Assem, D-Assem)  

Fig. 2. Concurrent configuration and planning model to optimize 

 

Fig. 3. Optimal solutions on the Pareto Front  

A strong specificity of this kind of problems is that the solution space is large. It is 
reported in [8] that a configuration solution space of more than 1.4* 1012  is required 
for a car configuration problem. When planning is added, the combinatorial structure 
can become huge. Specificity lies in the fact that the shape of the solution space is not 
continuous and in most cases shows many singularities. Furthermore, the multi-
criteria aspect and the need for Pareto optimal results are also strong problem expecta-
tions. These points explain why most of the articles published on this subject (as for 
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example [9]) consider genetic or evolutionary approaches to deal with this problem. 
However classic evolutionary algorithms have to be adapted in order to take into ac-
count the constraints of the problem as explained in [10]. Among these adaptations, 
the one we have proposed in [3] is an evolutionary algorithm with a specific con-
strained evolutionary operators and our goal is to compare it with a classical branch 
and bound approach. 

In the following section we characterize the optimization problem and briefly re-
call the optimization techniques. Then experimentation results are presented and dis-
cussed in the last section. 

2 Optimization Problem and Optimization Techniques 

2.1 Optimization Problem 

The problem of figure 2 is generalized as the one shown in figure 4. The optimization 
problem is defined by the quadruplet <V, D, C, f > where V is the set of decision va-
riables, D the set of domains linked to the variables of V, C the set of constraints on va-
riables of V and f the multi-valuated fitness function. Here, the aim is to minimize both 
cost and cycle time. The set V gathers: the product descriptive variables and the resource 
variables. The set C gathers constraints (Cc and Cp). Cost variables and operation dura-
tions are deduced from the variables of the set V thanks to the remaining constraints.  
 

Product descriptive variables

Production operation variables

Production cost variables

Product cost variables

duration
resource

Cs

Cs

Cp
cycle
time

total
cost

Cc

op-1 op-2 …..

Product descriptive variables

Production operation variables

Production cost variables

Product cost variables

duration
resource

CsCs

CsCs

CpCp
cycle
time

total
cost

CcCc

op-1 op-2 …..
 

Fig. 4. Constrained optimization problem  

Experimentations will consider different problem sizes: different numbers of prod-
uct variables, different number of production operations and different number of poss-
ible values for these variables. Different constraint densities (percentage of excluded 
combinations of values) will be also considered. 

2.2 Optimization Techniques 

The proposed evolutionary algorithm is based on SPEA2 [11] with an added con-
straints filtering process that avoids infeasible individuals (or solutions) in the arc-
hive. This provides the six steps following approach: 
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1. Initialization of individual set that respect the constraints (thanks to filtering), 
2. Fitness assignment (balance of Pareto dominance and solution density) 
3. Individuals selection and archive update 
4. Stopping criterion test 
5. Individuals selection for crossover and mutation operators (binary tournaments) 
6. Individuals crossover and mutation that respect constraints (thanks to filtering) 
7. Return to step 2. 

For initialization, crossover and mutation operators, each time an individual is created 
or modified, every gene (decision variable of V) is randomly instantiated into its cur-
rent domain. To avoid the generation of unfeasible individuals, the domain of every 
remaining gene is updated by constraint filtering. As filtering is not full proof, incon-
sistent individuals can be generated. In this case a limited backtrack process is 
launched to solve the problem. For full details please see [3]. 

The key idea of the Branch and Bound algorithm is to explore a search tree but using 
a cutting procedure that stops exploration of a branch when a better branch has already 
been found. The first tool is a splitting procedure that corresponds to the selection of one 
variable of the problem and to the instantiation of this variable with each possible value. 
The second tool is a node-bound evaluation procedure. The filtering process is used to 
achieve this task with a partial instantiation and is able to evaluate if the partial instan-
tiation is consistent with the constraints of the problem, and, if this is the case, to pro-
vide the lower bound of each criterion cycle time and cost. When the search reaches a 
leaf of the search tree, or complete instantiation, the filtering system gives the exact 
evaluation of the solution. Thus, the values of leaf solutions can be used to compute the 
current Pareto front and then to cut remaining unexplored branches that are dominated 
by any aspect of the Pareto front solution (e.g. the upper bounds of the leaf solution 
dominate the minimal bounds of the branch to cut).  

3 Experimentations 

The optimization algorithms were implemented in C++ programming language and 
interacted with a filtering system coded in Perl language. All tests were done using a 
laptop computer powered by an Intel core i5 CPU (2.27 Ghz, only one CPU core is 
used) and using 2.8 GB of RAM. These tests compared the behavior of our con-
strained EA algorithm with the exact branch-and-bound algorithm. 

3.1 First Experimentation: Problem Size and Constraint Densities 

An initial first model, named "full model" is considered. It can be consulted and inte-
ractively used at http://cofiade.enstimac.fr/cgi-bin/cofiade.pl select model ‘Aircraft-
CSP-EA-10’. It gathers five product variables with a domain size between 4 and 6, six 
production operations with a number of possible resources between 3 and 25. Without 
constraints consideration, the solution space of the product model is 5,184, and the 
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planning model is 96,000. The size of the global problem model is 497,664,000. A 
second model, named “small model”, has been derived from the previous one with the 
suppression of a high combinatory task and a reduction of one domain size. This re-
duces the planning problem size to 12,000 and global model 6,220,800. 

In order to evaluate the impact of constraints density, two versions of each model 
were produced: one with a "weak density" of constraints (20% of possible combina-
tions are excluded in each constraint Cc and Cp) and the other with a "high density" 
of constraints (50% excluded). These values are frequently met in industrial configu-
ration situations. This provides four models characteristics in table 1. 

 
Solution quantity Without constraints Low density High density
Small model 6 220 800 595 000 153 000
Full model 497 664 000 47 600 000 12 288 000  

Table 1.  Problems characteristics 

For the small models, evolutionary settings are tuned to: population size: 50; arc-
hive size: 40; Pmut: 0.4; Pcross: 0.8. The ending criterion used is a time limit of half an 
hour. For the full models, we adapt settings for a wider search: population size: 150; 
archive size: 100; Pmut: 0.4; Pcross: 0.8. The ending criterion used is the time required 
by the BB algorithm. In order to analyze the two optimization approaches, we com-
pare the hypervolume evolution during optimization process. Hypervolume metric has 
been defined in [12]. It measures the hypervolume of space dominated by a set of 
solutions and is illustrated in Figure 5. 

 

 

Fig. 5. Hypervolume linked to a Pareto front  

Results are presented in figure 6 where EA curves are average results for 30 execu-
tions. Both algorithms start with a lapse of time where performance is null. For the 
BB algorithm, this corresponds to the time needed to reach a first leaf on the search 
tree, while for the EA; it corresponds to the time consumed to constitute the initial 
population.  

For the small models (first two curves), the BB algorithm reaches the optimal Pare-
to front much faster compared with EA performance. On the other hand, when the 
problem size increases, the EA is logically better than the BB algorithm on the full 
model. For example, on the low-constrained model, the BB algorithm took 20 times 
longer to reach a good set of solutions (less than 0.5% of the optimal hypervolume). 
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The impact of constraints density could also be discussed. As it can be seen, the 
BB algorithm performance is improved when the density of constraints is high. In-
deed the filtering allows more branches to be cut on the search tree, in such way that 
the algorithm reaches leaf solutions and, consequently, optimal solutions more quick-
ly. The EA performance moves in the opposite way. The more the model is  
constrained, the more the random crossover operation will have to backtrack to find 
feasible solutions, and thus the time needed by the algorithm will be consequent. 

 

Fig. 6. First experimentation results  

3.2 Experimentations on Problem Size  

In order to try to identify the problem size where EA is more suitable than BB, we 
have modified the low constrained model as follows. We consider now a model ga-
thering six product variables and six production operations with three possible values 
for each, and sequentially add either a product variable and or an operation. The range 
of study is between 12 and 16 decision variables with three possible values for each. 
Relevant solution spaces without constraint vary between 1.6*106 and 43*106. 

The results are shown in the left part of figure 7. The vertical axis corresponds with 
the computation time and the horizontal one with the number of decision variables. 
For BB curves, it shows the time to reach the optimal solution. For the EA curve it 
shows the time required for nine EA runs over ten to reach the optimal solution. Order 
of magnitude are close for both around 13 or 14 variables corresponding with a solu-
tion space around 2*106  to 5*106 comparable with our previous small model size. 
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Fig. 7. Experimentation results dealing with problem size 

As we already mentioned, industrial models are frequently larger than that. We 
therefore try our EA approach with a low constrained model with 30 variables and a 
solution space around 1016. The stopping criterion is "2 hours without improvement". 
The right part of figure 7 shows that the optimization process has stopped after 48 
hours (172800 seconds). It can be noticed that 90% of the final score was obtained 
after 3 hours and 99% in 10 hours. This allows underlining the good performance of 
our approach when facing large low constrained problem. 

Finally we also try to break optimization in two steps. The idea is: (i) compute 
quickly a low quality Pareto, (ii) select the area that interest the customer (iii) com-
pute a Pareto on the restricted area. The restricted area is obtained by constraining the 
two criteria total cost and cycle time (or interesting area) and filtering these reductions 
on the whole problem. The search space is greatly reduced and the second optimiza-
tion much faster. This is shown in figure 8 where the left part shows the single step 
process with 10 and 60 minutes Pareto and the right part shows the restricted area 
with the two previous curve and the one corresponding with a 10 minutes Pareto 
launched on the restricted area. It shows that the sequence of two optimization steps 
of 10 minutes provide a result almost equivalent (only 3 points are missing) to a 60 
minutes optimization process.  

Fig. 8. Experimentations with a two steps optimization process 
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4 Conclusions 

The goal of this communication was to propose a first evaluation of an adapted evolu-
tionary algorithm that deals with concurrent product configuration and production 
planning. The problem was recalled and the two optimization approaches (Evolutio-
nary algorithm and branch and bound) where briefly presented. Various experimenta-
tions have been presented. A first result is that: (i) the proposed EA works fine when 
the size of the problem gets large compare to the BB, (ii) when problem tends to be 
more constrained the tendency goes to the opposite. When problem is low constrained 
(90% of excluded solutions) with 13-14 decision variables with 3 values each, they 
perform equally. When the problem gets larger, BB cannot be considered and EA can 
provide good quality results for the same problem with up to 30 variables (around 
1016 solutions - 90% unfeasible). Finally some ideas about a two steps optimization 
process have shown that the proposed approach is quite promising for large problems. 
These are first experimentation results and we are now working on comparing our 
proposed EA with some penalty function approaches.  
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Abstract. Configuration technologies are well established in different product
domains such as financial services, cars, and railway interlocking stations. In
many cases the underlying configuration knowledge bases are large and com-
plex have a high change frequency. In the context of configuration knowledge
base development and maintenance, different types of knowledge base anomalies
emerge, for example, inconsistencies and redundancies. In this paper we provide
an overview of techniques and algorithms which can help knowledge engineers
and domain experts to tackle the challenges of anomaly detection and elimination.
Furthermore, we show the integration of the presented approaches in the ICONE
configuration knowledge base development and maintenance environment.

Keywords: Configuration Knowledge Engineering, Anomaly Detection, Evalu-
ation.

1 Introduction

Knowledge bases (KB) describe a part of the real world (e.g., the set of valid prod-
uct configurations). The implementation of a KB is typically done within the scope of
a cooperation between domain experts and knowledge engineers [1, 2]. configuration
knowledge bases (CKB) and can be represented, for example, as a constraint satisfac-
tion problem (CSP [3]).

Configuration knowledge bases (CKB) represent the complete set of valid product
configurations. In the real world the set of valid product configurations changes over
time and the CKB must be updated. Humans in general and knowledge engineers in
particular tend to keep efforts related to knowledge acquisition and maintenance as low
as possible. Due to cognitive limitations [4, 5, 6] anomalies such as inconsistencies and
redundancies are inserted into CKBs. The task of CKB maintenance gets even more
complicated, if more than one knowledge engineer has to develop and maintain the
knowledge base.

In this paper we pick up the problem of anomalies in configuration knowledge bases
and make two research contributions: first, we provide an overview of the state of the
art in anomaly detection: we present different approaches for the detection of incon-
sistent / redundant constraints and show, which conditions influence the performance
of the corresponding algorithms. Second, we show how anomalies can be detected and
presented to knowledge engineers in a configuration knowledge base maintenance and
development environment (ICONE).

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 311–320, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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The remainder of this paper is organized as follows: Section 2 introduces a working
example. Section 3 provides an overview of the state of the art in anomaly detection.
Section 4 compares different types of anomaly detection algorithms. Section 5 provides
an overview of the ICONE knowledge engineering environment which includes the
presented anomaly detection mechanisms. Finally, in Section 6 we conclude this paper
with a summary and a discussion of relevant issues for future research.

2 Example Configuration Knowledge Base

Figure 1 shows a bike configuration model - this model will be used as a working
example throughout our paper. The notation of this model is based on the feature model
notation introduced by Benavides et al. [7].1

Fig. 1. Feature Model of the bike configuration example

The following configuration knowledge base (CKB) reflects a constraint-based
(CSP-based [3]) representation of the configuration model depicted in Figure 1.

c0 : Bike = true;
c1 : Bike = true↔ Reflector = true;
c2 : Bike = true↔ Pedal = true;
c3 : Bike = true↔ Framecolor = true;
c4 : Reflector = true→ Pedal = true;
c5 : ¬(Pedal = true ∧ Framecolor = true);
c6 : Framecolor = true↔ (Green = true ∨Red = true);
c7 : (Standard = true ↔ (Clip = false ∧ Pedal = true)) ∧ (Clip = true ↔

(Standard = false ∧ Pedal = true));

The CKB contains several types of anomalies. In the following we will discuss these
types of anomalies and show how to automatically detect the anomalies in a CKB.

3 Anomalies in Configuration Knowledge Bases

Anomalies are patterns in data that do not conform to a well defined notion of nor-
mal behavior [8]. In the following we describe two different types of anomalies in a
configuration knowledge base (CKB): inconsistencies and redundancies.

1 For a more detailed discussion of these modeling concepts we refer the reader to [7].
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Inconsistencies

Inconsistencies are probably the most discussed type of anomaly. A CKB is inconsistent
if there does not exist a consistent and complete solution (i.e., a valid instance) to the
constraint satisfaction problem (CSP) defined by the CKB. In such situations we have
to identify at least one conflict set which is a set of constraints of the CKB.

If an inconsistency exists in the CKB we are able to identify one or more conflict
sets CS ⊆ CKB [9] which do not allow the determination of a solution. In our working
example the constraint setCS ={c0, c2, c3, c5} represents a conflict set since a constraint
solver is not able to determine a solution for CS. A conflict set CS is minimal if there
does not exist a conflict set CS′ with CS′ ⊂ CS. The standard algorithm for detecting
a minimal conflict set is QuickXPlain [10]. QuickXPlain is based on the idea of divide-
and-conquer where the basic strategy of the algorithm is to filter out constraints - which
are not part of a minimal conflict - as soon as possible (see Algorithms 1 and 2).

The following algorithms have two sets as parameters which are representing the
CKB: the set B is a set of constraints which can not be part of a conflict set because,
for example, they have already been tested by the knowledge engineer. C is a set of
constraints which can contain a conflict set because, for example, errors during the last
CKB update are inserted. The union of both sets C ∪B represents the CKB.

Algorithm 1. QUICKXPLAIN(B, C):Δ
{B: set of not diagnosable constraints}
{C: set of diagnosed constraints}
if isEmpty(C) or consistent(B ∪ C) then

return ∅;
else

return QuickXP lain′(B,B,C);
end if

If B ∪ C is inconsistent and C �= ∅ the preconditions of applying QuickXPlain are
fulfilled and Algorithm 2 will detect a minimal conflict. This algorithm divides C into
C1 and C2 and checks, whether B ∪ C1 is inconsistent. If it is inconsistent, an empty
set will be returned, otherwise C1 will be divided and tested again. If singleton(C) is
true the constraint c ∈ C will be part of the minimal conflict set and inserted into Δ1.
Δ2 receives a constraint set which also will be a part of the minimal conflict and can be
∅ or Δ2 ⊆ C1. This set All constraints in Δ1 and Δ2 are part of the minimal conflict
set and returned by the algorithm. Δ1 ∪ Δ2 = ∅ means that all conflict sets are in B
and the CKB can not be consistent without removing constraints from B.

Where minimal conflict sets represent minimal sets of constraints which do not allow
the calculation of a solution, diagnoses are minimal sets of constraints which have to
be deleted from CKB such that a solution can be identified for the remaining set of
constraints. More formally, a diagnosis Δ ⊆ CKB is a set of constraints such that
CKB−Δ is consistent, i.e., there exist at least one solution for CKB−Δ. A diagnosis
Δ is minimal if there does not exist a diagnosis Δ′ with Δ′ ⊂ Δ. In the example
CKB described in Section 2 the constraint c5 is a diagnosis because CKB − {c5} is
consistent. In contrast to QuickXPlain the FastDiag algorithm [11] (see Algorithms 3
and 4) calculates one minimal diagnosisΔ ⊂ CKB s.t. CKB−Δ is consistent. Similar
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Algorithm 2. QUICKXPLAIN’(B,Δ,C = {C1, ..., cr}):Δ
{B: Set of diagnosed constraints which are not part of a diagnoses}
{Δ: Set of diagnosed constraints which are part of a diagnoses}
{C: Set of constraints which will be diagnosed}
if Δ �= ∅ and inconsistent(B) then

return ∅;
end if
if singleton(C) then

return C;
end if
k ←  r

2
�;

C1 ← {c1, ..., ck};
C2 ← {ck+1, ..., cr};
Δ1 ← QuickXP lain′(B ∪ C1, C1, C2);
Δ2 ← QuickXP lain′(B ∪Δ1, Δ1, C1);
return(Δ1 ∪Δ2);

to QuickXPlain [10], FastDiag [11] exploits a divide-and-conquer strategy. However the
focus is different: it determines a minimal diagnosis as opposed to a minimal conflict
set determined by QuickXPlain.

Similar to QuickXPlain Algorithm 3 receives a set C which contains all diagnosable
constraints. Contrary to Junker’s QuickXPlain, CKB contains all constraints. If C is an
empty set, FastDiag has no diagnosable set and the algorithm skips all further steps. It
also stops, if the set CKB−C is inconsistent, because this set (defined as B in Quick-
XPlain) contains inconsistencies, but it will not be diagnosed. If both preconditions are
fullfilled, Algorithm 4 will diagnose C.

Algorithm 3. FASTDIAG(C,CKB):Δ
{C: Set of constraints which will be diagnosed}
{CKB: inconsistent configuration knowledge base including all constraints}
if C = ∅ ∨ inconsistent(CKB − C) then

return ∅;
else

return DIAG(∅, C, CKB)
end if

First of all, DIAG checks whether CKB is consistent. If it is consistent, each subset
of CKB is also consistent and no constraint in CKB will be a part of the diagnosis. C
will be divided into two subsets C1 and C2. Each subset will be removed from CKB
separately and within a recursion, which means, that the subsets will be further divided,
if an inconsistency is still given. If CKB − C1 is consistent, we can say that C2 is
consistent and an empty set will be returned. If it is inconsistent at least one constraint
in C1 must be part of the diagnosis and therefore C1 will be divided and tested again
unless |C| = 1. In this case DIAG returns this constraint as a part of the diagnosis. The
algorithm returns a set Δ1 ∪Δ2 of constraints which represent a minimal diagnosis.
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Algorithm 4. DIAG(Δ, C = {C1, ..., cr}, CKB):Δ
{Δ: Set of diagnosed constraints which are part of a minimal diagnoses}
{C: Set of constraints which will be diagnosed}
{CKB: Set of diagnosed constraints which are not part of a diagnoses}
if Δ �= ∅ and consistent(CKB) then

return ∅;
end if
if singleton(C) then

return C;
end if
k ←  r

2
�;

C1 ← {c1, ..., ck};
C2 ← {ck+1, ..., cr};
Δ1 ← DIAG(C2, C1, CKB −C2);
Δ2 ← DIAG(Δ1, C2, CKB −Δ1);
return(Δ1 ∪Δ2);

Redundancies

Redundancies are anomalies which do not influence the behavior of, i.e., do not change
the semantics of the CKB. A constraint ca is redundant, if the deletion of the constraint
will not influence the behavior of the CKB, more formally described as CKB−{ca} |=
ca. A constraint ca is said to be non-redundant if the negation of CKB (i.e. CKB) is
consistent with CKB−{ca}. The redundancy detection algorithms can be applied only
if the CKB is consistent and no inconsistencies are in CKB.

The first approach to the detection of redundancies has been proposed by Piette [12].
The approach is the following: a CKB with it’s negotiation must be inconsistent, for-
mally described as CKB ∪ CKB = ∅. By removing each constraint ca separately
from CKB the algorithm checks, whether the result of CKB − {ca} ∪ CKB is still
inconsistent. If this is the case, then the constraint is redundant and can be removed.

Algorithm 5. SEQUENTIAL(CKB): Δ
{CKB: configuration knowledge base}
{CKB: the complement of CKB}
{Δ: set of redundant constraints}
CKBt ← CKB;
for all ci in CKBt do

if isInconsistent(CKBt − ci ∪ CKB) then
CKBt ← CKBt − {ci};

end if
end for
Δ ← CKB − CKBt;
return Δ;

After each constraint has been checked separately, CKBt is a non-redundant con-
straint set (minimal core) which means, that Δ = CKB −CKBt is a set of redundant
constraints in CKB and these are returned.
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An alternative approach (CoreDiag) has been proposed by Felfernig et al. [13].
Instead of a linear approach they adapt the QuickXPlain algorithm. The divide-and-
conquer approach of this algorithm checks whether removing a set of constraints C
leads to an inconsistency, formally described as CKB − C ∪ CKB = ∅. If it is not
inconsistent, C must be further divided and tested again. Similar to SEQUENTIAL the
CoreDiag algorithm also has CKB as input.

Algorithm 6. COREDIAG (CKB): Δ
{CKB = {c1, c2, ..., cn}}
{CKB: the complement of CKB}
{Δ: set of redundant constraints}
CKB ← {¬c1 ∨ ¬c2 ∨ ... ∨ ¬cn};
return(CKB − CORED(CKB,CKB,CKB));

CoreD (see Algorithm 7) checks, if B ⊆ CKB is inconsistent. An inconsistency of
B ∪CKB means that the subset is not redundant and no constraint of B will be a part
of Δ. singleton(C) is true means that this constraint is part of the diagnosis and will
be returned. Otherwise the constraint set C will be further divided and the subsets will
be checked recursively.

Algorithm 7. CORED(B,Δ,C = {c1, c2, ..., cr}): Δ
{B: Set of diagnosed constraints which are not part of a diagnoses}
{Δ: Set of diagnosed constraints which are part of a diagnoses}
{C: set of constraints to be checked for redundancy}
if Δ �= ∅ and inconsistent(B) then

return ∅;
end if
if singleton(C) then

return(C);
end if
k ←  r

2
�;

C1 ← {c1, c2, ..., ck};
C2 ← {ck+1, ck+2, ..., cr};
Δ1 ← CORED(B ∪ C2, C2, C1);
Δ2 ← CORED(B ∪ Δ1, Δ1, C2);
return(Δ1 ∪ Δ2);

Which algorithm should be used and which preconditions influence the selection of
the algorithm will be described in an empirical study in the next Section.

4 Comparing Anomaly Detection Algorithms

For the comparison we have generated 16 different configuration knowledge bases con-
taining a random number of variables (0 < |V | < 50), constraints (0 < |C| < 50), and
anomalies (between 20% and 50%). Anomalies are generated randomly by a random
generator.The generation is done by using the Betty feature model generator2. Each

2 http://www.isa.us.es/betty/welcome

http://www.isa.us.es/betty/welcome
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CKB has been calculated 20 times in which the order of the constraints has changed
randomly on a CPU @ 2.4Ghz x2 and 24GB RAM.

Detection of Inconsistencies

The detection of inconsistencies leads to a set of diagnoses. We used three different
set-ups for the performance analysis, differing in the number of diagnoses which are
calculated. Figure 2 presents results for calculating 1, 5, and all diagnoses. For the cal-
culation of diagnoses with the QuickXPlain algorithm (Algorithm 1 and 2) and for get-
ting more than one diagnosis from FastDiag (Algorithm 3 and 4) we have used Reiter’s
HS-tree [14]. With this tree it is possible to calculate all conflicts and diagnoses for a
given CKB by transferring each constraint from the result of QuickXPlain / FastDiag
separately from the set of diagnoseable constraints C to the set of not diagnoseable
constraints (B in QuickXPlain respectively AC in FastDiag). For a more detailed
description of the HS-tree we refer the reader to [14].

Fig. 2. Number of consistency checks for calculating diagnoses

Results show that the FastDiag approach has an overall advantage compared to the
QuickXPlain algorithm, if one diagnosis has to be calculated. The reason for that is,
that the calculation of a diagnosis in the HS-tree, when using the FastDiag approach,
is done when the first node in the HS-tree is calculated. On the other hand the conflict
set approach must expand a path from the root to a leaf before having a diagnosis (see
Section 3). The advantage is still given, if 5 diagnoses have to be calculated, but the
advantage of FastDiag measured by the number of calls is decreasing.

Finally, if all diagnoses have to be calculated, QuickXPlain performs better, because
the reuse of previously calculated conflict sets within the HS-tree increases and the
number of expanded nodes in the HS-tree is lower.

Detection of Redundancies

We received the following evaluation results for the calculation of redundancies: if the
number of redundant constraints r in relation to the total number of constraintsn is high,
the CoreDiag algorithm performs better and has an approx. 40% runtime advantage.

The SEQUENTIAL approach performs better, if the redundancy rate is lower than
50% and looses the performance advantage, if the CKB contains between 50% and 75%
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Fig. 3. Number of consistency checks of redundancy detection algorithms

redundant constraints. This confirms the complexity of CoreDiag (2r × log2(nr ) + 2r)
and SEQUENTIAL (n) where r is the number of redundant constraints and n is the
number of all constraints in CKB. Beginning with a redundancy rate r

n > 0.6 the
CoreDiag algorithm has a performance advantage compared to SEQUENTIAL.

As argued at the beginning of this section, each model is calculated 20 times and
the CKBs differ in the ordering of the constraints. Comparing the difference between
the maximum and minimum number of consistency checks spent for the calculation of
CoreDiag and SEQUENTIAL shows, that the standard deviation between the minimal
number of checks spent for the calculation of redundancies is higher when using the
CoreDiag (38.67%) compared to the SEQUENTIAL algorithm (19.34%). The reason
for that is the influence of the constraint order in CoreDiag.

5 The ICONE Knowledge Base Maintenance Interface

In this section we describe, how we can support knowledge engineers when maintaining
a CKB. As mentioned before, changes in valid configurations and distributed knowl-
edge maintenance scenarios lead to anomalies in the CKB. For such scenarios main-
tenance tools are used which should help the knowledge engineer to develop a CKB
without anomalies [15]. The ICONE interface supports the knowledge engineer when
maintaining the knowledge base.3

The application allows knowledge engineers to define variables and constraints. If
anomalies occur in the knowledge base, the refactoring web page shown in Figure 4
supports the knowledge engineer when dealing with the anomalies:

– Anomaly detection: the system automatically detects anomalies (see Section 3).
Based on characteristics such as the number of detected redundancies in previous
diagnoses, ICONE selects the algorithm with the probably best runtime perfor-
mance automatically based on the runtime experience of previous anomaly detec-
tions.

– For having a higher acceptance from the knowledge engineer, the system explains
the anomalies. For example a diagnosis can be explained in terms of the conflicts
that are resolved by applying the diagnoses.

3 ICONE is an acronym for ’Intelligent Assistance for Configuration Knowledge Base Develop-
ment and Maintenance’.
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– Recommendations: the right part of the web page shows recommendations for
the knowledge engineer. Especially, if many knowledge engineers are working to-
gether, the recommendations can help to keep knowledge engineers up to date.

Fig. 4. ICONE anomaly presentation interface. The left part represents the navigation. On the
right side, ICONE shows recommendations for the optimization of the knowledge base. In the
middle of the web page, ICONE shows all anomalies which are detected. The top list shows
all calculated diagnoses for inconsistencies. Part 2 lists all detected conflict sets. The third part
informs the knowledge engineer about the detected redundancies. All of the anomalies can be
enabled / disabled and the constraints can be deleted. Mailing anomalies, starting a forum, and
getting explanations from ICONE for each anomaly is also supported by the ICONE interface.

6 Conclusion and Further Research

This paper gives an overview of the state-of-the art in the detection of anomalies (in-
consistencies and redundancies) in configuration knowledge bases. We show how we
can detect anomalies in the configuration knowledge base automatically. Our empirical
study has shown that the applicability of the diagnosis algorithms differs depending on
different factors such as the number of redundant constraints and the number of calcu-
lated diagnoses. The number of constraints and variables do not have an impact on the
ranking of the algorithms.
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The ICONE interface is an approach to support knowledge engineers when maintain-
ing a CKB. This tool shows all anomalies which are discussed in this paper, explains
them, and allows the user to resolve the anomaly with one click. Since anomalies are
not limited to inconsistencies and redundancies, it is a further task to (a) pick up well-
formedness violations from other domains like software feature models [7], ontology
development [16] or knowledge management [17] and (b) to develop algorithms which
can detect and explain well-formedness violations automatically. The performance and
usability of the tool will be part of our future research.
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Abstract. Reconfiguration and configuration repair are central tasks
when designing and maintaining long-lived systems. Specifications evolve
over time and modifying existing configurations in the hardware domain
is prohibitively expensive. Consequently there is a demand for efficient
methods to repair and change existing configurations where the number
of components and a given layout of links between them is given. We
present an efficient approach using network flow algorithms for finding
and optimising links between a topology of components. This provides
a natural formalism for modelling reconfiguration tasks and repairing
configurations.

Keywords: formal methods, configuration repair, class diagrams, uni-
fied modeling language (UML), integer linear programming (ILP), flow
networks.

1 Introduction

Suppose a company has a network of computers connected by switches. Each
switch can be connected to at most twenty computers and each computer has
to be connected to a switch. Now the company grows and adds more comput-
ers (and at some point also additional switches). To protect the infrastructure
against failures the company furthermore plans to connect each computer to two
or three switches instead of just one. Naturally this change should be accom-
plished with as little rewiring as possible while keeping the number of switches
minimal for cost reasons. For such changing requirements a tool that determines
the minimally required switches and also computes a conservative rewiring would
be very helpful, i. e., reconfiguration and configuration repair is of central im-
portance.

A configuration in our sense is a collection of objects partially related to
each other. Usually they correspond to particular physical entities like computer
components or car parts, but in principle may also be software components
or data items during program execution. Configurations represent individual
multi-part systems, like your computer or car, or some work of art composed of
computer and car components arranged according to aesthetic instead of func-
tional criteria. A configuration (task) is hereby “. . . characterised through a set

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 321–330, 2012.
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c

min: c0

d

min: d0

m..M
u v

n..N

(a) c0, d0 ≥ 0 specify the minimal num-
ber of objects in classes c and d. The
multiplicities m..M and n..N constrain
the number of objects (u = v = unique)
or links (u = v = non-unique).

Computer

min: 2

Switch

min: 0

2..20

unique unique

1..3

(b) A configuration satisfying this specifica-
tion contains at least two computers, every
computer is connected to 1 to 3 switches, and
every switch is connected to at least two and
at most 20 computers.

Fig. 1. Binary association: naming conventions and an example

of components, a description of their properties, namely attributes and possible
attribute values, connection points (ports), and constraints on legal configura-
tions.” [7, p. 450]. A specification defines general properties of a type (class) and
relations between them (association). Objects belong to classes (types) from
which they inherit their properties. A specification fixes the conditions under
which objects of a certain class are operable.

Criteria for the solution of a configuration task are the computation of the
components to be included in the solution, type information on each of these
components, the way the components are connected, and values for the attributes
of each component [11]. For reconfiguration the task is “Given an existing prod-
uct individual, a set of requirements and a reconfiguration model, provide a
modified product individual fulfilling the requirements and the required changes,
both correct with respect to the reconfiguration model.” [12]

In repair scenarios the number of components and links, and the link layout
and topology is typically part of the input. In order to obtain a configuration
that minimises the costs caused by newly introduced components, links, or re-
arrangement of existing links, the main problem we address in this paper is the
following one.

Minimal Repair

Input: A specification S, a configuration C (in general not satisfying S), an
ordering < on instances, and a notion of similarity of instances.
Output: A <-minimal configuration C′ satisfying S that is similar to C.

We propose an approach based on network flows which allows us to model link
topologies in a natural way. It provides fine-grained control over costs for indi-
vidual links and provides the foundation for efficient algorithms which can be
used for configuration repair and reconfiguration.

2 Specifying Configurations with UML

In this section we describe the fragment of Uml class diagrams that we need in
this paper.

A specification 〈C,A〉 consists of a set of classes C and a set of associations A.
Classes and associations are represented by unique symbols. W. l. o. g. we con-
sider only single associations in this paper. This works as the problems under



Configuration Repair via Flow Networks 323

investigation are compositional; the overall result can be constructed by taking
the union of the results for the individual participating associations.

Each association a is characterised by two classes c and d, two intervals m..M
and n..N (called multiplicities), where 0 ≤ m ≤ M and 0 ≤ n ≤ N , and at-
tributes u and v that may take the value unique or non-unique (see Fig. 1(a)). In
this paper we only deal with symmetric associations, i. e., u = v. For a discussion
of other combinations see [4].

A configuration is a pair 〈O,L〉, where O is a set of objects and L is a set
of links. In our context L is a multiset of pairs of objects, i. e., it may contain
duplicate pairs.

A configuration 〈O,L〉 is an instance of a specification 〈C,A〉 if every object
o ∈ O is an instance of exactly one class c ∈ C, every link l ∈ L is an instance of
exactly one association a ∈ A, and if every link l is well-typed, i. e., the linked
objects have matching classes as defined by a.

A configuration 〈O,L〉 satisfies a specification 〈C,A〉 if all class lower bounds
are respected, i. e., |c| ≥ c0 (where |c| denotes the number of objects of class c in
the configuration) for all c ∈ C, and if the links L respect the multiplicities. The
latter means that each object of a class c is linked to at least n and at most N
objects of class d in the case of v = unique, or that it participates in at least n
and at most N links to some d-object in the case of v = non-unique. Note that
Uml adheres to a look-across semantics: In Fig. 1(a), the attribute u and the
interval m..M control the links for each d-object, while v and n..N restrict the
d-objects and links to them for a single c-object. See Fig. 1(b) for an example.

The first problems to solve when dealing with such specifications and configu-
rations are to determine whether a given configuration is a satisfying instance of
a given specification (model checking) and whether a given specification admits
at least one satisfying instance (satisfiability checking), and to compute opti-
mal satisfying instances (minimal model computation). An efficient way to solve
these problems is to use integer linear programming.

3 Computing Configurations Using ILP

Class diagrams can be translated to a system of inequalities forming an Ilp

program [5, 10]. A binary association as shown in Fig. 1(a) corresponds to the
inequalities in Fig. 2(a), where x and y are variables for the cardinalities of
classes c and d. Inequalities (1) model the multiplicity constraints, while the
inequalities (2) enforce the lower bounds on the classes. The inequalities (3)
are only necessary in the case of u = v = unique. The number of links, �,
can be bounded by inequalities (4). By solving such an Ilp program we can
efficiently check the satisfiability of the specification and obtain at the same
time the number of objects and links required for each class and association. The
translation is correct and complete: For every valid configuration there exists a
corresponding solution of the inequalities, and for every solution of the latter
we can construct a valid configuration. Since the Ilp solutions are closed under
linear combinations and the minimum operator we can compute the minimal
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Nx ≥ my My ≥ nx (1)
x ≥ c0 y ≥ d0 (2)

xy ≥ my xy ≥ nx (3)
max(nx,my) ≤ � ≤ min(Nx,My) (4)

(a) General case

3x ≥ 2y 20y ≥ 1x
x ≥ 2 y ≥ 0

xy ≥ 2y xy ≥ 1x
max(1x, 2y) ≤ � ≤ min(3x, 20y)

(b) Example

Fig. 2. Ilp program corresponding to Fig. 1

model for the specification as well. The approach can be also generalised to
multiary associations and other combinations of uniqueness attributes [4, 5].

As an example, the specification in Fig. 1(b) corresponds to the inequalities
in Fig. 2(b). The minimal solution is x = 2, y = 1 and � = 2, meaning that we
need at least two computers, one switch and two links.

The Ilp program above tells us whether a specification admits configurations,
and if so, how many objects and links we need for a minimal configuration.
By distributing the required number of links uniformly among the objects we
obtain one particular configuration. In general, however, we want to control
the placement of links, as the links may correspond to cables or other entities
whose installation incurs costs. In other words, among the configurations that
are minimal regarding the number of objects and links we prefer those with
minimal cost. Moreover, configurations have to be extended or to be adapted
to a changed specification over time. In this case it is preferable to keep as
many components and links from the old configuration as possible to keep the
adaption costs minimal, even if the extended configuration is no longer minimal
when considering the number of objects and links. In the next sections we show
how such extension and repair problems can be solved efficiently.

4 Flow Problems

Flow networks model transportation problems, where goods flow between nodes
under capacity and cost constraints. Typical problems are to maximise the flow
through the network or to minimise the cost. In this section we give some basic
definitions and introduce the minimal cost flow problem. For a comprehensive
treatment of flow networks see [1].

A flow network is a directed graph (V,E), where E ⊆ V × V , with a demand
demand : V "→ Z for every node, bounds low : E "→ N and high : E "→ N on the
flow over the edges, and the cost cost : E "→ Z for transporting a unit of flow
along an edge.1 A node v with demand(v) > 0 or demand(v) < 0 is called a
sink or a source, respectively. A flow is a function f : E "→ N; it is feasible if it
satisfies the constraints

balance:
∑

(u,v)∈E

f((u, v))−
∑

(v,w)∈E

f((v, w)) = demand(v) for all v ∈ V

flow limits: low (e) ≤ f(e) ≤ high(e) for all e ∈ E .

1
Z denotes the set of integers, N the set of positive integers including zero.
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Fig. 3. Flow network corresponding to an instance of the specification in Fig. 1(a) with
|c| c-objects, |d| d-objects and � links. There is an edge from s to every ci, from each ci
to every dj , and from each dj to t. Each edge e is labelled by (low(e), high(e), cost(e)),
with the cost left unspecified here. Numbers in square brackets give the demand of nodes
if different from zero. The variable U is set to 1 for an association with u = v = unique,
and to min(M,N, �) or any greater number in the case of u = v = non-unique.

The first set of constraints specifies that the flow entering a node minus the one
leaving it has to equal the demand at that node. The second set requires that
the flow along each edge is within the given bounds.

MinCostFlow

Input: A flow network with functions demand , low , high , and cost .
Output: A feasible flow f such that cost(f) =

∑
e∈E cost(e)f(e) is minimal.

Minimal cost flows can be computed in polynomial time [1]. One approach that
fits our framework particularly well is to map the problem to integer linear
programming. This way we can use the same tools for solving the inequalities of
the last section and for computing minimal flows.

Now suppose we are given a specification as depicted in Fig. 1(a), and we
have determined that we need |c| and |d| objects of classes c and d, respectively,
with � links in total. We construct the flow network given in Fig. 3.

Proposition 1. Given an instance of a specification and a flow f in the corre-
sponding network such that there are exactly f((ci, dj)) links between the objects
ci and dj, then the instance satisfies the specification if and only if the flow is
feasible, for arbitrary flow costs along the edges.

Hence, a satisfying instance for a specification can be constructed as follows:

1. Translate the specification to inequalities.
2. Solve this Ilp problem to determine the minimal number of objects necessary

for a satisfying instance. Fix the number of links between the given bounds
(e. g., choose the smallest number).

3. Solve the netflow problem to arrange the links in an admissible way.
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At this point the use of flow networks is not yet an advance, since it is always
possible to construct a satisfying instance by distributing the links evenly among
the objects. However, by using non-zero costs and positive lower bounds we are
able to model various repair scenarios in the next section. The only constraint
is that the flow bounds on edges from the source and to the sink stay at (n,N)
and (m,M), respectively, to ensure that feasible flows correspond to satisfying
instances.

5 Repairing Configurations

In this section we show how various repair scenarios can be handled by flow
networks. The central issue is to control the distribution of links when modifying
configurations, e. g. retaining links that are costly to remove. The technique to
achieve this is assigning appropriate costs to the edges in the flow network. We
first discuss how costs influence link distribution and then apply the technique
to repair scenarios.

5.1 Assigning Costs

Suppose that setting up links between objects incurs costs. If they are the same
for every link, we may choose a uniform distribution. The total costs are propor-
tional to the number of links: the fewer links we need, the cheaper the config-
uration gets. Taking the smallest possible number of links as required by other
constraints (like multiplicities) is optimal. Once the number of links is fixed, the
total cost is not affected by the arrangement of links.

If the cost varies with the objects, a uniform link distribution may be sub-
optimal. We obtain an optimal link distribution by first setting cost((ci, dj))
appropriately for all i and j in Fig. 3 and then solving MinCostFlow. As
an example, consider a specification with non-unique multiplicities 1..2 and an
instance with two objects per class and a total of four links. Suppose that neigh-
bouring objects (with the same index) may be linked with cost 1, while other
links have a cost of 2 (Fig. 4). A uniform distribution of links (connecting every
c-object with every d-objects) results in a total cost of 6, while the minimal
cost of 4 is obtained by double links between neighbours (i. e., a flow of 2 units
from ci to di for i = 1, 2). Special care has to be taken when minimising the
total cost while varying the number of links, �, between the bounds computed
by the inequalities. In the presence of negative costs more links may result in
a cheaper configuration. This may even be the case when all costs are positive
(more-for-less paradox [3]). (Negative costs can be used e. g. to model situations
where removing existing links costs money, while using them saves costs.)

Now consider an even more diverse setting, where links between the same pair
of objects may have different costs, or where the cost of a link increases with
the number of links already connected to the object. Such constraints can be
modelled by convex cost functions or by introducing additional network layers.
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Fig. 4. The minimal cost of 4 is obtained for the flow f((c1, d1)) = f((c2, d2)) = 2 and
f((c1, d2)) = f((c2, d1)) = 0
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Fig. 5. Modeling situation where links to an object are associated with different costs

Figure 5 shows how to model links with different priorities. Each object is rep-
resented by k + 1 nodes in case the links fall into k priority groups; w. l. o. g.
we assume x1 ≤ x2 ≤ · · · ≤ xk. In Fig. 5(a) the d-nodes are connected to the
intermediate nodes c1i , . . . , c

k
i instead of ci directly; Figure 5(b) distinguishes k

different classes of links between particular objects ci and dj . To obtain a flow
of minimal cost the first h1 units of flow have cost x1, the next h2 units have
cost x2, and so on. The flow via node ci is bounded by h1 + · · ·+ hk as well as
by the multiplicity n..N .

5.2 Configuration Completion

Configuration completion is the problem of making a partial configuration a
proper instance of a specification by adding objects and links.

ConfigurationCompletion

Input: a specification S and a configuration C = (O,L)
Output: a (minimal) configuration C′ = (O ∪O′,L ∪ L′) that satisfies S

Such problems arise when the specification changes, e. g. by requiring that more
computers have to participate in the network. The aim here is to maintain the
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current configuration and just to extend it such that it fulfils again the spec-
ification. It is usually not desirable to view the problem as the search for a
minimal model of the new specification, as this might require to rearrange the
old components and links completely.

In our framework of Ilp and flow networks this problem can be solved as
follows.

1. Solve the inequalities corresponding to the specification S to determine the
number of objects and links required by a minimal model.

2. If more objects are needed than available in O, add an appropriate number,
giving O′.

3. For the number of links, �, take the minimum of the lower bound computed
in the first step and |L|.

4. Construct a flow network as described in Fig. 3 and 5. If L contains l links
between objects ci and dj , set the lower bound of the corresponding edge
in the network to l. In the case of the attribute unique this means that the
lower as well as the upper bound on this edge will be 1.

5. If a feasible flow exists, a minimal flow can be computed and the problem
is solved: We have found a minimal extension of the original configuration
satisfying the new specification.
If the feasible flow does not exists, increase � and repeat this step. If no costs
are used on the edges, then binary search can be used to find the minimal �
leading to a solvable flow problem.
If there is no feasible flow for any value � up to the upper bound computed
by Ilp, then there is no extension that contains the original configuration.

If the above procedure fails to find an extension, we can increase the number
of objects beyond the minimum computed by the Ilp. In our example of the
computer network this could mean that we buy a new switch in order to avoid
re-cabling the existing network. If the cost of new components exceeds the cost
of changing links, however, it is preferable to weaken the constraint that the
original configuration has to be maintained by all means. This leads us to the
problem of configuration repair that can also be addressed in our framework.

5.3 Configuration Repair

Configuration repair is the problem of modifying a configuration such that it
becomes a proper instance of the specification. It includes extension, but as an
additional degree of freedom existing links may be removed if they stand in the
way.

ConfigurationRepair

Input: a specification S and a configuration C = (O,L)
Output: a configuration C′ = (O ∪ O′,L′) that satisfies S such that L ∩ L′ is
maximal.
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To solve this problem we proceed as follows.

1.–3. See Sect. 5.2 on configuration completion.
4. Construct a flow network as described in Fig. 3 and 5. In the unique case,

assign cost -1 to edges corresponding to links in L, and cost 1 to all other
edges. In the non-unique case the situation is more complex, as some but
not all of the possible links between two objects may exist, i. e., in general
we have two link priorities. Therefore, if L contains l links between objects
ci and dj , introduce the nodes ci, c

1
i , c

2
i , dj , d

1
j , and d2j (Fig. 5(b)). The edge

between c1i and d1i is labelled with (0, l,−1), the edge between c2i and d2i with
(0,max(U − l, 0), 1).

5. A feasible flow always exists (Proposition 1). Hence the MinCostFlow

problem can be solved, resulting in a configuration that resembles the original
one but satisfies the specification.

Strictly speaking, this procedure does not solve ConfigurationRepair liter-
ally, as there is no guarantee that the number of links shared with the original
is maximal. We can approach the solution, however, by increasing � within the
bounds computed by Ilp, and we can increase the penalty of introducing new
links by decreasing costs for existing links and increasing costs for new ones.

6 Related Work

The tasks of repairing existing configurations and the reconfiguration of estab-
lished (legacy) systems have already a long tradition in knowledge-based con-
figuration. Stumptner and Wotawa [14] use a diagnosis approach focusing on
model-based reconfiguration. The two major factors identified for reconfigura-
tion of an incorrect configuration are altered requirements and legacy systems.
We are faced with the same set of requirements however we differ by using netflow
algorithms instead of logics with a corresponding model semantics. Männistö et
al. [12] further elaborate a conceptual model for reconfiguration and formalise
the reconfiguration process as a sequence of reconfiguration operations to fulfil
new requirements which are expressed as a set of conditions. Using Uml in the
configuration domain is established as well [4, 7]; Felferning et al. [8] show how
the Uml can be employed for modeling configuration knowledge bases and how
old configurations can be reconfigured after diagnosis. Friedrich et al. [9] present
an approach for reconfiguration based on model generation utilising answer set
programming. Aschinger et al. [2] have recently introduced LoCo, a logic-based
high-level representation language for expressing configuration problems. In this
formalism the knowledge engineer specifies the possible number of connections
between two component kinds, i. e., the number of links between objects of each
class in our terminology. Their approach can then infer finite bounds on the
number of components, and is therefore complementary to our achievements.

7 Conclusion

In this paper we continue our research programme that aims at efficient (i. e.,
polynomial) algorithms for product configuration. One distinctive feature of our
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programme is the extensive use of numeric methods like Ilp and netflow al-
gorithms. Framing configuration tasks as problems in symbolic logic frequently
leads to algorithms of high complexity – a complexity that often is not inherent
in the original problem but is introduced by using (too) expressive languages. In
the past we showed how to check efficiently the satisfiability of certain specifica-
tions and to compute minimal configurations [5], and how to detect particular
specification errors based on an analysis of the multiplicities [6]. In this paper we
address the problem of reconfiguration, which is a central challenge when dealing
with long-lived component systems. Our next steps will be the implementation
of the algorithms proposed here into our prototype [13] and an investigation, how
the choice of costs in the flow network influences reconfiguration. An important
open issue is how to proceed when repair fails; our aim is to obtain information
about bottlenecks from the failed reconfiguration attempts.
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Abstract. Product configurators have increasingly been applied in industrial 
environments. With their help, companies providing customized products have 
managed to redesign their specification processes and to better handle the growing 
product variety. But despite the promising benefits, conducting configuration 
projects is still challenging. Assuming that configurators would naturally solve the 
existing flaws, both, researchers and professionals typically neglect the need for a 
making a precise scope for their implementation. Based on this theoretical and 
practical concern, the present study provides a detailed framework on how the 
highest potential and eventually the most benefits from using configuration systems 
can be identified. In particular, this paper investigates how the less explored 
domain of varying gross margins and calculations reveal a considerable potential 
for improvement by means of configuration. 

Keywords: Product configuration, Configurator development, Sales 
configuration, Price calculation, Gross margin. 

1 Introduction 

Implementing mass customization strategies has helped organizations to meet this 
“customization-responsiveness squeeze” [8] and whilst to produce and to offer 
customized products with a reasonable high quality at nearly mass production prices 
[25]. To this end, industrial companies have been challenged to reorganize their way 
of doing business [3] in multiple dimensions. At the same time, a constantly growing 
product variety has lead to an increasing complexity of products and processes and 
thus to the need to better coordinate the way product specifications are performed [8].  

The development progress of IT systems has enabled engineering-oriented companies 
to increasingly implement software-based expert systems, such as configuration systems, 
to support the product specifications of complex products [1]. Eventually, a growing 
number of successfully implemented configuration projects have been studied, where 
organizations have significantly improved their operational performance [7]. The thereby 
achieved positive effects typically address a series of implications, such as reduced lead 
times, fewer specification errors and better knowledge sharing and knowledge 
representation [1, 6, 7-10]. But while there are doubtlessly several advantages of using 
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configuration systems in an engineering-oriented environment, when starting 
configuration projects, several risks need to be considered: 

1. Since performing configuration projects is a rather complicated task [1, 20], it is 
difficult to anticipate the accruing development and implementation costs 
beforehand. If for instance a project turns out to be more costly than initially 
expected, the risk of failure would be relatively high, as the management board 
might no longer willing to support the investment.  

2. Implementing a configuration system usually affects the internal workflow of an 
entire firm, starting from the sales to the production department. Reorganizing 
established workflows would then typically demand significant changes in the 
business process of organizations, where configuration systems have to be widely 
accepted and used. If the resistance of change thereby outranges the promised 
benefits, the configuration project is very likely to fail [1].  

In order to keep the risk of abandoning a planned or even initiated project down, 
companies should focus on identifying the highest potential and eventually the most 
benefits from using configuration systems. After all, defining the scope is crucial for 
the success of the project, as an effective (doing the right things) and efficient (doing 
things right) approach for product configurations is becoming a highly relevant way 
on coping with rising complexity, whether organizational, product or process related. 
This paper therefore deals with the question on how to define a suitable scope for 
implementing configuration systems, which reveals the highest benefits for project 
implementation and the least risks for project failure. To answer this question, after 
introducing the research methods (section 2), the first part of this paper (section 3) 
provides a brief overview on existing approaches for the development and 
implementation of configuration systems, based on which a new framework is 
introduced. The second part (section4) refers of an industry case, where the developed 
ideas are directly tested for relevance and their assumptions are verified. The achieved 
results (section 5) are then analyzed with the aim to reflect on the previously 
developed hypothesis. A final conclusion is drawn in section 6, where the most 
important findings are summarized. 

2 Research Methodology 

The research methodology applied this paper is following an action research 
approach, where the researcher is actively involved in a transformation process on a 
real case and is thereby achieving scientific contributions [30]. This type of 
methodology requires separating the development procedure of the performed 
application (i.e. the industrial project) from the development methodology (i.e. the 
scientific contribution). Based on a foregoing literature study, the created ideas are 
applied on a collaborating partner, an Engineer-To-Order (ETO) manufacturer in the 
Danish precast construction industry. Since the construction business is a very 
complex environment, where only little IT tools have yet been widely applied [31], 
the industry is a particularly interesting research field for developing and testing out 
new ideas. 
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By including the cooperation of the industry case in the development process, the 
authors believe that more stable results can be implemented at a faster pace. To ensure 
the rigor of the data collection, first, qualitative methods (e.g. unstructured or semi-
structured interviews, workshops and discussions, notes and observations) are used 
and help to achieve the required knowledge background. Inspired by the machinery 
industry, product and process modeling tools are hereby applied to qualify the 
operational performance and product complexity. Then, quantitative data is collected 
and analyzed to obtain triangulation of the gained insight. 

3 Literature Review 

3.1 Effects from Product Configuration 

The literature dealing with the development and implementation of configuration 
systems suggests a number of ways on carrying out configuration projects in a 
systematic way [10, 26]. The majority of the studies is thereby focusing on defining 
the right development and implementation procedure, while only few of them 
investigate possible strategies for developing product configurators [1]. Either way, 
once projects have been initiated, a well defined framework for developing 
configuration systems obviously helps project leaders and domain experts to follow 
predefined phases, to employ best practices, established tools and suitable modeling 
techniques.  

Table 1. Benefits from using product configuration systems 

Ardissono Blecker Forza and Salvador Haug Helo Hvam Song Tenhiälä Trentin Tiihonen Tseng Yang
[6] [21, 27] [7-10] [1, 11-12] [18] [13-14, 23, 26] [15] [16] [17, 22] [24] [28] [19]

Shorter Lead Times x x x x x x x x x x
Improved Quality of Product Specifications x x x x x x x x x
Better knowledge preservation x x x x x x
Fewer recources for product specification x x x x x x x x x
Less routine work during specification process x x x x x x
Less time for training new employees x
Improved delivery calculation x x x x x
Improved handling of product variety x x x x x x x x x
Improved order acquisition x x x x x x x
Less quotation to order deviation x x
Fewer recources for quotation process x x x x x
Reduced complexity in the specification process x x x x x x x
Better product quality x x x
Better adopting new products and processes x x

Potential Benefits
Author

 

To give reasons and justification for conducting configuration projects, academia 
usually limits to proving the benefits from using already successfully implemented 
systems [1, 20]. To this end, apart from a number of well described case studies [11-
14], more recently extensive surveys have been conducted [17, 22]. Table 1 above 
lists a sample of the research dealing with mapping the benefits for engineering 
oriented companies when using configuration systems to support their business. As 
illustrated, the studies propose a series of benefits which companies potentially gain 
from using configuration systems. In most of the cases, they are directly related to the 
operational performance of organizations, which in an operations management 
domain concerns const efficiency, quality and delivery [32].  
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However, little attention has yet been paid on how to efficiently meet the wide-
raging challenges that need to be overcome when initially considering the 
implementation of configuration systems. To confirm the improved performance 
quantitatively, researchers mainly analyze the lead time performance and the quality 
of the specification process. While for the first aspect, management tools such as a 
Gap Analysis or Value Stream Mapping (VSM) have been suggested [12, 14], the 
latter aspect has been less examined [22]. A reason for that can be that in general 
quality can be defined in several ways [26]. Crosby (1980) for example approaches 
the term from four viewpoints, as he addresses the conformance to requirements, 
prevention, performance with no defects, and the price for non conformance [33].  

Considering this multidimensional perspective to quality, it is eventually much 
easier to measure the lead time performance of an organization, than the quality with 
which specifications are done. Thus apart from counting the defects (errors) of 
companies’ specifications [26], additional analytical methods have to be employed to 
assure reliable statements about their quality. This implication has even gradually 
been reinforced by today’s business environment, where firms which pursue mass 
customization strategies struggle with an increase of product, process and 
organizational complexity. 

3.2 Quantifying the Accuracy in Cost Calculation 

When investigating the economical perspective on how successful companies deliver 
their custom tailored products and services, it is useful to study the parameters that 
asses this performance. From a financial perspective, the so called Key Performance 
Indicators (KPIs) aim to summarize the ultimate results of a business, which may 
consist of a revenue ratio, gross margin deviation, Earning Before Interests and Taxes 
(EBIT) and profitability [35-36]. Experiences from collaborations with companies 
making complex customized products show that the majority encounter significant 
gross margin deviations [34]. Figure 1 below shows one of the industrial examples, a 
manufacturer providing customized building equipment, where the actual gross 
margins (GMs) of completed projects vary between -60% to +50%. The achieved 
GMs of individual projects have been sorted according to their success, assuming that 
projects with higher GM would be regarded as more successful. 

Target GM

Eliminate Strong deviation

 

Fig. 1. Gross margin deviation for projects (adopted from [34]) 
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Even though the manufacturer has estimated a 20% margin for calculating all his 
quotations, the post calculation reveals a very different picture of the obtained GM. 
No doubt, there might be many reasons why companies are experiencing such a 
significant variation. But assuming that a relatively fixed GM (20 ± 5%) is pre-
estimated, in general, it can be concluded that unexpected variations on actual GMs 
result from poorly made pre-estimations on costs for making specifications, 
manufacturing and for providing services. As indicated in Figure 1, at this point we 
argue that more accurate pre-calculations help companies to decide on their product 
portfolio and accordingly to evaluate beforehand which projects are profitable. Better 
performed estimations would thereby help to improve the quality of specifications and 
products by means of an improved conformance of the requirements [22]. To fill this 
gap and to come a step closer to our initial question on how to ensure a successful 
planning and implementation of configuration systems, we propose the following 
hypothesis: 

Hypothesis 1: Investigating the deviation between GMs and pre and cost calculations 
is positively related to the resulting potential benefits from implementing 
configuration systems. 

3.3 Introducing the Framework 

To clarify the hypothesis, we introduce a framework for making the right decisions 
when investigating the most suitable scope for implanting configuration systems. The 
framework is based on the procedure for the development and implementation of 
configuration projects introduced by Hvam et al. (2008) [26].  
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Fig. 2. Development of specification processes 



336 M. Bonev and L. Hvam 

 

By following the lifecycle of a configuration project, the procedure suggests 
conducting projects in 7 major phases, starting from the panning phase (development 
of specification processes) first. The authors argue that at the beginning, engineering 
companies should investigate the way their custom tailored products and services are 
specified (order fulfillment) and how the communication to the customer (order 
acquisition) is organized. Analyzing the specification process would allow firms to 
draw conclusions on their current operational performance and to uncover 
vulnerability. The objective of this phase is to develop a better performing future 
specification process, which is supported by a configuration system. 

As illustrated in Figure 2 above, the authors describe this first phase in 5 sub steps, 
in which well established modeling techniques and analyzing methods are used. In 
this paper, we draw our attention in particular on the less examined approaches in 
literature (marked in red). For a more detailed description of the entire steps, we 
recommend Hvam et al. (2008) [26]. Once the current specification activities have 
been mapped (step 1), in the next step, the requirements for the future specification 
process are to be set (step 2). Here, a list of critical success factors may help to decide 
how to proceed with the analysis. Besides the well described studies on analyzing 
lead time performances, recourse utilization etc., the less discussed issue of strongly 
varying pre and cost calculations is further investigated. To evaluate how successful 
completed projects were and to what percentage the manufacturing costs were 
affecting these results, the analysis of GMs and the distribution of manufacturing 
costs is suggested.  

In case the KPIs fluctuate stronger than the company’s business strategy allows, in 
the third step, traditionally one ore more TOBE specification processes are to be 
drawn. With the focus on cost calculations, here, we additionally propose TOBE 
calculation processes and a subsequent business case, where the most suitable 
scenario is chosen (step 4). Finally, in step 5, a plan of action is to be created ensuring 
the continuation of the project. Having briefly described the proposed framework, the 
following sections explain how the methods have been applied on a real case. 

4 Case Description 

4.1 Introducing the Company and the Business Environment 

The studied company is a leading Danish producer of precast concrete elements for 
buildings, where customized products are offered for various building types, e.g. 
industrial buildings and warehouses or apartments and offices. Being successful on 
the market for many years, the company has gained a lot of expertise and working 
know-how. But because of the changing requirements in the construction business, 
the company is asked to respond to this dynamic situation efficiently. The 
manufacturer is intending to redesign its product portfolio and the way it is doing 
business. However, like in most companies, product development and development of 
business processes have been planned separately. This is especially common for the 
construction industry, which is regarded as being a project-based business sector [5]. 
Here, the product development is typically done in projects, where the individual 
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products are being developed with more or less random reuse of previous solutions 
and knowledge.  

Being aware of the present challenges, the research group is entering the 
development process to assist the domain experts and to apply and verify the newly 
developed hypothesis. Especially the combination of a dynamically changing business 
environment with low level of automation and IT experience promises many potential 
research achievements. The gained findings are summarized in the following sections. 

4.2 Investigating the Current Specification Process 

To improve the operational performance and thereby to reduce the complexity of the 
business processes, the precast manufacturer is considering the use of IT tools, such 
as configuration systems. In order to facilitate the success of the planned 
configuration project (see section 1), a clear defined scope has to be developed. Thus, 
following the procedure introduced in section 3, in the beginning, the most important 
specification processes have been studied.  

 

 

Fig. 3. Main activities in the precast industry 

Figure 3 illustrates a high level representation of major procedures in the precast 
industry, where in addition to the actual design process, common management 
practices have been established to create “Models” of the same basic processes across 
the enterprises [3-4]. The contract between a contractor and the precast manufacturer 
is made on the basis of these models. They determine to what extend the manufacturer 
is involved in the design process of the building. In “Model 6” for instance, the 
manufacturer is supporting the design process from the very first beginning, making 
structural analysis for the entire building based on a given design intent from the 
architects. In contrast, in “Model 1”, the foregoing design activities are done by the 
collaborating partners, while the precast manufacturer is focusing only on the detailed 
design for the concrete elements, including the reinforcement and installations. 

4.3 Analyzing Deviations between Gross Margins and Pre- and Post-calculations 

Regardless of the model type, the precast manufacturer and his client typically agree 
on a contract at a point of time where the preliminary or even conceptual design of a 
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building is still made. The sales department is using its experience to pre-estimate the 
amount and type of concrete elements that are needed to construct the designed 
building. Based on their pre-estimations, the price for delivering the required precast 
elements is negotiated. Because of the complexity of construction projects [38], 
estimating the correct sales price is challenging. In case the price is set too high, the 
precast manufacturer will not be able to compete on the market. On the other hand, if 
the sales department is offering a too low sales price, the profit will be reduced or the 
company might even produce with loss. In sum, because at this stage no detailed 
design information is available, uncertainty and high risk for changes on the design 
hamper making accurate cost estimations.  

Apparently, the sales process in the precast industry is rather complex, as each 
project requires different products and most of the decisions are made at a point of 
time, where only little knowledge about the final building design is available and 
uncertainties about upcoming changes are present. This leads to the obvious 
assumption that the pre-estimated prices are often not representing the actual costs. In 
accordance with the developed research question, the results from the qualitative 
analysis are verified through a quantitative data analysis, leading to the question: how 
could the company benefit from implementing a configuration system in support of 
the sales process? By analyzing the current performance quantitatively, the developed 
assumptions can either be proven or rebutted, so that the highest potential of 
implementing product configurators would be revealed. 

4.4 Identifying the Major Benefits from Using Configuration Systems 

To verify the evidence from the qualitative oriented analysis, a nearly complete 
sample of projects performed over the last 2 years is investigated. Since the objective 
was to identify how good or bad the accuracy of the cost estimation is, the two 
proposed indicators from section 3 (depended variables) were set in relation to 
possible cause (independent variables), e.g. the project size.  
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Fig. 4. Deviation between gross margin and pre- and cost calculation 

As displayed in Figure 4 above, the projects’ GMs and the relative allocation of the 
costs compared to the total cost were evaluated. To obtain a clear cost picture for each 
project, only direct and indirect variable costs were considered, leaving out fixed 
costs, e.g. for administration, and overheads. The graph to the left compares the total 
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GMs with those when the material costs are excluded (Net GM). The deviation shows 
that the labor cost do not behave proportional to the project size, as the GM and the 
one without the material costs do not change correspondingly. 

The graph to the right illustrates the strong deviation of the relative activity cost. 
Here, the pre-work (project management, engineering, design) is not equally 
distributed across the sizes, but is significantly higher for smaller projects. Also the 
relative costs for production (casting, reinforcement, forms and material) highly vary 
with the project size and have the highest percentage for mid-range projects (not in 
the graph). In sum, the analysis shows a surprisingly high variation of actual GMs and 
relative cost deviations, where the labor cost is not proportional to the produced 
elements. Assuming well functioning manufacturing process, the result indicates that 
the current pre estimation of both sales prices and labor recourses is not being done 
sufficiently.  

5 Contribution to Future Specification Process and  
Cost-Benefit Analysis 

When designing the TOBE specification process, the pattern for the deviations has to 
be revealed. To identify the cause-effect relationship for the strongly varying 
indicators from the first analysis, the domain experts were asked to provide additional 
information to the projects and the way they can be compared. Hence, apart from the 
project sizes, it was decided to consider an estimated complexity factor (based on the 
produced elements), the model type (see section 4.2) and the project type, e.g. 
apartments or malls.  
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Fig. 5. Analytical results and cost-benefit investigation  

The left graph in Figure 5 illustrates the deviation of the GM in relation to the most 
influencing factor, the model type. The analysis shows that the actual GM is much 
lower (24%) than the one the company is aiming for. Besides, it becomes clear that 
the company is most profitable for a certain combination of model type, complexity 
factor and project type. For these types of projects, the actual GMs were higher and 
the done pre calculations were more accurate.  

Once all influencing factors have been detected, a more precise price calculation 
model that better reflects the actual cost picture can be designed and incorporated in a 
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configuration system. The right graph in Figure 5 indicates the scope for decision-
making, when deciding on a scenario for the right calculation method. Here, the 
company has to determine: 1. what would be the minimum GM, which would cover 
the fixed costs and overheads, and 2. how much could the company benefit from a 
more accurate price calculation. Indeed, we believe that a sufficient calculation model 
leads to a stronger negotiating position with the customer and thus helps to increase 
the GM towards the targeted one. Therefore, more precisely, depending on the 
company’s strategy, we argue that the following possible scenarios shown in Table 2 
below might be feasible for the introduced case. 

Table 2. Cost-benefit analysis 

Description

Turnover
Gross Margin 24% 67 28% 69 26% 72 27% 75 27% 77

Fixed  costs 
and overheads

EBIT

Remove all <5% 
GM, increase 5-

10% by 10%

277

42

33

Scenario 5
Remove all <5% 
GM, increase 5-

30% by 5%

285

43

34

Scenario 4Scenario 2

Remove all 
<10% GM

247

37

32

Remove all <5% 
GM, increase 5-

10% by 5%

Scenario 3

275

41

30

Scenario 1

Keep current 
status

280

42

28  

To ensure anonymity, the total numbers have been changed in the table, whereas their 
relative ratios have been kept accordingly. A for this industry common EBIT of 10% has 
been assumed in scenario 1 [36], which further serves as the comparison measurement. 
Then, in scenario 2 to 5, different combinations of rejected projects with a simultaneous 
increase of the remaining GMs are proposed. As expected, in the current case, “Scenario 
5” appears to be most profitable for the company, where all projects with less than 5% 
GMs are rejected, but instead the GM for the remaining projects with 5-30% GMs is 
increased by 5%. However, depending on the market situation, “Scenario 2” or “Scenario 
4” might be easier to realize. In these cases, the company would obtain a slightly smaller 
turnover, but which at the end is overcompensated by the increased GMs and reduced 
costs, resulting in an increased EBIT.   

6 Conclusion 

The increasing implementation of product configurators over the last two decades has 
proven a number of potential benefits for companies providing customized goods. 
However, in academia and practice only little analytical methods have been used to 
actually uncover these benefits and thus to utilize the maximum capability of the 
supportive configuration systems. The framework presented in this paper therefore 
reveals an evident opportunity for better scoping planned configuration projects and 
thereby to lowering the risk of abandoning projects. To this end, a less discussed 
investigation of deviations between gross margins and pre- and post-calculations have 
been applied on an industry case, an ETO manufacturer providing complex building 
products. The analyses confirmed how a well structured quantified approach, 
supported by a cost-benefit analysis, can determine the potential advantage of more 
accurate cost and price calculations and thus lead to improved sale processes. 
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Abstract. Product configurators are widely used to elicit custmer requirements 
in the form of tangible product specification in product design. However 
customers are heterogeneous in terms of preferences and needs. To meet the 
diversified customer needs, companies have provided a wider variety of product 
variants. In this situation, there may be too many choices for customers to 
specify during configuration process. The huge number of choices may lead to 
mass confusion among customers, and less customer satisfaction. To handle this 
issue, we propose a hierarchical product configuration design method which 
operates in a from-coarse-to-fine manner. K-means method is used to classify 
the whole product attribute sets into several interested clusters. The coarse 
configuration process will be used to identify customers’ preferences cluster. 
The fine configuration stage will be conducted within each cluster to fine tune 
the product configuration. Thus the confusion caused by the large number of 
choices can be mitigated.  

Keywords: Configurator, mass customization, k-means. 

1 Introduction 

Configurators have become generally accepted as powerful product development 
toolkit to capture customers’ requirements. Configurators operate on a set of pre-
defined attribtues. It takes customers’ specifications as input and the output is the 
product variant they want while at the meantime satisfying a set of requirements and 
constraints. Configuration has long been researched in computer science community 
as an effort to achieve design efficiency and quality simultaneously. Artificial 
intelligence techniques are used extensively, e.g. rule-based reasoning, cased-based 
reasoning, model-based reasoning etc [1-3]. Studies of customers’ decision making 
processes have also shown that customers have higher satisfaction with the 
configuring process than with traditional selection, not only with the results but also 
with the decision process [4].  

Nowadays, global marketplace has become more and more competitive. The 
fulfillment of customer needs becomes a key factor for customer’s purchase decision. 
This phenomenon is particularly true in today’s markets where the power is gradually 
shifted from producers to consumers. To remain competitive, managers in many 
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industries use product variety as a key strategic lever [5]. Huffman presents a case, 
Choice Seating Gallery, where large assortment eventually makes customers feel 
overwhelmed and dissatisfied [6]. Choice Seating Gallery is a customized sofa 
provider and allows the customers to make a choice among abundant choices: 500 
styles, 3000 fabrics, and 350 leathers. Hence, there are 1,500,000 different fabric 
sofas and 175,000 different leather sofas available for the customers to choose. Facing 
such a huge number of selections, customers tend to have difficulty evaluating 
alternatives and identifying what they want. In this paper, we try to provide a new 
product configurator to prevent customer from the tedious and lengthy configuration 
process and handle the complexity of variety without too much burden.  

The remainder of the paper is organized as follows. In section 2, we will introduce 
the methodology for the new two-step configuring approach, including the 
representative configuration selection. A numerical example is presented in section 3 
to verify the proposed approach. Session 4 concludes the whole paper.  

2 Methodology 

2.1 Basic Idea 

For some complicated product, customers may face a large number of possible 
choices for each attribute in product configuring process. However, there may be 
similarities in the choices. In this paper, we want to firstly eliminate some redundant 
choices by selecting representative alternatives and narrow down the choices to an 
acceptable level. Then the configuring task is performed on the much simplified 
representative choices set. The objective of this step is to identify the customer’s 
general interest and preferences. In the next step, the configurator will only show the 
attribute alternatives in the potentially interested cluster rather than the whole choices 
set. In this way, customers may not need to configure from the huge number of 
alternatives.  

Let’s still use Choice Seating Gallery to illustrate the idea. In the initial 
configurator, customers need to choose from 500 styles, 3000 fabrics, and 350 
leathers, a really challenging task. We divide the configuring task into two steps. 
Firstly we cluster the possible products into a certain number of product clusters and 
each cluster has a representative product configuration by k-means clustering 
approach. These representative products only cover a small portion of all the attribute 
alternatives, for example 20 styles, 30 fabrics, and 15 leathers. Then for a new 
customer, the configurator on this shrunk attribute space is much easy to carry out. 
After performing the coarse level selection, we can identify which product cluster will 
contain the customer’s target product. Then the fine-tune level configuring process is 
only performed on that particular cluster. It is also a much simpler configurator than 
the original one. In summary, we use two simple configurators to replace one 
complicated configurator while at the meantime achieve the similar result without too 
much burden for customers. The idea is illustrated in Figure 1. 
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Fig. 1. Idea of the two-step configuring process. 1(a): the original configuration space; 1(b): the 
clustered space; 1(c): representatives for each cluster are identified and the first step 
configuring process is conducted on the representative space; 1(d): the second step configuring 
process is conducted only on the interested cluster. 

2.2 k-Means Clustering 

k-means is a data clustering method of to partition n data into k clusters in which each 
data sample belongs to the cluster with the nearest mean [7]. Given a set of data 

samples 1 2( , ,..., )nx x x and an initial set of cluster center/means 1 2( , ,..., )km m m , k-

means method tries to minimize the within-cluster sum of squares. The optimal 

clusters set S should minimize 
2
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− where d is the distance 

function and jm is the center of the jth cluster. Traditional k-means operated in two 

steps iteratively as follows; 
Assignment step: For each data sample, assign it to the cluster with the nearest 

distance to the cluster center. 
Update step: update the cluster center. The typical update criteria can be the mean 

of the cluster, i.e., 1

1

| | t
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=  where 1tm +  is the cluster center after t 

iterations and 
t
iS is the corresponding clustering result. 

These two steps are iterated until there is no change to the cluster center. 

2.3 Application of k-Means to Representative Configuration Selection 

In this paper, we will apply k-means to construct several clusters of the whole 
product. Within each cluster, one or two representative products will be selected and 
the corresponding attribute choices will be narrowed down to a small portion of the 
original choices set. Since attributes are usually qualitative, we apply Hamming 
distance to quantify the distance between attribute alternatives. Hamming distance 
between two equal-length strings is the number of different symbols in the 
corresponding positions [7]. For example, the Hamming distance of two four-tuple 
attributes vector (A1, B2, C2, D1) and (A2, B2, C1, D1) is 2 because there are two 
different values in the corresponding positions.  
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In addition, we also revise the cluster center update strategy to make it more 
appropriate for qualitative product attribute case. For each cluster, the sample leading 
to the smallest within-cluster sum of squares will be used as new cluster center, 

i.e.,
2arg min ( )

k j i

i j k
x x S

m d x x
∈

= − . The cluster center will be used as the 

representative for the corresponding cluster. 
If the cluster centers remain unchanged after rounds of iterations, we say the k-

means converges. The k cluster centers are selected as the representatives for the 
whole data samples.  

In summary the k-mean based representatives selection process is as follows; 
Initialization: select k samples as the cluster center   
Assignment step: For each data sample, assign it to the cluster with the nearest 

distance to the cluster center. 
Update step: update the cluster center. For each cluster, the sample leading to the 

smallest within-cluster sum of squares will be used as new cluster center, i.e., . 
Iterate the above two steps until the cluster center remain unchanged. 

2.4 Two-Stage Configuring Process 

In the coarse level of product configuring process, only the attributes alternatives 
appeared in representatives will be included for customer to specify. In this way, the 
attribute space is narrowed down to a much smaller scale. It is relatively easy for a 
customer to configure the product he/she wants. Since the configurator is conducted 
in a representative attribute space, we call it coarse level configuring process. 

The result of the coarse level configuring process will be used as an indicator of 
the customer’s preferences. The fine level configuring will be carried out in the 
cluster nearest to the coarse level configuration, instead of the whole attribute space. 
In this way, we use configuring steps to trade off the selection difficulty when 
customers face a large number of alternative choices. 

3 Case Study 

We use a simplified customized living area design as an example to illustrate this 
approach. The case is adapted from a customized apartment project sponsored by a 
real estate company in Hong Kong. There are six attributes to be specified in the 
configurator, namely Style (A), Floor Tile (B), Electric appliance (C), Wall paper (D), 
Cabinet (E), Layout (F). The corresponding numbers of choices for each attribute are 
8 for style, 25 for floor tile, 16 for electric appliance, 20 for wall paper, 9 for cabinet 
and 5 for layout. Each product configuration is represented by a six-tuple, such as 
(A2, B13, C1, D8, E2, F4). We interviewed 494 respondents to conduct a survey 
format configurator.  

The methodology introduced in previous session is adopted to construct the two-
level configurator. In this paper, we set the number of clusters to be 6 due to the 
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consideration of efficiency and effectiveness. After the k-means clustering, six 
representative product configurations are identified. These representatives covers 4 
styles, 5 for floor tile, 3 for electric appliance, 5 for wall paper, 4 for cabinet and 2 for 
layout. The representative space is much smaller than the original choice space. The 
potential number of product variants decreases from 8*25*16*20*9*5=2,880,000 to 
4*5*3*5*4*2=2,400. This is much easier for customer to configure the preferred 
attributes.  

After the first round configuring process, the corresponding interested cluster is 
identified for each customer. Then the fine-tune stage configuring process is carried out. 
The scale of each cluster is still much smaller than the original attribute choice set. 

In this paper, we use the total number of choices screened by the customer as a 
metric to measure the increase of efficiency. In the original setting, each customer 
needs to screen 8+25+16+20+9+5=83 attributes values in the whole configuring 
process. In the proposed approach, 4+5+3+5+4+2=23 attribute values need to be 
screened and compared in the first round of configuration process. The number of 
choices in the second rounds of configuration for each cluster differs. The average 
number of attribute alternatives in each cluster is 38.5. Therefore the total number of 
attributes to be screen is 23+38.5=61.5 which is smaller than the original one 83. The 
scale of the configurator in the case is still moderate. It can be anticipated that if the 
scale is much bigger like the Choice Seating Gallery case, the improvement would be 
much bigger. 

4 Conclusion 

In this paper, we propose a two-stage product configurator design methodology to avoid 
confusing customers with too many choices in each configuration step. The two-stage 
product configurator operates in a from-coarse-to-fine manner. In the coarse stage, the 
total product choices are pruned to a small set of representative product configurations. 
Customers' preliminary specifications lead to potential shrunk consideration set. The fine 
configuration stage will conducted in the consideration set and customers are no longer 
need to screen all the possible alternatives. It should be noted that this paper focuses on 
the product configuration process. To simplify the analysis, constraints in the product 
configuration are not considered in this paper. In future work, we will incorporate the 
proposed approach to the constraint satisfaction framework. 
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Abstract. Requirements Engineering is a very critical phase in the soft-
ware development process. Requirements can be interpreted as basic de-
cision alternatives which have to be negotiated by stakeholders. In this
paper we present the results of an empirical study which focused on the
analysis of key influence factors of successful requirements prioritization.
This study has been conducted within the scope of software development
projects at our university where development teams interacted with a re-
quirements prioritization environment. The major result of our study is
that anonymized preference elicitation can help to significantly improve
the quality of requirements prioritization, for example, in terms of the de-
gree of team consensus, prioritization diversity, and quality of the resulting
software product.

Keywords: Requirements Prioritization, Group Decision Making.

1 Introduction

Requirements Engineering (RE) is the branch of software engineering concerned
with the real-world goals for functions of and constraints on software systems
[1]. RE is considered as one of the most critical phases in software projects, and
poorly implemented RE is one major risk for project failure [2]. Requirements
are the basis for all subsequent phases in the development process and high
quality requirements are a major precondition for the success of the project [3].

Today’s software projects still have a high probability to be canceled or at
least to significantly exceed the available resources [4]. As stated by Firesmith
[5], the phase of requirements engineering receives rarely more than 2-4% of the
overall project efforts although this phase has a significant impact on project
success rates. A recent Gartner report [6] states that requirements defects are
the third source of product defects (following coding and design), but are the first
source of delivered defects. The cost of fixing defects ranges from a low of approx-
imately $70 (cost to fix a defect at the requirements phase) to a high of $14.000
(cost to fix a defect in production). Improving the requirements gathering process
can reduce the overall cost of software and dramatically improve time to market.
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Requirements can be regarded as a representation of decision alternatives or
commitments that concern the functionality and qualities of the software or ser-
vice [7]. Requirements Engineering (RE) is a complex task where stakeholders
have to deal with various decisions [8]:

– Quality decisions, e.g., is the requirement non-redundant, concrete, and un-
derstandable?

– Preference decisions, e.g., which requirements should be considered for the
next release?

– Classification decisions, e.g., which topics have a high importance and which
requirements belong to these topics?

– Property decisions, e.g., is the effort estimation for this requirement realistic?

Stakeholders are often faced with a situation where the amount and complexity
of requirements outstrips their capability to survey them and to reach a deci-
sion [9]. The amount of knowledge and number of stakeholders involved in RE
processes tend to increase as well. This makes individual as well as group deci-
sions much more difficult. The focus of this paper will be preference decisions,
i.e., we want to support groups of stakeholders in the context of prioritizing soft-
ware requirements for the next release. Typically, resource limitations in software
projects are triggering the demand of a prioritization of defined requirements [2].
Prioritizations support software project managers in the systematic definition of
software releases and to resolve existing preference conflicts among stakeholders.

Only a systematic prioritization can guarantee that the most essential func-
tionalities of the software system are implemented in-time [10]. Typically, re-
quirements prioritization is a collaborative task where stakeholders in a software
project collaborate with the goal to achieve consensus regarding the prioriti-
zation of a given set of requirements. The earlier requirements are prioritized,
the higher is the probability to avoid the implementation of irrelevant require-
ments and the higher is the amount of available resources to implement the most
relevant requirements [10].

Establishing consensus between stakeholders regarding the prioritization of
a given set of requirements is challenging. Prioritizations do not only have to
take into account business process related criteria but as well criteria which are
related to technical aspects of the software. Especially in larger projects, stake-
holders need a tool-supported prioritization approach which can help to reduce
influences related to psychological and political factors [10]. Requirements prior-
itization is a specific type of group work which becomes increasingly important
in organizations [11].

Prioritization decisions are typically taken in groups but this task is still in-
effective due to reasons such as social blocking, censorship, and hidden agendas
[11]. The major contribution of this paper is to show how anonymity in group
decision processes can help to improve the quality of requirements prioritiza-
tions. Furthermore, anonymous preference elicitation increases the probability
of detecting hidden profiles [12], i.e., increases the probability of exchanging
decision-relevant information [13].
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The remainder of this paper is organized as follows. In Section 2 we provide an
overview of the basic functionalities of the IntelliReq requirements engineering
environment developed at our university. In Section 3 we introduce the basic
hypotheses that have been investigated within the scope of our empirical study;
in this context we also provide details about the study design. In Section 4 we
report the major results of our empirical study. With Section 5 we conclude the
paper.

2 IntelliReq Decision Support

IntelliReq is a group decision environment that supports computer science
students at our university in deciding on which requirements should be imple-
mented within the scope of their software projects. For this task 219 students
enrolled in a course about Object-Oriented Analyse and Design at the Graz Uni-
versity of Technology had to form groups of 5–6 members. Unfortunately, it is
not possible to evaluate the knowledge and experience of the students and the
resulting groups but the course is typically attended by students in the third
semester of an informatics programme or similar. We therefore distributed the
resulting groups randomly on the different evaluation pools and assume that the
knowledge and experience is equally distributed on each pool. Each group had
to implement a software system with an average effort of about 8 man months.

In our study, 39 software development teams had to define a set of require-
ments which in the following had to be implemented. These requirements had
to be prioritized and the resulting prioritization served as a major criteria for
evaluating the delivered software product at the end of the project.

The requirements prioritization process consisted of three different phases (see
Figure 1) denoted as construction (collection of individual stakeholder prefer-
ences), consensus (discussion of prioritization alternatives and adaptation of own
preferences), and decision (group decision defined and explained by the project
manager). This decision process structure results in about 15.000 stakeholder
decisions and 798 corresponding group decisions (39 groups with approximately
20 final decisions per group) taken by the team leaders (project managers). On
the basis of this scenario we conducted an empirical evaluation with the goal to
analyze the effects of supporting anonymized requirements prioritization. The
basic settings of this study will be presented in the following section.

3 Empirical Study

Within the scope of our empirical study we wanted to investigate the impact of
anonymous preference elicitation on the decision support quality of the Intel-

liReq environment. The study was conducted during the course Object Oriented
Analysis and Design at the Graz University of Technology and the stakeholder
part of the customer was impersonated by four course assistants. These assistants
were not aware of the study settings and had to review the software functionality



352 G. Ninaus, A. Felfernig, and F. Reinfrank

Fig. 1. IntelliReq Prioritization (Decision) Process. Construction: stakeholders de-
fine their initial preferences; Consensus: stakeholders adapt their preferences on the
basis of the knowledge about preferences of other stakeholders. Decision: project man-
agers take the final group decision. Preferences represent the wish of a stakeholder to
implement a requirement (1: lowest, 5: highest)

developed by different teams. This evaluation did not include a code review. In-
stead, we wanted to evaluate the user experience of the final product and which
important functionality was supported. This approach of evaluating the priori-
tization quality is more deductive as the selected requirements have a stronger
impact on the functional range of the software product than on the quality of
the written program code. For the evaluation the quality value was represented
on a scale between 0..30 credits.

Consequently, each project team interacted with exactly one of two existing
preference elicitation interface types. One interface (type 1: non-anonymous pref-
erence elicitation) provided an overview of the personal preferences of team mem-
bers where each team member was represented by her/his name. In the second
interface type (type 2: anonymous preference elicitation) the preferences of team
members were shown in anonymized formwhere the name of each individual team
member were substituted with the terms person1, person2, etc. The hypotheses
(H1–H5) used to evaluate the decision process are summarized in Figure 2. These
hypotheses was evaluated on the basis of the following observation variables.

Anonymous preference elicitation. This variable indicates with which type of
prioritization interface the team members were confronted (either summarization
of the preferences of the team members including the name of the team members
or not including the name of the team members).

Consensus and Dissent. An indication to which extent the team members man-
aged to achieve consensus – see the second phase of the group decision pro-
cess in Figure 1 – is provided by the corresponding variables. We measured the
consensus of a group on the basis of the standard deviation of requirement-
specific team member preferences and decisions. Formula 1 can be used to
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determine the dissent of a group x which is defined in terms of the normalized
sum of the standard deviations (sd) of the requirement-specific votings. The
group consensus can then be interpreted as the counterpart of dissent (see For-
mula 2). As the consensus is the simple inversion of the dissent, we will only
take into account the consensus in the remaining paper.

dissent(x) =

∑
r∈Requirements sd(r)

|Requirements| (1)

consensus(x) =
1

dissent(x)
(2)

Decision Diversity. The decision diversity of a group can be defined in terms of
the average over the decision diversity of individual users in the consensus phase
(see Figure 1). The latter is defined in terms of the standard deviation derived
from the decision du of a user and the mean value d of her/his preferences – a
decision consists of the individual requirements prioritizations of the user (see
Formula 3).

sd(du) =

√∑
u∈UserDecisions(du − d)2

|UserDecisions| − 1
(3)

diversity(x) =

∑
u∈Users sd(du)

|Users| (4)

Output Quality. The output quality of the software projects conducted within
the scope of our empirical study has been derived from the criteria such as degree
of fulfilment of the specified requirements. We also weighted the requirements
according to their defined priority in the prioritization task. E.g. not including
a very high important requirement enormously decreases the output quality.
On the other hand, low priority requirements will only have a small impact
on the output quality. Consequently, a requirement, for which a high priority
was defined but is of minor importance for the software product, has to be
implemented anyway. Hence, the requirements prioritization has a direct impact
on the quality value. The quality of the project output has been determined
by teaching assistants who did not know to which type of preference elicitation
interface (anonymous vs. non-anonymous) the group has been assigned to. These
assignments were randomized over all teaching assistants, i.e., each teaching
assistant had to evaluate (on a scale of 0..30 credits) groups who interacted with
an anonymous and a non-anonymous interface.

Within the scope of our study we wanted to evaluate the following hypotheses.

H1: Anonymous Preference Elicitation increases Consensus. The idea behind
this hypothesis is that anonymous preference elicitation helps to increase the
consensus by decreasing the commitment [14] related to an individual decision
taken in the preference construction phase (see Figure 1), i.e., changing his/her
mind is easier with an anonymous preference elicitation interface.
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H2: Consensus increases Decision Diversity. As a direct consequence of an in-
creased exchange of decision-relevant information (see Hypothesis H1), deeper
insights into major properties of the decision problem can be expected. As a con-
sequence, the important differentiation between important, less important, and
unimportant requirements with respect to the next release [9] can be achieved.

H3: Decision Diversity increases Output Quality. Group decision diversity is as-
sumed to be a direct indicator for the quality of the group decision. With this
hypothesis we want to analyze the direct interrelationship between prioritization
diversity and the quality of the resulting software.

H4: Consensus increases Output Quality. From Hypothesis H3 we assume a pos-
itive correlation between the degree of consensus and the diversity of the group
decision. The diversity is an indicator for a meaningful triage [9] between im-
portant, less important, and unimportant requirements.

H5: Anonymous Preference Elicitation increases Output Quality. Finally, we
want to explicitly analyze whether there exists a relationship between the type
of preference elicitation and the corresponding output quality.

Fig. 2. Hypotheses defined to evaluate the IntelliReq Decision Support
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4 Study Results

We analyzed the hypotheses (H1–H5) on the basis of the variables introduced in
Section 3.

H1. The degree of group consensus in teams with anonymous preference elicita-
tion is significantly higher compared to teams with non-anonymous preference
elicitation (Mann-Whitney U-test, p < 0.05). An explanation model can be the
reduction of commitment [14] and a higher probability of discovering hidden
profile information which improves the overall knowledge level of the team.

H2. There is a positive correlation between the group consensus and the corre-
sponding decision diversity (correlation 0.523, p < 0.01). This can be explained
if we take a look on the aggregation process of initial preferences in the consen-
sus phase. A study [15] about the prediction quality of group recommendation
heuristics showed that the final decision is often similar to the average of the
initial preferences. If we assume that there are a lot of requirements with a high
dissent, the resulting compromises will not have a high diversity but will rather
be arranged in the center of the possible options.

H3. In our analysis we could detect a positive correlation between group deci-
sion diversity (diversity of prioritization) and the corresponding output quality
(correlation 0.311, p < 0.01). Decision diversity can be seen as an indicator
of a reasonable triage process and reasonable prioritizations result in software
products with a high quality.

H4. Consensus in group decision making increases the output quality (correlation
0.399, p < 0.01). An overlap in the personal stakeholder preferences can be
interpreted as an indicator of a common understanding of the underlying set of
requirements. This leads to a better prioritization and a higher quality of the
resulting software components.

H5. Groups with anonymous preference elicitation defined significantly better re-
quirements prioritization compared to groups with a non-anonymous preference
elicitation (independent two-sample t-test, p < 0.05). This resulted in a better set
of functions and in a better user experience measured by the teaching assistants.

5 Conclusions

Requirements prioritization is an important task in software development pro-
cesses. In this paper we motivated the application of requirements prioritization
and discussed issues related to the aspect of anonymizing group decision pro-
cesses in requirements prioritization. The results of our empirical study clearly
show the advantages of applying anonymized preference elicitation, for exam-
ple in terms of higher-quality software components, and can be seen as a step
towards a more in-depth integration of decision-oriented research in the require-
ments engineering process.



356 G. Ninaus, A. Felfernig, and F. Reinfrank

References

1. Zave, P.: Classification of research efforts in requirements engineering. ACM Com-
puting Surveys 29(4), 315–321 (1997)

2. Hofmann, H., Lehner, F.: Requirements engineering as a success factor in software
projects. IEEE Software 18(4), 58–66 (2001)

3. Felfernig, A., Zehentner, C., Ninaus, G., Grabner, H., Maalej, W., Pagano, D.,
Weninger, L., Reinfrank, F.: Group Decision Support for Requirements Negotia-
tion. In: Ardissono, L., Kuflik, T. (eds.) UMAP Workshops 2011. LNCS, vol. 7138,
pp. 105–116. Springer, Heidelberg (2012)

4. Yang, D., Wu, D., Koolmanojwong, S., Brown, A., Boehm, B.: Wikiwinwin: A
wiki based system for collaborative requirements negotiation. In: HICCS 2008,
Waikoloa, Big Island, Hawaii, p. 24 (2008)

5. Firesmith, D.: Prioritizing requirements. Journal of Object Technology 3(8), 35–47
(2004)

6. Group, G.: Hype cycle for application development: Requirements elicitation and
simulation (2011)

7. Aurum, A., Wohlin, C.: The fundamental nature of requirements engineering ac-
tivities as a decision-making process. Information and Software Technology 45(14),
945–954 (2003)

8. Regnell, B., Paech, B., Aurum, C., Wohlin, C., Dutoit, A., Ochdag, J.: Require-
ments means decision! In: 1st Swedish Conf. on Software Engineering and Practice
(SERP 2001), Innsbruck, Austria, pp. 49–52 (2001)

9. Davis, A.: The art of requirements triage. IEEE Computer 36(3), 42–49 (2003)
10. Wiegers, K.: First things first: Prioritizing requirements. Software Development

(1999)
11. Pinsonneault, A., Heppel, N.: Anonymity in group support systems research: A new

conceptualization, measure, and contingency framework. Journal of Management
Information Systems 14, 89–108 (1997)

12. Greitemeyer, T., Schulz-Hardt, S.: Preference-consistent evaluation of information
in the hidden profile paradigm: Beyond group-level explanations for the dominance
of shared information in group decisions. Journal of Personality & Social Psychol-
ogy 84(2), 332–339 (2003)

13. Mojzisch, A., Schulz-Hardt, S.: Knowing other’s preferences degrades the quality of
group decisions. Journal of Personality & Social Psychology 98(5), 794–808 (2010)

14. Cialdini, R.: The science of persuasion. Scientific American 284, 76–81 (2001)
15. Felfernig, A., Ninaus, G.: Group recommendation algorithms for requirements

prioritization. In: Workshop on Recommender Systems for Software Engineering
(RSSE 2012), Zurich, Switzerland, pp. 1–4 (2012)



Clustering Users to Explain Recommender

Systems’ Performance Fluctuation

Charif Haydar, Azim Roussanaly, and Anne Boyer
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Abstract. Recommender systems (RS)aredesigned toassist usersby rec-
ommending them items they should appreciate. User based RS exploits
users behavior to generate recommendations. Users act in accordance with
differentmodeswhenusingRS, soRS’sperformancefluctuates acrossusers,
depending on their act mode. Act here includes quantitative and qualita-
tive features of user behavior. When RS is applied in an e-commerce ded-
icated social network, these features include but are not limited to: user’s
number of ratings, user’s number of friends, the items he chooses to rate,
the value of his ratings, and the reputation of his friends.This set of features
can be considered as the user’s profile.

In this work, we cluster users according to their acting profiles, then we
compare the performance of three different recommenders on each clus-
ter, to explain RS’s performance fluctuation across different users’ acting
modes.

Keywords: Recommender system, collaborative filtering, trust-aware,
trust, reputation, user profile, clustering, item popularity, abnormality.

1 Introduction

Recommender systems (RS) [4] are designed to assist users by recommending
them items they should appreciate. User based RS exploit users behavior to gen-
erate recommendations. Different users act in accordance with different modes
when using RS, so RS’s performance fluctuates across users, depending on their
act mode. Act here includes quantitative and qualitative features. when RS is
applied in an e-commerce dedicated social network, these features include but
are not limited to: the number of ratings a user does, the number of friends he
has, the items he chooses to rate, the value of his ratings, and the reputation of
his friends. This set of features can be considered as the user’s profile.

We use the epinion.com1 dataset. epinion.com is a consumers opinion website
where users can rate items in a range of 1 to 5, and write reviews about them.

1 http://www.epinion.com

L. Chen et al. (Eds.): ISMIS 2012, LNAI 7661, pp. 357–366, 2012.
c© Springer-Verlag Berlin Heidelberg 2012

http://kiwi.loria.fr
http://www.epinion.com


358 C. Haydar, A. Roussanaly, and A. Boyer

Users can also express their trust towards reviewers whose reviews seem to be
interesting to them.

Many recommender systems were tested on this corpus, such as collaborative
filtering (CF) [7], trust-aware [6,8], and hybrid recommenders [18].

In this paper, we apply a clustering algorithm over users to characterize es-
sential acting modes, then we compare the performance of three different rec-
ommenders (collaborative filtering, trust-aware, hybrid) on each cluster. We try
to explain why on some clusters the performance of all recommenders gets bet-
ter/worse, or why a recommender performance gets better on a given cluster
while others’ get worse on the same cluster. Globally, we try to give explanation
to recommenders’ performance fluctuation as a function of users’ acting mode
in the system.

The outline of the paper is organized as follows: in section 2, we discuss
recommenders structures and users analysis. In section 3, we explain the details
of the used dataset, the context of the experiments, and the analyses of the
results. Finally, the last section is dedicated to conclusion and future works.

2 State of Art

Although, the choice of recommendation approach is to much related to the
context, collaborative filtering (CF) [7] is one of the most used approaches,
because of its efficiency and high performance in various contexts. The arise
of social networks in the last several years opened the door to a new approach
called trust-aware recommenders [6,8], which uses the information offered by
these social networks to generate recommendations.

In some contexts, more than one recommenders can be appropriate. Several
proposition were made to hybridize RSs, so make use of their qualities together.
[1] proposed a taxonomy of hybridizing strategies.

The following sub sections, are limited to explain only the approaches used in
this paper.

2.1 Collaborative Filtering Recommenders

CF is based on the similarity of users’ preferences (usually expressed by rating
items). CF used a m × n ratings matrix, where m is the number of users, and
n is the number of items. Rating matrix is used to compute smiliarity between
users’ preferences. Similar users are called also neighbors.

[7] proposed equation 1 to predict the ratings that user ua will give to item
r depending on the ratings given to r by the neighbors of ua.

p(ua, r) = vua +

∑
uj∈Ur

fsimil(ua, uj)× (v(uj ,i) − vuj )

card(Ur)
(1)
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Where:

fsimil(ua, uj): the similarity between ua and uj , we use Pearson similarity coef-
ficient [7].
Ur: the set of users who have rated r.
card(Ur): is the number of users in Ur.

Neighbors, in this approach, are computed automatically. By consequence, the
approach is sensible to user’s rating choices. Cold start [9] is one of the essential
drawbacks of this approach. It consists in the difficulty to generate recommen-
dations to users who did not rate enough items (called cold start users), because
it is difficult to find neighbors to them.

RS performance can also fluctuate because of certain styles of ratings, such
as rating rarely rated items, which make finding neighbors a complicated issue,
or appreciating items that are globally unappreciated by the community, which
complicates the prediction of ratings values.

2.2 Trust Aware Recommenders

Trust-aware recommenders (TAR) make use of the structure of the social net-
work, so uses the trustee friends instead of neighbors in CF [8,17]. Neighbors
(friends) are chosen by the user himself, this yields the system more controllable
by the user, and more robust to malicious attacks.

Compared to CF, Trust-aware recommenders are less concerned by the cold
start problem. Many studies show that they surpass the performance of CF
[10,2,11,12,5,6].

Trust can be propagated. TAR considers not only the user’s friends, but their
friends and so on. Many models to propagate trust where proposed in the liter-
ature [6,13,15,14].

In our studied case, trust is simply a binary value. Thus we choose the model
MoleTrust [6]. This model is adapted and tested to our dataset. In MoleTrust,
each user has a domain of trust where he adds his trustee users. In this context,
user can either fully trust other user or not trust him at all. The model considers
that trust is transitive, and that its value decline according to the distance
between the source user and the destination user. The only initializing parameter
is the maximal propagation distance d.

If user A added user B to his domain, and B added C, then the trust of A in
C is given by the equation:

Tr(A,C) =

{
(d−n+1)

d if n ≤ d
0 if n > d

(2)

Where n is the distance between A and C (n = 2 as there two steps between
them; first step from A to B, and the second from B to C).
d is the maximal propagation distance.

Consider d = 4 then: Tr(A,C) = (4− 2 + 1)/4 = 0.75.
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2.3 Hybridization

In [1], author identifies seven strategies to hybridize recommenders.
In [18], we applied five hybridization strategies on epinion dataset, and com-

pared them to CF and TAR. Most of those strategies improved the prediction
coverage, without a serious decrease in the accuracy. The best score was obtained
by weighted hybridization strategy, shown in the equation 3, with (α = 0.3).

score(ua, uj) = α× simil(ua, uj) + (1 − α)× trust(ua, uj) (3)

2.4 Users Behavior Analysis

The performance of RS fluctuate across users. This fluctuation was commonly
attributed to quantitative features, such as the number of ratings and trust
relations. Nevertheless, some users keep receiving poor recommendation despite
their numerous ratings/trust relations. In [19], we considered other qualitative
features, and showed how does the performance relates to each of them. We
considered the popularity of items that the user rates, the difference between
user’s rating and the average rating of an item (abnormality), and the reputation
of his trustee friend.

In this paper we aim to study these features as a set that defines a user profile.

3 Experiments and Performance Evaluation

3.1 DataSet

Epinion dataset contains 49,290 users who rated a total of 139,738 items. users
can rate items in a range of 1 to 5, the total number of ratings is 664,824. Users
can also express their trust towards others (binary value), the dataset contains
487,182 trust ratings. We eliminate users having no ratings because we can not
evaluate their recommendations. We keep only 32424 users.

We divide the corpus to two parts randomly, 80% for training and 20% for
evaluation (a classical ratios in the literature). We took into consideration that
every user has 80% of his ratings in the training corpus and 20% in the evaluation
corpus, this is important to us to analyse the recommendation accuracy by user.

3.2 User Profile

We present here the features of user profile:

– Number of ratings: is a quantitative feature. The number of ratings by user
is an important feature to recommendation accuracy, especially for CF. It is
generally considered as a unique feature to explain fluctuation. Even though,
We think that it is not sufficient, and has to be accompanied by qualitative
features.
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– Rated items’ popularity: We define item’s popularity as the number of users
having rated this item. Users tend to rate popular items more than unpopular
ones [3], this behavior creates an important bias in items popularity. Hence,
RS tends to recommend popular items more than others. This can limit the
choices of users and reduce the serendipity in the RS.
This current feature concerns the influence of the popularity of rated items,

on the recommender’s performance for the user.
We define user’s ratings’ popularity as the average of the popularity of

items rated by this user. Ratings’ popularity is a qualitative feature.

urpop(u) =
Σipop(i)

cord(i)

pop(i): the popularity of the item i (the number of users having rated i).
– User abnormality: This feature detects users of particular tastes. It focuses

on the user’s orientation versus the global orientation of the community.
Formally, we compute the average rate of the item.

avgr(i) =
Σavai
cord(a)

Where vai is the rate given by the user a to the item i.
then the difference between the rate supplied by the current user and this
average. The Abnormality coefficient of the user is the average of differences
between his ratings and the average rate of each item he rates.

Abn(u) =
Σi|vui − avgr(i)|

cord(i)

– Number of trusted friends: We have shown in a later work [19] that the
relation between this feature and the recommendation accuracy is not linear,
and that having more friends is more beneficial for new users, than it for
users who have already much friends.

– Reputation of trusted friends: This feature measures the impact of trusting
reputed /not reputed people on the quality of recommendations.
We consider a primitive metrics of reputation; the reputation of a user is

the number of users who trust him.

Rep(ui) = Nb.trustersui (4)

Where: Nb.trustersui is the number of people how trust ui.

We think that even when a user trusts few people, this can be more beneficial
when they are well reputed persons. Therefore, our current feature Trep(ua)
is the average of the reputations of users that the user ua trusts.

Trep(ua) =

∑N
i Rep(ui)

N
(5)

ui ∈ D(Ua) (the group of users who are trusted by ua).
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In [19], we showed the influence of each of the precedent features perfor-
mance of RS separately, the main contribution of this paper is to study if
those features can, together, define classes of users. these classes define a
particular ratings and trusting strategy for their members, so we can com-
pare the performance of the recommenders by class of users, to find which
recommender is more adapted to each class.

3.3 Clustering

User vector is composed by the five precedent feature, We use Kmeans clus-
tering [20]. As Kmeans does not compute automatically the optimal number of
classes, we employ Davies-Bouldin evaluation metrics[21] to optimize the clus-
ters number. We initialize Kmeans between 4 and 10 clusters, Davies-Bouldin is
minimized with 8 clusters, which implies the optimal number of clusters. Table
1 illustrates the results of this clustering, with the size of each cluster (number
of users), and the average value of each user profile feature. The second column
illustrate the averages for the entire corpus.

Table 1. Kmeans clustering with 8 clusters

cluster All 0 1 2 3 4 5 6 7

size 32424 3221 765 4458 5547 7909 1674 8324 526

percentage 100% 9.93% 2.36% 13.75% 17.11% 24.39% 5.16% 25.67% 1.62%

ratings 20.27 14.8 6.63 34.09 11.12 22.3 4.47 8.98 251.01

popularity 80.86 79.43 453.76 64.67 54.19 88.24 26.66 79.8 44.02

abnormality 0.8 1.26 0.84 0.72 0.42 0.8 2.18 0.81 0.76

trust 13.86 13.57 9.16 28.26 10.05 16.88 6.7 0.08 136.47

T-rep 143.65 109.76 90.13 320.4 82.97 74.02 119.47 1126.51 225.77

3.4 Performance Evaluation Metrics

Performance evaluation includes two aspects; coverage and accuracy. The cover-
age is percentage of users to whom RS could generate recommendations, whereas
the accuracy is about how much the predicts values are close to real ones.

To measure accuracy, we make use of the mean absolute error metrics (MAE)
[16]. MAE is a widely used predictive accuracy metrics. It measures the average
absolute deviation between predicted and real values. We use a specific form of
it, called User mean absolute error (UMAE) [17], which computes MAE by user:

UMAE(u) =
ΣN

i=1|pui− rui|
N

(6)

Where: pi is the rating value predicted by the recommender to the item i. ri is
the real rating value supplied by the user to the item i.
N : The number of predicted items to the user u.
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Then, to evaluate the accuracy of a recommender we compute global UMAE
or GUMAE, which is the average of UMAE of all users. In order to aggregate
both aspects in one metrics, we propose a F-metrics like measurement, which
compromise between recall and precision. Recall is the percentage of the cases
to which the system could reply, to the total number of cases, so it is simply the
coverage in our case. Precision is the percentage of relevant replies, to the total
number of replies, we represent it by the UMAE in the current case.

Recall and precision must be within the range [0,1]. UMAE varies in the range
[4,0] so we need to normalize it, using the following equation:

precision =
4− UMAE

4

The coverage is already within the range [0,1] so the F measurement will be:

F =
2 ∗ precision ∗ recall
precision+ recall

3.5 Clusters’ Analyzing

Table 2 shows the UMAE, coverage, and F values for the three recommenders
by cluster:

Table 2. Kmeans clustering with 8 clusters

cluster All 0 1 2 3 4 5 6 7

UMAE CF 1.00 1.24 1.07 0.94 0.88 0.97 1.46 1.03 0.88
Trust 0.86 1.05 0.98 0.81 0.76 0.84 1.15 0.90 0.78
Hybrid 0.87 1.05 098 0.81 0.76 0.83 0.15 0.92 0.78

Coverage CF 0.64 0.69 0.66 0.85 0.55 0.82 0.12 0.49 0.99
Trust 0.69 0.90 0.90 0.98 0.89 0.92 0.76 0.02 1
Hybrid 0.82 0.93 0.92 0.98 0.91 0.96 0.77 0.47 1

F CF 0.69 0.69 0.70 0.81 0.65 0.79 0.21 0.60 0.88
Trust 0.73 0.81 0.82 0.88 0.85 0.85 0.74 0.06 0.89
Hybrid 0.80 0.83 0.83 0.88 0.86 0.87 0.74 0.59 0.89

– Cluster 0 contains about 10% of the population, the particularity of this
class is the high abnormality value with a score of 1.26. This abnormality
score causes an augmentation in UMAE value, which should pull the F value
down. Nevertheless, F values for this cluster are slightly higher. This results
from the high coverage values of the cluster (compared to the entire corpus).
The cluster is more dense than the corpus, users are closer to the center of
the cluster, this improves the value of coverage, so the value of F.

– Cluster 1 contains 2.36% of users. It’s users have a low number of ratings
(6.6), but they rate popular items (popularity average is 453.76). In [19], we
showed that rating popular items has a positive impact for cold start users,
and a negative impact for users who rate alot of items. Users in this class
are cold start users, which explains the slight performance augmentation for
all recommenders.
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– Cluster 2, has 13.75% of users. We note in this cluster a considerable augmen-
tation in the number of ratings, number of trust relationships and friends’
reputation. Whereas popularity and abnormality are slightly under their av-
erages. All three recommenders improve their performance on this cluster,
this is normal regarding the good quality values in almost all features.

– Cluster 3, with 17% of population. The ratings of this class users are closer
to the orientation of the community (abnormality=0.42), their number of
ratings is about 11 ratings by user, which is neither high nor very low.
The items they rate, are generally not very popular. The performance of
CF is slightly lower than normal. We explain this because of the low ratings
popularity, and the limited number of ratings together. Hence, finding similar
users is difficult. On the other hand, the performance of the trust-aware and
hybrid recommenders improves because they profit of the low abnormality,
and - at the same time - they are less concerned by the ratings and popularity
issue, while the have an alternative way to find friends.

– Cluster 4, with about 24% of users. All features are slightly higher than their
averages in the corpus, except the reputation of friends which is in it’s lowest
level (74.02). As we shown in [19], the influence of friends reputation feature
tends to be stable when it is higher than 10. The performance of the three
recommenders is better because they profit the slight augmentation in the
other four features, whereas the decline of friends reputation does not has a
strong impact.

– Cluster 5 contains 5.16% of users. These users have the lowest number of
ratings and items’ popularity and the highest abnormality average among
clusters. One of the qualities of the trust-aware recommenders is reducing the
impact of cold start, because one trust expression can be more informative
than many items ratings. This is obvious in this cluster, where the average
of trust relationships is 6.7 and that of ratings is 4.47 (both are relatively
low). Hence. the loss in CF performance is farther than that in trust-aware
(0.21 versus 0.74). It is true also that other features play a role in this bad
performance of CF, when users rate a small number of relatively unpopular
items, finding neighbors in CF becomes complicated (same problem as cluster
3). Even when RS finds the similar users, the predicting ratings is weak
because of the abnormal behaviour of the users in this cluster.

– Cluster number 6 is the biggest cluster with 25% of users, it contains users
who tend to rate items, more than trusting other users (about 9 ratings and
0.08 trust relationships by user), only 251 users over 8324 in this cluster
have trusted others. Nevertheless, they tend to trust very reputed users.
Hence, CF is the best recommender for these users, it depasses slightly the
performance of the hybrid recommender (0.6 versus 0.59), whereas the trust
recommender is far behind them, which can be explained by the lake of
trust relations to the trust-aware recommender. The slight difference to the
favour of CF over the hybrid system can be explained by the inutility of
the information supplied to the hybrid system because trusting users who
are trusted by everybody can be uninformative and disturbing to the hybrid
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system. The performance of the hybrid reommender on this cluster is the
worst compared to other clusters.

– The last and the smallest cluster is cluster 7, with 1.62% of users. Users in
this cluster have the highest average of ratings, they rate averagely popular
items, thier abnormality average is close to the general average. They have
a considerable number of trust relationships with a well reputed friends. All
these values make this cluster the best quality over the 8 clusters, and the
three recommenders achieve their best performance on this cluster.

4 Conclusion and Future Works

The main contribution of this paper is to detect different models of users’ behav-
ior in RS, and their impact on RS’s performance. We have shown the relation
between the performance fluctuation and the behavioral features of users. In
some clusters, it was necessary to analyze more than one feature together to
explain RS performance, for example clusters 3 and 5, these phenomena are not
easy to detect and explain without the clustering phase.

We also referred to the usability of qualitative features in explaining the fluc-
tuation. Rating unpopular items causes difficulties in finding neighbors, so re-
call problem to CF recommenders, trusting weakly reputed persons causes the
same problem for TAR, being abnormal affects precision negatively in all rec-
ommenders. We think that regarding user behavior feature assist to build an
adaptive recommender that agree with their mode of behavior within the social
network.
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Abstract. Network-based inference (NBI) algorithm is a new but effective 
personalized recommendation algorithm based on bipartite networks, and it 
performs better than global ranking method (GRM) and collaborative filtering 
(CF).However, the complexity of NBI is high thus hinder NBI’s use in large 
scale system. In this paper, we implement NBI algorithm on a cloud computing 
platform, namely Hadoop, to solve its scalability problem. We use MapReduce 
model to distribute the NBI algorithm into serial parallel MapReduce jobs, and 
implement them in parallel on Hadoop platform. Through performing extensive 
experiments on the data sets of Netflix, the result shows that the NBI algorithm 
can scale well and process large datasets on commodity hardware effectively. 

Keywords: Network-based inference, recommender system, cloud computing, 
Hadoop, MapReduce. 

1 Introduce 

With the rapid improvement of Internet, personalized recommendation has been more and 
more popular in the field of e-commerce [1]. Network-based inference (NBI) algorithm is a 
new but effective personalized recommendation algorithm based on bipartite networks [2]. 
Many works have been done to improve the performance. However, a big problem is its 
scalability, i.e., when the volume of the dataset is very large, the computation cost of NBI 
would be very high. In these years, cloud computing, like Amazon Web Service (AWS) 
[3], Google App Engine (GAE) [4] etc, have become more and more popular, and it can 
be used to overcome the problem of large scale computation task and solve the scalability 
problem. Cloud computing is the provision of dynamically scalable and often virtualized 
resources as a service over the Internet [5]. Users need not to have many knowledge of the 
technology of infrastructure in the “cloud” that supports them, and users can start to build 
the application quickly. Cloud computing services often provide common business 
computing capability and storage services for users. 

In order to solve scalability problem of the recommender system, we implemented 
the Network-based inference (NBI) algorithm on a cloud-computing platform. There 
are several cloud-computing platforms available, for example, the Dynamo [6] of 
amazon.com, the Nettune [7] of Ask.com and the Dryad [8] of Microsoft, etc. In this 
paper, we choose the Hadoop [9] platform as the base of our implementation. Because 
the Hadoop platform is an open source cloud computing platform, which is widely 
used by Yahoo, Twitter etc, it implements the MapReduce framework which was 
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proposed by Google Lab. The Hadoop platform implements a distributed file system, 
Hadoop Distributed file System (HDFS). HDFS is fault-tolerant, and designed to 
deploy on low-cost hardware, it provides high throughput access to application 
program’s data, and applies to these application programs which have large data set. 
We can also make our program in parallel easily. In order to do that, we can use the 
MapReduce framework to break down big problems into small ones, and improve the 
speed of computing through the parallel computing. Because the NBI algorithm is a 
new personal recommendation algorithm which was proposed these years, there is 
almost no implementation of NBI algorithm on cloud computing platform [10-12]. 

In this paper, we study the implementation of NBI algorithm on cloud computing 
platform. The works we have done are summarized as follow. Firstly, we designed a NBI 
algorithm for the MapReduce program framework, and implemented the algorithm on 
the Hadoop platform. Secondly, we tested our implementation on Hadoop platform. 

The rest of the paper is organized as follow: Section2 discusses the NBI process 
and the MapReduce programming model. Section 3 presents the implementation of 
the NBI algorithm on Hadoop platform. Section 4 shows our experiment results and 
our analysis. Section 5 concludes the paper with pointers to future work. 

2 NBI and MapReduce 

2.1 Network-Based Inference 

Network-based inference algorithm is a new personal recommendation algorithm based 
on bipartite networks [2, 13], but it has been proved more effective than global ranking 
method (GRM) and collaborative filtering (CF) [14, 15]. Network-based inference 
algorithm is based on the following assumptions: we do not consider the content features 
of the users and items, we only treat them as abstract nodes. All information which is 
used in algorithm is hided in the choice relation between users and items. We can use the 
user-item bipartite networks to construct the relation between users and items and do the 
resource allocation to solve the problem of data sparsity, partly.  

Consider a recommender system constructed by m users and n items (for 
example, books, movies, web pages etc). In the system, if user i have collected item j, 
we can link i and j with an edge aji =1(i=1, 2… m; j=1, 2…n), otherwise, aji =0.So we 
can construct a bipartite networks with m+n nodes to express. To any target user i, 
recommendation algorithm sorts all items uncollected by i with the degree of like, and 
recommends i with the items which lead in the rank list. We assume that, all items 
collected by i have the ability that they can recommend other items. The abstract 
ability can be considered some separable resource in related items, items which hold 
resource will give more resource to the items they prefer. If we use wij express the 
resource quotas which item j will give to item i. This can be written as  

                                             1 ,        (1)

Where kj is the degree of item j, and kl is the degree of user l.  
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To a given target user, we can set the initial resource of items he has collected with 
1, others with 0.So we can have an n-dimensional 0/1 vector, which express initial 
resource allocation of the user. Obviously, the vector expresses personalized 
information, which is different to different users. We can denote the vector with ƒ, 
and the final resource allocation of this process can rewritten as                                        ′ ,        (2)

We can sort all items which target user has not collected yet with the vector ƒ’ 
corresponding element, more value means the user like more. The items which rank 
front can be recommended to the target users. 

From the above steps we can find that the calculation process of NBI algorithm 
would consume intensive computing time and computer resource. When the data set 
grows very large, the calculation would continue for several hours or even longer. 
Therefore, we propose a new method to implement the NBI algorithm on Hadoop 
platform to solve that problem. 

2.2 MapReduce Overview 

The MapReduce model is a distributed implementation model which is proposed by 
Google [16, 17]. Here, we introduce the MapReduce model and describe its working 
mechanism on Hadoop platform. 

The MapReduce model is inspired by the Lisp programming language. The 
MapReduce model abstract the calculation process into two phase: map phase and 
reduce phase. In the Map phase, the Map function which is written by the user, takes a 
set of input key/value pairs, and produces a set of output key/value pairs. The 
MapReduce library groups together all intermediate values associated with the same 
intermediate key and passes them to the Reduce phase. In the Reduce phase, the 
function also written by the user, accepts an intermediate key I and a set of values for 
that key. It merges together these values to form a possibly smaller set of values. 
Typically, none output value or only one is produced per Reduce invocation. 
MapReduce allows for distributed processing of the map and reduction operations. 
Provided each mapping operation is independent of the others, all mappers can be 
performed in parallel – though in practice it is limited by the number of independent 
data sources and/or the number of CPUs near each source. Similarly, a set of reducers 
can perform the reduction phase - provided all outputs of the map operation that share 
the same key are presented to the same reducer at the same time. While this process 
can often appear inefficient compared to algorithms that are more sequential, 
MapReduce can be applied to significantly larger datasets than "commodity" servers 
can handle a large server cluster can use MapReduce framework to sort one 
PetaByte of data in only a few hours. Before partition, users can set combine class to 
process intermediate key, most like Reduce phase. Combine able to reduce the 
intermediate results <key, value> the number, thereby reducing network traffic. 

We analyze the scheduling mechanism of the Hadoop. In the Hadoop platform, the 
HDFS block size is 64MB as default [18, 19], which can be reset by the Hadoop  
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configuration, it also determines the maximum input size of one mapper. When the 
size of the input file is larger than 64MB, the platform would split it into a number of 
small files which size is less than 64MB automatically. For one input file, the Hadoop 
platform initializes a mapper to deal with it, the line number of the file as the key and 
the content of that line as the value. In the map phase, the function which is defined 
by users deals with the input key/value and passes the intermediate key/value to the 
reduce phase, and all the intermediate key/value would be sum up in the reduce phase. 
When the task blocks are complete, the Hadoop platform would kill the corresponding 
mapper. However, if the documents are not been done all, the platform would choose 
one new file to initialize a new mapper to deal with it. The Hadoop platform should 
be circulate the above process until the map task is completed. 

3 MapReduce for NBI 

In this section we present how to implement the NBI algorithm with MapReduce 
framework. According to the introduction of the second section, we know that the 
calculation process of NBI algorithm is not easy to use the MapReduce model 
decomposition directly. So we can divide the task into 4 Hadoop jobs, every Hadoop 
job must include one mapper and one reducer function, each job finishes one step of 
the task, and then the recommendation task will be done at last. The later job input 
may use the earlier job output, so we use the sequence file as the intermediate file text 
format. It provides a persistent data structure of binary key/value pair, and it can 
quickly serialize any data type to a file to be the input of the next mapper. And we 
also implement the combiner function in NBI algorithm on Hadoop. Available 
network bandwidth in clusters limits the number of MapReduce jobs, so we should 
avoid the network transfer between Map task and Reduce task. The advantage of the 
combiner functions is combining the output key/value pairs in Map phase to reduce 
the cost of network transfer in Reduce phase. 

The first job calculates the item list for every user from the user-item log file to 
make preparation for further computing. In the Map phase, it will be a user log filter, 
the input is the raw log file with the consumer records of the users, the key is the 
offset in bytes of this record to the start point of the data file, and the value is a string 
of the content of this record. The dataset is split and globally broadcast to all mappers. 
And the output will be the <user, item> key/value pairs. Then sum all mapper file up 
to Reduce phase, and generate the item list {user, {item1, item2… item N}} for every 
user. Figure 1 shows us the MapReduce procedure of the first job. 

The second job calculates the degree for each item, and stores all of them in a 
temporary directory for the third job. The item degree can be treated as the count of 
the edges linked with the item. In the Map phase, the input is still the raw log file with 
the consumer records of the users, the output will be the <item, user> key pairs, and 
then sum all mapper file up to Reduce phase, count all users in value which the key is 
the same item, and generate the item degree pair <item, item degree> for each item.  
Figure 2 shows us the MapReduce procedure. 
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Fig. 1. The item list’s MapReduce 

The input of the third job is the output of the first job. In the mapper phase, we 
calculate the concurrence between item i and item j. The MapWritable, which is one 
of four collection classes in package org.apache.hadoop.io, will store the mapping 
relationship. In the reducer phase, the job will load the item degree list which has 
been computed by the second job in the distribute cache. Distribute cache can be used 
to distribute simple, read-only data/text files and/or more complex types such as 
archives, jars etc. Archives (zip, tar and tar.gz files) are un-archived at the slave 
nodes. Jars may be optionally added to the classpath of the tasks, a rudimentary 
software distribution mechanism. In the reduce phase we sum up the concurrence 
between every two items. In the end of the job, the output is the resource quotas 
matrix Wij as we have mentioned in section 2.1. Figure 3 shows us the MapReduce 
procedure of the third job. 

The last job we load the user-item source record which has been computed in the 
first job and stored in a temporary dictionary into the distribute cache. If the item has 
been collected by user, the item computation for the user will be skipped; otherwise, 
the item will multiply with the resource quotas matrix. At last, the output is the rating 
vector for every user. The front of the vector will be recommended to corresponding 
user. Figure 4 shows us the MapReduce procedure of the fourth job. 
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Fig. 2. The item degree’s MapReduce 

  

Fig. 3. The resource quotas matrix’s MapReduce 
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Fig. 4. The recommendation result’s MapReduce 

3.1 Algorithm Complexity Analysis 

We assume that the count of items is n, that the count of users is u, that we have m 
training records, and that there are P cores. So we can do our running-time analysis, 
for single-core NBI algorithm, we have to compute the item list and item degree for 
O(m) in the first and second job, compute the resource quotas matrix for O(un2) in the 
third job, and compute the recommendation results for O(n3) in the last job. So the 
time computation complexity of single-core NBI algorithm is O (m+un2+n3). For 
paralleled NBI algorithm, we have assumed that the resource quotas matrix 
computing can be sped up by a factor of P’ on P cores. (In practice, we expect P’ P.) 
The reduce phase can minimize communication by combining data as it’s passed 
back; this accounts for the log (P) factor. The reduce step incurs a resource quotas 
matrix communication cost of O (n2).So the time computation complexity of 

paralleled NBI algorithm is O ( ′ ′ ). The space computation 

complexity is O (n2). 

4 Experiment Results and Analysis 

In this section we show our experiment results. We implement NBI algorithm on the 
Eclipse platform, we describe the NBI’S process at section 3. Our Hadoop compute-
cluster was composed by 7 computers, one computer as a master controller and other 
6 computers as slavers. Each computer’s memory is 2 GB and INTEL Dual-core 2.6 
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GHZ CPU, operating system Linux. In the experiments we use the Netflix data set as 
the test data set. The Netflix dataset contains 480189 users, 17771 items, and 
100480507 rating. The ratings of each user are not the same, which is range from 
several to tens of thousands of movies. However, the article mainly compares the run-
time between standalone and Hadoop platform, so that we don’t consider the accuracy 
and recall. In the experiment, the number of the Hadoop cluster machine is increase 
from 3 to 7.  

We take the average time Ta as the Hadoop platform at current cluster nodes 
number and data set running time. We define Ts as the standalone’s running time. 
Speedup as an important criterion to measure our algorithm’s superiority, we define 
the speedup as follows:                                              ,        (3)

At section 3 we described the calculation process of NBI algorithm on Hadoop 
platform. As the recommendation process is based on the number of the items, when 
we use the Hadoop platform to make recommendations for many users, it is 
equivalent to assign the calculation on N slavers, so that in theory the Speedup should 
be N, N is the number of slavers.  

In the ideal case, the Speedup should be linearly related to the number of slavers. 
But we should take network cost and the file size into consideration. Every time, we 
select M (M=500, 1000, 2000, 3000, 5000) items (movies) randomly to test the 
performance. According to Heap’s Law, with the increase in number of items which 
we select, the size of data set grows exponentially.  

 

Fig. 5. Speedup of NBI on Hadoop 
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From Figure 5, that with the increase in the size of cluster, the Speedup increase 
linearly. With the increase in number of items, e.g. M=500, 1000, 2000, 3000, the size 
of data set increases, and the speedup increase linearly with the size of cluster. But 
when the size of cluster continues to increase to a threshold, the speedup will not 
grow any more, and stabilize at a certain speedup. The size of data set limits the 
number of tasks, when the size of cluster is greater than the number of tasks, the tasks 
cannot be fully parallelized to all nodes in the cluster, so the speedup will no longer 
increase. When the number of items continue to increase, e.g. M=5000, the speedup 
increase linearly with the size of the cluster. So the NBI algorithm can split the 
computing tasks effectively, and scale out linearly on Hadoop.   

5 Conclusions 

In this paper, we mainly use the MapReduce model to parallelize NBI algorithm to 
solve the scalability problem. As a stateless programming model, MapReduce cannot 
directly express NBI algorithm. To achieve our goal, we have divided the calculation 
into four jobs. Every job finishes each step of the computing work, so we can run NBI 
algorithm on Hadoop platform in parallel. The experiment results shows that our 
design algorithm in Hadoop platform to take the good performance. 

Through the experiments we find that the main drawback of the MapReduce 
framework is that we should input the file of enough size to initialize the enough 
number of mapper file to process in parallel. If the size of input is too small to split 
enough numbers of files, MapReduce framework shows its strong ability of 
distributed computing. 

In our future works, we are planning to improve the MapReduce process, to enable 
the NBI algorithm run on Hadoop platform more effectively. 
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Abstract. Collaborative filtering is a vitally central technology of personalized 
recommendation, yet its recommended result is so sensitive to users’ preferences 
that the recommender system has significant vulnerabilities. To overcome the 
addressed issue, this paper proposes a hybrid decision approach to effectively and 
efficiently detect profile injection attacks in collaborative recommender systems. 
Through modifying the algorithms of RDMA (Rating Deviation from Mean 
Agreement) and WDMA (Weighted Deviation form Mean Agreement), the hybrid 
decision approach is integrated from these modified algorithms and the UnRAP 
(Unsupervised Retrieval of Attack Profiles) algorithm. The extensive experiments 
based on three common attack models show that the proposed detection algorithm 
is the best comparing with the modified RDMA and WDMA or origin ones, by 
which the detecting accuracy significantly increases almost 35%, 25%, and 8% 
than the RMDA, WMDA, and UnRAP algorithms, respectively. Furthermore, for 
the mixed attack model, we compare it with the UnRAP algorithm and improve the 
10% accuracy. 

Keywords: Collaborative Recommender system, profile injection attacks, 
hybrid decision, attack model. 

1 Introduction 

Collaborative recommender systems are vulnerable to profile injection attacks due to 
their natural openness [1]. In these attacks, some malicious users artificially inject a 
large number of attack profiles into the systems in order to bias the recommended 
results to their advantage. Thus, how to effectively and efficiently identify and resist 
the profile injection attacks has become an urgent need to resolve problem for the 
well development and extensive application of collaborative recommender systems. 

Recent works in this area have focused on detecting and preventing profile injection 
attacks. Chirita et al. [2] proposed several metrics, e. g. RMDA (Rating Deviation from 
Mean Agreement) and WMDA (Weighted Deviation form Mean Agreement), for 
analyzing the rating patterns of malicious users and evaluate their potentials for detecting 
such attacks. Su et al. [3] developed a spreading similarity algorithm in order to detect 
groups of similar attackers. Williams et al. [4] trained three supervised classifiers to 
detect the attacks by extracting the features of user profiles. Although these classifiers 
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can successfully detect the attacks of various attack sizes and filer sizes, they suffer from 
low precision and need a large number of training samples [5]. O’Mahony et al. [6] 
presented several techniques to defend against the attacks, including new strategies for 
neighborhood selection and similarity weight transformations. Hurley et al. [7] designed 
supervised and unsupervised Neyman-Pearson detectors based on statistical detection 
theory, respectively. These detectors can only detect the attack profiles that have the 
certain distributions. Mehta et al. [8] believed that the information contributed to a 
recommender system by attack profiles was less than that of genuine profiles and showed 
a PCA (Principal Component Analysis) based detection algorithm to filter the attack 
profiles. Bryan et al. [9] cast the detection problem as a problem of detecting anomalous 
structure in network analysis and proposed a detection algorithm, which is called UnRAP 
(Unsupervised Retrival of Attack Profiles), to identify the attack profiles by introducing 
the variance adjusted mean square residue. The UnRAP algorithm is fairly accurate in 
detecting various standard attacks, however, the recall of this algorithm declines sharply 
when detecting a mixed attack. In Refs. [11-15], they compute the reputation or influence 
of user in recommender systems to find the attack profiles. 

In the current work, the hybrid decision approach to detect the profile injection attacks 
includes: (1) we first modify the RMDA and WMDA algorithms, and name the new 
algorithms with RMDA_mod and WMDA_mod. (2) The two modified algorithms and 
the UnRAP algorithm is integrated together to construct the hybrid decision approach. (3) 
We conduct experiments on the MovieLens dataset and verify the proposed approach is 
effectively and efficiently to detect the random, average, bandwagon and mixed attacks. 

The rest of the paper is organized as followings: An overview of attack models 
used in this paper is described in section 2. The strategies of attack detection are 
introduced in section 3. The experiments and comparing results of strategies are 
shown in section 4. Finally, we conclude our work in last section. 

2 Attack Models 

An attack against a collaborative recommender system consists of a set of attack profiles, 
biased profie data associated with fictitious user identities, and a target item. The attacker 
usually wishes that the target item is recommended more high by the system (i.e. a push 
attack), or hindered from the recommendation of system (a nuke attack). Herein, we 
concentrate on the push attacks based on a number of attack models, which are 
constructed from the knowledge of the recommender system, including the rating data, 
items and users, and will evaluate the strategy of attack detection in the context of the 
widely studied random, average and bandwagon attacks [10]. To keep our work self-
contained, the following parts simply introduce these attack models.  

2.1 Random Attack 

In random attack model, the attacker firstly selects a target item to rate a reservation 
value. Then, the attacker randomly chooses a subset from a certain percentage of 
items of the system, and rates them with random values following a distribution with 
mean being the average of all user ratings across all items. The domain knowledge 
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required to launch random attack is quite minimal, especially the average rating for all 
users in many systems are opened, which makes attackers easy get these information. 
However, the random attack is not particularly effective in real B2C environment. 

2.2 Average Attack 

The average attack is similar to the random attack that filler items are selected 
uniformly from the system item set. The only difference is the way rating the value of 
the selected items. In average attack, rating for each selected item is computed based 
on more specific domain knowledge of the individual mean for each selected item. So 
the average attack required the more domain knowledge. Average attack has been 
found to outperform than the random attack in Ref. [10].  

2.3 Bandwagon Attack 

The basic idea of Bandwagon attack is that in the systems a few items can attract most 
users. The bandwagon attack can be viewed as an extension to random attack, where it 
has to utilize some additional knowledge, which is used to identify a few of the most 
popular items in a particular domain. In real B2C environment, the attackers choose those 

popular or selling items as part of the attack profile, and rate these items with maxr  (the 

maximal value of rating scale). Then, the attackers select a target item and randomly pick 
up a subset from a certain percentage of items of the system of which the rates randomly 
follow within the rating scale like that of random attack. The attack profiles of 
Bandwagon attack have a good probability of being similar to a large number of users. It 
has been demonstrated that the bandwagon attack significantly outperforms than both 
random and average attacks, and needs the low cost of domain knowledge. 

3 Detection Algorithm Based Hybrid Decision Approach 

3.1 Basic Definition 

Before illustrating the detection algorithm based hybrid decision approach, we have to 
introduce the basic definitions, RMDA-score, WMDA-score, and UnRAP-score, 
according to the detection algorithms of RMDA, WMDA, and UnRAP [2, 9]. 

Definition 1 RMDA-score：Given a rating matrix D, the RMDA-score of a user u in 
D is computed by using the following equation: 

u
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where uir  denotes the rating of user u on item i, uN  indicates the number of the 

items rated by user u, ir.  indicates the average rating of all users in D on item i, iNR  

is the whole value of the item i given by the users. 
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Definition 2 WMDA-score：Given a rating matrix D, the WMDA-score of a user u 
in D computed by using the following equation: 

u
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where uir  denotes the rating of user u on item i, uN  denotes the number of the items 

rated by user u , ir.  indicates the average rating of all users in D on item i, iNR  

denotes the whole value of the item set i given by the users. 

Definition 3 UnRAP-score：Given a rating matrix D, the UnRAP-score of a user u 
in D is computed by using the following equation: 
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where uir  denotes the rating of user u on item i, ir.  indicates the average rating of 

all users in D on item i, .ur  and UIr  are the average of rating scores voted by user u 

on all item set I and rating scores in the whole D, respectively. 

3.2 Modified RMDA and WMDA Algorithms 

Based on the basic definitions, we herein modify the RMDA and WMDA algorithms, 
which are named by RMDA_mod and WMDA_mod, respectively. Because their 
modified procedures are similar, we only show one of them with following steps: 

Step 1: User profile scoring using the RMDA-score (WMDA-score): We need 
compute the RMDA-score and WMDA-score to all users in the database according to 
Equations (1) and (2). 

Step 2: Retrieval of target item: In the second step, the top-n highest scoring 
users from the sorted user list are examined to identify the target item. In the 
experiment, regardless of attack or filler size, we only examine the top-20 users (i.e., 

n=20). The target item ti  can generally be detected by retrieving the item which 

deviates most from the mean user rating. In general, the item with the largest 

consistent deviation over the top-20 users is selected as target item ti . 

Step 3: Retrieval of attack profiles: A sliding window (of 10 users in size) is 
passed along the sorted user list. At each step, the window is shifted by one user and 
the sum of the rating deviation for the target item over the current 10 users is  
 



 A Hybrid Decision Approach to Detect Profile Injection Attacks 381 

 

computed. The iteration is terminated when the deviation of the target item reaches or 
exceeds zero. The final filtering procedure is applied to reduce the users who haven’t 
rated the target item. After that, the remaining user set is returned as attack profiles 

for the target item ti . 

3.3 The Integrated Hybrid Decision Approach 

The hybrid decision approach is based on the idea that a user profile may be an attack 
profile if it conforms to the distributing feature of attack profiles when detected by 
three (or more) unsupervised detection algorithms. In Fig. 1, we illustrate the hybrid 
decision approach (denote MIX) based on the modifying algorithms of RDMA and 
WMDA and UnRAP algorithm.  

                     

Fig. 1. Hybrid common decision approach 

Its details of process are described as below: 

(1) Given a rating database D, the RMDA-score, WMDA-score and UnRAP-score 
of each user profile in D are computed. 

(2) Based on the RMDA-score, WMDA-score and UnRAP-score, we obtain three 
groups of the potential attack profiles.  

(3) Based on the potential attack profiles groups acquired from step two, we decide 
the attack profile if it at least belongs to two groups. 

4 Experiments and Evaluations  

4.1 Design of Experiments 

In our experiments, we use the publicly available Movie-Lens100K data set [16]. The 
data set totally consists of 100,000 ratings on 1682 movies by 943 users. Ratings are 
integer values between 1 (low) and 5 (high). The testing date set includes the users 
who have rated at least 20 movies. 

In this study we generate the random, average and bandwagon and mixed attack 
strategies according to the attack models described in Section 2. The size of attack  
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profiles injection into the system are 2%, 5% and 10% and filler sizes of each attack 
profile are 3%, 10% and 40% are generated. All the results are averaged over 100 
randomly selected target items. 

To measure the detection performance, the standard measurements of precision and 
recall are used, which are shown as follows: 

FPTP

TP
ecision

+
=Pr                            (5) 

FNTP

TP
call

+
=Re                              (6) 

where TP is the number of attack profiles correctly detected, FP is the number of 
genuine profiles misclassified as attack profiles, and FN is the number of attack 
profiles misclassified as genuine profiles. 

4.2 Results 

We first present the experimental result is acquired from the measurements of five 
detection algorithms at random, average and bandwagon attacks. The precision and 
recall are concurrently shown in Tables 1, 2 and 3 under the condition of different 
filler size and attack size. Concretely, Table 1 indicates the result of random attack, in 
which the recalls of five algorithms are almost same, yet their precisions are obvious 
distinct. The performances of WMDA_mod, UnRAP and MIX are much better than 
the RMDA, WMDA, which suggests that the random attack is almost uncovered by 
the MIX. Following that, Table 2 describes the result of average attack, in which the 
RMDA, WMDA, and their modification are useless for the average attack according 
to the detecting precisions, and the MIX behaves the best for all indices. Finally, we 
present the result of bandwagon attack in Table 3. The RMDA_mod, WMDA_mod, 
and MIX show the better performance. For the smaller, the MIX behaves the best 
precision, while for the middle filler size the RMDA_mod overcome the MIX. The 
WMDA_mod and MIX perform the same the precision at the large attack size and 
filler size. By consider the whole performance of three attack strategies, we can 
conclude that the detecting accuracy of MIX significantly increases almost 35%, 25%, 
and 8% than the RMDA, WMDA, and UnRAP, respectively.   

In the experiments, we also consider the mixed attack strategy. Table 4 and 5 
describe the precisions and recalls of MIX comparing with the UnRAP at the random-
average mixed attack and average -bandwagon mixed attack, respectively. As shown 
in Table 4, the precision and recall of the MIX are better than the UnRAP in all cased 
at the random-average mixed attack. For the average-bandwagon mixed attack, only 
with smaller attack sizes (e.g. attack size 2%), the UnRAP overcomes the MIX. Thus, 
the detecting results show that the MIX is also able to effectively and efficiently 
detect the mixed attack, and can improves 10% comparing with the UnRAP algorithm 
under the condition of mixed attack.  
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Table 1. Precision and Recall on test set with random attack of various attack sizes and filler 
sizes 

 Filler Size 3% 10% 40% 
Attack Size 2% 5% 15% 2% 5% 15% 2% 5% 15

% 
 

 
Precision 

RMDA 0.07 0.23 0.66 0.07 0.2 0.56 0.07 0.16 0.4
5 

RMDA_mod 0.61 0.82 0.95 0.99 0.99 1.0 0.97 0.99 0.9
9 

WMDA 0.13 0.35 0.76 0.12 0.3 0.69 0.09 0.22 0.5
4 

WMDA_ 
mod 

1.0 1.0 1.0 0.99 0.99 1.0 0.99 1.0 1.0 

UnRAP 0.98 0.99 1.0 0.99 0.99 0.99 0.99 0.99 1.0 
MIX 0.99 0.99 1.0 0.99 1.0 1.0 0.99 1.0 1.0 

 
 

   Recall 

RMDA 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
RMDA_ mod 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

WMDA 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
WMDA_mod 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

UnRAP 0.99 0.99 1.0 0.99 1.0 1.0 0.99 1.0 1.0 

MIX 0.99 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

Table 2. Precision and Recall on test set with average attack of various attack sizes and filler 
sizes 

 Filler Size 3% 10% 40% 

Attack Size 2% 5% 15% 2% 5% 15% 2% 5% 15% 

 
 
 

Preci 
-sion 

RMDA 0.03 0.04 0.0 0.01 0.0 0.0 0.0 0.0 0.0 
RMDA_mod 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

WMDA 0.06 0.18 0.55 0.09 0.22 0.54 0.09 0.22 0.54 

WMDA_ mod 0.02 0.05 0.18 0.02 0.09 0.24 0.05 0.11 0.26 

UnRAP 0.96 0.98 0.98 0.84 0.98 0.98 0.98 0.99 0.99 

MIX 0.97 0.99 0.99 0.98 1.0 1.0 0.97 0.99 1.0 

 
 
 

 
Recall 

RMDA 0.49 0.26 0.0 0.04 0.0 0.0 0.0 0.0 0.0 

RMDA_mod 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

WMDA 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
WMDA_ mod 0.86 0.92 0.92 0.89 0.92 0.96 0.92 0.99 1.0 

UnRAP 0.74 0.82 0.88 0.76 0.94 0.95 0.99 1.0 1.0 

MIX 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
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Table 3. Precision and Recall on test set with bandwagon attack of various attack sizes and 
filler sizes 

 Filler Size 3% 10% 40% 

Attack Size 2% 5% 15% 2% 5% 15% 2% 5% 15% 

 
 
  
Preci 
-sion 

 
 

RMDA 0.06 0.18 0.55 0.02 0.06 0.22 0.0 0.0 0.04 

RMDA_mod 0.61 0.82 0.95 0.99 0.99 1.0 0.97 0.99 0.99 
WMDA 0.11 0.29 0.66 0.11 0.28 0.65 0.09 0.21 0.52 

WMDA_ mod 0.74 0.99 1.0 0.81 0.99 1.0 0.84 1.0 1.0 

UnRAP 0.09 0.18 0.31 0.05 0.12 0.23 0.05 0.11 0.16 

MIX 0.82 0.99 1.0 0.8 0.9 0.99 0.77 1.0 1.0 

 
 

 
 
  
 
Recall 

RMDA 0.53 0.49 0.55 0.17 0.28 0.43 0.0 0.0 0.09 

RMDA_ mod 0.51 0.57 0.76 0.99 0.99 0.98 0.98 0.99 0.94 
WMDA 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

WMDA_ mod 0.82 0.99 1.0 0.86 1.0 1.0 0.87 1.0 1.0 

UnRAP 0.84 0.97 0.99 0.44 0.63 0.76 0.43 0.52 0.63 

MIX 0.93 1.0 1.0 0.91 1.0 1.0 0.88 1.0 1.0 

Table 4. Precision and Recall on test set with random and average mixed attack of various 
attack sizes and filler sizes 

 Filler 
Size 

3% 10% 40% 

Attack 
Size 

2% 5% 15% 2% 5% 15% 2% 5% 15% 

 
Preci 
-sion 

UnRap 0.68 0.98 0.99 0.91 0.97 0.99 0.98 0.99 0.99 

MIX 0.98 0.98 0.99 0.98 0.99 0.99 0.95 0.99 0.99 

 
Recall 

UnRap 0.3 0.45 0.48 0.41 0.48 0.49 0.45 0.48 0.49 

MIX 0.62 0.86 0.97 0.77 0.98 0.87 0.82 0.52 0.51 

Table 5. Precision and Recall on test set with average-bandwagon mixed attack of various 
attack sizes and filler sizes 

 Filler 
Size 

3% 10% 40% 

Attack 
Size 

2% 5% 15% 2% 5% 15% 2% 5% 15% 

 
Preci 
-sion 

UnRap 0.71 0.96 0.96 0.74 0.98 0.99 0.73 0.98 0.99 

MIX 0.48 0.98 0.98 0.57 0.97 0.99 0.71 0.94 0.99 

 
Recall 

UnRap 0.28 0.39 0.54 0.39 0.45 0.47 0.56 0.66 0.77 

MIX 0.41 0.86 0.97 0.57 0.99 0.99 0.77 0.95 0.98 
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5 Conclusions 

Collaborative recommender systems are vulnerable to profile injection attacks. In this 
paper, based on the RMDA and WMDA algorithms, we first make their modification, 
named by RMDA_mod and WMDA_mod. Furthermore, we integrate the 
RMDA_mod, WMDA_mod and UnRAP algorithms into a hybrid decision approach. 
The hybrid decision approach overcome the algorithm in three separate attacks, and 
can effectively and efficiently detect the standard attack and mixed attacks. Through 
extensive experiments, the results proved our algorithm is effective and efficient, 
which show that the detecting accuracy based on hybrid decision approach 
significantly increases almost 35%, 25%, and 8% than the RMDA, WMDA, and 
UnRAP algorithms, respectively, and improves 10% comparing with the UnRAP 
algorithm under the condition of mixed attack. 

We think the reason for the hybrid decision approach improves the detecting 
accuracy is that the single detecting algorithms just consider one factor to detect the 
attack users, but the attack users may have more than one feature. The hybrid decision 
approach analysis the factors by synthesis, so the result of detecting can be better than 
the single detecting algorithms. 

Although the hybrid decision approach proposed obviously improves the detecting 
accuracy, it cannot solve all of the attack issues in real B2C environment. Our work is 
still based on the User-Item bipartite network to find attack profiles. In the future 
work, we will take into account the established the User-User network and study the 
network structure in order to find the differences between attack profiles and genuine 
profiles. 
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1 Institute of Information Economy, Hangzhou Normal University, 310036 Hangzhou,
People’s Republic of China

2 Department of Physics, University of Fribourg, Chemin du Musée 3,
CH-1700 Fribourg, Switzerland

an.zeng@unifr.ch

Abstract. The online social systems are now playing a more and more
important role in our daily life. Information coming from such systems is
more personalized and preferable than those from search engines and por-
tals. Those systems are normally described by directed networks where
the nodes represent users and the information spreads from leaders to
followers. Therefore, the selection of suitable leaders determines the qual-
ity of the coming information. In this paper, we propose a leader rec-
ommendation method based on a local structure consisting of 4 nodes
and 3 directed links. The simulation results on real networks show that
our method can accurately recommend the potential leaders. Moreover,
further investigation on recommendation diversity indicates that our rec-
ommendation method is very personalized. Finally, we remark that our
method can be easily extended to improve the existing link prediction
algorithms in directed networks.

Keywords: Leader recommendation, Online social systems, Subgraph.

1 Introduction

With the development of the online social websites such as Digg.com and Twit-
ter.com where users select others as information sources and import stories or
tweets from them, more and more people rely on these systems for information.
A wise choice of leader will provide the user with very personalized and interest-
ing information, while a random choice of leader will end up receiving irrelevant
and boring information [1].

In the past few years, more and more attentions have been paid to investigate
what is the efficient topology structure for such systems [2,3]. In principle, users
are more likely to select the most similar users as their leaders since they often
share common interests [4,5]. Accordingly, a new type of approach called social
recommendation emerges where the system will recommend the potential leaders
to the user instead of directly recommending news or products [6].
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Recently, a framework has been proposed to mimic the news spreading process
in online social systems. An adaptive news recommendation model is designed
to recommend users with the most suitable leader candidates by analyzing their
historical reading records [7]. More specifically, when a user in this model reads
a news, she can either approve or disapprove it. If approved, the news further
spreads to followers of this user. Each user has an evolving set of leaders (i.e.,
information sources, according to the terminology of the original paper) and
can become a leader of other users. Simultaneously with spreading of news,
the leader-follower network evolves with time to best capture similarity of users.
In [7] they applied agent-based modelling to simulate the system’s behaviour and
test model’s performance. Based on this framework, the user reputation [8], im-
plicit ratings [9], link reciprocity [10], scale-free leadership [11] and local rewiring
algorithm [12] are detailedly investigated.

However, these adaptive models require the information of users’ reading be-
haviors, namely approval or disapproval of the news. The deficiency of such
information will definitely decrease the recommendation accuracy. Furthermore,
this model cannot work in the systems without any reading information. In this
case, how to well utilize the network topology to recommend leaders is a cru-
cial problem as well as a challenge for very large-scale systems [13]. Motivated
to design an algorithm of both effectiveness and efficiency, in this paper, based
on a local structure consisting of 4 nodes and 3 directed links, we propose a
leader recommendation method with preferential selection, named the Prefer-
ential Motif-based Recommendation (PMR) method. We examine our method
on three typical real networks, Political blog, Slashdot and Wikipedia. The re-
sults suggest that our method can accurately recommend the potential leaders
for users. In addition, through the investigation on recommendation diversity
of the PMR algorithm, it shows that the recommendation from PRM is very
personalized.

From the practical point of view, the PMR method evolving local information
will significantly speed up the recommendation process compared to the tradi-
tional reading-record-based method. Thus it is applicable to large-scale system
due to its low computational complexity. Additionally, since how to predict miss-
ing links in directed networks is still a not well-solved problem [14], we finally
remark that our method can be easily extended to further improve the existing
link prediction methods [15].

2 Method and Data

Previous studies showed that the “Bi-fan” structure, a subgraph consisting of
4 nodes and 3 links, plays very important role in directed networks [16]. The
prediction based on this structure is much more accurate than some other sub-
graphs [15]. Inspired by these results, we here propose a “Bi-fan”-based method
to recommend potential leaders to target user in online social system with the
consideration of preferential attachment mechanism. We therefore call it Prefer-
ential Motif-based Recommendation method. In the following, our method will
be referred as PMR.
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Fig. 1. A simple example to illustrate how to find the “Bi-fan” structure for a target
user a

An online social system can be represented by a directed network where nodes
are users and links represent follower-leader relationships. If user i selects user
j as leader, there is a link from i to j, and the information will spread from
j to i. In this directed network, the meaning of the “Bi-fan” structure can be
interpreted in the following way. For a target user i, we first find the leaders that
i has already chosen. Then the users who have at least one common leader with
user i are found and defined as “relevant users of i”. Finally, the leaders of the
relevant users are candidates that will be recommended to user i. According to
this process, there will be a path from the target user to the final candidates,
namely “i→ i’s leader← relevant user of i→ candidate j”. Clearly, if a candidate
j is involved in many of these paths starting from the target user i, j is more
suitable to be i’s leader since most of i’s relevant users have chosen j as a leader.
If user i accepts j as leader, a “Bi-fan” structure will be generated. Therefore,
for each candidate j, what we need to do is to calculate cij as the number of
generated “Bi-fan” subgraphs by adding the directed link from i to j, namely
the number of above mentioned paths from i to j. Larger cij indicates higher
probability to be recommended. Figure 1 gives an example of how to calculate
the number of “Bi-fan” structure. Let node a be the target user. The first step
is to find the leader of user a. In the second step we find nodes c and d as the
relevant users of a. Then the leaders of the relevant users, namely nodes e and
f are potential candidates. For node e there is only one path “a→ b ← c → e”,
while for node f there are two paths “a→ b ← c → f” and “a→ b ← d → f”,
indicating that node f is more likely to be recommended.

In this paper, we consider three real datasets: political blog, slashdot and
wikipedia. The political blog is a directed network of hyperlinks between weblogs
on US politics, recorded in 2005 [19]. The data has 1224 nodes and 19090 links.
The slashdot is a directed network of users’ friendship in a news sharing website
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(www.slashdot.org), recorded in February 2009 [20]. The data has 82168 nodes
and 948464 links. The wikipedia is a directed network of user voting in wikipedia
website (www.wikipedia.com) [21]. The data has 7115 nodes and 103689 links.

Empirical analysis shows that there is a positive correlation between cij and
j’s in-degree kj (i.e., the number of followers), see fig. 2. This result indicates that
if we use cij to recommend leaders to user i, the high in-degree users have much
higher chance to be ranked ahead in the recommendation list. Therefore, we use
the user in-degree kj to adjust the bias for high in-degree users. Accordingly, the
final recommendation score for each user j can be expressed as

sij = cijk
α
j , (1)

where α is a tunable parameter reflecting the impact of kj . When α < 0, the
leader recommendation method will prefer the user with relatively small in-
degree, and vice versa.
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Fig. 2. The correlation between cij and user in-degree kj in (a) Political blogs, (b)
Slashdot and (c) Wiki dataset

To test the algorithm performance we randomly remove a certain rate (p) of
the links as the probe set denoted as EP [17]. We then apply the algorithm to
the remainder (the training set denoted as ET ) to produce a recommendation
list for each user. In order to test the robustness of our method, we calculate the
different cases where p = 10%, p = 20% and p = 30%.

3 Results

In this section, we are going to discuss the performance of the PMR method
from the aspect of recommendation accuracy and diversity. The exact value of
each metric discussed below can be seen in table I.

3.1 Recommendation Accuracy

In order to measure the accuracy of the recommendation result, we make use of
the ranking score index [18]. For a target user i, the recommender system will
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Table 1. The performance of the PMR method in Political blog, Slashdot and Wiki
data. p is the proportion of the probe set. For the accuracy metrics, R is the overall
ranking score of the system and Rk≤10 is the average ranking score of the users who have
at most 10 followers (i.e., in-degree≤ 10). For the diversity metrics, H is the hamming
distance and N is the novelty. The recommendation list length is set as L = 20. The
results under the optimal parameter is marked in black and the performance of the
case α = 0 is given for comparison.

Network p Rα=0, R∗, Rα=0
k≤10, R

∗
k≤10, H

α=0, H∗, Nα=0, N∗

10% 0.0591 0.0579 0.2031 0.1829 10.05 10.68 131.24 122.13
Political Blogs 20% 0.0638 0.0628 0.2096 0.1911 10.07 10.65 117.59 109.38

30% 0.0673 0.0666 0.2053 0.1878 10.08 10.47 100.79 92.27

10% 0.0867 0.0853 0.2385 0.2300 16.97 18.36 499.66 262.26
Slashdot 20% 0.1101 0.1100 0.2600 0.2532 18.07 18.75 287.44 155.01

30% 0.1261 0.1261 0.2791 0.2738 18.03 18.74 251.42 135.54

10% 0.0347 0.0298 0.1760 0.1281 12.42 13.92 162.73 82.52
Wiki 20% 0.0360 0.0321 0.1656 0.1190 11.85 13.27 146.42 72.44

30% 0.0382 0.0359 0.1612 0.1175 11.55 12.67 120.41 60.10

return a ranking list of all her unconnected users according to the recommenda-
tion scores. For each hidden leader-follower relation (i.e., the link in probe set),
we measure the rank of the leader in the recommendation list of this user i. For
example, if there are 1000 unconnected user for the target user i, and user j is at
10th place, we say the position of this user j is 10/1000, denoted by Rij = 0.01.
A successful recommendation result is expected to highly recommend the real
leader in the probe set, and thus leading to small ranking score. Averaging over
all the hidden leader-follower relations, we obtain the mean value of ranking
score to evaluate the recommendation accuracy, namely

〈R〉 = 1

|EP |
∑

ij∈EP

Rij , (2)

where ij denotes the probe link connecting user i and user j. Clearly, the smaller
the ranking score, the higher the algorithm’s accuracy, and vice versa.

The dependence of recommendation ranking score R on the parameter α is
reported in fig. 3. As we can see, R in all three data sets are close to 0, which
indicates that the recommendation accuracy is quite high. Moreover, we find
that the lowest ranking score denoted by R∗ can be obtained at the optimal
parameter α∗ which is negative in all three datasets. With a negative α, the
recommendation scores of high in-degree candidates are depressed. In this way,
some relevant yet not so popular users can have the opportunity to be recom-
mended and the recommendation accuracy is enhanced accordingly. Similar idea
has been applied to design a preferential diffusion method for recommendation
in user-object bipartite networks. Readers are encouraged to see Ref. [22] for
more details.
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Fig. 3. The dependence of ranking score R on the parameter α in three datasets: (a)
Political blog, (b) Slashdot and (c) Wiki

Moreover, we compare the PMR method with two very straight-forward but
non-personalized leader recommendation methods: (i) Popularity-based method
will recommend the users according to their in-degree (i.e., number of followers).
Users with more followers are ranked ahead. (ii) PageRank-based method [25]
will recommend the users according to the PageRank score. Users with higher
PageRank score are ranked ahead. The comparison of the ranking score of these
three methods are shown in table II. Obviously, the PMR performs best.

Table 2. The comparison of the recommendation accuracy (ranking score) of the
popularity-based method, pagerank-based method and PMR method. The results for
PMR method is under the optimal parameter α∗. The best performance is marked in
black.

dataset Political Blogs Slashdot Wiki
p 10% 20% 30% 10% 20% 30% 10% 20% 30%

popularity-based 0.0863 0.0972 0.0976 0.2439 0.2324 0.2336 0.0746 0.0739 0.0730
pagerank-based 0.0871 0.0943 0.0945 0.2870 0.3089 0.3195 0.0776 0.0765 0.0752
PMR 0.0579 0.0628 0.0666 0.0853 0.1100 0.1261 0.0298 0.0321 0.0359

An universal challenge for recommendation systems is the cold-start problem.
That is to say, the new users or small in-degree users (referred as cold users) are
quite difficult to be correctly recommended to the right users since they have only
limit historical information. To monitor how accurate the small in-degree users
are recommended by our method, we further make use of the local ranking score
Rk≤10 which is the average ranking score of the recommended users who have at
most 10 followers (i.e., in-degree≤ 10). The dependence of Rk≤10 on parameter
α are reported in fig. 4 (a)-(c). As we can see, the ranking score increases with
the increasing of α. With a negative α, the recommendation accuracy on cold
users can be largely improved.

To show how the ranking score varies on users with different value of in-
degrees, we additionally investigate the degree-dependent ranking score Rk. The
Rk is defined as the average ranking score over users with the same value of
in-degree k. In fig. 4 (d)-(f), the relation between Rk and the user’s degree
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Fig. 4. The dependence of local ranking score Rk≤10 on the parameter α in three
datasets: (a) Political blog, (b) Slashdot and (c) Wiki. The degree-dependent ranking
score Rk is shown in (d) Political blog, (e) Slashdot and (f) Wiki.

k is displayed at the optimal parameter α∗. Besides, we also plot the results
under the case where α = 0 (pure recommendation based on “Bi-fan” structure)
for comparison. Obviously, the ranking score of small in-degree users can be
significantly decreased by introducing a negative parameter α. Although the
improvement becomes more and more unnoticeable with the increasing of k, the
recommendation accuracy of popular users can also be effectively preserved by
the PMR method.

3.2 Recommendation Diversity

Another important aspect for recommendation is the diversity of the recommen-
dation results. Here, we consider two kinds of diversity measurements. One is
called interdiversity, which considers the uniqueness of different users’ recom-
mendation lists. Given two users ui and uj , the difference between their recom-
mendation lists can be measured by the Hamming distance,

Hij(L) = 1− Tij(L)

L
, (3)

where Tij(L) is the number of common leaders in the top-L places of both
lists. Clearly, if ui and uj have the same list, Hij(L) = 0, while if their lists
are completely different, Hij(L) = 1. Averaging Hij(L) over all pairs of users,
we obtain the mean distance H(L), for which bigger or smaller values mean,
respectively, greater or lesser personalization of users’ recommendation lists.

Highly accurate recommendations itself might not be satisfied by users. A
diverse recommender algorithm should be able to find the new or not so pop-
ular leaders who cannot be easily known by other ways yet match users’ taste
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Fig. 5. The performance of our method in recommendation diversity measured by
Hamming distance and Novelty in (a)(d) Political blog, (b)(e) Slashdot and (c)(f)
Wiki datasets

and forward many relevant news or stories to the followers. The metric novelty
quantifies the capacity of an algorithm to generate novel and unexpected results,
that is to say, to recommend less popular leaders unlikely to be already known.
The definition reads

Ni(L) =
1

L

∑
oα∈Oi

α

koα (4)

where Oi
α is the recommendation list for user ui .Clearly, lower popularity in-

dicates higher novelty and surprisal. Averaging Ni(L) over all users, we obtain
the mean popularity N(L) for the system.

In this paper, we set the recommendation list L = 20 and report the results of
hamming distance and novelty in fig. 5. Clearly, with a negative α, our method
significantly outperforms the case where only “Bi-fan” structure is considered
(i.e. α = 0). More specifically, the hamming distance generally decreases with
the increasing of α while the novelty increases with α. For the sake of recommen-
dation accuracy, the optimal α∗ is set as a negative value where the hamming
distance is larger than the case where α = 0 and the novelty is also smaller than
the case where α = 0. Taken together, the recommendation diversity can be
largely enhanced by introducing the in-degree preferential parameter α in the
PMR method.

4 Conclusion

Leader recommendation is a very timely and important problem due to the rapid
development of the online social networks for information sharing. Most of the
previous works focused on using the historical reading records to calculate the
similarity between users and make the recommendation accordingly. Apparently,
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the recommendation accuracy is heavily depend on the historical information.
The absence of such information will definitely hamper the application of this
kind of methods. Therefore how to well utilize the network topology to rec-
ommend leaders is a challenge problem especially for very large-scale systems.
In this paper, we propose a preferential motif-based recommendation method,
which has high performance in both recommendation accuracy and diversity.

From the practical point of view, our method can significantly improve the al-
gorithm efficiency comparing with the traditional leader recommendation meth-
ods for its lower memory space (only the network topology information is re-
quired) and computational complexity. Finally, we remark that our method can
be easily extended to solve the problem of link prediction and noisy link identi-
fication in directed networks [23,24].
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ing topology adaptation in information-sharing social networks. Phys. Rev. E 85,
046108 (2012)

11. Zhou, T., Medo, M., Cimini, G., Zhang, Z.-K., Zhang, Y.-C.: Emergence of scale-
free leadership strcuture in social recommender systems. PLoS One 6(7), e20648
(2011)

12. Chen, D.-B., Gao, H.: An improved adaptive model for information recommending
and spreading. Chin. Phys. Lett. 29, 048901 (2012)



396 H. Liu et al.
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15. Zhang, Q.-M., Lü, L., Wang, W.-Q., Zhu, Y.-X., Zhou, T.: Potential Theory for
Directed Networks. arXiv:1202.2709v1 (2012)

16. Milo, R., Shen-Orr, S., Itzkovitz, S., Kashtan, N., Chklovskii, D., Alon, U.: Network
Motifs: Simple Building Blocks of Complex Networks. Science 298, 824 (2002)

17. Zhou, T., Kuscsik, Z., Liu, J.-G., Medo, M., Wakeling, J.R., Zhang, Y.-C.: Solv-
ing the apparent diversity-accuracy dilemma of recommender systems. Proc. Natl.
Acad. Sci. 107, 4511–4515 (2010)

18. Herlocker, J.L., Konstan, J.A., Terveen, K., Riedl, J.T.: Evaluating collaborative
filtering recommender systems. ACM Transactions on Information Systems 22,
5–53 (2004)

19. Adamic, L.A., Glance, N.: The political blogosphere and the 2004 U.S. election:
divided they blog. In: Proceedings of the WWW-2005 Workshop on the Weblogging
Ecosystem (2005)

20. Leskovec, J., Lang, K., Dasgupta, A., Mahoney, M.: Community Structure in Large
Networks: Natural Cluster Sizes and the Absence of Large Well-Defined Clusters.
Internet Mathematics 6(1), 29 (2009)

21. Leskovec, J., Huttenlocher, D., Kleinberg, J.: Predicting positive and negative links
in online social networks. In: CHI (2010)
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Abstract. Mobile reading on ’smart’ terminals (like smartphones and
tablet computers)is an increasing popular subject, and the recommen-
dations of e-books for users also begin to attract more attentions. In
this paper, we mainly demonstrate the performance of the personalized
recommendation on the mobile reading platform, based on the analy-
sis of the reading records on mobile phones. The analysis results of the
feedback of users for the recommendations show that the personalized
recommendation based on the mass diffusion algorithm is much better
than the algorithm of the mobile company used before. In particular,
both the number of the motivated page views and the motivated users
have a dramatically increase. All these results indicate that the mass
diffusion algorithm has an outstanding performance on the mobile read-
ing recommendation, which can help users quickly find the books they
are interested in. Meanwhile, it help the company enlarge the customer
volume and improve the customer experience.

Keywords: personalized recommendation, network-based algorithm, mass
diffusion, mobile reading platform.

1 Introduction

Over the last decades, recommendation system as a hot area not only has re-
ceived the attention of the researchers, but also as an important technology has
been widely used by many e-commerce companies to deal with information over-
load and provide personalized services. These applications include recommending
books by douban [1], movies by Netflix [2], and other products at Amazon.com
[3] or taobao.com [4]. Moreover, with the rapid development of mobile technol-
ogy, more and more people use their mobile phones for browsing, shopping and
reading. These provide opportunities for retailers to drive sales through mobile
websites and applications, and also provide a new platform for recommender
applications.

Motivated by the significance in economy and society [5], the design of an
efficient recommendation algorithm becomes a joint focus from engineering sci-
ence to marketing practice. Various kinds of algorithms have been proposed,
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including collaborative filtering [6–8], content-based analysis [9], spectral analy-
sis [10], iteratively self-consistent refinement [11], principle component analysis
[12], and so on. Recently, some physical dynamics, including heat conduction
process [13] and mass diffusion [14–19], have been introduced into personalized
recommendation. These physical approaches exhibit both high efficiency and low
computational complexity.

In this paper, we mainly adopt the mass diffusion algorithm [14] to achieve
the personalized recommendations for users. In Section 2, we do a series analysis
of the reading data of the mobile phone users, and achieve some valuable results.
Then, using the mass diffusion algorithm we calculate the recommended list, and
push the recommendations to users by short message. In Section 3, we analyse
the effects of the feedback of the recommendation. In Section 4, the summary
and discussion are given.

2 Data Analysis and Algorithm Description

2.1 Data Analysis

In order to optimize the performances of the recommendation algorithm, we
made a series of analysis on the data of the e-book reading records of the mobile
users in advance. Figure 1 gives the time series of the users’ page view (pv for
short). When a user views a page, it is recorded one pv. The records include
24003 users related with 41519 books, ranging from March 1, 2011 to July 19,
2011. From Fig. 1 we can find that there are obvious local peaks, especially for
the charged-pv (it is charged for viewing pages). We call this weekend effect,
which means the users tend to read e-books at weekend. Based on this finding,
we infer that weekend maybe a good time for recommendation. It’s worth noting
that the weekend effect is not obvious for free-pv(it is free for viewing pages),
because the reading willingness of the users for free pages not strong and their
reading behaviors are easily affected by various factors. For example, there are
two special periods, i.e., from April 28 to May 10 and July 1 to July 19, in which
the weekend effect for free-pv is nearly disappear, that is considered mainly due
to the holidays (Labor Day and summer holiday).

We also analyzed the age distribution of users. The results show that users
aged 20-30 account for almost half, and aged 30-40 account for a quarter. In
addition, the investigation of the matching of mobile phones platform shows
that the conversion of the reading users(all the reading users) to the active
users(their total page views from March 1,2011 to July 19,2011 are more than
20) is the most significant for the mid-range smartphones. This is because the
high-end smartphones have too many entertainment functions that scattering off
the energy of users, and the reading functions of the low-end phones are not good
and unsuitable for reading. All these analysis can be seen as the market analysis,
coupled together with a good recommendation algorithm, they can guarantee to
achieve good marketing feedbacks.
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Fig. 1. The varies of the pv from March 1,2011 to July 19,2011. The folding line of
Blue, Green and Red represent pv, charged-pv and free-pv respectively. These dash
lines correspond to the pv on Sunday. The two shadow areas represent the days from
April 28 to May 10 and July 1 to July 19, respectively.

2.2 Data for Recommendation

The data used in the mobile reading recommendation is collected from March
1,2011 to September 1,2011, and consists of m = 258215 users, n = 79723 e-
books (objects), and the records of the users’ pv . If a user reads only a few
pages of a book, which can be seen that she/he has read this book and dose
not like it. There are some screening processes for users, therefore, we apply a
coarse-graining method [14, 16]: E-books are considered as a suitable taste for
a user if and only if the given pv is at least 3 (i.e., the user read this e-book
at least 3 pages). After the coarse gaining, the data contains 103800 users and
36727 e-books. Based on this data set, every user is recommended an e-book that
she/he has never read. These personalized recommendations are sent to users by
short messages.

2.3 Algorithm Description

Generally, a recommendation system consists of m users and n objects (e-books
in the application context of this paper). The relationship between users and
objects can be represented by a bipartite network [14]. The two sets of nodes
in the bipartite networks are presented the users and objects respectively. If a
user uj has collected an object oi, there is an edge between oi and uj, and the
corresponding element aij in the adjacent matrix A is set as 1, otherwise it is
zero.

The aim of recommendation algorithm is to guess a user’s personalized tastes
of those objects that she/he has not yet collected and recommend the user’s
favorites to her/him. In other words, for a target user, a recommendation algo-
rithm ranks all the objects she/he has never collected before, according to her/his
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preference. The top L objects will be recommended to this user. In this paper,
we implement the mass diffusion algorithm[14] to obtain the recommendation
lists of users.

For a target user ui, we assign some resources (i.e., recommendation power)
on those objects that she/he has already collected. In the simplest case, the
initial resource vector f can be set as

fj = aji, (1)

That is to say, if the user ui has already collected an object oj , then its initial
resource is unit, otherwise it is zero. As the first step of the mass-diffusion
process, each object distributes its initial resource equally to all the users who
have collected it. Then, each user sends back that he has received equally to all
the objects he has collected. Following this network-based resource-allocation
process, the proportion of the resource oj would like to distribute to oi can be
expressed as:

wij =
1

k(oj)

m∑
l=1

ailajl
k(ul)

, (2)

where k(oj) denotes the degree of the object oj and k(ul) denotes the degree of
the user ul.

After the mass-diffusion process, all ui’s uncollected objects oj (1 ≤ j ≤ n, aji
= 0) are sorted in the descending order of their final resources. In this way, we
obtain the recommendation lists of users in this recommendation system [14].

3 Online Feedback and Results

Based on the reading records and the mass diffusion algorithm, we recommend
each user an e-book that she/he has never collected and send this personalized
recommendations to users by the short messages on Sep. 3 and 4, 2011, and most
users was recommended on Sep. 4. In order to test the performance of the per-
sonalized recommendation, we divide the users into two groups. The e-books are
recommended for the two groups respectively using the mass diffusion algorithm
and the company’s algorithm, which randomly choose an e-book among the top
ten most popular e-books to the users. We analysis the feedback results of the
motivated pv and the motivated users. The user who has produced at least one
pv for the recommended e-books is considered as a motivated user. All the page
views motivated by the recommended e-books are regarded the motivated pv.

From Fig. 2, we can see that the numbers of the motivated pv by personalized
recommendation are much larger than that of the mobile company’s method
at Sep. 3 to Sep. 13. For the company’s algorithm, there are only a few mo-
tivated pv and decaying very rapidly. The total number of the motivated pv
by personalized recommendation is 35.9(17341/482) times as many as that of
the company’s algorithm. These results strongly suggested that the personal-
ized recommendation of mass diffusion algorithm has a good performance on
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stimulating user’s reading interests, and it is much better than the company’s
algorithm. It is worth mentioning that there are no longer recommendation for
the users after Sep. 4, but there are still high motivated pv for the days after Sep.
4, and the decay is slow for the personalized recommendation. Here we use the
next-day-conservation rate to describe the persistence of motivated pv, which is
defined as the ratio of the pv of Sep. 5 to Sep. 3 and 4. Here, we can see the
next-day-conservation rate of the mass diffusion algorithm is 58.5%(2346/4013)
and that of the company’s algorithm is 7.1%(28/393), which means that the
next-day-conservation rate of the mass diffusion algorithm is 8 times as high as
that of the algorithm used by the mobile company.

Fig. 2. The comparison of the number of motivated pv of the mass diffusion algorithm
and the mobile company’s algorithm. The red bar and the ginger bar represent the re-
sults of the mass diffusion algorithm and the mobile company’s algorithm, respectively.

In addition, we also compare the number of motivated users in Fig. 3, where
a user is defined as a motived user if her/he read the recommended book. We
can see that the number of motivated users is up to 421 for the mass diffusion
algorithm, but only 45 for mobile company’s algorithm, which means that the
number of motivated users of personalized recommendation is 9 times as large
as that of the company. Meanwhile, a large proportion of motivated users can
be preserved in next days, and the decay is slow. These results indicate that
the users interest in some recommended e-books is stimulated and sustained
over time. However, for the company’s method, the number of motivated users
is small, and the retention rate is very low. The next-day-conservation rate of
motivated users of the personalized recommendation is 33%(139/421) and that
of the company is 22.2%(10/45), which means that the next-day-conservation
rate of the personalized recommendation is nearly 1.5 times as large as that of
the company’s algorithm.
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Fig. 3. The comparison of the number of motivated users of the mass diffusion algo-
rithm and the mobile company’s algorithm. The red bar and the ginger bar represent
the results of the mass diffusion algorithm and the mobile company’s algorithm, re-
spectively.

4 Conclusion and Discussion

In this work, we have used the mass diffusion algorithm to do personalized
recommendations and tell the users which book is her/his favorite by short
message. With the personalized method, the value of the total motivated pv of
the 11 days after the message pushed is close to 35 times larger than the mobile
company’s recommendation. The next-day conservation rate is about 7 times. In
addition, using the personalized algorithm, the number of the motivated users
in the first day and the next-day-conservation rate are 9 times and 1.5 times
respectively as large as that of the company’s recommendation method. It is
also found that there is a slow decay of the number of motivated users, which
indicates that the user’s interesting aroused by the personalized recommendation
can be preserved for a long time. The feedback results show that the personalized
recommendation is very efficient. It can not only attract more and more new
users but also improve the experience of the users.

The personalized recommendation is widely concerned in both academia and
industry. Besides the mobile reading in this work, the personalized recommen-
dation techniques have been used in many fields especially the e-commerce. How
to design the recommendation algorithm is the most important problem in the
recommendation system. In this work, we use mass diffusion method to obtain
the recommendation list. Comparing with the traditional methods, such as the
global rank and the collaborative filtering, the mass diffusion method is more effi-
ciency and simplicity in implementation. Recently, many researches have focused
on the hybrid of the mass diffusion [14] and heat conduction [13] techniques,
which fulfills simultaneously high accuracy and large diversity [20]. Applying
the numerous improvement methods [16–19, 21, 22] and the hybrid method in



Application of Recommendation System 403

the mobile reading recommendation has been put forward in our group. The
problem is that there is a parameter λ in the most of these algorithms, which
determine the performance of the recommendation. The cost for searching the
optimal λ and the profit for the accuracy improvement with the optimal pa-
rameter should be considered in the algorithm design. Moreover, we can also
consider the social relation network of users for mobile reading recommendation
and build the user-link-object tripartite graphs [23], which could improve the
effect of the recommendation further. Of cause, there are many other good algo-
rithms, such as probabilistic Latent Semantic Analysis (pLSA) [24] and Latent
Dirichlet Allocation [25]. The applications of these algorithms need to be further
developed.

In summary, it is very encouraging that the feedback results of the mass dif-
fusion algorithm on the mobile reading platform. Though the number of the pv
and the users have a great increase by using the mass diffusion algorithm, there
are many problems in the research, such as the algorithm design, cold start, data
sparsity and so on. The personalized recommendation is an important issue both
in theory and applications. In this paper, we showed the significant effect of the
mass diffusion algorithm on mobile reading platform by the company’s assess-
ment criteria, which may shed light on the application of the recommendation
system research.
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Abstract. In the Internet era the information overload and the chal-
lenge to detect quality content has raised the issue of how to rank both
resources and users in online communities. In this paper we develop a
general ranking method that can simultaneously evaluate users’ repu-
tation and objects’ quality in an iterative procedure, and that exploits
the trust relationships and social acquaintances of users as an additional
source of information. We test our method on two real online commu-
nities, the EconoPhysics forum and the Last.fm music catalogue, and
determine how different variants of the algorithm influence the resultant
ranking. We show the benefits of considering trust relationships, and
define the form of the algorithm better apt to common situations.

Keywords: complex networks, ranking algorithm, reputation, trust.

1 Introduction

Nowadays, ranking techniques and reputation systems are widely employed in
e-commerce services, where buyers and sellers may give each other a score after
a completed transaction—encouraging good behavior in the long term [1]. Other
reputation systems are content-based, in the sense that users are evaluated by
their contribution [2]. In the field of search engines, PageRank [3], the most suc-
cessful algorithm for ranking web pages, is basically a random walk process on
the directed graph of websites and hyperlinks. HITS (Hyperlink-Induced Topic
Search [4]), a predecessor of PageRank, instead assigns to web pages two differ-
ent scores: as hub and as authority. Thanks to this twofold nature of the score,
HITS was later generalized [5] to bipartite graphs, an important class of systems
where entities are divided in two disjoint sets such that interactions happen only
between entities in different sets. Examples of systems modeled by bipartite
graphs include reviewers and movies in rental websites, scientists and papers in
citation networks, customers and products in e-commerce services, and so on. In
these systems, each set is endowed with only one kind of score, and if the two sets
consist of users and objects it is natural to associate these scores with reputation
and quality, respectively. However, bipartite networks are often embedded in the
social network of the participant users: for instance, in websites like Digg.com or
Last.fm, users can select other users as their friends; also, citation networks are
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naturally influenced by the professional relationships among scientists. The un-
derlying social network represents an additional source of information a ranking
algorithm may exploit, as social links can be associated with trust relationships
among users. This is similar to recently proposed recommendation techniques
that make use of social ties to obtain recommendations [6].

In this work, we propose a novel and generalized ranking algorithm for bipar-
tite systems to assign quality values to objects and reputation values to users.
Such method, which we name QTR (Quality, Trust and Reputation), also ex-
ploits the information coming from the users’ social relationships. QTR is a
generalized algorithm in the sense that it can be easily adapted to different
situations (e.g. by giving more weight to certain kind of actions, or to a par-
ticular behavior of users). We test our method on two different datasets, the
EconoPhysics forum online community and the Last.fm online radio and social
network, which are particularly suited for our generalized algorithm—as will be
explained later. The results of our study are twofold. We first confirm that rank-
ing is a difficult task, and that an improper algorithm or a peculiarly-structured
dataset can lead to extremely biased results. Hence we propose a form of the
QTR which is efficient in avoiding such bias. In addition, we show that social
relationships can play a valuable role in improving the quality of the ranking.

The rest of this paper is organized as follows. Section 2 presents the QTR
ranking method, including its relation with HITS. Section 3 reports the descrip-
tion of each dataset used for testing, followed by the results of our analysis. We
conclude with possible generalizations of the QTR algorithm in section 4.

2 Generalized QTR Algorithm

Before presenting our ranking method, we describe the underlying bipartite sys-
tem and introduce some notations. A bipartite network consists of two disjoint
sets of entities (nodes), which for convenience we name as users (labeled by latin
letters, i = 1, . . . , N) and objects (labeled by greek letters, α = 1, . . . ,M). An
interaction between user i and object α is represented by a link connecting the
two. Using the formalism of the adjacency matrix, we say that aiα equals 1 if an
interaction has occurred, and 0 otherwise. More generally, such interaction can
be represented by a weighted link wiα, where the strength of the link depends
on which particular interaction has occurred or how important/demanding that
interaction was. We can further define the degree of user i as the number of
objects that user has interacted with: ki =

∑
α aiα, and the degree of object α

as the number of users who interacted with it: kα =
∑

i aiα. The total weight of
user i is instead defined as kWi =

∑
α wiα, and of object α as kWα =

∑
iwiα.

Aside from the bipartite network, users interact with each other in a monopar-
tite social network, where we say that the adjacency matrix element bij equals
1 if user i is a friend of user j or trusts user j (note that in the first case the
matrix is symmetric, whereas it is not in the second). As before, we can intro-
duce a weighted link Tij which represents the “amount of trust” user i puts in
user j. The number of friends of/users who trust user j is fj =

∑
i bij , whereas

the total weight of user j is fW
j =

∑
i Tij .
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2.1 Definition and Interrelation of Quality and Reputation

We shall now define the meaning of the ranking scores the algorithm assigns to
objects and users: quality and reputation, respectively.

Quality it is not an inherent property of an object, rather it is constructed
through interactions of the community with the object itself. Reputation repre-
sents the general opinion of the community towards a user, hence it is ascribed
by others and assessed on the basis of the user’s actions. We use these conceptual
definitions to write down the equations for the QTR ranking method:

Qα =
1

k
θQ
α

N∑
i=1

wiα[Ri − ρRR̄] (1)

Ri =
1

kθRi

M∑
α=1

wiα[Qα − ρQQ̄] +
1

fθT
i

M∑
j=1

[Rj − ρRR̄][Tji − ρT T̄ ] (2)

where Q̄ =
∑

α Qα/M , R̄ =
∑

iRi/N , T̄ =
∑

ij Tij/[N(N − 1)] are the average
values of quality, reputation and trust in the community, and θQ, θR, θT , ρQ,
ρR, ρT are control parameters—all varying in the range [0, 1].

Since equations (1) and (2) are mutually interconnected, quality and reputa-
tion values can be determined iteratively. Starting with evenly distributed scores

Q
(0)
α = 1/

√
M ∀α, R(0)

i = 1/
√
N ∀i, values of quality and reputation at iteration

step n+ 1 are computed from the values at the previous step n by:

Q(n+1)
α ← 1

k
θQ
α

N∑
i=1

wiα[R
(n)
i − ρRR̄

(n)]

R
(n+1)
i ← 1

kθRi

M∑
α=1

wiα[Q
(n)
α − ρQQ̄

(n)] +
1

fθT
i

M∑
j=1

[R
(n)
j − ρRR̄

(n)][Tji − ρT T̄ ]

To avoid divergence, normalization is applied at the end of each step so that:

M∑
α=1

[Q(n+1)
α ]2 = 1

N∑
i=1

[R
(n+1)
i ]2 = 1

The iterative procedure stops when the algorithm converges to a stationary state:

M∑
α=1

|Q(n+1)
α −Q(n)

α |+
N∑
i=1

|R(n+1)
i −R

(n)
i | < δ

The QTR algorithm just introduced is a generalization of the notorious HITS
algorithm for bipartite graphs [5], namely:

Qα =
∑
i

wiαRi Ri =
∑
α

wiαQα (3)
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QTR reduces to standard HITS when all parameters θQ, θR, θT , ρQ, ρR, ρT go
to zero and Tij = 0 ∀i, j. However we shall see in what follows that, although
making analytical treatment hard, these parameters are extremely valuable in
controlling the outcome of the ranking, and that trust represents additional
information which is worth to consider.

3 Experimental Results

In this section we test the QTR algorithm on two different datasets, the Econo-
Physics forum community and the Last.fm online radio and social network. We
present the rankings obtained for objects and users for different values of the
model parameters. In order to better describe our results, we make use of Pear-
son correlation coefficients between various pairs of quantities: Qα—kα (cQk),
Qα—kWα (cQw), Ri—ki (cRk), Ri—kWi (cRw), and only for Last.fm Ri—fi (cRf ).

3.1 EconoPhysics Forum

The EconoPhysics Forum (http://unifr.ch/econophysics/) is an online platform
for interdisciplinary collaboration between physicists and social scientists. Users
of the forum can share different resources related to econophysics and complexity
science. In what follows, we will consider as objects only the papers uploaded to
the forum. As a consequence, a user action can be either uploading, downloading,
or viewing a paper. To obtain the dataset of interactions, we analyzed the forum’s
weblogs dating from 6th July 2010 until 1st June 2012. We removed all entries
corresponding to web bots (which cause approximately 75% of the traffic) and
repeated access (a user viewing/downloading the same paper several times). We
also removed all papers uploaded before 6th July 2010 (for which we do not know
the uploader) and all actions associated with them. Finally, we removed the users
who both did not upload any paper and have only one view or download action.
Altogether, our refined data contains 3511 users, 597 papers and 19578 links.

Among the three types of users’ access considered (uploading, downloading
and viewing a paper), the first is obviously the more demanding, whereas the
second reflects the user’s interest in the paper much better than the latter. Hence
we can associate to each action a different weight. In what follows, we set w = 1.0
for upload actions, w = 0.1 for download actions and w = 0.05 for view actions.
Of course this is just a particular choice, which we consider as reasonable, and we
are going to investigate different weighting system in future works. We are also
currently running an online survey1 to determine how these different actions are
perceived by scientists—this will allow for a more justified choice of the weights.
In any case, the freedom to chose the particular set of weights2 is what makes

1 Available at http://surveys.soh.surrey.ac.uk/limesurvey/
index.php?sid=14327&lang=en

2 We remark that one is nevertheless constrained to a region of the weight space,
because if some action(s) become dominant then the other(s) lose their significance
and the graph becomes much sparser (as there were only dominant actions).

http://surveys.soh.surrey.ac.uk/limesurvey/index.php?sid=14327\&lang=en
http://surveys.soh.surrey.ac.uk/limesurvey/index.php?sid=14327\&lang=en
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Fig. 1. Probability distributions of Q (left) and R (right) values in EconoPhysics forum
data for different configurations of the QTR algorithm. Insets: prolongation to negative
values.

Table 1. Top-2 papers (top) and users (bottom) obtained by different configurations of
QTR for EconoPhysics forum data. Top papers are: 295 (A. Storkey, Machine Learning
Markets, 2011), 102 (R. Tsekov, Brownian markets, 2010), 260 (T. Preis, Switching
processes in financial markets, 2011), 263 (T. Preis, Econophysics - complex correlations
and trend switchings in financial time series, 2011), 525 (M. Hisakado, Two kinds of
Phase transitions in a Voting model, 2012) and 530 (A. Zeng, Enhancing network
robustness for malicious attacks, 2012).

0000 0110 1100 1111

α k kW rank Q rank Q rank Q rank Q uploader cited
295 384 29.6 1 4.52E-02 9 5.29E-02 522 3.54E-05 23 -3.74E-04 180 6
102 214 18.1 2 4.48E-02 31 6.05E-03 563 2.09E-05 30 -4.44E-04 180 0
260 172 15 536 1.13E-03 1 5.35E-01 557 2.42E-05 21 -3.72E-04 1161 16
263 138 12.75 535 1.17E-03 2 4.97E-01 565 1.83E-05 28 -4.18E-04 1161 1
525 13 1.95 594 9.39E-05 597 -1.49E-02 1 1.00E+00 1 9.99E-01 3200 0
530 4 1.3 597 5.91E-05 98 -3.11E-05 2 2.39E-02 2 2.13E-02 2036 0

i k kW rank R rank R rank R rank R
180 533 527.4 1 9.95E-01 3505 -7.64E-03 33 1.42E-04 3508 -1.77E-03
17 139 13.05 2 2.38E-02 3023 -8.38E-04 1149 7.43E-06 3119 -1.44E-04

1161 5 4.05 1332 4.50E-04 1 7.22E-01 566 1.22E-05 3499 -5.69E-04
1550 1 1 3437 2.18E-05 2 2.30E-01 902 8.81E-06 3504 -1.05E-03
3200 1 1 3472 4.07E-06 3511 -3.14E-02 1 9.97E-01 1 9.97E-01
3201 2 0.2 3511 6.63E-07 3499 -1.76E-03 2 5.11E-02 2 5.09E-02

the EconoPhysics dataset an ideal candidate for testing QTR, despite it does
not contain information about users’ social or trust relationships.

We test the QTR algorithm on these data with different values of the pa-
rameters θQ, θR, θT , ρQ, ρR, ρT . Since social relationships are absent (Tij = 0
∀i, j), θT and ρT are meaningless. The particular form of the algorithm under
consideration will be labeled by the parameter values used: for instance, 0000
means θQ = 0, θR = 0, ρQ = 0, ρR = 0 (which corresponds to standard HITS).
Apart from HITS, we make use of other three configurations: 1100, 0110, 1111
(we do not use 0011 as it shows convergence problems). 0110 was chosen instead
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Table 2. Correlation coefficients obtained by different configurations of the QTR al-
gorithm on the EconoPhysics forum data

cRk cRw cQk cQw

0000 0.714 0.999 -0.044 -0.035
0110 -0.017 -0.005 0.320 0.340
1100 -0.006 0.001 -0.030 -0.031
1111 -0.007 -0.001 -0.017 -0.018

of 1001 as in our opinion is more reasonable to penalize high-degree users than
high-degree objects. Figure 1 shows the probability distributions of Q and R
values generated by QTR, and Table 1 the top-2 users and papers for each con-
figuration. For R, we immediately notice that one extremely high value (very
close to one) is present in all cases. In 0000, the top user is the system admin-
istrator, which is the uploader of many papers, and this is why all his uploads
get the same (high) score—the algorithm is not able to distinguish between
them. In both 1100 and 1111, top users have very low degree and this is also
an undesirable feature: a single good action shouldn’t be enough to obtain high
reputation. At the same time, top papers here are very recent works that at-
tracted the attention of a few highly-reputed users. In 0110 finally we obtain
the best situation where the scores are distributed more evenly, top users have
a non negligible number of contributions and top papers have on average more
citations than in the other settings (although we do not consider citation count
as a perfect benchmark for quality). Table 2 further shows that this is the only
case in which cQk and cQw are positive, whereas cRk and cRw are close to 0.

3.2 Last.fm

Last.fm (http://www.last.fm/) is a music website which records details of the
songs users listen to (form Internet radio stations, personal computers and
portable music devices), and provide them with personalized recommendations.
The site also offers a social networking feature, in which users can become friends
with each other and join groups. The dataset we analyzed is available online3 and
was generated by the Information Retrieval Group at Universidad Autonoma de
Madrid [7]. It contains 1892 users, 17632 artists, 92834 artist listening records
and 12717 bi-directional friend relations. A peculiar feature of the data is that
the users’ degree is almost always equal to 50. This is because Last.fm service
is free for users in UK, US and Germany, but users in other countries require a
subscription to use the radio service and have to pay a fee after a 50 track free
trial.

Since the artist listening records from users are labeled by the total listening
counts, the weighting system for the bipartite network comes out automatically.
Instead the social network only contains the friendship relation of the users. In
order to have the two terms in the sum of equation (2) of the same magnitude,

3 http://www.grouplens.org/node/462

http://www.grouplens.org/node/462
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we set Tij = w̄ (k̄/f̄) whenever aij = 1, and Tij = 0 otherwise (here w̄ is the
average of all weights in the bipartite network, k̄ is the average users’ degree in
the bipartite network and f̄ is the average users’ degree in the monopartite social
network). Within this framework, ρT loses its meaning while θT does not. To be
consistent with the previous analysis, we set here ρT = θT = 0 and use the same
configurations as before. To better illustrate the role of trust, we consider both
the cases in which Tij = 0 ∀i, j (“without trust”) and Tij �= 0 (“with trust”).
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Fig. 2. Probability distributions of Q (left) and R (right) values in Last.fm data for
different setting of the QTR algorithm, and when trust is not taken into account
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Fig. 3. Probability distributions of Q (left) and R (right) values in Last.fm data for
different setting of the QTR algorithm, and when trust is taken into account

Figures 2 and 3 show the probability distributions of Q and R values, and
Tables 3 and 4 the top-2 users and artists for each configuration. When trust is
not taken into account, we notice again the presence of isolated and extremely
high values, especially for Q (this effects is less evident for 0110 and also for 0000
here—because of the absence of an overwhelmingly active user/popular artist).
However if trust is considered, scores become distributed more evenly for each
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QTR configuration. Table 5 gives additional confirmations of the benefit brought
by considering trust: without trust, cQk and cQw are positive only for 0000 and
0110 (the latter is better), and cRf is always 0—as expected; with trust, cQk and
cQw grow slightly for 0000 and considerably for 0110, whereas cRf is now always
close to 1 as it should be—users with many friends/trusted by many should
be indeed highly reputed. We remark that the effect of trust can be tuned by
adjusting the weights of the friend relationships.

Table 3. Top-2 artists (top) and users (bottom) obtained by different configurations
of QTR for Last.fm data when trust is not taken into account. Top artists are: 72
(Depeche Mode), 1072 (Martin L. Gore), 289 (Britney Spears), 89 (Lady Gaga), 792
(Thalia) and 2390 (Monica Naranjo).

0000 0110 1100 1111

α k kW rank Q rank Q rank Q rank Q
72 282 1301308 1 9.97E-01 24 9.98E-03 495 2.78E-06 18672 -2.57E-04

1072 42 39658 2 3.41E-02 352 3.07E-04 1569 2.40E-07 17691 -5.49E-05
289 522 2393140 16 6.04E-03 1 9.85E-01 81 1.24E-04 18431 -1.17E-04
89 611 1291387 39 3.20E-03 2 9.26E-02 132 5.18E-05 17626 -5.33E-05
792 26 350035 309 1.73E-04 65 3.33E-03 1 1.00E+00 1 1.00E+00
2390 7 2437 4278 4.96E-07 1624 1.30E-05 2 9.76E-03 2 9.75E-03

i k kW rank R rank R rank R rank R
1642 50 388251 1 8.69E-01 166 3.53E-03 364 3.06E-06 2097 -3.41E-04
446 50 244556 2 2.66E-01 318 1.23E-03 351 3.38E-06 2085 -1.37E-04
542 7 133236 131 1.96E-03 1 9.42E-01 21 3.60E-04 2098 -4.67E-04
1307 1 34328 350 2.71E-04 2 1.61E-01 23 2.74E-04 2099 -5.07E-04
2071 50 338400 429 1.87E-04 253 1.89E-03 1 1.00E+00 1 1.00E+00
1057 50 19207 840 4.46E-05 290 1.51E-03 2 2.14E-02 2 2.14E-02

Table 4. Top-2 artists (top) and users (bottom) obtained by different configurations of
QTR for Last.fm data when trust is taken into account. New top artists: 292 (Christina
Aguilera), 6373 (Tyler Adam) and 18121 (Rytmus).

0000 0110 1100 1111

α k kW rank Q rank Q rank Q rank Q
72 282 1301308 1 9.97E-01 21 4.72E-02 441 1.30E-02 18560 -1.41E-02

1072 42 39658 2 3.41E-02 430 1.40E-03 2028 2.54E-03 16270 -3.09E-03
289 522 2393140 12 9.36E-03 1 7.00E-01 17 9.48E-02 20 8.72E-02
292 407 1058405 47 2.65E-03 2 3.46E-01 35 6.90E-02 28 6.82E-02
6373 1 30614 618 7.21E-05 203 3.76E-03 1 3.60E-01 2 2.36E-01
18121 1 23462 773 5.00E-05 196 3.88E-03 2 3.41E-01 1 2.63E-01

i k kW rank R rank R rank R rank R f
1642 50 388251 1 8.61E-01 474 9.93E-03 512 8.40E-03 578 6.64E-03 33
446 50 244556 2 2.72E-01 584 6.35E-03 595 6.03E-03 614 5.30E-03 19
542 7 133236 129 3.18E-03 1 1.46E-01 132 5.08E-02 134 4.97E-02 24
1300 50 124115 194 1.58E-03 2 1.30E-01 1 1.29E-01 1 1.29E-01 89
1023 50 41123 236 1.16E-03 3 1.20E-01 2 1.20E-01 2 1.20E-01 91

4 Further Generalizations

In this section we discuss two further generalizations of the QTR algorithm,
which will be studied and tested in future works.



Measuring Quality, Reputation and Trust in Online Communities 413

Table 5. Correlation coefficients obtained by different configurations of the QTR al-
gorithm on the Last.fm dataset

without trust with trust

cRk cRw cRf cQk cQw cRk cRw cRf cQk cQw

0000 0.0085 0.2436 0.0387 0.1192 0.3044 0.0074 0.2439 0.0496 0.1225 0.3088
0110 -0.1849 0.1480 0.0877 0.2922 0.6311 -0.0154 0.2572 0.8664 0.6052 0.8667
1100 0.0038 0.1418 -0.0051 -0.0001 0.0769 0.0205 0.2410 0.8846 -0.0016 0.2064
1111 0.0042 0.1408 -0.0054 -0.0001 0.0759 0.0211 0.2367 0.8840 -0.0019 0.1259

4.1 Time Decay

Bipartite systems and their related social networks are not static but instead
evolve in time. This means that new users can join the community, whereas
other users who are already members may become inactive after a while. On
the other hand, newly appeared objects can become hits in almost no time,
whereas old objects usually end up losing their attractiveness. Because of these
features, a ranking algorithm should be able to handle time effects, for instance
by avoiding giving high score to objects which were very popular in the past but
whose relevance is currently negligible, or by giving low scores to users who were
reliable in the past but then started to behave badly. We can hence introduce in
the equations a decaying function of time D(τ):

Qα(t) =
1

kα(t)θQ

N∑
i=1

wiα[Ri(t)− ρRR̄(t)]D(τiα) (4)

Ri(t) = ε+
1

ki(t)θR

M∑
α=1

wiα[Qα(t)− ρQQ̄(t)]D(τiα)

+
1

fi(t)θT

M∑
j=1

[Rj(t)− ρRR̄(t)][Tji(t)− ρT T̄ (t)]D(τij) (5)

where t is the current time, τiα = t − tiα is the age of the interaction of user
i and object α, τij = t − tij is the age of the trust relationship between users
i and j, and ε is the small positive reputation assigned to new members of the
community (who do not have any interaction yet). The decay function D(t) can
have non-zero tail even when t is large, and the strength of the decay can be
tuned to focus on a particular time window. Some examples of decay function
include D(t) = [1 + (t/τ0)

β ]−1 or D(t) = d0 + (1 − d0) exp[−t/τ0], where τ0 is
the characteristic time scale of decay.

4.2 Projected Trust

Trust is the subjective opinion of one user towards another. We argue that,
when no explicit assessments from users are available, trust relationships can be
inferred form the bipartite network by measuring the similarity of users’ actions,
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which essentially means by projecting the bipartite user-object network into the
monopartite user-user network:

T̃ij(t) =
[Rj(t)− ρRR̄(t)]

kj(t)θR

M∑
α=1

wiαwjα
[Qα(t)− ρQQ̄(t)]

kα(t)θQ
D(τiα)D(τjα) (6)

We name this term as “projected” trust. Despite the fact that projected trust
values are computed with the same source of information used for quality and
reputation assessment, preliminary results (not reported here) show that using
T̃ instead of T values in a slightly modified version of the algorithm can bring to
some improvements with respect to simple HITS, especially when the bipartite
network is sparse.

5 Conclusion

In this work we introduced a general ranking method for bipartite networks that
can simultaneously evaluate users’ reputation and objects’ quality. This is by no
means the first attempt in the literature [5, 8, 9], however our method differs from
the others by exploiting the trust relationships and social acquaintances of users
as an additional source of information. Testing of our method on real datasets
revealed which form of the algorithm gives more reasonable results. In addition,
we showed that considering trust relationships indeed brings improvements to the
resultant ranking. The positive results we obtained are encouraging. However,
the number of parameters used by the algorithm, and in general the difficulties
in assessing the reliability of a ranking method pose additional issues on the
effectiveness of our method, which will require further tests and future studies.
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Abstract. OLAP analysis is a fundamental tool for enterprises in competitive 
markets. While known (planned) queries can be tuned to provide fast answers, 
ad-hoc queries have to process huge volumes of the base DW data and thus 
resulting in slower response times. While parallel architectures can provide 
improved performance, by using a divide-and-conquer approach, their structure 
is rigid and suffers from scalability limitations imposed by the star schema 
model used in most deployments. Therefore usually they are over-dimensioned 
with computational resources in order to provide fast response times. However, 
for most business decisions, it is more important to have guarantees that queries 
will be answered in a timely fashion. The star schema model physical 
representation introduces severe limitations to scalability and in the ability to 
provide timely execution, due to the well-known parallel join issue and the need 
to use solutions such as on-the fly repartitioning of data or intermediate results, 
or massive replication of large data sets that still need to be joined locally. In 
this paper, we propose PH-ONE an architecture that overcomes the scalability 
limitations by combining an elastic set of inexpensive heterogeneous nodes 
with a denormalized DW storage model organization, which requires a minimal 
set of predictable processing tasks, using in a shared-nothing scheme to remove 
costly joins. PH-ONE delivers timely execution guarantees by adjusting the 
number of processing nodes and by rebalancing the data load according to the 
nodes characteristics. We used the TPC-H benchmark to evaluate PH-ONE 
ability to provide timely results. 

Keywords: DW, timely query results, elastic parallel DW. 

1 Introduction 

Data Warehouses (DW) typically follow a star schema storage organization, 
composed of a central fact table with business metrics and a set of foreign keys 
referencing business perspectives stored as dimension tables. The simplicity and 
straightforwardness of the model minimizes the users’ learning curve and provides a 
hassle free model for datamining and business analysis. However, usability is 
constrained by its inability to provide timely results, especially for ad-hoc queries. 
While some time guarantees can be accurately provided for known queries, using 
timing from past executions, pre-computed data (materialized views), and index 
structures, the timely execution of ad-hoc queries cannot be guaranteed. The data 
volume produced by data intensive industries in competitive markets, such as telecom 
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and smart-grids, stresses the limits of DW systems. DBAs of such systems have to 
maintain a constant supervision to the query load, query pattern and selectivity to 
ensure top performance. However, the ability to provide timely results is not just a 
performance issue (high throughout), but also a matter of providing query results 
when expected before the business decision-making process.  

Parallel architectures improve query performance by dividing the data volume 
among processing nodes and parallelizing query execution. While shared-nothing 
deployments allow that each node can compute partial results locally, its scalability is 
constrained by the star schema model used in most DW deployments. This divide-
and-conquer strategy offers limited scalability, since in order to allow the local 
computation of partial results, only the central fact table should be split among nodes, 
whereas dimensions are replicated. However, the data placement of the star schema 
among nodes and the in-network join processing costs (network costs for exchanging 
temporary results between nodes) limits the system scalability, resulting in sub-linear 
speedup. And therefore, they are unable to provide timely results.  

In this paper, we propose PH-ONE a parallel shared-nothing architecture that 
manages a elastic set of heterogeneous nodes, and adapts the degree of parallelism   
according to the timely execution targets, and redistributes the data load using the 
predictability and minimum processing requirements provided by the ONE [1] storage 
model, to deliver timely execution results with minimum system disturbance. 

The paper is divided as follows: section 2 presents some related works; section 3 
motivates the need for timely results and identify the factors that constrain current 
deployments, in particular the storage organization; section 4 presents our architecture 
that uses a elastic set of parallel nodes to provide timely execution; section 5 presents 
evaluation results and finally section 6 concludes and presents some future work.  

2 Related Works 

In recent decades, both academia and industry have investigated different methods 
and algorithms for speeding-up the time required to process queries that join several 
relations. Research in join algorithms includes sort-merge, hash join, grace-hash join 
and hybrid-hash join [2][3] and also adaptive [4], as well as access methods such as 
the Btree or Bitmap indexes [5]. Materialized views [6] use extra storage space to 
physically store aggregates concerning well-known and planned queries. Sampling [7] 
trades off precision for performance by employing the power offered by statistical 
methods to reduce the data volume that needs to be processed to compute an 
acceptable result. Research on data partitioning and data allocation, include [8][9] 
which exploit horizontal fragmentation and hash partitioning of relations and 
intermediate results to process parallel, multi-way join queries and increase 
parallelism; [10] exploits a workload-based data placement and join processing in 
parallel DW. A performance evaluation of parallel joins is presented in [11]. Vertical 
partitioning and column-wise store engines [12] proved to be effective in reducing the 
disk IO and thus boosting query performance. However, these works focus on 
improving query performance and minimize the cost of joining relations, not on 
providing predictable and invariant execution time.   
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Schema denormalization showed to be effective in providing predictable execution 
time [1, 13]. [1] evaluated the impact of full denormalization of star schemas in both 
storage space and query performance on a single server. [13] provides consistent response 
times, by partitioning data by frequency to achieve good partitioning using fixed-length 
codes. Other works on denormalization [14–16] do not focus on the denormalization 
limitations of the star schema model, and they do not offer a clear insight into the query 
performance predictability and scalability over parallel shared-nothing architectures.  

3 Scalability Issues That Constrain Timely Results 

Most DWs use the star schema model, which offers a trade-off between storage size 
and performance in a single processing node. Large DWs require parallel 
architectures to handle huge amounts of data with acceptable response times. They are 
usually deployed in shared-nothing parallel architectures, which yield good 
performance and scalability capabilities, by distributing data among nodes to 
maximize the local computation of partial results. While fact tables are partitioned 
into smaller partitions and allocated to nodes, dimensions (regardless of their size) are 
replicated into each node, as illustrated in Figure 1.  

 

Fig. 1. Star-schema data placement           Fig. 2. Query processing in shared-nothing 

Each node independently computes partial results locally, as shown in figure 2. A 
query (1) received by a submitter node is rewritten (2) and forwarded to the 
processing nodes (3). Each processing node executes the rewritten query against the 
local data (4) before sending the partial results (5) to the merger node. The merger 
node, which may be the submitter node, waits for the intermediate results, and merges 
them (6) to compute the final query result, before sending it (7) to the user.  

 

Definition: Consider that for a query Q, t is the query execution time, trw the time 
to rewrite and build the partial queries (2), ttpq the time to transfer the partial query to 
each node, tn the local execution time on a node n; ttpr the time for a node to transfer 
its partial results to the merger node; tm the time required by the merger node to 
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receive and merge the partial results and to compute the final result and ts the time 
required to send the final results. The execution time t for a query Q is computed as  

(1)

Assuming that trw, ttpq and ts are negligible then t can be estimated as  

(2)

The overall query execution time t is mostly influenced by the local query execution 

of the slowest node, determined as max , the number of nodes, the 

partial results’ size and the cost of sending them to the merger node.  
Local query execution time tn can be improved by increasing the number of processing 

nodes of the parallel infrastructure, and thus reducing the amount of data that each node 
has to process. However, to allow independent local query processing of star schema DW, 
only the fact table is split among nodes whereas dimensions are fully replicated. As 
dimensions are replicated, their relative weight in storage space in each node, and 
consequently in the local query processing time, increases with the number of nodes to a 
level where adding more nodes represents a minimal local performance improvement. 
Moreover, the costs related to exchanging and merging partial results increases with the 
number of nodes, gaining an increasing weight in the overall query execution time t. Equi-
partitioning may help in this matter, by partitioning both the fact table and some large 
dimension on a common attribute, usually the dimension primary key, and allocating 
related partitions into the same node. However, since business data inherently do not 
follow a random distribution, and data is skewed, the used equi-partitioning may introduce 
another limitation to scalability, with some nodes storing more data than others.  

A map-reduce-like approach was explored in [17][18] to overcome this load 
unbalance, by partitioning data into a large number of small data chunks (greater than 
the available nodes), with some being replicated for dependability or performance 
reasons. Chunks are processed as nodes become available to process new data. 
However, it does not solve the increasing weight of dimensions and results in higher 
network costs since more partial results (one for each chunk) have to be sent.  

Frequently large non-equi-partitioned dimensions are also partitioned and 
distributed among nodes, without being co-located according the fact table data. 
While this overcomes the storage scalability limitations, it introduces additional query 
complexity related to processing parallel network joins, and is sensitive to network 
costs related to exchanging intermediate results. A performance evaluation of parallel 
joins is presented in [11]. The scalability of parallel architectures is thus constrained 
by those correlated limitations: local data processing, node data unbalance, and in-
network parallel joins, number of nodes, and number of partitions per node.  

Two main paradigms are used to attain that goal: parallel DBMS and Map-Reduce 
(MR) frameworks. Pavlo et al. [19] present a comparison of approaches to large-scale 
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data analytics, identifying their limitations both in performance and usability. While 
MR offers elastic scalability it lacks the expressiveness and usability of SQL. Both 
show scalability constraints in processing in-network joins and consequently they are 
unable to provide timely executions. As a consequence, the traditional approach of 
adding more nodes to parallel node infrastructures is insufficient to enforce timely 
guarantees, because of their inability to provide scale-up execution guarantees. 
Although, all the effort to devise improved parallel joins algorithms, this network 
scalability limitation introduced by parallel joins is not solved.  

In this paper, we advocate that scalability can only be attained by eliminating 
parallel joins, and changing the data organization in order to provide a true shared-
nothing infrastructure where timely results can be provide with a elastic set of 
heterogeneous nodes. 

4 An Elastic Parallel DW 

Deployment of large star-schema DW on complex and over-dimensioned clusters of 
parallel dedicated nodes may provide fast query results using an expensive brute-force 
approach. It follows the assumption that a large amount of top-edge hardware will be 
sufficient to have the job done. The over-dimensioning is lead by future performance 
and data load expectations, and by the fact that future upgrades are costly and may 
require a full architecture substitution, if similar (homogeneous) nodes are became 
obsolete (unavailable). And a good balance of the amount of data allocated to 
heterogeneous nodes in a parallel shared-nothing architecture is hard to accomplished, 
since query time is constrained by the performance of the slowest node (equation 2).  

Our architecture (PH-ONE) manages an elastic set of heterogeneous nodes, added 
or removed according to the current timely execution targets, and re-balances data 
load between processing nodes until the variance of local query processing is below 
an acceptable threshold. Data in each node is stored using ONE [1] storage model 
which stores all the DW related data into a single denormalized relation, without all 
the key related overheads from the relational model (keys and related indexes). ONE, 
since no joins are required, provides predictable and almost invariant query execution 
times, with less demanding DBMS systems, and deployed on COTS hardware with 
minimal memory and processing requirements. [1, 13] demonstrated that schema 
denormalization provides predictable query execution times. Since ONE provides a 
high degree of predictability, and query processing is highly IO dependent, the 
denormalized relation can be freely partitioned according to each node’s capacity.  

Query processing of a denormalized relation in a shared-nothing fashion, 
illustrated in Fig. 4 is similar to Fig. 2 for the active nodes. The main difference in 
query processing resides on step 2, which rewrites a query into a set of partial queries 
to be executed by the local nodes. Besides rewriting, it also as to remove all join 
conditions and perform the necessary attribute mapping, translating all the existing 
references of the star schema model to the corresponding attributes in the 
denormalized relation. To ensure that dimension aggregates results do not include 
double-counting, some additional predicates have to be included. 
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Fig. 3. PH-ONE partitioning and placement     Fig. 4. PH-ONE Query processing 

In a parallel deployment with homogenous nodes, the amount of data is evenly 
divided between nodes to deliver the  expected execution time. The number of 
nodes  is determined as a function of the desired timely execution, so that  

(3)

However, in parallel architecture with heterogeneous nodes, and since the ONE is 
highly IO dependent, data is allocated to each node in order to minimize the variance 
of the inter-node local query execution time.  

(4)

The maximum local query execution local time (equation 4), is adjusted when the 
number of processing nodes increases, to account for the additional intermediate 
results that have to be exchanged and merged before computing the final result.  

PH-ONE maintains a registry of a set of heterogeneous processing nodes, which 
are activated when additional processing power is required to deliver stricter timely 
query results. A Timely Evaluator module is constantly monitoring and assessing if 
the current PH-ONE deployment can deliver the user-specified temporal targets. 
When it cannot be guaranteed, the Node Allocation & Data Balancer module 
determines the maximum amount of data that each existing node can processed within 
the temporal targets, and redistributes the remaining data to additional new nodes. To 
reduce the amount intermediate that have to be send to the merger node, it starts by 
activating the fastest nodes (algorithm allocation_by_fastest).  

Data is partitioned and allocated to each node as a set of chunks. However, to 
allow fine-tuning the amount of data allocated according to the nodes’ characteristics, 
it can also be performed at row-level. While this process is performed, the Timely 
Evaluator continuous to monitor the current deployment to assess that the expected 
timely results is provided, repeating the process until the average inter-node variance 
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falls below a given threshold. Fresh new data is inserted in round-robin fashion, or 
inserted into the faster nodes, and rebalanced afterwards if needed.  

 
Algorithm. allocation_by_fastest  
 Require: n, maxtn #n->number of nodes, maxtn –> maximum Local Execution time 

1:   for j in 1 to noffline_nodes  # sorted descendent by tn_per_size(i); faster first 
2:   for i in 1 to n 
3:     dlredistribute (i) = tn(i) / maxtn(i) * dlsize(i)     # amount of data to re-distribute 
4:     If dlredistribute (i) >0 then 
5:        for j in 1 to noffline_nodes  # sorted descendent by tn_per_size(i); faster first 
6:           If tn(j) < maxtn then 
7:             dltoallocate = max(dlredistribute (i) - dlsize(j), dlmaxsize (j)) 
8:             allocate_to_node (i,j, dltoallocate); 
9:             dlredistribute (i) = dlredistribute (i)- dltoallocate 
10:          end if  
11:          If dlredistribute (i) =0 then       break  
12:          end if 
13:        end for 
14:     end if 
15:   end for 

5 Evaluation 

In this section, we evaluate the effectiveness of PH-ONE in overcoming the 
scalability limitations and in providing timely results. The experimental evaluation 
was conducted using TPC-H [20] deployed on a parallel architecture, using two 
distinct RDBMS: PostgresSQL 9.0 and DbmsX, a well-known commercial system. 
The parallel infrastructure consisted of 30 Linux Server nodes, interconnected with a 
full duplex gigabit switch. An additional node was used as the submitter, controller 
and merger node.  

We created two different types of schema: the base TPC-H schema (P-STAR) and 
PH-ONE composed by a single relation as proposed in [1]. The former was populated 
with DBGEN available at [20] and the latter with a modified version that generates 
the denormalized data as single flat file, with a scale factor of 100 (SF=100). 

We created: PH-ONE with 3, 10, 20 and 30 nodes, containing respectively 1/3rd, 
1/10th, 1/20th and 1/30th of the full denormalized data; and P-STAR with 3, 10, 20 and 
30 nodes, containing respectively 1/3rd, 1/10th, 1/20th and 1/30th of tables ORDERS 
and LINEITEM equi-partitioned on O_ORDERKEY and fully replicating the 
remaining relations. Fig. 5b) shows, the storage space allocated to each node for each 
schema with varying number of nodes. It also depicts P-STAR(O) where only 
LINEITEM is partitioned, and P-STAR (LO+PS) which is similar to P-STAR but also 
with PARTSUPP equi-partitioned with PART. 

While the overall storage requirements of PH-ONE remain constant with 627GB, 
regardless of the number of processing nodes and without storage overheads, we 
observe that P-STAR increased to about 900GB in a 30 node setup, and continues to 
increase with the number of nodes. 
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# Nodes 1 3 10 20 30 

P-STAR 179 76,3 40,2 32,5 29,9 

P-STAR 
(LO+PS) 

179 64,0 23,5 14,9 12,0 

P-STAR 
(O) 

179 91,0 61,1 54,7 52,6 

PH-ONE 627 209 62,7 31,4 20,9 
 

Fig. 5. Storage scalability (a) data size in each node (in GB) (b) 

PH-ONE presents higher loading time (roughly a 3x ratio). However, when taking 
into consideration the time required by TPCH schema to create all the key related 
indexes, the loading time is almost is similar. PH-ONE delivers better storage 
scalability. 

Node Partial Execution Time  

We evaluated the partial execution time in each node for queries 1..10. Fig 6 depicts 
the results for a varying number of nodes, using postgreSQL (a) and dbmsX (b).  

 

Fig. 6. Partial execution time in each node using a) postgreSQL and b) dbmsX 

The results show that local execution time of PH-ONE decreases almost linearly, 
as the data volume diminishes. Increasing the number of nodes from 3 to 10, the local 
average execution time decreased from 709s to 208s, while P-STAR only decreased 
from 783s to 291s with postgreSQL. DbmsX, presents a similar behavior. Since PH-
ONE uses a simpler storage model, both RDBMS engines deliver similar query 
execution times (with variations smaller than 0.2%) whereas the same does not 
happens with P-STAR. This characteristic allows that more complex shared-nothing 
architectures can be built using a set of heterogeneous database engines.  

0%

20%

40%

60%

80%

100%

0 10 20 30
# nodes

Storage scalability

P-STAR (O) P-STAR
P-star (LO +PS) part PH-ONE

0

200

400

600

800

1000

1200

1400

1600

3 10 20 30

sec

# nodes

Avg time (1..10) with postgreSQL

P-ONE P-STAR

0

200

400

600

800

1000

1200

1400

1600

3 10 20 30

sec

#nodes

Avg Time (1..10) with dbmsX

P-ONE P-STAR



 Providing Timely Results with an Elastic Parallel DW 423 

 

System Ability to Provide Timely Results 

We changed the timely execution targets to evaluate the system ability to adjust the 
processing and data load to provide timely results. In a 3 node-setup we defined a 
timely execution target of 250s. The Timely Evaluator determined (from equation 3) 
that at least 10 nodes are required to provide such timely execution target (also shown 
in Fig. 6). The Node Allocator took around 10 minutes to add 7 additional nodes and 
to rebalance the data between the 10 nodes, according to each node’s characteristics, 
before starting to deliver timely results within the specified target. On average, each 
additional node had to receive about 62Gb of data. Fig. 7 depicts the query execution 
for the different network deployments. The red line indicates the timely execution 
target. In each setup, the inter-node variance remained below 0.05%. 

 

  

Fig. 7. PH-ONE execution time  

Afterwards, we defined a stricter timely target of 100s. It determined that it needed 
at least 30 nodes to provide such timely execution targets. It took about 4 minutes to 
make all the necessary readjustments before starting to deliver timely results.  

6 Conclusions and Future Work 

In this paper we discussed the scalability limitations of the star schema model when 
deploying large DWs in parallel, shared-nothing architectures, and discussed the 
increasing demand to have a parallel architecture that can, without minimal costs and 
disturbance, to adapt in order to provide timely results. We propose an architecture 
that uses an elastic set of nodes, which may be heterogeneous, in conjunction with a 
denormalized storage model, in order to adapt the strength of the processing 
infrastructure according to the timely results requirements. We show that the 
architecture is able to overcome the scalability limitations and provide timely results.  

PH-ONE delivers improved speedup without increasing the global data storage 
space, and can adjust the processing infrastructure in order to provide timely results. 
Since the approach provides almost linear speedup and predictable execution time, 
determined as a function of the data volume, it allows fine tuning of the amount of 
data allocated to each heterogeneous node. 
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Abstract. The standard approach to OLAP requires measures and di-
mensions of a cube to be known at the design stage. Besides, dimensions
are required tobenon-volatile, balancedandnormalized.These constraints
appear too rigid for many data sets, especially semi-structured ones, such
as user-generated content in social networks and other web applications.
We enrich the multidimensional analysis of such data via content-driven
discovery of dimensions and classification hierarchies. Discovered elements
are dynamic by nature and evolve along with the underlying data set.

We demonstrate the benefits of our approach by building a data ware-
house for the public stream of the popular social network and microblog-
ging service Twitter. Our approach allows to classify users by their
activity, popularity, behavior as well as to organize messages by topic,
impact, origin, method of generation, etc. Such capturing of the dy-
namic characteristic of the data adds more intelligence to the analysis and
extends the limits of OLAP.

Keywords: Data Warehousing, OLAP, Data Mining, multidimensional
data model, OLAP cube, OLAP dimensions.

1 Introduction and Motivation

The necessity to integrate OLAP and data mining was postulated in the late
90-es [5]. Today, a powerful data mining toolkit is offered as an integrated com-
ponent of any mature data warehouse system, such as Microsoft SQL Server,
IBM DB2 Data Warehouse Edition, Oracle, and others. Data mining tools re-
quire the input data to be consolidated, consistent and clean. OLAP cubes – where
the extracted data undergoes exactly this kind of transformation – appear to be
perfect candidates to harbor data mining algorithms. In a standard data ware-
house system architecture, data mining functionality resides at the upper layer
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Fig. 1. Integrating a Data Mining Feedback Loop into OLAP Cubes

over the existing cubes and marts of the data warehouse layer as shown in Figure
1. Our proposed contribution is depicted as a 3-step feedback loop between the ap-
plication and the data warehouse layers in the same figure. In the first step, data
mining classification algorithms are applied to cluster dimensional data based on
some dynamic characteristics (e.g., to group users by popularity, activity or in-
terest). In the second step, the acquired classification is added as a new aggrega-
tion path to the respective dimension, leading to the third step of enabling this
new aggregation path in OLAP queries. Introduction of discovered classifications
to dimensional hierarchies raises a number of research challenges, such as their
maintenance, evolution, temporal validity and aggregation constraints. These is-
sues will be handled later on in this work.

Mining data cubes for dynamic classifications is a popular technique in OLAP
applications dealing with customer trending, risk or popularity assessment, etc.
However, traditional data mining applications return such classifications as the
outcome of the analysis, whereas our approach is to feed this outcome back to
the data warehouse as elements of the data model in their own right.

1.1 Tweet Analysis as Motivating Example

Twitter1 is a popular social network with microblogging service for real-time
information exchange. Twitter offers a set of APIs for retrieving the data about
its users and their communication. Extreme popularity of the Twitter and the
availability of its public stream have resulted in the multiplication of Twitter-
related research initiatives as overviewed in the Related Work.

Twitter employs a rather simple data model that encompasses users, their
messages (tweets), and the relationships between and within those two classes.

1 http://twitter.com/

http://twitter.com/
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Users can be friends or followers of other users, be referenced (i.e., tagged) in
tweets, be authors of tweets or retweet other users’ messages. The third com-
ponent is the timeline, which describes the evolution, or the ordering, of user
and tweet objects. The structure of the original stream explicitly contains a
rather small number of attributes usable as measures and dimensions, whereas
a wealth of additional parameters, categories and hierarchies can be obtained
using different computation methods, from simple derivations to complex tech-
niques of knowledge discovery. Many of the characteristics (e.g., status, activity,
interests, popularity, etc.) are dynamic and, therefore, cannot be captured as
OLAP dimensions. However, from the analyst’s perspective, such characteristics
may represent valuable dimensions for the analysis.

The dataset delivered by the Twitter Streaming API is semi-structured using
the JavaScript Object Notation (JSON). Each tweet is streamed as an object
containing 67 data fields with high degree of heterogeneity. A tweet record en-
compasses the message itself along with detailed metadata on the user’s profile
and geographic location. A straightforward mapping of this set of attributes to
a multidimensional perspective results in the identification of cubes Tweet and
TweetCounters for storing the contents and the metadata of the messages and
for storing the statistical measurements provided with each record, respectively.

1.2 Related Work

The work related to our contribution can be subdivided into two major sec-
tions: 1) research on integrating data warehousing and mining and 2) knowledge
discovery from Twitter data.

A pioneering work on integrating OLAP with data mining was carried out by
Han [5] who proposed a theoretical framework for implementing OLAP mining
functions. His mining then cubing function is a predecessor of our approach.
The idea is to enable application of OLAP operators on the mining results.
An example of implementing such functionality can be found in the Microsoft
SQL Server and is known as data mining dimensions [10]. The latter contain
classifications obtained by applying clustering or other algorithms on the original
cube and can be materialized and used (with some limitations) just like ordinary
dimensions for OLAP. Usman et al. review the research literature on coupling
OLAP and data mining in [17] and propose a conceptual model for combining
enhanced OLAP with data mining systems. The urge to enhance the analysis
by integrating OLAP and data mining was expressed in multiple publications
in the past. Significant works in this area include [6], [18], [4], and [3]. It was
Han et al. [6] who introduced the concept of integrating OLAP and data mining
called Online Analytical Mining (OLAM).

Research contributions related to the Twitter analysis mostly focus on improv-
ing the search and navigation in a huge flow of messages as well as on discovering
valuable information about the content and the users. We are more interested
in the latter types of works. In 2007 Java et al. [8] presented their observations
of the microblogging phenomena by studying the topological and geographical
properties of Twitter’s social network. They came up with a few categories for
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Twitter usage, such as daily chatter, information and url sharing or news re-
porting. Mathioudakis and Koudas [14] proposed a tool called Twitter Monitor
for detecting trends from Twitter streams in real-time by identifying emerging
topics and bursty keywords. Recommendation systems for Twitter messages are
presented by Chen et al. [2] and Phelan et al. [16]. Chen et al. studied content
recommendation on Twitter to better direct user attention. Phelan et al. also
considered RSS feeds as another source for information extraction to discover
Twitter messages best matching the user’s needs. Michelson and Macskassy [15]
discover main topics of interest of Twitter users from the entities mentioned in
their tweets. Hecht et al. [7] analyze unstructured information in the user profile’s
location field for location-based user categorization. While most Twitter-related
contributions focus on mining or enhancing the contents of tweets, improving the
frontend or generating meaningful recommendations, we exploit the advantages
of coupling the OLAP technology with data mining to enable aggregation-centric
analysis of the Twitter data.

2 Conceptual Modeling of Dynamic Elements

Data in a data warehouse is structured according to the aggregation-centric mul-
tidimensional data model, which uses numeric measures as its analysis objects
[1]. A fact consists of one or multiple measures along with their descriptive prop-
erties referred to as dimensions. Values in a dimension can be structured into a
hierarchy of granularity levels to enable drill-down and rollup operations.

The terms fact andmeasure are often used as synonyms in the data warehouse
context. We distinguish between those terms to account for facts without mea-
sures. According to Kimball [9], a fact is given by a many-to-many relationship
between a set of attributes. There exist many-to-many mappings in which no
attribute qualifies as a measure. A classical example is an event record, where an
event is given by a combination of simultaneously occurring dimensional charac-
teristics. We use the notion non-measurable fact type introduced in [12] for facts
with no measures. Back to the Twitter scenario, a non-measurable fact type
could be used to capture the tweeting events with user, message and time/date
as its dimensions.

A dimension is a one-to-many characteristic of a fact and can be of arbitrary
complexity, from a single data field to a collection of related attributes, from
uniform grain to a hierarchical structure with multiple alternative and parallel
hierarchies [11,13]. OLAP does not support definition of dynamic, non-strict, or
fuzzy dimension hierarchies. However, the extended Dimensional Fact Model (x-
DFM) [12] makes provisions for modeling such hierarchy types at the conceptual
level. We adopt the x-DFM notation for the concepts introduced in this section.

Figure 2 shows an example of modeling a cube for storing user activity statis-
tics in x-DFM. A fact type is represented as a graph centered at the fact type
node (TweetCount), which includes the measures (#friends, #followers, #sta-
tus, #favorited and #listed) and a degenerated (i.e., consisting of a single data
field) dimension (FactID). Dimensions are modeled as outgoing paths of the fact
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Fig. 2. Fragment of the tweet record in x-DFM

type node with edges as “rolls-up-to” relationships between hierarchy levels.
Multiple aggregation paths are possible within a dimension, all converging in an
abstract # node, which corresponds to the aggregated value all. A level node
in a dimension consists of at least one key attribute, but may include further
attributes shown as underlined terminal nodes.

In general, a datacube can be extended by adding new elements of type a)
measure, b) dimension, or c) hierarchy level. Adding a new element can be rather
trivial if its value is derived from the values of other elements within the same
fact entry. We are interested in discovering non-trivial and hidden relationships
in the dataset such as those that cannot be expressed by a derivation formula.
Our approach is to apply data mining algorithms for discovering clusters or rules
useful for defining new elements in the cube. For this purpose, the input set has
to be transformed into a representation more generic than the one offered by
the multidimensional model. The goal is to treat all elements symmetrically as
potential input fields for discovering new categories. To achieve this, we “ho-
mogenize” the graph model of the cube and get rid of different types of nodes
and edges based on the observation that all edges are of type “many-to-one” or
“one-to-one” and all nodes are of type attribute.

Figure 3 (a) shows the transformed graph from Figure 2, describing the cube
in terms of attributes and hierarchical relationships between them. The new
graph is centered at the fact identifier attribute FactID, which uniquely identifies
each fact entry (this may be an artificially generated attribute). The obtained
representation of a data cube is suitable for specifying the input set for data
mining algorithms by selecting a relevant subgraph and extracting the data
behind it.

Consider an example of adding a dynamic category re-tweet activity to the
user dimension defined as the frequency of re-tweeting relative to the period
ellapsed since the creation of the user’s account. This category should assign
each user into one of four clusters: mature-active, new-active, mature-passive,
and new-passive for users who registered long ago or recently and who re-tweet
more or less frequently, respectively. Neither the time elapsed since the user
registration nor the frequency of re-tweeting is explicit in the data set, but both
are derivable from other data fields.

Figures 3 (b), (c), and (d) demonstrate the steps of obtaining the new aggre-
gation path. Figure 3 (b) shows the subgraph relevant for discovering the desired
category. Figure 3 (c) shows the derivation of the required fields time elapsed
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Fig. 3. Stages of acquiring new hierarchy levels

as the difference between the current and the account creation date, cumulative
measure # retweets as the number of messages with the re-tweeted value set
to true, and, finally, retweet frequency as # retweets divided by time elapsed.
Figure 3 (d) shows the result of adding re-tweet activity as a hierarchy level to
the user dimension. In the conceptual model, a discovered or derived category
can be treated just as an ordinary one. For instance, we added parallel hierarchy
levels retweeter type with member values active and passive and account matu-
rity with member values new and mature on top of re-tweet activity. So far we
have considered the presentation of discovering new structural elements at the
the conceptual level in order to provide an abstract, generic and implementation-
independent view on the data. However, there are significant differences in the
behavior of static and dynamic elements in terms of their maintenance and usage
in OLAP queries, as elaborated in the next section.

3 Maintenance Strategies for Dynamic Categories

Classically, dimensions in a data cube correspond to non-volatile characteristics
of the data. This property ensures consistency and validity of pre-aggregation. In
reality, however, the instance or even the structure of a dimension may evolve in
time. The problem of Slowly Changing Dimensions (SCD)[9] is well elaborated
in the literature, with various strategies proposed for maintaining the up-to-date
or the historical view, or even both. More sophisticated strategies employ some
kind of multiversioning to preserve various states of the aggregates. Dynamic
dimensions proposed in our work may be considered a special case of SCD, in
which the changes occur in a predictable fashion: discovered categories reflect a
particular state of the cube and as such, have to re-computed on a regular or
ad-hoc basis to stay consistent with the evolution of the underlying data set.
Preservation of all previous states of a dynamic dimension appears crucial for
correct aggregation.With this scheduled update behavior, the SCD methodology
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Type 4 [9] appears an appropriate implementation option. This method offers
unlimited history preservation by creating multiple records for a given natural
key and storing the temporal validity bounds for each entry in history tables.

Another challenge is the recomputation of the dynamic category itself. Fre-
quent and complete recomputation may impose an unaffordable burden on the
system. A performance gain can be achieved by re-using the outcome rules of the
data mining routines used for discovering the category. In our example, we could
use the previously established threshold values for account maturity and retweet
frequency for refreshing the assignment if user entries to re-tweet activity. This
way, the data does not need to be mined repeatedly and the maintenance is
reduced to simple computations and adjustments within the existing clusters.

A problem specific only to discovered categories is how to assign new member
values in a dimension to the parent values of such a category. Depending on the
definition of the discovered relationship, either a default assignment should be
provided (for example, newly registered users are most likely to fit into new and
passive cluster of re-tweet activity), or, if the rules of the dynamic assignment
are available, these can be applied for assigning the new values.

Finally, there is a problem of quering the data along dynamic categories in
the presence of its multiple versions of a dimension hierarchy. In our scenario,
it is important to ensure correct analysis by matching the timeframes of the
queried facts and those of the applied dimension hierarchies. For example, if
we analyse user activity patterns in 2010 by applying the re-tweet activity hi-
erarchy computed in 2012, we will obviously end up with historically incorrect
aggregate values. A consistent result can be achieved by the matching the tem-
poral characteristic of each fact entry with the matching version of the dynamic
dimension hierarchy. The SCD implementation of Type 2 offers exactly this type
of matching for ensuring historically correct aggregation.

4 Demonstration

We implemented the data warehouse for Twitter analysis using the Microsoft
SQL Server system with its powerful set of analysis services including OLAP
and data mining. We see a big gain in the ability to employ the existing DW
technology and tools for enabling discovered dimensions. The dataset for the
experiments was obtained via the Twitter Streaming API, which provides 10%
of the total public stream of Twitter. We proceed by presenting two cases of
discovering new categories in the process of analyzing events on Twitter.

Case 1 - Spatio-temporal analysis of tweeting during the Super Bowl
20122. 2012’s Super Bowl XLVI has been of much interest to many, not only
sports fans but also to the social network analysts, as it was the top tweeting
event to date, with its record value of 12,233 tweets per second. Tweets relevant
to this event and with time-bounds of the game were extracted. One task was to
find the top (i.e., with the highest number of tweets sent) tweeting cities in the

2 The Super Bowl is the annual championship game of the National Football League
(NFL), the highest level of professional American football in the United States.
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Fig. 4. Twitter Activity during the Superbowl 2012

US during Super Bowl championship. For this purpose, the FactCount cube was
extended by the measure TweetCount and a hierarchical dimension geolocation.
The input facts were filtered to the tweets originating from the USA.

The tweet activity of top 10 cities is plotted in the chart on the left hand side
of Figure 4. Indianapolis, the city that hosted Super Bowl 2012 championship,
remained the most active city during this game with 2559 tweets. The game
venue has capacity for 70,000 spectators, which is a contributing factor to make
Indianapolis the top tweeting city. One other task was to see peak activity along
the timeline for the city hosting the championship. The chart on the right hand-
side in Figure 4 plots Twitter activity by minutes only for Indianapolis where
most tweets were sent in the 37th minute.

Case 2 - Types of Twitter users by geographic regions. Users on
Twitter engage in many activities including 1) posting tweets 2) (un-)marking
tweets as favorite 3) making other users friend, and 4) (un-)following other users.
Our task was to explore geographical regions based on such activities. Figure 5
depicts the outcome of this analysis.

The first pie-chart shows the distribution of Activity (tweeting / status up-
dates) by continent. South America with 37% share is the top active continent
followed by North America with 26%. Please note that users on Twitter can
exclude location specific data from the tweet. BLANK represents such tweets in
the chart. The second pie-chart plots regions by favoriting activity. North Amer-
icans lead the way with 32% share and are followed by Asians with 26%. The
third pie-chart shows regions by friendship. North American have most friends
with 34% share. The last chart shows regions by number of followers with South
America having 40% of the total and North America having about 26% of the
total number followers, respectively. The mining structure consisted of fields
UserID, User-Created-At, Language from UserDIM dimension and all the mea-
sures in the fact table. The mining model, however, contains User-Created-At(a
Date field) and StatusCount. Microsoft Clustering Algorithm was configured to
use scalable K-Means method and to have 4 clusters as to correspond to Active
& New, Passive & New, Active & Mature and Passive & Mature categories.



Discovering Dynamic Classification Hierarchies in OLAP Dimensions 433

Fig. 5. Exploration of geographical regions by user activity

The presented cases demonstrate the advantages of coupling OLAP with data
mining for discovering and analyzing dynamic data characteristics. Re-using the
mining results as aggregation paths in OLAP queries enables new insights, which
could not be obtained without the feedback loop at the level of data modeling.

5 Conclusions and Future Work

In this work we proposed to extend the classical approach to modeling OLAP
dimensions by the inclusion of dynamic categories and hierarchies discovered
from the data through the application of data mining algorithms and other
computations. The discovered classifications reflect “hidden” relationships in
the data set and thus represent new axes for exploring the cube’s measures. We
handled the process of adding discovered categories at the conceptual modeling
level by transforming the cube schema into a homogeneous graph consisting of
attribute nodes and hierarchical relationships between them. This representation
allowed us to treat measures and dimensions symmetrically for the purpose of
discovering interesting relationships and grouping options.

We tested our approach on the dataset of the Twitter’s public stream focus-
ing the analysis on the metadata represented by over 60 data fields about the
message and its author. The presented application scenarios demonstrate how
the original data can be enriched by discovered knowledge about the dynamic
characteristics of the data set, such as activity and popularity of the users, Twit-
ter usage patterns by geographical distribution, emergence and dissemination of
events, etc. In contrast to the standard application of data mining tools where
the outcome is used as the final result, we provide a feedback loop to integrate
the obtained groupings into the data cube as additional aggregation paths. We
expect our approach to enhancing multidimensional cubes with dynamic hierar-
chy paths to be a valuable contribution for numerous OLAP applications.
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Abstract. Business Intelligence projects include a big variety of challenges for 
all involved parties. Due to individual and changeable customer requirements or 
lacking standardization, there is much legwork which BI developers or 
consultants have to spend time on. BIAccelerator’s template-based ETL 
development approach tries to tackle this issue by providing developers with a 
flexibly extendable environment which helps to quickly set up prototypes and 
which allows simplified change management. The tool allows importing 
metadata from source or destination data storages, adding additional knowledge 
(e.g. source - destination mappings or definition of Slowly Changing 
Dimension attributes) and generating executable ETL packages based on 
custom templates and collected metadata. This way, any changes (e.g. 
modification of source/destination entities or changes in the ETL processes) can 
easily be deployed.  

Keywords: Template-based ETL, Business Intelligence, Data Warehousing, 
Data Integration. 

1 Introduction and Motivation 

Business Intelligence (BI) consultants are confronted with a lot of challenges during 
their daily work, e.g. customer requirements are very individual, therefore 
(conventional) ETL templates cannot be used in a reasonable way and standardized 
procedures rarely exist. Furthermore, networking between BI consultants from 
different companies is not often done.  

Also, during the ETL development there exist some challenges, e.g. transformation 
rules are not known in the analysis phase, bad data quality, high complexity, large 
number of tables as well as transparency, maintainability and documentation [3], [6]. 

SQL Server Integration Services (SSIS), a tool from Microsoft’s BI bundle, is a secure 
and reliable ETL platform with high performance and scalability. High usability can be 
achieved with a comprehensive development environment, source control, visual 
debugging and a comprehensive library for transformation etc. Furthermore, SSIS is 
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extensible e.g. with user defined tasks, source/transformation/destination components and 
so on (e.g. access to SAP data). But, there also are a lot of challenges when developing 
with Microsoft SSIS: 

• No satisfactory storage for ETL-relevant information, e.g. for mappings, 
transformation rules etc. An integrated change management support or a metadata 
repository in SSIS does not exist. 

• For development of SSIS packages, a lot of legwork is necessary, e.g. data type 
conversions, mappings. And concepts for dynamisation could be more powerful. 

• Individuality of BI projects and therefore high costs. 
• Templates for standard ETL processes do not exist. Standard process models can 

rarely be used.  

To tackle these challenges a new software and framework called BIAccelerator was 
developed. BIAccelerator supports the user with standardized procedures and helps to 
realize BI projects faster. The vision of the approach is an application which lets the 
developer model BI solutions on a high level and generates data bases and 
corresponding load processes automatically. Thereby, all relevant information about 
the involved systems should be recorded, all definitions like names of attributes, 
transformation rules or dynamic statements (the dynamic statement concept will be 
explained later in the text) are entered e.g. through different kinds of graphs or 
diagrams and finally, the data base(s) and load packages of the BI system should be 
generated with the generator module of BIAccelerator. 

The current version of BIAccelerator (1.0) does not support the automated 
generation of data schemes, but the SSIS package generator is fully featured. Objects 
can be generated and re-generated very quickly at any time taking into account 
possible changes of data schemes or changes to the ETL process. Furthermore, BI 
developers have an optimally documented system and a significantly higher flexibility 
by using the automated generation from the beginning of a BI project. 

BIAccelerator’s aim is to drastically reduce development time for ETL packages of 
BI systems. The time DT which can be saved depends on the relation between the 
number of automatically generated packages GP, the number of manually created 
packages MP and the number of templates T. If a template implements a certain ETL 
process, then in case of any changes only the template has to be modified and the 
according packages are re-generated. Thus, the expected time saving rate DT can be 
estimated as follows: 

MPGP

MPT
DT

+
+−= 1  (T ≤ GP)1                                        (1) 

For instance, if the number of manually created packages is 20 (MP), the number of 
automatically generated packages is 50 (GP) and the number of used templates is 10 
(T), then a reduction of ETL development time for about 57% can be expected. 

                                                           
1 (GP + MP): Number of built packages in case of manual development. 
  (T + MP): Number of built packages in case of template-based development. 
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This contribution is structured as follows. Section 2 gives an overview of related 
work or related tools. Section 3 introduces the template-based ETL modeling 
approach and in section 4 the technical description of the BIAccelerator architecture 
is presented. Finally, some results are shown in section 5 and conclusion and intended 
future work are discussed in section 6.  

2 Related Research 

There exist a certain number of extract, transform, and load (ETL) [6] package 
generators, but most of these generators create packages from provided metadata.  

Vulcan2, a small Business Intelligence Framework available on the Open Source 
Project Community Codeplex3, generates SSIS packages from provided definitions, 
which makes it possible to create BI template solutions in some sense. Extending this 
approach, the current version of BIDS Helper4 offers the functionality to create 
packages from a metadata file (in BIML – Business Intelligence Markup Language – 
format5). Hereby metadata refers to data which describes (and only describes) the 
designated SSIS package by means of defining all SSIS objects (tasks, components of 
data and control flow etc.) and relations between them (dependencies, data flow). This 
approach allows the user to edit the text-only representation of packages, having the 
operations of word processing tools available. One may think that this is not a big 
advantage, but even the simple “replace” functionality can be a big advantage and 
spare a lot of legwork. However, the main idea of BIAccelerator is different. It 
basically relies on Microsoft’s metadata-driven ETL approach [1], which shall be 
introduced in the following. 

Microsoft SQL Server 2008 Integration Services (SSIS) is an environment which 
allows to deploy and to manage high-performance data integration solutions like data 
warehouses or business intelligence applications in general. The ETL process has the 
goal of bringing heterogeneous and asynchronous data sources into a homogeneous 
environment [4]. SSIS offers a very powerful environment for developing ETL 
applications, but still there are some issues which SSIS developers face, especially 
when building large data warehouses. Metadata-driven ETL tries to tackle these 
issues. 

The metadata-driven ETL process is described as follows and shown in figure 1 
(according to [1]):  

1. Definition of source and destination of the ETL process (databases, tables, etc.). 
2. Automatic or manual collection of data schemes (columns, index, constraints). 
3. The mapping between source and destination entities has to be defined. 
4. Choose full or delta load. 
5. For each entity the steps for performing the extraction have to be defined. 

                                                           
2 http://vulcan.codeplex.com/ 
3 http://www.codeplex.com/ 
4 http://bidshelper.codeplex.com/ 
5 http://www.varigence.com/documentation/biml 
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6. An execution plan for the ETL packages is provided. 
7. The system creates executable SSIS packages. 
8. The system deploys the packages to the execution environment. 
9. The system executes the ETL packages and logs their status. 

 

Fig. 1. Metadata-driven ETL Platform Architecture [1] 

The design goals of a metadata-driven ETL platform aim at “improving the 
productivity of developers, enforcing ETL standards, supporting a cost-effective way 
to deploy large data warehouses on commodity hardware, and providing a centralize 
metadata repository for lineage tracking” [1]. 

The key components of the platform are [1]: 

• Metadata repository: Store for ETL definitions, which describe data sources and 
destinations, source-destination mappings, data transformations, and orchestration 
processes. 

• Metadata editor: This component is the user interface to edit data from the 
metadata repository. 

• Builder: The builder is a SSIS package generator, which creates packages based on 
the definitions from the metadata repository. 

• Controller/worker runtime environment: Distributed execution of SSIS packages 
and unified logging management. 

• Logging repository: Store for package execution logging data. 
• Monitor: Monitoring and reporting of the ETL execution status. 

Basically BIAccelerator follows the main concepts of metadata-driven ETL approach, 
but still it offers more flexibility especially in steps 4 and 5 of the metadata-driven 
ETL process. Hereby the tool lets the ETL developer design her/his individual ETL 
processes, which can be defined as templates for the certain extraction processes. This 
concept is introduced in the following section. 

3 Template-Based ETL Modeling Approach 

The starting point of the template-based ETL process is a “normal” SSIS package. The 
tasks and data flows of the package work correctly (necessary tests executed) for a 
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certain source-destination relationship. Let us assume that there exist a number of  
source-destination relationships with similar requirements (commonly given in the 
staging layer of a data warehouse). What one could do is to dynamise certain properties 
of the ETL-Package in order to make it work for all these relationships. Which  
properties have to be dynamic? Properties of the source component for instance. In 
case of a source database this would be a table (or view, procedure, etc.) name or a 
SQL select statement or a file name in case of flat file sources. 

 

Fig. 2. Dynamisation of SSIS Objects 

SSIS templates consist of a set of static and dynamic objects. Consequently all 
instances have static and individual ETL process components. BIAccelerator supports 
dynamisation of properties of frequently used SSIS objects. Thereby the user has to 
specify, which properties of which SSIS objects have to be dynamised in which way. 
Figure 2 illustrates this approach. 

The properties are dynamised by following a special syntax (dynamic statements), 
written in T-SQL and supporting special dynamic tags, e.g. “{SourceTable}”. The 
following example shall illustrate the idea of dynamic SQL statements. 

Let us assume we have an SSIS package which contains a task (e.g. an “Execute 
SQL Task”) which should update a table with data from a certain source. In our 
metadata repository we defined mappings for a “Customer” entity as follows: 

Table 1. Metadata and Definition 

Source (Database-name: L1) Destination(Database-name: L2) 
dbo.Customer 

PK CUST_ID varchar(12) 
 CUST_NAME nvarchar(80) 
 ADD_CITY nvarchar(50) 
 ADD_STR nvarchar(80) 

 

dbo.Customer
PK CustomerID varchar(12) 
 CustomerName  nvarchar(80) 
 AdressCity nvarchar(80) 
 AdressStreet nvarchar(80) 

Mapping
CUST_ID CustomerID

CUST_NAME CustomerName 
ADD_CITY AdressCity 
ADD_STR AdressStreet 

 
The following SQL statement performs an update as described before: 

UPDATE d  
SET d.{DestinationNonPKColumn} = s.{SourceNonPKColumn}  
FROM {SourceTable} s  
INNER JOIN {DestinationDatabase}.{DestinationTable} d  
 ON s.{SourcePKColumn} = d.{DestinationPKColumn} 
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Now, having assigned this statement to the property of a SSIS object (“SQL 
Statement” of the “Execute SQL Task”), the concrete SQL statement can be deduced 
from dynamic statement and metadata: 

UPDATE d  
SET d.CustomerName = s.CUST_NAME, d.AdressCity = 
s.ADD_CITY, d.AdressStreet = s.ADD_STR 
FROM L1.dbo.Customer s  
INNER JOIN L2.dbo.Customer d ON s.CUST_ID = d.CustomerID 

For the according source-destination mapping the concrete SQL statement could be 
created. Now, one can imagine that this generation of statements can be applied to a 
set of n source-destination mappings. What could be done is to create n SSIS 
packages containing “Execute SQL Task” objects with the according SQL statements 
to update the particular tables defined by the mappings. This is the basic principle of 
the template-based ETL modeling approach. Every time, when a dataflow can be 
applied to a number of n source-destination relations, the template-based modeling 
approach is a useful procedure which helps to save time and costs. Because the 
developer can design a template SSIS package for one of the relations, verify its 
correctness and reproduce it for the rest of the relations. This reduces not only the 
development time, but also testing efforts, because generated packages in principle 
imitate the functionality of their template package, which generally can be assumed 
correct. Besides reducing development time, the template-based ETL modeling 
approach also aims at simplified change management. In case of changed source or 
destination entities (e.g. additional or removed attributes, changed data types, etc.), 
the SSIS developer performs these changes in one place only – in the metadata. After 
having adapted all affected metadata entries (all source destination mappings in 
particular), the user simply re-generates and deploys all concerned ETL packages. 
Furthermore, the application of changes in the ETL process is drastically simplified, 
because such changes are applied to the template and can be propagated to its derived 
packages automatically. However, relying on the BIAccelerator approach one can 
efficiently and flexibly generate 1:1 copies of a dataflow for multiple source-
destination relations. Of course, in practice 1:1 copies of a package rarely are directly 
applicable - without having to do any adaptions. Therefore, an extension of the 
template-based ETL approach will be introduced in section 6, which should allow 
metadata-driven assembling of ETL packages based on predefined template SSIS 
snippets. Nevertheless, due to the homogeneous nature of ETL processes in the 
staging layer of a data warehouse, the generation of 1:1 copies of ETL processes is 
well applicable. 

4 Technical Description 

BIAccelerator is fully integrated into Visual Studio, Microsoft’s well-known software 
development environment, or rather into the Microsoft Business Intelligence 
Development Studio (BIDS). It shall be mentioned that the template-based ETL 
modeling approach is a general one. However, BIAccelerator is an implementation for 
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the Microsoft BI environment. Implementation and testing of the SSIS packages is 
done in Visual Studio – as usual. Furthermore the user can apply dynamisation 
concepts to her/his tasks and components using the same environment. The following 
process model describes the fundamentals of the approach on the development of a BI 
system with BIAccelerator: 

1. Requirements analysis: Systematic collection of all requirements and storing them 
in the metadata repository. 

2. Import of metadata from data sources and analysis of data quality: All required 
metadata from relevant data sources are imported using the according wizards. A 
metadata provider component is used for accessing different systems and their data 
(metadata particularly).  

3. Definition of transformation rules: All relevant metadata on source and destination 
systems imported via respective wizards. Afterwards mappings and transformation 
rules are specified. 

4. Generation of SSIS packages: A main part of the needed SSIS packages can be 
generated automatically with the SSIS generator by using the defined 
transformation rules and mappings. A set of predefined SSIS templates (frequently 
used ETL processes – best practice) are delivered together with the tool. 

5. Test: The BI system is tested. Testing is simplified because packages which were 
derived from a correct template package normally should work correctly. 

6. Documentation: With the use of integrated reports the BI system basically is well-
documented automatically. Furthermore, technical descriptions and general 
information can be added.  

On the basis of this process model, figure 3 describes the BIAccelerator architecture 
with its modules: 

BIAccelerator

Package 
Generator

Metadata 
Repository

Controller

Metadata 
Editor

Monitoring 
Repository

Metadata 
Provider

Metadata 
Provider

Docu-
mentation

Dynamic 
Statement 

Builder

SDB1

SDB2

Templates

Data Sources Destinations

DDB1

DDB2

ETL

Executable 
Packages

Dynamic Statements
Columns + Mapping

 

Fig. 3. BIAccelerator Architecture 
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• Metadata repository: The BIAccelerator framework manages information about 
data sources and metadata in an internal data structure. This metadata repository is 
used to store e.g. technical and business metadata, destination definition, data 
movement and pattern definition, and orchestration process definition. 

• Dynamic statement builder: The dynamic statement builder is a wizard which 
helps the user to define and (context-dependently) test dynamic statements (see 
section 3 for details on the dynamic statement concept). 

• Metadata editor: The metadata editor offers the possibility to a user to edit 
imported metadata and to add her/his custom definitions in the central metadata 
repository. Furthermore, one has the possibility to propagate changes in source 
systems (e.g. new/deleted tables/attributes, changed data types, etc.) to the 
metadata repository and to get a mark on affected templates or packages. 

• Package generator: The builder is designed to automatically generate SSIS 
packages and instances based on metadata definitions. All possible data sources 
and destinations are represented by a manageable number of classes to support all 
data objects from SSIS. The package generator generates the data models, the BIA 
data bases, the ETL processes and the client modules. 

• Metadata provider: The metadata provider is used to access and extract metadata 
from the certain target systems (SQL Server, Oracle, SAP, flat files, etc.). 

• Controller: The controller module provides a user with an interface to monitor and 
report the warehouse’s status. 

• Templates: A set of pre-defined and user-defined template SSIS packages. 
• Monitoring repository: SSIS packages write their execution status information to 

uniform data storages (monitoring repository). Reports can be generated to show 
the current and historical statistics of a warehouse in easily consumable formats. 

• Documentation: Generally, documentation automatically is up-to-date (because it 
is derived from metadata and definitions) and includes e.g. technical descriptions 
of the BI solution or processing rules. 

5 Results 

In the following test scenario data from about 20 flat files are loaded into the staging 
layer of our Data Warehouse (see figure 4). To achieve this, a template package is 
created performing the ETL for one of the flat files. 

      

Fig. 4. Template Package 
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In a second step some of the task’s and component’s properties are dynamised as 
follows: 

 

 

Fig. 5. Dynamisation 

According to figure 5, source attributes should be set in the flat file source 
component, the truncate table SQL statement (see figure 6) is assigned to the 
according Execute SQL task and the same for update statistics, and so on. Finally, the 
source destination mapping is set in the OleDb Destination component. 

 

 

Fig. 6. Truncate Destination Table 

Having defined this and having specified source destination mappings (see figure 
7) for all files and target tables, packages for the rest of the flat files (one separate 
package for each) can be generated automatically.  

 

 

Fig. 7. Source Destination Mapping 

Executing these packages, the certain destination tables are filled with the 
according data without having to apply any changes to the generated packages. 
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6 Conclusion and Future Work 

Template-based ETL modeling promises reduced development and maintenance efforts 
in all stages of Data Warehousing projects. Due to the reason that main testing efforts can 
be transferred from the individual packages to their templates, implementation and 
change management consumes much less time. Packages which were deduced from 
correctly working templates generally can be assumed correct. And of course the overall 
development time for SSIS packages is reduced, because each type of dataflow (ETL 
process) is modeled one single time and accordingly duplicated. Especially in the staging 
layer dataflows frequently are simple 1:1 data-copy-processes, which can be supported 
very well by the template-based ETL modeling approach. Besides this, based on reports 
from the metadata and logging repository, the Data Warehouse’s documentation always 
is up-to-date and available for all involved persons or parties (developer, administrator, 
management, end-user, etc.). The dynamic statements concept guarantees according 
flexibility and broad applicability. This quite powerful concept makes it possible, that 
each and any SSIS package can be defined to be a template by the developer. As soon as 
a dataflow is applicable to more than one dataflow (source-destination relation), it is 
more efficient to use a template instead of implementing the individual packages 
manually. Furthermore, the concept should be easily understandable for SSIS developers, 
because the dynamic statements themselves are written in T-SQL. BIAccelerator’s 
current further development efforts aim at supporting BI developers with integrated semi-
automatic warehouse scheme building (database generator) functions. In many cases, 
e.g., in case of transferring external data to a staging layer, data schemes in the 
warehouse are easily deducible from given schemes. In such cases BIAccelerator should 
provide automatic schema generator functionalities and generate the needed ETL 
packages. Besides this, also more complex scheme generation should be supported which 
can be applied to data transfer processes between staging and data warehouse layers.  
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Abstract. ETL systems continue to suffer from a lack of a simple and rigorous 
approach for modelling and validation of populating processes for data 
warehouses. In spite of the efforts that researchers have been done, there is not 
yet a convinced and simply approach for modelling (conceptual and logical 
views), validating and testing ETL processes before conduct them to 
implementation and roll out. In this paper we explored the use of BPMN for 
ETL conceptual modelling and validation. Basically, we intended to provide a 
set of BPMN meta-models (patterns) especially designed to map standard data 
warehousing ETL processes and testing them before constructing the final 
system. We think this is a practical approach to reduce significantly the 
inadequacy of an ETL system in its real world scenario. A surrogate key 
pipelining process was selected as a case study to demonstrate the use and 
utility of the ETL modelling approach presented here.  

Keywords: Data Warehouses, ETL Conceptual Modelling, Verification, 
Validation, Analysis and Testing of ETL Systems and BPMN. 

1 Introduction 

Software systems modelling [10, 13] is a delicate activity, often complex, requiring 
qualified personnel with proven experience and knowledge. The models produced are 
valuable tools whose utility can be demonstrated in almost all phases of a software 
system development process. The level of abstraction that conceptual models provide 
us is very useful in any kind of conversation we may have with future users of the 
system under development. They are an excellent groundwork for validation of 
software systems’ requirements and functioning models. As such, it is not surprising 
the great importance they have in the daily life of every professional that develops its 
activity designing and implementing software systems. As we know, ETL (Extract, 
Transform, and Load) systems [7] are very particular systems of software. Their life 
cycle includes the steps of most typical phases of any software process development. 
However, their specific features, transform them into a very special piece of software, 
frequently complex and very difficult to implement. All this because, not only its 
operational requirements are different from other types of software – usually, ETL 
systems are running in batch, requiring strong mechanisms for treatment and error 
recovery, they are high concurrent processes and potentially parallel, generally act as 
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opportunistic and autonomous systems, etc. – but also because in most cases its 
operation and control is performed only by a single user with very high credentials: 
the data warehousing system administrator; normal users do not act directly on this 
system. Every ETL system is a particular case. We could even say that there aren’t 
two separate data warehouses with the same ETL system. Each warehouse has its own 
user community, people having different ways of acting and thinking, and linked, in 
some way, to a specific set of decision-making processes. These characteristics make 
these users specific data clients. Different ways of decision making, usually require 
different dimensional models, and therefore different data sets and decision models 
[15]. Thus, even if we adopt a same standard solution for the implementation of a data 
warehousing system (which happens often in areas such as telecommunications, 
banking, or retail, for instance), we just have a different user community, and so we 
need to adjust the original data models already built in the solution accordingly the 
requisites of those decision makers. Changing dimensional models implies to change 
ETL systems. This does not help anything in an ETL system building process. It is 
known that long that the success of a data warehousing system depends heavily on the 
adequacy of its ETL system, which impose an extreme care and concern over its 
architects and software engineers in its planning, architecture, design, and 
implementation.  

With this work we tried to study a method that could help to attenuate the negative 
effects of a less suitable planning for the development of an ETL system. 
Accordingly, we developed a set of meta models using BPMN (Business Process 
Model Notation) [5, 11] specifications for some ETL processes that we recognize as 
standard, which means that their can be found commonly in almost ETL systems for 
real world applications. The choice of BPMN 2.0 was mainly due to the clarity of its 
simplicity of notation for process representation, coupled with his power of 
expressiveness, implementation capacity, and control tasks included in a model. Thus, 
we can specify any ETL process conceptually, in a very concrete way, and then 
validate it by running the model that we defined in BPMN. Then, we can assess, not 
only how to analyse their results, but also we can evaluate a priori their performance. 
In this article we expose and explain our approach to conceptual modelling of ETL 
systems, demonstrating its feasibility and usefulness through a case study involving 
one of the most common process that usually occurs in any ETL system: a surrogate 
key pipelining process. So, after a brief exposure of some related work with this 
specific issue (Section 2), we present how we can build a meta model for an ETL 
system with its notation, and then introduce and explain the conceptual model built 
for the case study referred as well as analyzing its implementation and execution 
(Section 3). Finally, we end the article with some pertinent findings and indicating 
some directions to follow in terms of future work (Section 4). 

2 Related Work 

The use of BPMN in the specification of ETL systems conceptual is not new. As far 
as we know, Akkaoui and Zimány presented a paper [1] in 2009 exploring this 
approach, proposing a conceptual model for a specific ETL system developed using 
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the BPMN notation, and showing how such model could be implemented through the 
use of BPEL (Business Process Execution Language) [4]. Their approach was very 
interesting, showing it was possible to construct properly a conceptual model in 
BPMN, easy to read and to understand, for an ETL system. In fact, using a very 
practical way, they showed us how the BPMN notation, originally designed for 
modelling business processes, could be successfully adopted in modelling systems for 
populating data warehouses. Furthermore, they also implemented successfully, the 
major drawback that usually exists between modelling conceptual specifications and 
their implementation, demonstrating how we can execute them using BPEL. In turn, 
the authors of [6] introduced a layered methodology to support the design of ETL 
processes for operational business intelligence systems using a unified formalism. 
Basically, following their methodology’s steps, we start modelling business processes 
and their services’ requirements and objectives, proceeding forward passing by model 
logical design to its physical implementation. Later, in [16] was exposed a very 
practical way to guide BPMN specifications for the definition of conceptual models 
of ETL systems. In that paper, the authors presented a set of BPMN components 
specifically oriented for ETL tasks specification. However, the materialization of the 
specifications produced still some way off from its practical implementation. The gap 
between system modelling and system implementation continued to exist, and 
crossing it only be possible developing some (significant) translation efforts to 
produce a source code that could be executed in some platform. Calling and using 
Web services through BPEL remained a constant on these cases, which was 
confirmed in [2]. They referred once more the existence of a lack of harmonization 
and the inexistence of an ETL implementation process that obeys to an integrated 
development strategy, covering all the essential parts of a design for a ETL system 
project, ranging from its conceptual modelling to its physical implementation. In this 
sense, the authors of [2] proposed in 2011 a new framework to support the 
development of ETL systems based on models – a model-driven approach. The 
framework proposed covers the entire ETL process development, including  
the automatic generation of source code for specific computer platforms. Many other 
important initiatives have been taken in this field. It should be noted, for example, the 
works reported in [17, 18, 12, 14, 9], which raised many interesting aspects that we 
must take into account when developing conceptual and logical models for ETL 
systems. But despite their many contributions, we still note a lack of a complete 
proposal that will permit the conceptual modelling of an ETL system as an initial 
work and discussion of its main features, allowing posteriorly the generation of the 
corresponding logical model and the generation of a physical model with the 
possibility of being executed. 

3 ETL Based on BPMN Patterns 

3.1 Meta Model Design and Implementation 

Modelling ETL processes need to reflect the different flows of control and data 
between the various tasks embedded in them. The use of BPMN in this type of 
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modelling, before its version 2.0, allowed modelling the flow of control between the 
various activities of an ETL process without great problems, as well as the 
characterization and description of the activities to implement. However,  
the description of their data flows was dependent on other tools. As referred in [16], 
the real challenge was to do the combination of these two types of flows in one single 
representation model and, therefore, in a single tool. Today, BPMN 2.0 already 
includes specific features for the representation and description of data flows, and also 
allow for aggregation of flows. 

Fig. 1. An algorithm for a Surrogate Key Pipelining 

With the primary purpose of providing a set of formal specifications for standard 
ETL processes, and taking into consideration the ideas provided in [1, 2], we present 
an approach for conceptual mapping and execution validation of a standard ETL 
process: a Surrogate Key Pipeline (SKP). We used the BPMN notation to construct a 
first conceptual model, revealing the necessary bridges to translate it into the 
correspondent physical model, already prepared for execution through a specific set 
of BPMN primitives. This will provide the necessary means to validate the model 
presented for a SKP algorithm implementation like the one presented in [7].  

Due to many reasons, the feeding process of a fact table requires frequently to convert 
operational keys that come from information sources into specific surrogate keys. This 
imposes the maintenance of a map keeping all the valid correspondences between 
operational and surrogate keys. Otherwise we would lose important information about 
the origin of the facts. Therefore, it is quite common to specify mapping tables for each 
dimension that we have presented in the data warehouse, keeping in it data about its own 
operational-to-surrogate keys mappings. Usually, a SKP process begins working the data 
records of a fact table, analyzing what kind of substitution must be applied (or not) to the 
natural keys of each dimension presented in its schema. For each attribute in a fact table 
having a natural key, a specific query is launched over its corresponding mapping table (a 
typical lookup operation) in order to get the corresponding surrogate key. If a surrogate 
key does not exist for the current operational key, then the mapping table will be updated 
reflecting the generation of a new surrogate key - executing, for instance, an auto 
numbering operation. Once the mapping table is updated, the SKP process replaces all 
the facts that match the operational key in the attribute by its correspondent surrogate key  
 

rows[] <- FactTable.getRows(); 
for each Rows in row 
   for each n_key in row.getOperationalKeys(){ 
      mapping_table <-  n_key.identifyMappingTable(); 
  //Invalid operational keys 
        if (check_integrity(n_key) = false) 
     mapping_table.generateQuarantineKey(n_key); 
        else 
    //valid natural keys 
    if (mapping_table.getSurrogateKey()            
             n_key.replaceKey(mapping_table.getSurrogateKey()); 
           else                                  
             mapping_table.generateSurrogateKey(n_key); 
           end if 
  end if                     
   end for each 
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value. Complementarily, we must also identify natural keys that are inconsistent across 
operating systems. For example, a same operational key can refer two or more different 
separate registers, imposing its verification in order to maintain data consistency. Kimball 
and Caserta [7] referred that such keys must be marked as "unknown". In Fig. 1 we 
present the pseudo code of an algorithm, illustrating the most important steps of a 
conventional SKP process. The algorithm presented is simple, making an approach to the 
problem typically sequential. For this kind of ETL task, this approach is not the best one. 
The nature of the operations involved, especially the ones involving data manipulation, as 
well as the large number of records involved, makes this solution a clear bottleneck in 
terms of system performance. Thus, in the case of a real implementation, other solutions 
should take into account, using more sophisticated algorithms that provide parallel 
execution of multiple threads and process, simultaneously, involving several groups of 
records (or chunks) at same time. In this manner we could run at the same time so many 
threads as the number of operational keys, performing each one of them as an 
autonomous process. This can reduce significantly the I/O cost per record, influencing 
positively the global performance of the ETL system. However, given the complexity of 
the BPMN modelling process, the SKP algorithm presented here is quite enough to 
satisfy our demonstrations purposes. 

 

 
 

 

Fig. 2. A BPMN pattern for a SKP process 

3.2 A BPMN Case Study 

In order to represent all the implementation steps of the SKP algorithm presented, we 
used the BPMN notation for defining a meta-model (a pattern) for general ETL use, 
which can be instantiated and executed independently of the logical and physical 
structure of the data involved with. In Fig. 2 we show the basic operations that were  
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defined for the execution of the referred standard process. This pattern can be used in 
every ETL system requiring the implementation of one or more SKP processes. The 
formal specification and standardization of high-level models can increase the 
efficiency of a process, reducing its complexity and susceptibility to errors in the 
definition of standard ETL processes. The SKP process begins loading the data 
required for its regular execution, which is constituted essentially by some 
configuration and functioning parameters such as the data staging area server 
connection, the fact table metadata, and all the necessary mappings for operational 
keys substitution. Next, all the records of the fact table will be read in order to 
identify the target operational keys, perform lookup operations on the mapping tables 
involved, and retrieve the correspondent surrogate keys. The BPMN model presented 
in Fig. 2 has two expanded sub-processes, representing the surrogate key 
manipulation process. Iteratively, the first sub-process handle all the records 
contained in the fact table and, one by one, invokes another sub-process that is in 
charge to select the attributes that contain the operational keys. For each operational 
key identified it accesses its mapping table to get the corresponding surrogate key. 
During the identification of the operational keys’ attributes, there may occur a 
compensation event, which will be fired whenever they are some inconsistent 
operational keys, often resulting from integrity constraints violations in source 
systems. Once guaranteed the integrity of the operational key, the process checks to 
see if it is already inserted in its mapping table. If this happens, the replacement of the 
operational key is automatically performed taking the surrogate key the place of the 
operational key in the fact table. Otherwise the mapping table is updated with the  
new operational instance, the surrogate key is generated, and the operational key 
replaced. After processing entirely the original fact table, the facts, already processed, 
are loaded into the fact table destiny. 

3.3 Translating BPMN Meta Models to BPMN Execution Models 

Usually, a specific ETL engine manages ETL processes, being responsible for the 
interaction and coordination among ETL workflow tasks. In our approach we used 
some orchestration elements provided by BPMN 2.0 for services that allow the 
coordination of multiple tasks. However, in order to carry out an appropriated 
mapping between the high-level model and the executable model we need to ensure 
some characteristics related to the execution of activities. The implementation of the 
SKP algorithm presented before was done using BPMN specifications and a service-
oriented approach, which allowed invoking methods through a set of services 
provided by web services. Once coordinated, these services allow the application of 
the necessary transformations for the implementation of the SKP algorithm through 
the use of an intermediate layer of stored procedures that ensures services interaction 
with all the storage structures that the algorithm needs. Beyond the specification of all 
atomic activities represented in the conceptual model, the definition of the executable 
model also requires an additional specification of activities, simply because it will has 
the right characteristics to support its own implementation. For example, activities 
that communicate with a Web service must be defined as service tasks. This type of 
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activity is performed by the system without human intervention, and it is used 
regularly to maintain communication with external interfaces. In Fig. 3 we present a 
proposal to convert the sub-process ‘Key Natural Process’ included in the pattern 
shown previously (Fig. 2) for a BPMN 2.0 model that can be executed using the 
BizAgi tool (http://www.bizagi.com/). The implementation of the model is based on a 
data storage structure especially conceived for this process, with a layer SOA (Service 
Oriented Architecture) acting as a bridge between the model and the BPMN storage 
structure. All the activities of a model have a Web Service method associated with 
them. These methods are responsible to invoke the most appropriated Stored 
Procedure in order to perform its related activity over the target fact table. All the 
stored procedures were created using Dynamic SQL. 

 

 

Fig. 3. The SKP BPMN model 

The process begins to read the configuration parameters of its implementation, 
which involves usually access and data structuring information (server name, access 
port, and access credentials), the name of the fact table to process, the list of 
operational keys to replace, and the mapping table with the surrogate keys. All this 
metadata can be filled in the BizAgi configuration environment or retrieved in a table 
containing the identifier of the column and the name of the associated mapping table. 
The processes 'Load dataset' and 'Load Mapping Tables' are actually unnecessary in 
the specification of the execution model, since the records of the table of facts, and 
their own mapping tables, do not need to be copied to the BPMN runtime 
environment. The interaction with the mapping tables and the records of the fact table 
is coordinated by the BPMN process that runs using the methods implemented in the 
Web services selected. The processes extended (Fig. 3), which represent a repeating 
structure for a given sub-process, is identified in the execution model with the use of 
structured cycle available in the BizAgi tool [3]. These cycles (looping structures) are 
modelled using gateways with transitions, which allow repeating a set of predefined 
activities accordingly to some particular condition. In the model we designed, the 
process checks all the fact tables records, one by one, and for each of them, it follows 
replacing all the operational keys accordingly the mappings expressed in the 
configuration parameters when the global process had begin. BizAgi also provides us 
with a set of structures especially oriented to support the execution of BPMN models. 
After the model definition it is possible to construct a special oriented data structure 
to receive the information used in all the activities included in the model, as simple 
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input data or as support business rules. In the structure of a model is possible to define 
entities and relationships as we usually do in a relational model. The data structures 
for the SKP algorithm implementation can be represented through a very simple 
diagram (Fig. 4) - in fact, all data structures can be represented in a very simple way. 

 

 

Fig. 4. Data structures for model configuration 

The ‘SK_pipeline’ and the ‘NatualKeysMetaData’ entities represent, respectively, a 
link with a data structure in the system data storage layer and the correspondence 
between operational and surrogate keys.  The system data storage provides a strong 
structure to keep data as long as a process runs. Users using a specific form provided by 
BizAgi introduce the ‘SK_pipeline’ instances manually at the beginning of the process. 
They can do the same relatively to the entity ‘NaturalKeysMetaData’ or fulfil it 
automatically through data provided by a system’s source. To perform the ‘Read Row’ 
activity it is called a Web Service method that gets a fact table record using the predefined 
data access. Next, the ‘Read column’ activity use another Web service to check the 
existence of the operational-surrogate key mapping, using the operational key value and 
the identification of the source that generated the fact record. As mentioned earlier, it is 
possible that a given operational key is identified as inconsistent and it will be marked 
with 'unknown'. Otherwise, a specific gateway is used for comparison applying a specific 
business rule. The flow rules represented in the model provide the path to follow based 
on a decision made on a given gateway. Thus, if an operational key does not exist in the 
mapping system, the process invokes a service that will update the mapping table 
involved, and then invoke a new service that will replace the operational key for the 
correspondent surrogate key. This process is repeated for each dimension key in the fact 
table. The looping structure was implemented by means of two gateways, which operate 
as two conventional structured cycles. 

3.4 Results Analysis and Evaluation 

Modelling and execution of business processes is still a subject under strong 
discussion, especially in terms of the definition of boundaries between their 
conceptual representation and the corresponding execution model. In [8] Frank 
Leymann addressed several issues that have been discussed by several authors, with 
very contradictory views, regarding the implementation of business processes using 
the BPEL language or the execution of processes through BPMN 2.0. In our opinion, 
independently from the adopted approach, there is a clear distinction between the 
definition of the conceptual model of a business process specification and its 
corresponding implementation. Conceptual modelling should not consider any kind of 
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implementation infrastructure, nor any criteria associated with its execution. For 
example, when a business process manager defines a specific conceptual model, 
usually does not take into account if the activity he wants to be executed is set to a 
Web service or to a script. The infrastructures that support the implementation of 
conceptual models are related to a specific class of users involving therefore the 
application of specific constructors. Taking into account our previous experience 
converting BPMN models into BPEL execution models, we find that BPEL fits more 
to modelling an executable process, mainly due to the nature of its constructors (e.g. 
looping structures). In turn, the BPMN notation gives us a greater freedom in building 
business processes, but affect negatively the application of execution semantics in the 
later stages of the work, mainly due to the number of possible combinations in the 
implementation of those constructors. 

4 Conclusions and Future Work 

In 2009 Akkaoui and Zimány proposed the use of the BPMN notation and BPEL to 
develop conceptual models for ETL systems [1]. Later, they reinforce their ideas 
proposing to model ETL generic processes independently from the platform [2]. At 
the time of reading these two works, we found that their ideas very interesting, having 
a huge potential particularly in what is concerned with the mapping of conceptual 
models in a set of execution primitives. After some time of research in the field, we 
thought we could extend a little bit more the ideas of those two authors, creating 
specific conceptual models, generally applicable, for each of the standard ETL 
processes we knew, including tasks such as change data capture, slowly changing 
dimensions, surrogate key pipelining, or data quality coverage. We designed these 
meta models as BPMN patterns for ETL systems. Following this line of researching, 
we developed this work using the same methodology that Akkaoui and Zimány used, 
demonstrating the effectiveness of our BPMN patterns proposal for ETL systems, 
explaining and illustrating them with one of the BPMN patterns we designed and 
implemented: the SKP (Section 4).  

In our opinion, the specification of a conceptual model for a SKP is quite 
appropriate, once it’s one of the most common ETL processes used in a data 
warehouse populating process. Our contribution allows the creation of models that 
can be defined as containers of operations in which we specified an input of data for 
tasks in there, producing an output as a result of a set of pre-established activities. Our 
goal is to have in the short term, an extended family of BPMN patterns that allow us 
to build a complete ETL system, covering all its working areas. Furthermore, we 
believe that the use of BPMN patterns in the specification of ETL conceptual models 
will facilitate its implementation, and will contribute significantly to increase its 
quality of construction, reduce functional and operational errors, and decrease 
significantly its costs. The use of BPMN 2.0, in particular the use of the BizAgi tool, 
allows the specification of very detailed models in which we point out the component 
for data modelling. With this component you can put in memory a set of structured 
data based on rules for ER models definition, allowing to load data records into 
memory, as well as the mapping tables for key substitution, and enabling the 
incorporation of optimizations in the process SKP itself.  
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Abstract. This paper extends a quad-tree based multi-resolution approach for 
two-dimensional summary data by providing a novel OLAP data cube 
compression approach that keeps the critical novelty of relying on R-tree based 
partitions instead of more constrained classical kinds of partition. This 
important novelty introduces the nice amenity of (i) allowing end-users to 
exploit the semantics of data and (ii) obtaining compressed representations of 
data cubes where more space can be invested to describe those ranges of 
multidimensional data for which they retain a higher degree of interest. Hence, 
this paper can be considered as an important advancement over the state-of-the-
art approaches. Experimental results confirm the benefits of our proposed 
approach. 

1 Introduction 

OLAP data cube compression (e.g., [6,7,8,11,13]) is a solid and well-understood 
research area in the context of database and data warehousing research [15,16]. 
Basically, the goal of compression is to reduce the size of the target data cube in order 
to gain efficiency during query evaluation. There are a wide range of approaches 
dealing with data cube compression issues. Recently, a renewed interest from the 
research communities is due to novel computational paradigms adhering to the 
MapReduce framework [19] (e.g., [1]), or analytics over multidimensional data 
(e.g., [12]). For instance, Buccafurri et al. [5] proposed a quad-tree based data cube 
compression approach. It first recursively partitions the input data cube into a 
hierarchical quad-tree based partition that minimizes the sum of squared errors (SSE) 
of the final buckets; it then generates a quad-tree summary (QTS) in a way similar to 
the data cube compression (e.g., [2,4,14]) obtained by using classical histograms. 
Furthermore, this compressed representation is further enhanced by equipping the 
terminal buckets of the QTS with indices [5] that provide a compact description of 
data distributions within these buckets and thus improve the accuracy of retrieved 
approximate answers. Consequently, the indexed quad-tree summary (IQTS) data 
structure is generated [5]. 
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Key contributions of our current paper include our extension of the quad-tree based 
multi-resolution approach for two-dimensional summary data [5]. We do so by 
(i) first pointing out the limitations of the quad-tree based partitioning scheme and 
(ii) then proposing a novel R-tree based approach for compressing OLAP data cubes 
that introduces the critical advantage of relying on unconstrained (i.e., arbitrary) data 
cube partitions. This novelty leads to several benefits. For instance, when using R-tree 
based partitions, more space can be saved to describe those ranges of 
multidimensional data in which end-users have a higher degree of interest. We also 
conducted experiments on real-life data cubes to compare our proposed approach with 
state-of-the-art data cube compression approaches. Experimental results confirm the 
benefits of our proposal. Although we present our approach for two-dimensional 
OLAP data cubes, it can be easily extended to multidimensional OLAP data cubes. 

The remainder of this paper is organized as follows. Section 2 points out the 
limitations of the existing quad-tree based partitioning scheme. We propose an R-tree 
based partition approach and the Square Chunk Partition in Sections 3 and 4, 
respectively. We further propose an Indexed R-Tree Summary (IRTS) in Section 5. 
Finally, experimental results and conclusions are presented in Sections 6 and 7, 
respectively. 

2 Limitations of the Existing Quad-Tree Based OLAP Data 
Cube Partitioning Model 

A weakness of the quad-tree based partitioning scheme [5] is that the generated 
partitions do not take into account the end-user goals and interests (as partitions are 
formed by minimizing SSE (see Section 1)). Consequently, the compression process 
may generate buckets that are not useful to the end-users (as the partitioning criterion 
only investigates properties of data and does not pay attention to the end-users’ 
interests). Another weakness is that this scheme does not take into account the 
semantics of data. It focuses on investigating the nature of the data distributions of 
the target data cube. 

Very frequently in OLAP scenarios, end-users retain a great interest in some data 
domains than others. Typically, in decision support systems (DSS)—“natural” 
application context for OLAP analysis, tasks adhere to a departmental subject-
oriented analysis, and thus, implicitly define a partitioned organization of the whole 
data domain of interest. Another weakness of the quad-tree partitioning scheme [5] is 
that, although it is a very useful scheme for many OLAP applications (e.g., mainly for 
those who want to have a “bird’s eye view” on all the domain of interest), it does not 
target for end-users who are especially interested in browsing a particular business 
subject. Note that OLAP aggregation is also a very popular way of analyzing 
multidimensional data. 

As highlighted in this section, the quad-tree based partitioning scheme [5] suffers 
from some limitations that make it unsuitable to modern OLAP applications. 
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3 R-Tree Based Partitioning of OLAP Data Cubes 

In this paper, we propose a scheme for building partitioned representations of two-
dimensional OLAP views based on the R-tree as the core data structure instead of the 
quad-tree. With this scheme, the partition of the target data cube D is generated by the 
end-user based on his interest in the different portions (thus, different decision 
support-oriented subjects of analysis) of the whole data domain of D. After the two-
dimensional view from D has been selected by editing a suitable OLAP query, the 
end-user defines the partitions for both dimensions of the view. Consequently, the 
partitioned representation is generated. In general, as the generating process is totally 
random, rectangular (i.e., arbitrary) buckets (than square buckets as in the quad-tree 
partitioning scheme [5]) are obtained. 

Due to its generating process, we name it the user-driven partitioning scheme, 
meaning that the end-user drives the generation of the partition according to his 
interests. From a data-engineering point of view, an R-tree (instead of a quad-tree) is 
used as a core data structure. Given a two-dimensional data cube D, the compressed 
representation of the R-tree partition is called R-Tree Summary (RTS(D)), which can 
be reasonably considered as a general extension of the IQTS data structure [5]. 

To build the data structure RTS(D) for a given data cube D, the end-user must 
define a hierarchical partition—denoted by HP(d0) and HP(d1)—for each of the two 
dimensions of D (namely, d0 and d1). Particularly, HP(d1) is generated following a 
bottom-up approach (i.e., starting from the members of the target dimension di, and 
iteratively grouping them by generating new levels on di). Note that, according to the 
above described process, each new level (of members) contains other (sub-) levels (of 
members), thus originating a hierarchical organization. Moreover, HP(di) can be 
represented as an R-tree, called Partitioning Tree denoted by PT(di). In more detail, 
we obtain generic trees (i.e., trees such that each node n has at most m child nodes). 
For quad-trees, m=4 (i.e., quad-tree partitions are a special instance of R-tree 
partitions). Furthermore, at each step of the partitioning process, the current bucket is 
split into rectangular child buckets (as opposed to the quad-tree based approach where 
each bucket is square). Hence, the resulting representative tree is an R-tree instead of 
a quad-tree. 

Note that the process is very similar to that for editing data cubes against 
multidimensional databases. The basic difference is that, according to the R-tree 
partitioning scheme, the end-user defines customized hierarchies on the dimensions of 
interest on the basis of his analytical goals, without being constrained to the 
hierarchies exposed from the OLAP server. In other words, this scenario captures the 
situation in which the end-user is interested in a view that is different from that 
defined on the OLAP server, thus leading to the definition of a “new” (two-
dimensional) virtual data cube, which was not defined on the OLAP server. On the 
contrary, the quad-tree partitioning scheme works on “pre-defined” data cubes (i.e., 
without building customized views). 

Computational requirements could represent a possible limitation for the R-tree 
partitioning scheme. In possible reference OLAP architecture, partitioning algorithms 
run on the server-side (thus, on hosts with high computational performances), whereas 
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As regards the in-memory-representation of the structure of RTS(D), we follow the 
same approach as for IQTS(D) [5]. In addition, we also store (i) the coordinates of the 
upper-left vertex and (ii) the sizes of the two boundaries for each bucket. As regards 
(i) the storage space occupancy and (ii) the number of splits during the compression 
process, analogous considerations to those provided for the quad-tree partitioning 
scheme (see Section 1) can be done for the R-tree partitioning scheme. Finally, range 
query on compressed data cubes generated by the R-tree partitioning scheme are 
evaluated in the same way as in the quad-tree partitioning scheme [5]. 

To summarize, while the quad-tree based scheme guarantees a better utilization of 
the available storage space (i.e., it allows us to approximate the whole data cube by 
mediating between (i) the need of creating a large number of buckets in the partition 
and (ii) the need of representing terminal buckets with a finer grain), the R-tree based 
scheme is more suitable for typical OLAP subject-oriented analysis. As a result, the 
R-tree partitioning scheme is more suitable to address end-users’ goals, even at the 
price of inefficient allocation of the available storage space. However, both schemes 
handle different (and equally useful) scenarios for modern OLAP applications in 
emerging environments such as mobile, grid, and cloud computing. 

4 Building Summarized Representations of Rectangular 
Terminal Buckets 

An important problem arising from the R-tree based partitioning scheme described in 
Section 3 is the building of indices [5] (see Section 1) for rectangular terminal 
buckets. In the original quad-tree based approach [5], indices are suitable for  
square buckets only. On the other hand, obtaining a detailed representation of 
terminal buckets is a strict requirement in the context of summarized representations 
of data cubes for query processing purposes [6]. 

However, the user-driven partitioning scheme described in Section 3 can also 
generate square terminal buckets, for which indices are “native”. As the model 
generally generates rectangular buckets, we must deal with this issue. 

The technique we proposed for processing rectangular (terminal) buckets b consists 
of generating their index-based summarized representation, denoted by ISR(b), based 
on simple geometrical issues. The key idea consists of recognizing that, from any 
rectangular bucket b, we can extract one or more square (sub-)buckets plus one or 
more rectangular (sub-)buckets called chunk-buckets, thus originating a partitioned 
representation of b, which we named Square Chunk Partition SCP(b). 

Devising a sub-optimal partitioning criterion of rectangular buckets into square 
buckets and chunk-buckets is a critical issue because there are many possibilities for a 
given rectangular bucket b (i.e., the number of SCP(b) partitions obtained from b is 
exponential to the size of the bucket boundaries). To lower such a number, we 
propose to extract square buckets with boundaries of size equal to the smaller size of 
the input bucket boundaries. Under the conditions of our proposed criterion, each of 
the resulting rectangular buckets is partitioned into one or more square buckets but 
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where (i) QS(b) is the set of (test) queries defined on b, (ii) sum(qi) is the (exact) 
answer to qi ∈ QS(b) evaluated on b, and (iii) sumSCP(b)(qi) is the (approximate) 
answer to qi ∈ QS(b) evaluated on SCP(b). 

To build the set QS(b), in a way recalling the criterion for selecting the “best” 
index or a given bucket [5], we generate from the geometry of the input ΔX × ΔY 

bucket b for all the possible    rectangular queries, where N is an input 

(tunable) parameter, having (i, j)-coordinates in the two-dimensional space of b, such 
that 0 ≤ i ≤ ΔX and 0 ≤ j ≤ ΔY, as upper-left vertices. We highlight that the QS(b) 
generation policy is appealing as OLAP queries are typically of historical kind, i.e., 
on the two-dimensional space, they are characterized by being “large” so that 
considering the N-th fraction of the dimension size, with N tunable as required, can be 
reasonably considered as a good way to get an estimation about the capability of the 
summarized representation in providing approximate answers to “typical” OLAP 
queries. Note that queries or part of queries involving the chunk-bucket of the current 
partition SCP(b) to be evaluated are answered by applying the well-known 
Continuous Value Assumption (CVA) [8]. 

When all the possible partitions SCP(b) are evaluated, the one having the minimum 
εSCP(b)(b) value (i.e., SCP*(b)) is selected, and the corresponding index-based 
summarized representation ISR*(b) is generated by storing (i) an index for each 
square bucket bi, and (ii) the sum of the chunk-bucket, along with information 
concerning the bucket geometry (i.e., upper-left vertex plus sizes of boundaries). For 
square buckets, we need to store one boundary size only, thus keeping a certain 
(additional) compression. 

5 The IRTS Data Structure 

Analogously to the IQTS data structure mentioned in Section 1, combining R-tree 
partitioning schemes and summarized representations of rectangular terminal buckets 
based on indices [5] as described in Section 4, allows us to generate—given a data 
cube D—the Indexed R-Tree Summary IRTS(D), which extends the capabilities of 
IQTS(D) by also supporting user-driven partitioning schemes defined on D beyond 
the native quad-tree partitioning schemes [5] that is still supported by our proposed 
data structure. 

The IRTS(D) data structure represents a way of compressing a given OLAP data 
cube D, while still keeping the flexibility of representing user-driven partitions. The 
in-memory-representation of IRTS(D) is thus composed by (i) the space needed for 
representing non-zero sums, (ii) the space needed for representing indices, and 
(iii) the space needed for representing the structure of the R-tree partition. 

Given a two-dimensional data cube D and an amount of available storage space, 
IQTS(D) [5] allows us to better summarize D on a global fashion rather than IRTS(D) 
because IQTS(D) requires (i) much more space for keeping information about the 
structure of the R-tree partition(which is more complex than any quad-tree partition 
because of bucket geometry must be stored) and (ii) much more space for storing the 
compressed representation of rectangular terminal buckets. On the other hand, 
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IRTS(D) allows us to (i) represent portions of data domains in D with a higher level of 
detail than others and (ii) keep a more prominent “heterogeneity” in the representation 
than IQTS(D), thus better fitting end-users’ goals into analyzing with a higher level of 
interest some domains than others. 

6 Experimental Evaluation 

In order to assess the effectiveness and the quality of our data cube compression 
technique, we conducted an experimental campaign on two-dimensional data cubes 
extracted from real-life data sets. We adopted the experimental framework of our 
previous work on OLAP data cubes compression [9]. In particular, we considered the 
real-life data sets USCensus1990 and ForestCoverType from the UCI KDD 
Archive [17]. In more details, we generated 2,000 × 2,000 two-dimensional data 
cubes for both cases. 

As regards the generation of user-driven partitions, we considered a totally random 
process that is capable of generating partitions of the input data cubes according to a 
Zipf distribution [20]. The well-understood asymmetries of Zipf distributions are well 
suited to model arbitrary partitions of several classes of end-users one can find in real-
life OLAP applications, hence conveying reliability to our experimental assessment. 
As regards the input, we considered random populations of range-SUM queries Qs, 
with a sufficient number of instances as to get “large-enough” observations. 

As regards the metrics, we considered the Average Relative Error (ARE). For a 
query Qk in Qs, the ARE—denoted as —is defined as follows: 

 
| |

 (2) 

where (i)  is the exact answer to Qk and (ii)  is the approximate answer 
to Qk. For the entire population of range-SUM queries Qs, Equation (2) can be 
expressed as follows: 

 | | · ∑| |  (3) 

Equation (3) is used as the ARE metric in our experiments. We considered (i) the 
query selectivity  [8], (which is a useful parameter for modeling how many 
queries are “difficult” to evaluate) and (ii) the compression ratio (which models the 
percentage occupancy of the space budget with respect to the overall occupancy 
of D). 

As comparison techniques, we considered the following well-known techniques for 
compressing data cubes: MinSkew [2], Wavelets [18], and STHoles [4]. In particular, 
we exclude IQTS [5] from our comparison because IQTS is not suitable to capture 
arbitrary user-driven partitions originated by conventional OLAP tasks, hence it 
cannot fit the goals of our experimental assessment and analysis. In more detail, 
having fixed the space budget (i.e., the storage space available for housing the 
compressed representation of the input OLAP view), we derived—for each 
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comparison technique—the configuration of the input parameters that respective 
authors consider the best in their papers. This ensures a fair experimental analysis 
(i.e., an analysis such that each comparison technique provides its best performance). 

Figs. 3 and 4 show the experimental results on the data cubes derived from 
USCensus1990 and ForestCoverType, respectively. As shown in Figs. 3 and 4, IRTS 
exposes a good performance under the ARE metric for both the cases of ranging the 
query selectivity  and the compression ratio. In addition, IRTS is capable of 
capturing user-driven partitions, hence introducing a capability that was not present in 
classical OLAP data cube compression techniques. This gives further merits to our 
research. 

  

Fig. 3. ARE vs. query selectivity (left) and compression ratio (right) for the USCensus1990 
data cube (N = 16) 

  

Fig. 4. ARE vs. query selectivity (left) and compression ratio (right) for the ForestCoverType 
data cube (N = 16) 

To summarize, the retrieved results clearly confirm the superiority of our proposed 
approach over the other techniques we compared. Moreover, our proposed approach 
also generates flexible OLAP data cube partitions. 
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7 Conclusions and Future Work 

In this paper, we proposed a further enhancement to Buccafurri’s work [5] by 
proposing a novel R-tree based approach to compress OLAP data cubes. Our proposal 
generates user-driven partitions (captured by R-trees) that are suitable to support real-
life OLAP analysis tasks over multidimensional domains where end-users expose a 
higher degree of interest for some ranges rather than others. This leads to the 
definition of unconstrained OLAP data cube partitions which can be completely 
captured by our IRTS data structure. 

We also provided an experimental evaluation of IRTS on real-life data cubes in 
comparison with state-of-the-art data cube compression approaches. Results confirm 
the superiority and functionality of our proposal. 

Future work includes (i) building a comprehensive case study of the proposed 
research that further demonstrates the practical advantages deriving from managing 
user-driven OLAP data cube partitions in real-life settings and (ii) integrating our 
current proposal focusing on user-driven OLAP data cube partitions with latest 
initiatives focusing on uncertain OLAP (e.g., [10]) and OLAP recommendation and 
personalization (e.g., [3]). 
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