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Abstract. In this paper we benchmark two distinct algorithms for extracting 
community structure from social networks represented as graphs, considering 
how we can representatively sample an OSN graph while maintaining its com-
munity structure. We also evaluate the extraction algorithms’ optimum value 
(modularity) for the number of communities using five well-known benchmark-
ing datasets, two of which represent real online OSN data. Also we consider the 
assignment of the filtering and sampling criteria for each dataset. We find that 
the extraction algorithms work well for finding the major communities in the 
original and the sampled datasets. The quality of the results is measured using 
an NMI (Normalized Mutual Information) type metric to identify the grade of 
correspondence between the communities generated from the original data and 
those generated from the sampled data. We find that a representative sampling 
is possible which preserves the key community structures of an OSN graph, 
significantly reducing computational cost and also making the resulting graph 
structure easier to visualize. Finally, comparing the communities generated by 
each algorithm, we identify the grade of correspondence. 

Keywords: Data mining, social networks. 

1 Introduction 

Finding structure in ad-hoc networks without any a priori knowledge about the expected 
result is a complex task. With the advent of online social networks (OSNs), the study of 
how to extract a vision of the network in terms of 'communities' has become an active 
field. By 'communities' we understand the 'sociological' interpretation in which indi-
viduals (humans beings) interact socially in some way (by email, using some online 
application, collaborating in some endeavour such as the writing of scientific papers, or 
forming some other social group such as a club, association, and so on). We can also 
extent our definition of individuals to include the study of the behaviour and social in-
teractions of living beings in general (such as Dolphins, Simians and so on). 

The results of extracting a community structure are highly dependent on the statis-
tical and topological characteristics of the graph dataset, such as the average degree, 
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clustering coefficient and level of fragmentation. It may also be dependent on the 
community extraction algorithm used, many of which are stochastic and non-
deterministic. Other problems include the large volume of data in many OSN logs, the 
presence of 'noise' or 'unreliable' and outdated links in the graph, and highly frag-
mented graphs. 

In the present study we apply two distinct community extraction algorithms [1,2] 
to five structurally distinct datasets, and compare the results. The extraction algo-
rithms represent an optimization process based on an entropy type metric (modular-
ity). For the three largest datasets we have also applied a filtering processing to reduce 
the number of nodes tested, while maintaining the key community structure informa-
tion.  This implies a very considerable saving in computational cost of processing by 
the community search algorithm. In this paper we describe how a filter based on  
degree and/or clustering coefficient enables us to extract the core parts of the commu-
nities in a complex graph. This filtering also significantly improves the results of 
visualization, using, for example, the Gephi software tool (http://gephi.org/), avoiding 
the typical “hairball” [3] appearance of many high data volume social networks.   

The structure of the paper is as follows: in Section 2 we present the state of the art 
and related work; in Section 3 we present our approach for filtering and sampling the 
data; in Section 4 we define the datasets used and the experimental setup; in Section 5 
we present the empirical tests and results for the community extraction, comparing the 
two algorithms and sampling Vs. using the complete dataset; finally in Section 6 we 
give the conclusions. 

2 State of the Art and Related Work 

The following briefly reviews the related work and key authors in the field of OSN 
graph processing, community detection and OSN graph sampling.  

The study of community structure in social networks has been of interest for many 
years as a multidisciplinary field [4, 5]. More recently, with the advent of online so-
cial networks (Facebook, Twitter, etc.) research in this area has been given a great 
impulse due to the availability of (some) of this online data for analysis, by authors 
such as [1, 6, 7, 8, 9], and which deal specifically with the mining of social networks 
as graphs [10, 11]. In this paper we benchmark two community structure extraction 
algorithms: Newman[1], which we have implemented in Python NetworkX and (ii) 
the Louvain method[2] using the default version available in the Gephi graph 
processing software. 

Newman's algorithm[1] focuses on how to extract a community structure from so-
cial network graph data. Two main approaches are defined: (i) the identification of 
groups around a prototypic nucleus defined in terms of the 'most central' edges, an 
adjacency matrix being used as the basis to calculate the weights; (ii) identification of 
groups by their boundaries, using the least central edges (frontiers). This metric is also 
referred to as "edge betweenness", and is based on Freeman's "betweenness centrality 
measure" [5]. The algorithm is as follows: (a) calculate the betweenness for all edges 
in the graph; (b) remove the edge with the highest betweenness; (c) recalculate bet-
weennesses for all edges affected by the removal; (d) repeat from step (b) until no 
edges remain. Newman's fast algorithm [12] is used for calculating betweenness. 
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Newman’s algorithm[1] extracts the communities by successively dividing the 
graph into components, using a metric to quantify the quality of the community parti-
tions ‘on the fly’. The value calculated by the quality metric for a given community is 
called the modularity. For a graph divided into k communities, a symmetrical matrix e 
of order k2 is defined whose elements  are the subset of edges from the total graph 
which connect the nodes of communities i and j. 

The modularity metric is defined as the fraction of edges in the graph which con-
nect vertices in the same community, minus the expected value of the same number of 
edges in the graph with the same community partitions but with random connections 
between their respective nodes. If the number of intra-community edges shows no 
improvement on the expected value, then the modularity would be Q=0. On the other 
hand, Q approaches a maximum value of 1 when the community structure is strong. 
According to [1], the usual empirical range for Q is between 0.3 and 0.7. 

The Louvain method[2] can be considered an optimization of Newman’s method, 
in terms of computational cost. Firstly, it looks for smaller communities by optimiz-
ing modularity locally. As a second step, it aggregates nodes of the same community 
and builds a new network whose nodes are the communities. These two steps are 
repeated iteratively until the modularity value is maximized. The optimization con-
sists of evaluating the modularity gain, which is done by performing a local calcula-
tion of the change in modularity for a given community, caused by moving each node 
from it to an adjacent community. With each iteration the number of nodes to test 
quickly reduces (due to the aggregation of the corresponding nodes), and the compu-
tational cost is reduced in the same order. 

With respect to the evaluation of community detection algorithms, Lancichinetti 
and Fortunato in [13] carried out an exhaustive benchmarking of 12 different me-
thods, including the Louvain method[2] and Newman’s method[1]. However, they 
used synthetic datasets for their tests and did not evaluate sampling of the networks. 
In the current work we have used real datasets and considered sampling. In [13], par-
tition comparison between methods used the fraction of correctly identified nodes 
measure (NMI- Normalized Mutual Information). Lancichinetti also benchmarked a 
second measure, called ‘LFR’, which also takes into account degree power law distri-
butions and community size. In our current work we have used Girvan and Newman’s 
benchmark [14], using only the top N communities for evaluation, chosen by studying 
the size distributions. 

Sampling is a key aspect of processing large graph datasets, when it becomes in-
creasingly difficult to process the graph as a whole due to memory and/or time con-
straints. Sampling is related to, but not the same as filtering. Filtering eliminates 
records from the complete dataset according to some criteria, for example, “remove 
all nodes with degree equal to one”. Sampling, on the other hand, tries to maintain the 
statistical distributions and properties of the original dataset. For example, if 10% of 
the nodes have degree = 1 in the complete graph, in the sample the same would be 
true. Chakrabarti, in [15], compares two sampling methods: (i) a full graph data col-
lection and (ii) the Snowball method. The latter is implemented by taking well con-
nected seed nodes and growing a graph around them. However the authors confirm 
the general consensus in the literature that although ‘snowballing’ is an adequate 
technique for graph sampling, it tends to miss out isolated individuals. In order  
to solve this problem, the authors propose a random or probabilistically weighted  
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selection of seeds. However, for community sampling, we propose that this bias is 
advantageous because we are interested in identifying key hubs and highly connected 
neighbors, as opposed to the more isolated regions and nodes of the graph. A key 
consideration in sampling is the choice of the initial starting nodes (or ‘seeds’) for 
extracting the sample. Another consideration is how to measure the ‘quality’ of the 
derived sample. These two aspects are studied in [16, 17]. 

3 Our Filtering/Sampling Approach 

In this section, with reference to Figures 1a and 1b, we will see how we apply a two 
step process, consisting of filtering followed by sampling, in order to obtain a subset 
of a complete graph consisting of three communities. We emphasize that we have 
defined a process which is customized for extracting community structure. Thus we 
make emphasis on identifying hub nodes, high density regions, and their neighbors, 
rather than on an equitative percentage of all types of nodes. Hub nodes are identified 
by their degree, and high density regions are identified by the clustering coefficient. 
Once we have selected the “seed nodes” based on their degree or clustering coeffi-
cient, then we apply a sampling at 1 hop to obtain all the neighbors of each “seed 
node”. Again, instead of applying a proportional number of nodes based on their dis-
tribution of the complete dataset, we let the search be biased to nodes with a high 
degree or a high clustering coefficient. In Fig. 1 we see a schematic representation of 
the filtering and sampling process. 

Now we will see how we would process a simple graph consisting of 3 communi-
ties. In Fig. 2 we see the assigning of seeds (encircled nodes) using the 92.5 percentile 
of the degree (a) and clustering coefficient (b) values, respectively, and then including 
all the seed’s neighbors (indicated by rectangles) at one hop. This means that the de-
gree of the seed nodes (Fig. 2a) will be in the top 7.5% of the degree distribution for 
the complete graph. Likewise, the clustering coefficient of the seed nodes (Fig. 2b) will 
be in the top 7.5 of the distribution of the clustering coefficient for the complete graph. 

We see that a very good coverage is obtained of the three communities in this 
graph, without having to expand the inclusion of nodes (in a “snowball” fashion) to 2 
or more hops. This is because the regions we are interested in, the community cores, 
will be generally made up of a lattice of high degree  and/or highly  interlinked 
nodes.  Therefore, selecting precisely these nodes as the seeds and including their 
neighbors will cover a high percentage of the core component of the major communi-
ties. In the empirical section we see how this result applies for much more complex 
and fragmented networks, and how we decide when to use the degree as the filter, or 
the clustering coefficient. 

 
 
 
 
 
 

Fig. 1. Schematic representation of the node filtering and selection process 
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Fig. 2. (a) Selection of seed nodes using 92,5 percentile of degree values; (b) Selection of seed 
nodes using 92,5 percentile of clustering coefficient values frequency 

4 Datasets Used and Experimental Setup 

In this section we briefly describe the procedure we have followed, the datasets  
used and their basic statistics. We also give the details of the sampling for the three 
large datasets, and their statistics after sampling. We use five different benchmark  
datasets: Karate [4], Dolphins [18], ArXiv GrQc-General Relativity and Quantum  
Cosmology [19], Enron [7] and Facebook [9]. In Table 1 we see a summary of the 
basic graph statistics for each test dataset. For community extraction we apply New-
man's algorithm[1] (which we implemented in Python NetworkX) and the Louvain 
method[2] (standard version available in Gephi) to the datasets. 

4.1 Values for Filtering and Sampling 

With reference to Table 2, we see the summary for the sampling methods, per dataset. 
The filter and the value were chosen by different trial and error tests in order to obtain 
the desired overall percentage, which is the sum of the seed nodes plus all the neigh-
bors of each of these. We used the recommendations of [20] as a guideline for the 
approximate optimum percentage of the complete dataset, which Ahn stated as being 
25% for the degree as filter, and 20% for the clustering coefficient as filter. However, 
we found that the real sample size depends on the dataset and the distributions of the 
degree and clustering coefficient values.  

Table 1. Summary of graph statistics for the five original datasets 

 Karate Dolphins GrQc Enron Facebook 

#Nodes 34 62 5242 10630 31720 
#Edges 78 159 14496 164837 80592 
Avg. degree 4.59 5.13 5.530 31.013 5.081 
Clust. coef. 0.57 0.26 0.529 0.383 0.079 
Avg. path length 2.408 3.356 6.049 3.160 6.432 
Diameter 5 8 17 20 9 
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Table 2. Summary of sampling criteria/methods for sampled datasets 

 Filter Value Resulting sample size Sample 
ArXiv-GrQc Degree ≥30 17.91% All neighbors 
Enron Clustering coef. =1 20.83% All neighbors 
Facebook Clustering coef. ≥0.5 10.75% All neighbors 

Table 3. Summary of graph statistics for the three largest sampled datasets 

 GrQc Enron Facebook 
#Nodes 939 2218 3410 
#Edges 5715 14912 6561 
Avg. degree 12.17 12.315 3.848 
Clust. coef. 0.698 0.761 0.632 
Avg. path length 4.51 3.143 8.388 
Diameter 10 7 27 

In Table 3 we summarize the basic graph statistics for each test dataset, after sam-
pling. As we mentioned in Sec. 3, we are interested in extracting the strong communi-
ty structure of the graph and therefore the fact that the before/after statistics are  
distinct is not an issue, which is caused mainly by the omission of isolated and  
low connectivity areas of the graph. One negative aspect would be the possible loss  
of some of the bridge nodes between communities, as commented in the previous  
section. 

5 Empirical Tests and Results 

In Section 5.1 we first document the results of applying Newman's method to the 
sampled datasets; then in Section 5.2 we compare the results with those of the litera-
ture; in Section 5.3 we apply the Louvain method and compare the communities ex-
tracted from the original datasets to those extracted from the sampled datasets, using 
an NMI type metric for node assignments to communities; finally, in Section 5.4 we 
compare the communities extracted by Newman's method and the Louvain method 
using the same NMI metric.  N.B. In the following text we will now refer throughout 
to Newman's method as NG and the Louvain method as LV. 

5.1 Evaluation of Newman's (NG) Method with the Sampled Datasets 

For the ArXiv-GrQc dataset[19] and with reference to Fig. 3 (GrQc) and Table 4, the 
optimum modularity was obtained at Q=0.777, produced at iteration 56 and which parti-
tioned the sampled version of the dataset in 57 communities. As can be seen in Fig. 3 
(GrQc), the modularity value rises rapidly to a global maximum, which it maintains dur-
ing approx. 100 iterations and then decays smoothly. With reference to Fig. 4a,  
the greatest community (lowest part of the Figure), is formed by 16.29% of the total 
nodes. The next two communities represent 10% of the total nodes.  
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For the Enron dataset, with reference to Fig. 3 (Enron) and Table 4, the optimum 
modularity was found at iteration 865, corresponding to Q=0.42, and dividing the 
dataset into 869 communities, of which the biggest represented 66.95% of the total 
nodes. We see from Fig. 2 that the modularity ascends rapidly during the first 70  
iterations, and then keeps increasing with a much shallower gradient until it reaches 
the optimum, after which it begins to decay significantly. The version we finally used 
for the sampled Enron dataset was that generated an early iteration (51), which parti-
tioned the dataset into 56 communities with a modularity close to the optimum  
obtained later at iteration 864. 

For the Facebook dataset, with reference to Fig. 3 (Facebook) and Table 4, the op-
timum modularity was found at iteration 40, with Q=0.87 (a relatively high value with 
respect to the other datasets), resulting in a total of 190 communities (Fig. 4b). This 
value was obtained as a consequence of the low clustering coefficient in the dataset. 
As can be seen in Fig. 3 (Facebook), the optimum value is found relatively early on in 
the process, followed by a linear decay from that point onwards.  

 
 

 

 

 

 

 

 

Fig. 3. Evolution of the modularity Q for the three largest sampled datasets 

Table 4. Summary of community structure processing statistics for five test datasets using the 
NG Method 

 It. Q C Original or 
Sampled 

Karate 4 0.494 5 O 
Dolphins 5 0.591 6 O 
GrQc 56 0.777 57 S 
Enron 865 0.421 869 S 
Enron Early* 51 0.325 56 S 
Facebook 40 0.870 190 S 

It.=number of iterations, Q=modularity, C=number of communities, *Early termination with a semi-
optimal Q. 
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Fig. 4. NG Method: (a) Visualization of the principal communities extracted for the sampled 
arXiv-GrQc dataset; (b) Visualization for the Facebook dataset, with a partitioning correspond-
ing to 190 communities obtained at iteration 40 (both using ‘Force Atlas’ visualization metric) 

5.2 Discussion of Results with Reference to the Literature 

In the following we reference the literature in order to obtain some idea of what we 
could consider the correct number of communities in each of the three largest data-
sets. For the arXiv-GrQc dataset, Xie[21] reported 499 communities using a “Label 
Propagation Algorithm” and 605 communities using a “Clique Propagation Algo-
rithm”. In the case of the Enron dataset, Shetty[7] defined the dataset as consisting of 
151 Enron employees, and 5 key (hub) persons, however the graph is generated by 
emails sent between these persons, including “cc” and “re:” mailings to external 
emails, which greatly increases the number of entities in the dataset, and therefore 
nodes in the graph. Finally, for the Facebook dataset, there are no definitive values for 
the number of clusters in the literature, however Viswanath in [9] reported a high 
fragmentation into small communities, and Leskovec in [19] also reported a relatively 
high fragmentation of communities in other online social networks similar to Face-
book. However the fragmentation of this particular dataset is also probably influenced 
by the measure of interaction (writes to wall) used to define links between users. 

Table 5. Summary of community Q and C values for the three largest graphs using LV on the 
sampled and original versions of the datasets 

 Original Sampled 
 Q C Q C 
GrQc 0.856 390 0.789 11 
Enron 0.491 43 0.560 68 
Facebook 0.681 1105 0.519 33 

Q=modularity, C=number of communities. 
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5.3 Communities Extracted using the LV Method from Sampled Datasets Vs. 
Communities Extracted using the LV Method from Original Datasets  

In the following Section we have used the LV Method (rather than the NG Method) to 
compare the communities in the sampled and original datasets, given the very large 
computational cost of NG to process the larger (original) graphs, and because LV 
allows us to obtain an adequate benchmark for the datasets which is comparable to the 
results in the literature. 

Table 5 shows a summary of the Q (modularity) and C (number of communities) 
values generated for the original and the sampled datasets. For the original datasets 
we see a high fragmentation of small communities in the arXiv-GrQc and Facebook 
datasets, which in the sampled datasets is greatly reduced so as to include only the 
most significant communities. Curiously, for the Enron dataset more communities are 
found in the sampled dataset than in the original dataset (68 with respect to 43), how-
ever for the former (sampled dataset) the number of communities it finds (value of 68 
in Table 5) is similar to that of NG (value of 56 in Table 4). 

NMI (Normalized Mutual Information). With reference to Table 6, we now com-
pare the results of the community labeling by counting the number of nodes which are 
assigned in each community, and the number of nodes which are assigned to the same 
corresponding community, in the sampled and original datasets. This represents a NMI 
(Normalized Mutual Information) type metric [13] in which the nodes are labeled by 
the community of the original dataset, following the method we commented in Section 
2. Table 6 summarizes the “purity” of the correspondences, in which a “purity” of 
100% would mean that all the nodes which were assigned to communities C1...CN in the 
sampled dataset were also assigned to communities C1...CN in the original dataset.  

The matching is made more difficult given that the LV Method (and the NG Me-
thod) are stochastic and non-deterministic. This means that each execution may  
produce slightly different results (nodes are assigned to different communities), al-
though we assume the extraction of the most important communities will be similar. 
Also, the labels assigned to the communities (community 1, 2, etc.) may vary. Hence, 
in order to realize a comparison, we must first find the majority matching of each 
community label in the first execution with each community label in the second, in 
order to establish the correspondence. We chose the top N communities (in general 
N=10) by studying the size distribution.  

In column B of Table 6 we see the difference for the sampled dataset with itself 
(for two different executions of the algorithm), and in column C we see the difference 
for the  original dataset with itself. Hence, if we consider the correspondence of the  
 
Table 6. Comparison of correspondence (NMI) of community assignments between original 
datasets and sampled datasets (using the LV Method) 

NMI orig. Vs. 
sampled (A) 

NMI sampled 
Vs. sampled (B) 

NMI orig. Vs. 
orig. (C) 

Net loss    
(C - A) 

GrQc 0.66559 0.82544 0.77301 0.10742 

Enron 0.69069 0.86903 0.82012 0.12943 

Facebook 0.58996 0.73249 0.69215 0.10219 



158 N.M. Arqué and D.F. Nettleton 

original dataset with itself as the baseline (column C), then the net precision loss (last 
column of Table 6) will be the difference between the baseline and the correspon-
dence between the communities of the original dataset with those of the sampled data-
set (column A). 

We observe from the final column of Table 6 that the precision loss is between 10% 
and 13%, depending on the dataset, and the average correspondence is between 58% 
and 70% (column A). The NMI of the sampled datasets (column B) represents a signif-
icant improvement with respect to the original datasets (column C). Finally, we in-
spected the correspondence between communities in the original dataset and those in 
the sampled dataset. We found that the most “pure” communities and the most “im-
pure” in general remained the same, that is, communities with a high relative corres-
pondence remained so and those with a low relative correspondence also remained so. 

5.4 Communities Extracted by LV Method vs. Communities Extracted by NG 
Method 

In Terms of ‘Q’ (Modularity Value) and ‘C’ (Number of Communities Created): 
We first compare the methods referring to Table 4 (NG, columns 3 and 4) and Table 5 
(LV, 2 rightmost columns). In the case of the sampled version of the GrQc dataset, 
the number of communities extracted by LV (11) was different from that of NG (57). 
In terms of Q (modularity), both methods gave the same value (0.77 Vs. 0.79). For the 
sampled version of the Enron dataset, for NG we took the early cutoff version. The 
number of communities found was similar (56 for NG Vs 68 for LV), however the Q 
value was significantly lower for NG (0.32 for NG Vs. 0.56 for LV). 

Finally, Facebook, gave the biggest difference in terms of C (190 communities for 
NG Vs. 33 for LV) and Q (0.87 for NG Vs. 0.52 for LV). We propose that a key fac-
tor in this result the lack of an identifiable cut-off point for NG, and the high fragmen-
tation of communities in the Facebook dataset. In general, we can conclude that NG 
and LV may give distinct results in terms of the number of communities and modular-
ity values.  

In Terms of NMI (Normalized Mutual Information): In Table 7 we compare the 
assignments of nodes between the top N communities {CLV} extracted by LV and 
those extracted by NG {CNN}, for the sampled data. We note that for column A we 
have used the N largest communities {CLV} created by LV, by number of nodes, then 
we find the percentage of corresponding nodes of the principal corresponding com-
munities {CNN} of NG. 

Table 7. Normalized Mutual Information (NMI) comparison of correspondence of node 
assignments to communities: LV Method Vs NG Method for sampled data 

NMI LV Vs. NG    
(A) 

NMI NG Vs. LV   
(B) 

NMI orig. Vs. 
orig. (C) 

Net loss      
C - Avg. (A, B) 

GrQc 0.69116 0.87243 0.77301 -0.00878 

Enron 0.31313 0.68796 0.82012 0.31958 

Enron early 0.83437 0.44320 0.82012 0.18133 

Facebook 0.62056 0.54551 0.69215 0.10911 
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Contrastingly, in column B we first identify the top N communities {CNN} created 
by NG by number of nodes, then we find the percentage of corresponding nodes of 
the principal communities of LV {CB}. In column C we define the same baseline used 
in Table 6, which is the NMI of the communities of the same dataset for two different 
executions of LV. Finally, in the final column we take the difference between the 
baseline and the average of columns A and B. From Table 7 we observe that the cor-
respondence, in terms of node assignments, between the two methods is dataset de-
pendent, with Enron (maximum number of iterations) having the least similarity 
(0.31) and GrQc having the greatest similarity (-0.01). We have also considered the 
‘early cutoff’ version of applying NG to the Enron data, given that it produced a much 
smaller number of communities. As can be seen, there is a significant improvement 
with respect to the version which was allowed to run much longer (0.18 Vs. 0.31). 

In conclusion with respect to the comparison of the methods, the empirical tests 
and results show there is a significant difference between the assignment of the nodes 
between methods.  

6 Conclusions 

We have benchmarked five statistically and topologically distinct datasets, applying 
two community structure elicitation algorithms and sampling on the three biggest 
datasets. The sampling is designed to maintain the overall community structure by 
choosing “hub” type nodes and high density regions, based on degree and clustering 
coefficient. The results indicate that it is possible to identify the principal communi-
ties for large complex datasets, using this type of sampling. The sampling method 
maintains the key facets of the community structure of a dataset, while reducing sig-
nificantly (80 to 90%) the dataset size. We have also established, due to the stochastic 
nature of the algorithms, that a significant difference is found in the assignment of 
nodes to communities between different executions and methods. However, by in-
spection of the communities, we observe that the overall structure is consistent. 
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