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Abstract In Peer-to-Peer (P2P) Video-on-Demand (VoD) systems, data sched-
uling strategy is critical to make the most use of nodes in P2P network, and it also
helps optimizing the time consuming of data scheduling and startup delay as well
as the utilization of neighbors’ uplink bandwidth. But it is a challenging task to
design an efficiently scheduling strategy. On one hand, the scheduling strategy
should balance the need of segments between one requesting node and the whole
system; On the other hand, the problem of scheduling segment transmission is a
NP-hard problem due to the dynamic characteristics of P2P network. To resolve
those problems we propose a scheduling strategy based on adaptive genetic
algorithm (AGA). The scheduling strategy is based on segments’ emergency
degree, supply and demand ratio and regional position to select the needed seg-
ments to schedule in a scheduling cycle. Then through the AGA to select the
suitable supply nodes to transmit segments. Experiment results show that our
proposed algorithm outperforms the RANDOM and Hill-climbing in terms of
reducing the time consuming of each data scheduling, startup delay, and making
the most use of the network uplink bandwidth.
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46.1 Introduction

In recent years, Peer-to-Peer (P2P) technology has become increasingly popular,
and leads to the rapid development of P2P VoD systems which achieve some
noteworthy breakthroughs. Nowadays there are some successful commercial
applications, such as: PPLive, QQLive and QVOD.

In P2P VoD systems, a video is usually partitioned into segments with equal
size. The segments are transmitted from multiple source nodes to a requesting
node. Then, the requesting node caches the requested segments and advertises
those segments to the system. All those operations are determined by the sched-
uling strategy which is run on the requesting node. In addition, the data scheduling
also imposes time constraints on segment transmission. If segments arrive at the
requesting node after the playback deadline, the segments are essentially useless.
So data scheduling is a main factor that impacts the user perceived visual quality
and also may cause the playback failure [1].

In order to reduce the time consuming of each data scheduling and the startup
delay, improve the utilization of neighbors’ uplink bandwidth and make most use
of the network nodes, we design an efficient data scheduling strategy for P2P VoD
systems in this paper. The strategy is based on segments’ emergency degree,
supply and demand ratio and regional position to select the needed segments to
schedule in a scheduling cycle, then through the adaptive genetic algorithm to
select the suitable supply nodes to transmit segments.

The remaining parts of this paper are structured as follows. In Sect. 46.2, we
discuss the related works. In Sect. 46.3, we introduce the system architecture and
the data scheduling processes. Then, we focus on describing implementation of
AGA scheduling in Sect. 46.4. In Sect. 46.5, several experiments are done to
evaluate the performance of AGA scheduling strategy. Finally, Sect. 46.6 gives the
conclusion and future work.

46.2 Related Works

Nowadays, a lot of data scheduling strategies have been proposed and used in
many commercial P2P streaming systems. A measurement study on PPLive
reports that users suffer from long startup delays and playback lags, and suggests
that better segment scheduling algorithms are required [1]. Sequential scheduling
[2], Random scheduling [3], and Rarest First scheduling [4] are most used, but they
do not consider the demand of other peers, which need to use the segments that are
received from source nodes and advertise to the network, so the network nodes can
not be most utilized. The author of [5] considers the supply and demand of other
peers and greatly improves the throughput of the network, but he does not consider
the service performance of each peer, so this strategy can not guarantee the quality
of service. The author of [6] uses the Genetic Algorithm in data scheduling and it
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greatly reduces the time of scheduling, but the author assumes that each resource
node has all of the data segments, so it is not suitable for the actual system. Also
the algorithm easily leads to local optimum and premature convergence, so it may
not find the optimal solution. The author of [7] converts the original data sched-
uling problem to a problem of finding a maximum match on the corresponding
bipartite graph, and then assigns data packets to neighbor nodes according to the
maximum match. However, the computational complexity of this method is not
suitable for real-time systems.

The authors of [8] propose a weighted round-robin algorithm based on source
nodes’ bandwidth. In their algorithm, the number of segments assigned to each
source node is proportional to its bandwidth. In other words, source nodes with
higher bandwidth will be assigned more segments than those with lower ones. The
authors of [9] propose to assign each segment to the source node that will deliver it
the earliest. But all these algorithms do not provide any performance guarantees on
user perceived visual quality and may not perform well in on-demand streaming
systems [10].

46.3 Description of Data Scheduling Problem

46.3.1 System Architecture

The architecture of the P2P VOD system designed by us is shown in Fig. 46.1. We
apply a tracker server and a media server. The media server contains the entire
videos which are divided into segments. Each segment is of equal size and has a
unique segment ID. Every peer will contact the tracker sever to join the P2P
network, the tracker stores the IP address of all peers in the system and the
information of super peers when they join in the system. Each super peer is always
online and has a public network address. And it manages the information of peers
which have the specific media resources. The normal peer which has a globally
unique identifier can play the media, buffer the data segments and publish media
segments.

When a new peer joins in the system, it works as follows:

(1) The peer registers to the tracker server, and sends a message including IP
address and port to tracker server. The peer also informs the tracker server of
resources the peer itself caches, and then the tracker sever returns some super
peers which manage these resources.

(2) The peer notifies the cache resource information to the super peers returned by
tracker server.

(3) When one peer requests a media to play, the peer first sends the request to the
tracker server to ask that which super peers manage the media resource. Then
the tracker server returns a set of super peers.
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(4) The requesting peer queries the super peers about the media resource, and then
the super peers return the peers who have the media resource, and the peers
which are in the same or nearby regional location with requesting peers have
priority to be return.

(5) The requesting peer establishes a connection with each peer returned by super
peers. Peers connected with the requesting peer are called neighbors. Then the
requesting peer exchanges the buffer map (BM) information with its neighbors
and sends request to its neighbors.

(6) After receiving the data segments from its neighbors, the requesting peer
caches and plays the media. The requesting peer informs the super peers that it
has the resource segments when it receives the first data segment of this
resource.

46.3.2 Evaluation Model of Source Node Selection

The aim of using scheduling algorithm is to schedule the special data segments as
little time as possible and make best use of resource nodes in network. Sending
time of each data segment can be described in Eq. (46.1):

Ti;j ¼ SSizei=EBwj;k ð46:1Þ

where SSizei is the size of each segment. Since the network delay and the burden of
each node should be considered, so we introduce a modification function to modify
the time consuming of data scheduling. The modification function of scheduling
cycle m is shown as follows:

Normal nodeNormal node Normal Node

Super Node 

Normal node

Super nodes layer

Normal nodes layer

Track Server

Super node

Streaming Server

Fig. 46.1 System architecture of P2P VoD
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Tm ¼
Xn

j¼1

TLj þ Si;j � 1
� �

TWj

� �
ð46:2Þ

In the formula (46.2), n is the number of source nodes taking part in this
scheduling cycle; TLj is the delay time from source node j to requesting node. Si;j is
the number of data segments those are scheduled in the node j in i cycle; TWj is the
waiting time of one scheduling request in queue on the peer j.

Therefore, we set TWm
ai;j

as the time used to schedule the data segments in cycle

m, which equals the sending time of each data segment, Ti;j, plus the modification
value, Tm, the equation is expressed as follows:

Tm
ai;j
¼
Xn

i¼1

Ti;j þ Tm ð46:3Þ

The object of using scheduling algorithm is to find out the minimum Tm
ai;j

, but

the availability of the data segments in the network and the bandwidth of each peer
are uncertain, so it is essentially an NP complete problem [11]. In the next section,
the AGA is used to solve this problem.

46.4 Implementation of Adaptive Genetic Algorithm

46.4.1 Segment Selection

In our P2P VoD system, videos are divided into segments with equal size. To
describe the play order, every segment is assigned a number (start from zero). Each
peer has all or part of the media content and maintains a BM shown in Fig. 46.2.

The BM is used to represent the available information of segments. The BM is
consisted of some bits, and each bit is corresponding with a segment. If BM i½ � j½ � ¼ 1,
it means that peer i has the segment j; otherwise, peer i has no segment j. The
requesting node exchanges BM and playback point with its neighbor peers, so it
knows which data segments are available and needed by neighbor peers. In the
strategy of our paper, an emergency window and a foreseeing window are defined in
Fig. 46.2. They start from the playback point. The size offoreseeing window is larger
than the size of emergency window. On the one hand, in order to guarantee the quality
of service, the data segments which are not cached in emergency window must be
scheduled immediately. On the other hand, in order to meet the needs of other
neighbor peers and take most use of the peers in the network, the non-cached data
segments behind the emergency window are selected to be scheduled according to
their ratio of supply and demand. The requesting peer uses a value function to
evaluate the usability value of each non-cache data segments behind the emergency
window, the data segment with a higher usability value means that it is more useful
for the other neighbors. A certain number of pre-fetching data segments are selected
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according to the usability value. The neighbors’ foreseeing window is defined to
predict whether the data segments are needed by neighbors in the near future. We
assume that a data segment will be soon scheduled by a neighbor peer if the segment
is in the neighbor’s foreseeing window. The need degree of each data segment can be
calculated by formula (46.4).

Di ¼
Xn�m

j¼1

Ci;j þ
Xn

j¼n�mþ1

kCi;j; 0\k\1ð Þ ð46:4Þ

In formula (46.4), the value Ci;j represents how urgently the segment i is for the
neighbor j. If the segment is not in neighbor’s foreseeing window, the value Ci;j is

zero.
Pn�m

j¼1
Ci;j is the sum of urgency value of data segment i needed by the

neighbors which are in the same regional location with the requesting peer,
Pn

j¼n�mþ1
kCi;j is the sum of urgency value of data segment i needed by the neighbors

which are not in the same regional location with the requesting peer. The usability
value, Vi of each segment can be calculated by requesting peer using formula
(46.5). Ri is the number of replicas of data segment i among its neighbors.

Vi ¼ Di=Ri ð46:5Þ

Finally, we sort the data segments according to their usability value and select
some segments with higher usability value to be pre-scheduled.

46.4.2 AGA Scheduling

In the previous section, we describe which data segments should be choose to be
scheduled. In this section, we will introduce the AGA based on the mechanism of
natural selection and genetics to determine which peer is selected to transmit the
special data segment.

• A. Chromosome Encodings

The first step to apply AGA to data scheduling problem in P2P VOD system is
encoding. We design an encoding for our problem as follows.

First, we sort the data segments which are scheduled in this cycle according to
their index number from small to large in the queue and count the BM information

1 0011 000110

urgent window

Playing position Cache segment No cache segment

1

Foresee windowFig. 46.2 Information of
buffer map
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of neighbors, so we get a two-dimensional array which is not equal in length to
store information and shown in formula (46.6).

A n;snð Þ ¼
n
ðað1;1Þ; að1;2Þg...að1;s1Þ;

Þ að2;1Þ; að2;2Þ. . .að2;s2Þ
� �

;

. . . aði;1Þ; aði;2Þ. . .aði;jÞ. . .aði;s2Þ
� �

. . . aðn;1Þ; aðn;2Þ. . .aðn;snÞ
� �o

ð46:6Þ

Here, i denotes the serial number of data blocks in the queue; j represents the
index of the owner of the ith data segment in the queue. Si represents the total
owners number of the ith data segment in the queue. ai;j represents the jth owner of
the ith segment in the queue. For example, a 3;8ð Þ ¼ 5 represents that the peer with
ID number 5 is the 8th owner of the 3th data segment in queue. As the scheduling
order in one cycle is not important, therefore, the owner index of each data
segment in the two-dimensional array is encoded, and the encoded sequence
corresponds to the order of data segments in the queue. For example, if a peer
wants to schedule data segments from 1 to 6, and the Chromosome encoding is
{1, 3, 4, 3, 6, 7} which represents the segment 1 is scheduled from owner a 1;1ð Þ, the
segment 2 is scheduled from owner a 2;3ð Þ and it is similarly to remain segments.

• B. Population Initialization

After selecting the data segments to be scheduled in one cycle, we sort them
based on the sequence of each data segment. Then we select the owner index of
each data segment randomly to spawn Npop chromosomes by the way discussed in
section A.

• C. Fitness Function and Evaluation

The AGA does not use external information during the search process, and only
use the fitness value of each individual in the population. The fitness value is
evaluated by a fitness function which we discussed in the Sect. 46.3. The associated
fitness value is the total time that is spent on scheduling all segments in one cycle.

• D. Selection Methods

In this paper, we adopt the elite selection strategy. The idea of the strategy is to
copy the best individual (called elite individual) of the group directly to the next
generation during the evolutionary process.

• E. Crossover Operation

The main purpose of crossover operation in data scheduling is to generate a new
scheduling coding individual by combining features of two selected scheduling
coding parents. In this operation, pairs of scheduling coding individuals are
selected at random from the current population and then single point crossover
operation is done according to the crossover ratio. What plays a central role is the
crossover ratio pc. Here the adaptive pc is adopted. Formula (46.7) is used to
calculate the crossover ratio.
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pc ¼
0:9� 0:3 f

0 �favgð Þ
fmax�favg

; f 0 � favg

0:9; f 0\ favg

8
<

: ð46:7Þ

Here favg is the average fitness value of each generation; f 0 is the maximum
fitness value of the two individuals which will cross with each other. fmax is the
biggest fitness value in each generation of data scheduling. A crossover operation
example is shown in Fig. 46.3.

• F. Mutation Operation

Just like evolution in nature, chromosomes also should take a mutation oper-
ation after the crossover operation. Its main function is to ensure that the AGA has
local random search capabilities, maintains the diversity of population and pre-
vents the emergence of non-mature convergence. Here the adaptive mutation ratio
pm is used and shown as follows:

pm ¼
0:1� 0:09 fmax�fð Þ

fmax�favg
; f � favg

0:1; f \ favg

(
ð46:8Þ

Here f represents the value of individual fitness. A mutation operation is shown
in Fig. 46.4.

• G. Stopping Condition

The evolution stops if the total number of iterations reaches a predefined
number of iterations [12]. In this paper, we define the number 50.

46.5 Simulation and Evaluation

We use simulations to evaluate the performance of scheduling strategy. We
assume that each resource node has a certain number of neighbors, and each
neighbor node has some segments of data. The requesting peer starts to watch

1 55623 3861

2 41524 7392

Parent 1

Parent 2

Offspring 2
1 55623 7392

2 41524 3861

Offspring 1

Fig. 46.3 Example of
crossover operation

1 55623 3861

1 35623 3861

Fig. 46.4 Example of
mutation operation
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video from the beginning. We set the delay time from the neighbor nodes to the
requesting node ranging from 30 to 100 ms randomly. The uplink bandwidth of
neighbor nodes allocated to the requesting node is randomly set between 30 and
1,000 Kbps. The waiting time of processing the next request is randomly set
between 50 and 100 ms. The simulation does not consider the segment loss. The
media file is divided into segments, and the size of each segment is 32 KB. We
assume that the total number of segments of the media resource is 2,000, we
schedule 50 segments data in each scheduling cycle, so the total cycles of
scheduling is 40.

In the experiment of the time consuming of data scheduling, the scheduling
strategy based on AGA not only considers the priority of the data segments to be
selected in one scheduling cycle, but also allows for the factors such as capacity and
bandwidth of the neighbor nodes. In the experiment, we respectively use three kinds
of scheduling strategy which are AGA, hill-climbing algorithm scheduling and
random scheduling algorithm to generate three scheduling time sets. The results are
shown as Fig. 46.5. The vertical axis represents the number of scheduling cycle, the
vertical axis represents the time consuming of each scheduling cycle.

From the Fig. 46.5, we can see that the time consuming of data scheduling of
random scheduling algorithm is longer and has a wide fluctuation in scale, while
the time consuming of data scheduling of scheduling strategy based on AGA is
significantly shorter and scheduling time has a very small fluctuation. The hill-
climbing algorithm scheduling is better than random scheduling, but it is a local
search algorithm, so the result is not better than the AGA.

In addition, we simulate the utilization of the uplink bandwidth. The utilization
of the uplink bandwidth is the total bandwidth that the source nodes assign to the
requesting node to transmit data content. The utilization of uplink bandwidth is
continuously calculated with the number of neighbor nodes increasing. The result
is shown in Fig. 46.6, Where the horizontal axis represents the number of neighbor

Fig. 46.5 Time consuming
of data scheduling
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nodes, the vertical axis indicates the size of uplink bandwidth that utilized by
requesting peer.

Figure 46.6 shows that the actual uplink bandwidth utilization raise greatly with
the number of neighbor nodes increasing in the scheduling strategy based on AGA,
so the AGA scheduling can quickly increase the number of the data segment
backup in network and improve the performance of system. While the actual
utilization of uplink bandwidth increase slowly with the number of neighbor nodes
increasing in random scheduling strategy and hill-climbing algorithm scheduling
strategy.

Figure 46.7 shows the effect of three scheduling algorithms on the startup
delay. Here the startup delay is defined as duration of requesting peer accepting
first 30 segments. We all took startup operations for 100 times under three data
scheduling strategy respectively and recorded the delay time every time. The

Fig. 46.6 Utilization of
uplink bandwidth

Fig. 46.7 Comparison of
startup delay
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horizontal axis represents the startup times, the vertical axis indicates the startup
delay.

From the Fig. 46.7, we can see that the startup delay of random scheduling
algorithm is longer and has a wide fluctuation in scale, while the startup delay of
scheduling strategy based on AGA floats up and down in value 2.5 s. It is the best
of three scheduling algorithms. Since the hill-climbing algorithm scheduling is a
local search algorithm, so the startup delay is longer than the AGA.

46.6 Conclusions and Future Work

In this paper, a scheduling strategy based on AGA is proposed. The scheduling
strategy not only considers the segments’ urgency and the ratio of segments’
supply and demand, but also takes account of the factor of regional location to
select the segments which is needed to schedule in a scheduling cycle. After the
scheduling strategy selected the needed segments to schedule, it utilizes the AGA
to select the suitable source nodes to transmit the selected segments. Finally, the
simulation experiments are done to show that our scheduling strategy can reduce
the time consuming of each data scheduling and startup delay, make the most use
of the network uplink bandwidth, increase the number of data segments backup in
the network rapidly and improve the service performance of the system greatly.

In our future work, we will study more details about AGA scheduling strategy in
actual systems and how to retransmit the data segments in the case of segments loss.
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