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Abstract. LS-SVR is widely used in time series prediction. For LS-SVR, the se-
lection of appropriate kernel function is a key issue, which has a great impact 
with the prediction accuracy. Compared with some other feasible kernel func-
tions, Gaussian RBF is always selected as kernel function due to its good fea-
tures. As a distance functions-based kernel function, Gaussian RBF also has 
some drawbacks. In this paper, we modified the standard Gaussian RBF to sa-
tisfy the two requirements of distance functions-based kernel functions which 
are fast damping at the place adjacent to the test point and keeping a moderate 
damping at infinity. The simulation results indicate preliminarily that the mod-
ified Gaussian RBF has better performance and can improve the prediction ac-
curacy with LS-SVR. 
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1 Introduction 

Fault or health trend prediction is essential to ensure the safe operation of complex 
equipments. However, the complex equipments are usually nonlinear systems. It is 
difficult to establish their accurate mathematical models. So in practice, the observa-
tion time series are often used to implement the prediction of complex equipments. 
Many nonlinear prediction methods are presented for time series prediction.[1-7] 
Support Vector Machine (SVM) based methods are one of the widely applied  
methods. 

SVM was firstly proposed by Vapnik et al.[8] in mid-nineties. It is a machine 
learning method based on the statistical learning theory. SVM has strict mathematical 
basis, which improves the generalization ability by employing structural risk minimi-
zation principle and provides better solutions to many practical problems, such as the 
problem with small sample high dimensional data, nonlinear problem and local mini-
ma problem, etc.  

The standard SVM solves a convex quadratic optimization problem where solution 
is unique; however the solving process is complicated. Suykens et al.[9] presented 
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least squares support vector machine (LS-SVM) via transferring the inequality con-
straints into equality constraints and replacing the empirical risk deviation by quadrat-
ic deviation. LS-SVM retains the advantages of SVM in solving the small sample size 
data and nonlinear problems. LS-SVM also has faster solving speed and requires less 
computing resource. Later, Vapnik et al.[8] extended LS-SVM to the regression esti-
mation of nonlinear systems, called LS-SVR[4]. However, for LS-SVR and the other 
SVM-based methods, it is very important to select an appropriate kernel function and 
its parameters. This key issue has great impact on the model accuracy and generaliza-
tion capability. 

There are some most widely used kernel functions which include radial basis func-
tion (RBF) kernel, polynomial kernel, sigmoid kernel and linear kernel etc. Poly-
nomial kernel and RBF kernel always satisfies Mercer’s theorem, the other kernels 
satisfy Mercer’s theorem only under some certain conditions[10].Moreover, poly-
nomial kernel has more parameters than RBF kernel. Thus, in comparison with above 
feasible kernel functions, the most commonly adopted RBF kernel is Gaussian RBF. 
As a distance function-based kernel function, Gaussian RBF is a more compactly 
supported kernel function, which can reduce the computational complexity of training 
process and improve the generalization performance of LS-SVR. So Gaussian RBF is 
always selected as kernel function in time series prediction. 

However, according to the characters of distance function-based kernel functions, 
the closeness test points in original space will become extremely sparseness after 
being mapped to the high dimensional space by Gaussian RBF, i.e., Gaussian RBF 
kernel is a local kernel with a stronger learning ability but weaker dissemination abili-
ty.[11,12] In order to overcome this drawback, Gaussian RBF must be modified to 
satisfy two requirements: one is that the function has fast damping at the place adja-
cent to the test point, the other is that the function can keep a moderate damping at 
infinity[13]. Gaussian RBF only satisfies the fist condition. In this paper, we present a 
new modified Gaussian RBF that will both satisfy the two conditions. And then we 
apply LS-SVR with this modified Gaussian RBF to perform time series prediction. 

The remainder of the paper will be structured as follows: Section 2 proposes the 
form of the new modified Gaussian RBF; Section 3 shows two experiments and anal-
ysis; and the conclusions are drown in Section 4. 

2 Modified Gaussian RBF 

Consider a training sample data set { }
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where b is the bias constant,
 kα are the Lagrange multipliers, the nonlinear mapping  

function ( )φ ⋅  maps the input data into a higher dimensional feature space. That means 

the method makes the nonlinear fitting problem in input feature space to be replaced 

by a high-dimensional feature space linear fitting problem. ( , ) ( ) ( )T

k k
K x x x xϕ ϕ=  is 

the kernel function. The kernel function can perform a nonlinear mapping to a high-
dimensional feature space by replacing the inner product for nonlinear pattern  
problem. 

After establishing the LS-SVR model, the key issue is how to select an appropriate 
kernel function which greatly influences the performance of the LS-SVR model. In 
practice, RBF is always selected as kernel function for its strong learning ability. It 
can realize nonlinear mapping, reduce computational complexity and improve the 
generalization performance. As a result, the stander Gaussian RBF that we employ as 
kernel function in this paper is presented as follows 
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where σ   is the width of kernel and it is a positive real constant.  
Based on the discussion of RBF in section 1, although the standard Gaussian RBF 

has some shortages, it is still a good kernel function. So some researchers proposed 
some schemes to improve the performance of the standard Gaussian RBF[14,15]. 

Although it is obviously from Eq.(2) that σ is the only one parameter, the research 
results of Ref.[14] indicated that the adjustment of σ can’t achieve more better effect. 
Ref.[15] proposed a new kernel function, in which the distance equation served as the 
denominator of the exponential function, shown as follows 
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From the characteristic curve of Eq.(3), we can see that Eq.(3) is better able to satisfy 
the two conditions (expressed in section 1) than the standard Gaussian RBF. 

According to the idea of Eq.(3), we modify the standard Gaussian RBF to achieve 
better performance. Its form is shown as follows 
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where, we call χ as displacement parameter and κ as amplitude parameter. They are 

used to adjust the displacement and amplitude of kernel function. In order to simple 
the selection complexity, Eq.(4) can be transferred with the following form 
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For the description consistency with above equations, rewrite Eq.(5) as follows 
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where 2 2
ln κσ σ→ .  

Fig.1 shows the comparison of the standard Gaussian RBF and the modified Gaus-
sian RBF (see Eq.(6)) on damping with different distance from the test point. 
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Fig. 1. Damping comparison of standard and modified Gaussian RBF 

From Fig.1, it is obvious that the modified Gaussian RBF can satisfy the two con-
ditions described in section 1. Especially, the modified Gaussian RBF can keep some 
attenuation and does not almost equal to zero at points far away from the test point. 
For this modified Gaussian RBF, we can perform joint optimization with all parame-
ters to get the best kernel function. Hence, the modified Gaussian RBF is an advisable 
kernel function due to the improved performance of kernel function. 

3 Time Series Prediction Experiments and Analysis 

In this section, we perform time series prediction simulation and application experi-
ments to evaluate the modified Gaussian RBF. All the experiments adopt Mat-
labR2011b and LS-SVMlab1.8 Toolbox (The software can be downloaded from 
http://www.esat.kuleuven.be/sista/lssvmlab) under Windows XP operating system to 
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get the experimental results. To avoid over fitting, all the experiments are run 100 
times and the average values are taken. 

3.1 Prediction Estimation Criterion 

If the prediction value has low relative error, the LS-SVR model is a better model. 
The root mean squared error (RMSE) [16] of prediction is usually as evaluation crite-
rion. The prediction RMSE is defined as follows 

 2
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RMSE x k x k
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′= −  (7) 

where n  is the number of training sample data, ( )kx′  and ( )kx  are the prediction 

and actual values respectively. 

3.2 Simulation Experiment and Analysis 

In the simulation experiment, we apply sin /x x  defined on the interval [0.1, 40] 
with step 0.1 to generate sample time series. In this simulation experiment, we com-
pare the prediction accuracy and time cost via LS-SVR with the standard Gaussian 
RBF and the modified Gaussian RBF respectively. Moreover, we add Gaussian noise 
with noise std. 0.05 into the simulation time series, i.e., the experiment is imple-
mented on a random set of samples corrupted by additive zero-mean Gaussian noise 
(shown in Fig.2).  
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Fig. 2. Raw time series data of simulation experiment 
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In practice, researchers often use part of the sample data to train the LS-SVR mod-
el and use another part of the sample data to validate. So we select 400 time series 
data as samples and set the first 200 time series data as training samples. We take the 
data of any continuous 11 as a sample, where the data of the first 10 data compose an 
input sample vector and last one as the output vector, i.e., in the simulation example, 
we have 190 training data. And then we predict the No. 201 to No.200 time series 
data using the trained model.  

In the simulation experiment, all the parameters are selected by traditional grid search 
method, where the search rang is [0.01, 200]. The prediction results, which are training 
time(TrTime) , prediction time (PrTime) and RMSE, are shown in Fig.3 and Table 1.  
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Fig. 3. Prediction results of simulation experiment 

Table 1. Prediction results of simulation experiment 

Method TrTime/s PrTime/s RMSE 

Standard Gaussian RBF 0.012309 0.014164 0.5342 
Modified Gaussian RBF 0.011180 0.004972 0.3505 

 
From the Fig.3 and Table 1, we can see that the LS-SVR with modified Gaussian 

RBF has better prediction results on computing time and RMSE. This may be due to 
that the information in sample data is better presented by the modified Gaussian RBF 
in the high-dimensional mapping feature space. 

3.3 Application Experiment and Analysis 

In application experiment, we collect 60 data from a complex system (shown in 
Fig.4). we use the first 50 group as training samples, and then  predict the last 10 
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data. All the parameters of modified RBF will be jointly optimized via the traditional 
grid search method with the search rang [0.01, 200].  

The prediction results (shown in Fig.5 and Fig.6) indicate that the modified Gaus-
sian RBF can improve the performance of LS-SVR, and the modified Gaussian RBF 
is a good and effective kernel function in practice.  
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Fig. 4. Raw time series data of application experiment 
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Fig. 5. Prediction results of application experiment 
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Fig. 6. Prediction error of application experiment 

4 Conclusions 

In this paper, we aim at the shortages of standard Gaussian RBF and modify it. The 
modified Gaussian RBF can satisfy the two requirements of distance function-based 
kernel functions, which can fast damping at the place adjacent to the test point and 
keep a moderate damping at infinity. We apply LS-SVR with the modified Gaussian 
RBF to perform time series prediction experiments. The results indicate that the mod-
ified Gaussian RBF has better performance and can improve prediction accuracy ef-
fectively.  
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