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Abstract. We propose a new method for natural writing recognition
that utilizes geometric features of letters. The paper deals with recogni-
tion of isolated handwritten characters using an artificial neural network.
As a result of the geometrical analysis realized, graphical representations
of recognized characters are obtained in the form of pattern descriptions
of isolated characters. The radius measurements of the characters ob-
tained are inputs to the neural network for natural writing recognition
which is font independent. In this paper, we present a new method for
off-line natural writing recognition and also describe our research and
tests performed on the neural network.
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1 Introduction

Natural writing recognition has been studied for nearly forty years and there
have been many proposed approaches. The problem is quite complex, and even
now there is no single approach that solves it both efficiently and completely
in all contexts. In written language recognition processes, an image containing
text must be appropriately supplied and preprocessed. Then the text must either
undergo segmentation or feature extraction. Small processed pieces of the text
will be the result, and these must undergo recognition by the system. Finally,
contextual information should be applied to the recognized symbols to verify the
result. Artificial neural networks, applied in handwriting recognition, allow for
high generalization ability and do not require deep background knowledge and
formalization to be able to solve the written language recognition problem.

Handwriting recognition can be divided by its input method into two cate-
gories: off-line handwriting recognition and on-line handwriting recognition. For
off-line recognition, the writing is usually captured optically by a scanner. For
on-line recognition, a digitizer samples the handwriting to time-sequenced pixels
as it is being written. Hence, the on-line handwriting signal contains additional
time information which is not present in the off-line signal.
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Fig. 1. Scheme of the proposed natural writing recognition system

In the proposed new method of natural writing recognition in Fig. [ the
handwritten text is produced subject to the following preprocessing: digitiza-
tion, binarization, noise elimination, thinning, normalizing and segmentation.
The next step is to find the center of mass of the character image. With the
center of mass as a reference point, radiuses are drawn, creating a set of points
describing the contour of the character so that its pattern description is made. In
the proposed hybrid system, the pattern description of each isolated character,
after the process of input value normalization and application of letter descrip-
tion rules using fuzzy logic, are the input signals for the neural networks for
isolated character recognition. The recognized characters are grouped into more
quantitative units with the letter string recognition module, which are coded as
binary images of vectors and then become inputs of the module for recognizing
words. The module uses a 3-layer Hamming neural network. The network of this
module uses a training file containing patterns of words. The recognized vocab-
ulary words represented by the output neurons are processed by the module for
recognizing phrases which uses the Hamming Maxnet network equipped with a
training file containing phrases built with contextual knowledge from linguistics.

2 The State of the Art

The state of the art of automatic recognition of handwriting at the beginning
of the new millennium is that as a field it is no longer an esoteric topic on the
fringes of information technology, but a mature discipline that has found many
commercial uses. On-line systems for handwriting recognition are available in
hand-held computers such as personal digital assistants. Their performance is
acceptable for processing handprinted symbols, and when combined with key-
board entry, a powerful method for data entry has been created. Off-line systems
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are less accurate than on-line systems. However, they are now good enough that
they have a significant economic impact on specialized domains such as inter-
preting handwritten postal addresses on envelopes and reading courtesy amounts
on bank checks [1,2,3,12]. The success of on-line systems makes it attractive to
consider developing off-line systems that first estimate the trajectory of the writ-
ing from off-line data and then use on-line recognition algorithms [11]. However,
the difficulty of recreating the temporal data [4] has led to few such feature
extraction systems so far [1]. Research on automated written language recogni-
tion dates back several decades. Today, cleanly machine-printed text documents
with simple layouts can be recognized reliably by OCR software. There is also
some success with handwriting recognition, particularly for isolated handprinted
characters and words. For example, in the on-line case, the recently introduced
personal digital assistants have practical value. Similarly, some online signature
verification systems have been marketed over the last few years and instruc-
tional tools to help children learn to write are beginning to emerge. Most of the
off-line successes have come in constrained domains, such as postal addresses,
bank checks, and census forms. The analysis of documents with complex layouts,
recognition of degraded printed text, and the recognition of running handwrit-
ing continue to remain largely in the research arena. Some of the major research
challenges in on-line or off-line processing of handwriting are in word and line
separation, segmentation of words into characters, recognition of words when
lexicons are large, and the use of language models in aiding preprocessing and
recognition. In most applications, machine performance is far from being accept-
able, although potential users often forget that human subjects generally make
reading mistakes [2,3]. The design of human-computer interfaces [5,6,7,8,9] based
on handwriting is part of a tremendous research effort together with speech
recognition, language processing and translation to facilitate communication of
people with computers. From this perspective, any successes or failures in these
fields will have an important impact on the evolution of languages [10].

3 Description of the Method

The proposed system attempts to combine two methods for natural writing
recognition, neural networks and preprocessing for geometric features extrac-
tion. The system consists of the preprocessing subsystem, geometrical analysis
subsystem, fuzzy logic subsystem, neural network subsystem for isolated char-
acters as well as neural network subsystem for vocabulary and linguistics, as
shown in Fig. 2l The motivation behind that preprocessor is to reduce the di-
mensionality of the neural network input. However, another benefit given by the
preprocessor is immunity against image translation, because all the information
is relative to the image’s center of mass.

The extraction process of the selected geometrical features of letters is based
on application of the center of mass of a letter with a method of data cluster-
ing. The selected Fuzzy C-Means algorithm (Fig. B]) is described with typical
denotations of data clustering algorithms and can be aliased as unsupervised
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Natural writing recognised text

Fig. 2. Algorithm of the proposed system of effective handwriting recognition
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Fig. 3. The Fuzzy C-Means algorithm to find the center of mass of an isolated character

Fig. 4. Geometrical analyses of characters: A) determination of the center of the mass
for exemplary letter s; B) determination of intersection points of the letter and the
radiuses for exemplary letter o; C) measurement of the length of line segments 1 created
by letter points in fragments f for letter e; D) summation of measurements in fragments
f containing n radiuses for letter 1; E) measurement of the length of line segments of
each radius for exemplary letter e and letter 1 (F); G) measurements of differences of
the radius lengths in each fragment f for exemplary letter e and letter 1 (H).

learning. After the first partitioning of letter points into clusters and obtaining
their cluster centers, a new clustering is performed with the algorithm, which
is a partitioning of the obtained cluster centers. The clustering is repeated with
the algorithm until two clusters are obtained. The center of the line segment
created by the last two cluster centers is the center of mass of the letter.

The developed geometrical analysis is based on the processing of the images
of letter shapes into their graphical representations in the form of pattern de-
scriptions. The process of the geometrical analysis begins with determining of
the center of mass of the letter in order to find the initial point of the analysis.
The next step of the algorithm is based on drawing radiuses from the initial
point, the lengths of which are equal to the length of the line segment created
by the initial point and the point on the letter furthest from this point. The
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Fig. 5. Geometrical analyses of characters for exemplary letters

creation of a circle of that radius makes it visible that the analysis covers the
whole letter. The precision of this geometrical analysis method is proportional
to the number of radiuses. Where the radiuses intersect with the letter, points
are obtained, which makes it possible to obtain the measures of the line segment
created by the initial point and the letter intersection point. The lengths of the
created line segments obtained are represented in the form of pattern descrip-
tions of isolated characters which are inputs of the neural network. Geometrical
analyses of characters for exemplary letters are shown in Fig. [ and Fig. B

4 Experimental Results

The research on the developed method concerns the ability of the neural network
to learn to recognize specific letters. The neural networks are trained with the
model of isolated written language characters.
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Fig. 6. The error rate of the neural network for recognition of isolated handwritten
characters

The ability of the neural network to learn to recognize specific letters depends
on the number of learning epochs. The specified time of learning enables the
network to minimize the error so that it can work more efficiently. Based on the
research, the error rate achieved is as shown in Fig. [l
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Fig. 7. Geometrical analysis and pattern description of isolated characters

Error rate is about 20% at learning time equals 50 epochs and 5% at 100
epochs. The error rate dropped by about 90% after training with 60 series of all
patterns.

Several geometrical analyses of isolated characters and their pattern descrip-
tion were realized, which made it possible to draw significant conclusions (Fig.
[7) and apply them in the proposed algorithms.

5 Conclusions and Perspectives

Many advances and changes have occurred in the field of automated written
language recognition, over the last decade. The different sources of variability
in psychophysical aspects of the generation and perception of written language
make handwriting processing difficult.
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Considerable progress has been made in natural writing recognition tech-

nology. Written language recognition systems have been limited to small and
medium vocabulary applications, since most of them often rely on a lexicon
during the recognition process. The capability of dealing with large lexicons,
however, opens up many more applications.

The advantages of this new method of natural writing recognition are flexibil-

ity with regards to writing style, geometrical analysis enabling font independent
character recognition, possibility of application of other types of neural networks,
extension of the range of geometrical analysis and other possibilities for further
development.
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